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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday lives, as
an ever-growing number of human activities are progressively moving from the phys-
ical to the digital world. This process, which has been ongoing for some time now,
was further accelerated during the acute period of the COVID-19 pandemic. The HCI
International (HCII) conference series, held annually, aims to respond to the compelling
need to advance the exchange of knowledge and research and development efforts on
the human aspects of design and use of computing systems.

The 25th International Conference on Human-Computer Interaction, HCI Interna-
tional 2023 (HCII 2023), was held in the emerging post-pandemic era as a ‘hybrid’ event
at the AC Bella Sky Hotel and Bella Center, Copenhagen, Denmark, during July 23–28,
2023. It incorporated the 21 thematic areas and affiliated conferences listed below.

A total of 7472 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1578 papers and
396 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will be
included in the ‘HCII 2023 - Late Breaking Work - Papers’ volumes of the proceedings
to be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2023 - Late Breaking Work - Posters’
volumes to be published in the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2023 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
sincere appreciation to Abbas Moallem, Communications Chair and Editor of HCI
International News.

July 2023 Constantine Stephanidis
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Preface

The use and role of technology in the business and organizational context have always
been at the heart of human-computer interaction (HCI) since the start of management
information systems. In general, HCI research in such a context is concerned with the
ways humans interact with information, technologies, and tasks in the business, manage-
rial, and organizational contexts. Hence, the focus lies in understanding the relationships
and interactions between people (e.g., management, users, implementers, designers,
developers, senior executives, and vendors), tasks, contexts, information, and technol-
ogy. Today, with the explosion of the metaverse, social media, big data, and the Internet
of Things, new pathways are opening in this direction, which need to be investigated
and exploited.

The 10th International Conference on HCI in Business, Government and Organiza-
tions (HCIBGO 2023), an affiliated conference of the HCI International (HCII) confer-
ence, promoted and supported multidisciplinary dialogue, cross-fertilization of ideas,
and greater synergies between research, academia, and stakeholders in the business,
managerial, and organizational domain.

HCI in business, government, and organizations ranges across a broad spectrum
of topics from digital transformation to customer engagement. The HCIBGO confer-
ence facilitates the advancement of HCI research and practice for individuals, groups,
enterprises, and society at large. The topics covered include emerging areas such as
artificial intelligence and machine learning, blockchain, service design, live streaming
in electronic commerce, visualization, and workplace design.

Two volumes of the HCII 2023 proceedings are dedicated to this year’s edition of the
HCIBGO conference. The first volume covers topics related to advancing technology
and management in public sector organizations and governance, user experience and
business perspectives in the context of mobile commerce and e-commerce, as well as
the use of disruptive technologies to enhance customer experience. The second volume
focuses on topics related to exploring the intersection of robotics and autonomous agents
in business and industry, applications ofAI in business and society, aswell as case studies
and empirical research in the domain of exploring human behavior and communication
in business.

Papers of this volume are included for publication after a minimum of two single-
blind reviews from the members of the HCIBGO Program Board or, in some cases, from
members of the Program Boards of other affiliated conferences. We would like to thank
all of them for their invaluable contribution, support, and efforts.

July 2023 Fiona Nah
Keng Siau
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HCI International 2024 Conference

The 26th International Conference on Human-Computer Interaction, HCI International
2024, will be held jointly with the affiliated conferences at the Washington Hilton
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spectrum of themes related to Human-Computer Interaction, including theoretical
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interaction techniques, interfaces, and applications. The proceedings will be published
by Springer. More information will be made available on the conference website:
http://2024.hci.international/.

General Chair
Prof. Constantine Stephanidis
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Abstract. For the past few years, some officers and soldiers have remained with
the Armed Forces for training purposes and for identifying injuries and deaths
caused by accidents. This study constructed a research framework through litera-
ture review and expert interviews, and then used the decision laboratory method as
the basis for network analysis procedures to determine the key factors for assess-
ing risk factors in the national military fitness assessment. Results showed that
there were five main influencing criteria, which included ‘potential risk factors of
physical and mental conditions of officers and enlisted personnel’, ‘body monitor-
ing equipment’, ‘medical preparation and knowledge’, ‘first aid equipment’ and
‘hazard prevention equipment’. Among them, “Identifying potential risk factors
related to the physical and psychological state of officers and soldiers” can be
used to improve other key factors. The research results and analyses will be useful
for the establishment of a risk assessment mechanism for the effective prevention
of accident risks through the national military fitness assessment in combination
with new technological devices and systems.

Keywords: Physical fitness · Body Mass Index · Delphi method ·
DEMATEL-based Analytic Network Process(DANP) · Importance-Performance
Analysis

1 Introduction

With regard to physical fitness training and the detection of accidental injuries and
fatalities, this study collects statistics from national news reports from the years 2013 to
2016, as shown in Table 1.

According to US military reports, two to three people have died each year since
2010 during physical training (Caitlin 2020). This study uses news media broadcasts to
collect statistics from 2017 to 2020, as shown in Table 2.

Especially recently, events such as marathon and triathlon have gradually become
national sports, and runners and ordinary people can monitor and adjust their running
schedule and training strategy anytime and anywhere (Xu and Zhuang 2018).The data
is then transmitted to cloud computing via wired or wireless communication, and the
cloud feeds the results back to personal mobile devices, allowing users to obtain neces-
sary information (Chen 2015). To improve the overall effectiveness of the unit’s physical
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Table 1. Accidents caused by physical fitness assessment and training in the National Army.

Item Reporting time Incident Result

1 August 7, 2013(Jane Zhengfeng,
Li Guanzhi)

A sergeant surnamed Lu from the
Kinmen area went to Taoyuan
Army Academy for training at
the end of July. After classes
ended at 5 o’clock in the evening
on 7 August, he went jogging
with the chief sergeant. After 40
min, he was found lying on the
ground, unable to get up, and
was rushed to hospital, but he
didn’t recover

training casualties

2 October 27, 2015
(Wen Yude)

A male major in the Air Force
took part in the 3,000 m
barehanded running test, but
fainted at the end and his heart
stopped beating for a while.
Fortunately, he was rescued and
survived

Detect damage

3 January 7, 2016
(Cai Qinghua)

Colonel Gu, the captain of a
certain unit of the Marine Corps,
did a 3,000 m unarmed running
test. He was sent to hospital after
the test when he suddenly fainted
during a relaxation exercise

Detect casualties

4 October 11, 2016
(Yang Jiyu)

An NCO surnamed He, who
served in a certain naval
command, was doing an
unarmed 3,000-m run in the
camp in the afternoon. When he
had finished running and was
returning to his dormitory, he
suddenly fainted on the stairs. He
was pronounced dead

Detect casualties

training and prevent training accidents, the USMarines have developed a physical train-
ing APP (2019) to improve the physical fitness level of members and units, as well as
to keep track of the injury rate of the entire Marines and which training is more likely
to lead to injury (Jiang 2020).

The aim of this study is to examine the existing process of the National Army’s
physical fitness inspection at the station, reduce the labour cost and inspection time
consumption, and establish and improve the risk factor assessment method to effectively
monitor the physiological monitoring data generated by officers and soldiers during the
inspection. In addition, it effectively analyses and evaluates the accident risk during the
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Table 2. US military physical fitness assessment and training accidents.

Item Reporting time Incident Result

1 June 2017(Andy) The Air Force Times reported that the director of
the Air Force Service Center in Denver suddenly
collapsed due to physical discomfort during a
physical fitness test at Buckley Air Force Base in
Colorado, was taken to hospital and died the next
day

Detect casualties

2 May 13, 2019
( Meghann)

Likat Ahan, a 51-year-old officer at the U.S. Army
War College in New York, reportedly collapsed
while running on the campus and was taken to
Keller Army Community Hospital for treatment,
where he was pronounced dead

Detect casualties

3 October 17, 2019
(Stephen)

Three pilots reportedly died following fitness tests
in 2019. Senior pilot Amalia Joseph died on 26
May after suffering a medical emergency while
she was running on a track at an Air Force base in
South Carolina. Senior pilot Aaron Hall died on 1
June in a similar emergency on another track at the
air base. Captain Tranai Rashawn Tanner died on
17 August after being taken to hospital with a
medical condition following a physical fitness test
at Eglin Air Force Base in Florida on 16 August

Detect casualties

4 July 30, 2020
(Harm)

The Army Times reported that Army National
Guard Lt. Robert collapsed after completing a
fitness test in preparation for the Basic Officer
Leadership Course and was taken to St. Luke’s
Hospital in Tempe, where he died the next
morning

Detect casualties

assessment, so as to reduce the injury and accident incidents during the physical fitness
assessment and training.

In recent years, there are still some soldiers who get injured or pass away during
physical fitness training or test in National Physical Fitness Test Center or home station.
This research focus on reviewing the current procedures of physical fitness test of the
ROC Armed Forces, cutting manpower and time, and building a comprehensive way to
assess risk in order to monitor the soldier’s body performance and status effectively. The
goal is to reduce the injuries and casualties during physical fitness test and training.

There are three purposes of our research. The first one is to establish a complete
assessment mechanism for the national military to assess risk factors for physical fitness
in the garrison, and update the content of the national military physical fitness risk man-
agement operation manual and defense regulations to meet the actual implementation
needs of the national military. According to the physical and psychological conditions
of officers and soldiers during the physical fitness assessment of the National Army, the
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introduction of body monitoring equipment can effectively monitor the physiological
monitoring data generated by officers and soldiers during assessment and training, and
reduce personal injuries and casualties. The third one is to re-formulate the national
military physical fitness assessment group and assessment process to reduce manpower
expenditure and time consumption of the assessment process.

This research applies the Delphi method to construct framework for risk assessment.
The experts selected by this research are professionals who serve as the chief officer of
the National Army, the director of the training business department, the physicians and
lecturers of the NationalMilitary Hospital as the selection conditions, and form an expert
group to participate in the revision of the research structure and subsequent filling in order
to provide professional opinions. After the literature discussion, the prototype structure
was established, and 3 evaluation aspects and 13 evaluation criteria were summarized,
and the prototype structure was used to interview the expert group of this study. The final
research framework was determined through the results of expert interviews, including 4
evaluation aspects and 9 criteria. And then uses the decision-making laboratory method
to identify key factors and results.

2 Review and Discussion of Military Fitness Risk Factors

Literature survey on the risk factors affecting the physical fitness of the national army.
Jiang Yaozheng (2011) pointed out that the factors affecting the national military’s
physical fitness assessment and training cause sports injuries, including (1) demographic
characteristics (age, place of residence, education level, parameters such as smoking
habits and exercise habits), (2) physiological indicators (height, weight, BMI, body
fat percentage, waist and hip circumference and other parameters), (3) sports injury
prevention and cognition.

Huang (2012) pointed out the risk factors affecting the physical fitness evaluation of
the 3,000 m barefoot running, the evaluation criteria include (1) BMI values, (2) cardiac
and respiratory endurance indicators, and (3) human physical condition. Hong (2016)
noted that the risk factors that affect physical fitness assessment of the national army, the
evaluation criteria are (1) body quality index, (2) weight management, (3) ECG, pulse,
systole and diastole blood pressure physical examination index.

Xu 2017) investigated the source of risk in physical fitness training and testing,
according to the negligence of personnel, the characteristics of training items, the time
of training and testing, the safety of training and venues, the safety of training equipment,
and the physical fitness and health status of officers and soldiers. 3 risk factors and 13
risk factors were summarised.

Ye and Su (2018) suggest that understanding fatigue recovery timing and practice
in athletic training are key metrics to avoid sports injuries and master effective athletic
training. Most of the risk factors come from exercise-induced fatigue, the evaluation
criteria are (1) exercise intensity self-perception table, (2) observation method: 1. Self-
perception, 2. Perception of others, 3. EMG.

Cai et al. (2018) noted that in the future physical fitness test, wearable devices
can be integrated into the physical fitness test equipment of the military to monitor
the national.The real-time state of exercise during the physical fitness assessment of
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military personnel can reduce the risk of sports injuries and accidental injuries, as well
as preventive medical reference. Through the evaluation of 4 criteria, namely (1) mental
index, (2) wearable technology, (3) cardiac stress assessment, and (4) data records, it
is possible to evaluate whether it is possible to incorporate wearable devices into the
military’s physical fitness assessment equipment to reduce the risk of sports injuries and
accidental injuries.

Zhang et al. (2019) explored the major factors causing sports injuries in army foot-
ball players, and summarised three dimensions, (1) “weight training”, (2) “external
environment”, and (3) “internal environment”. The “environment” criteria include (1)
insufficient training time, (2) insufficient training volume, (3) excessive training vol-
ume, (4) old training equipment, (5) inadequate equipment, (6) poor site environment,
(7) affected by weather, (8) inadequate psychological construction, (9) failure to wear
protective gear, (10) failure to warm up before the game, (11) lack of concentration, and
other 11 criteria.

Wang (2019) pointed out that risk factors should be analysed and evaluated based on
three aspects, namely (1) the “basic quality” of officers and soldiers, (2) the frequency
of training, and (3) the relationship between strength and physical fitness. Zhang (2019)
pointed out that in order to effectively improve physical fitness and reduce sports injuries,
criteria such as (1) heart rate belt, (2) heart rate value, and (3) rating of perceived exertion
(RPE) should be combined.

In the above literature analysis, only Xu (2017) literature is based on the compilation
rules of the Army Risk Management Operation Manual, and proposes physical fitness
risk factors to distinguish personnel, environmental and mechanical factors, which is
more consistent with this study’s focus. Thus, this study combined some aspects and
criteria with the same or similar definitions in the literature, and ultimately constructed
a prototype research framework including three aspects and 13 evaluation criteria, and
defined each criteria, as shown in Table 3.

Table 3. Aspects and criteria of prototype architecture.

Aspects Criteria Definition of Criterion References

Human Aspects Training time
allocation

Insufficient training
time, incorrect
warm-up and
stretching methods,
inaccurate
movements, lack of
targeted and
specificity

Xu (2017), Zhang
et al. (2019), Wang
2019)

Physiological latent
risk factors of officers
and soldiers

Fatigue, staying up
late, injury, illness and
injury training,
chronic disease, old
injury, family
inheritance,
undetected cause

Xu (2017), Ye and Su
(2018)

(continued)
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Table 3. (continued)

Aspects Criteria Definition of Criterion References

Attention during
training

Concerned, play does
not listen to command
commands, training or
inspection of the
energy lax

Xu (2017), Zhang
et al. (2019)

Physical and mental
state

Substandard body
mass index, new
recruits, underweight
or overweight, lack of
exercise habits,
insufficient training,
improper
prescriptions,
exhaustion, lack of
rest, lack of water,
staying up late and
working overtime,
training hard for a
sense of honor

Kong (2011), Huang
(2012), Hung (2016),
Yip and So (2018),
Zhang et al. (2019)

Training program and
organization

The progress of
physical fitness
training is gradual, the
foundation of officers
and soldiers is
different, the training
method is
inappropriate, and the
result is twice the
result with half the
effort. During the
training, there is no
distinction between
good and bad, no
strength and
weakness, and it is
impossible to form
key supplementary
training

Xu (2017), Zhang
et al. (2019)

(continued)
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Table 3. (continued)

Aspects Criteria Definition of Criterion References

Medical readiness and
awareness

There are no medical
staff, no emergency
communication
network, delayed
medical treatment,
improper first aid
procedures, and
insufficient awareness
of the concept of
sports injury
prevention

Jiang (2011), Xu
(2017)

Exercise intensity
self-perception

It is helpful for army
trainers to grasp and
record the heartbeat
rate and self-feeling
situation of each
individual in the large
army, so as to serve as
the most immediate
reference for
evaluating the training
effect and fatigue

Jiang (2011), Yip and
So (2018), Cheung
(2019)

Envirnmental Aspects Training environment The runway is uneven,
there is no traffic
control during the
running test, the
runway is uneven, the
route is not clearly
marked, and the field
is slippery

Xu (2017), Zhang
et al. (2019)

Training period Just received the leave
and implemented
intense training and
testing, the risk factor
exceeded 40, and the
weather changed at
that time

Xu (2017), Zhang
et al. (2019)

Weather conditions Thunderstorms,
extreme heat, extreme
cold

Xu (2017), Zhang
et al. (2019)

(continued)
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Table 3. (continued)

Aspects Criteria Definition of Criterion References

Mechanical Aspects Protective equipment There is a shortage of
first aid equipment,
ambulance stations,
and tea supply
stations, the planning
of the site
configuration and
movement lines is
disordered, security
alerts, control and
communication are
not accurate, and
inspections are
neglected

Xu (2017), Zhang
et al. (2019)

First aid equipment Damaged oxygen
cylinders, lack of
oxygen, expired or
shortage of medicines,
no ambulance,
ambulance
breakdown, etc

Xu (2017), Zhang
et al. (2019)

Body monitoring
equipment

Based on the definition
of relevant criteria, it
is possible to measure
basic physiological
parameters, including
heart rate, respiration
rate, acceleration,
maximum oxygen
consumption,
temperature, and
monitoring of physical
activity regardless of
the use of heart rate
belts and related
technological devices

Hung (2016), Yip and
So (2018), Cai et al.
(2018), Zhang (2019)

3 Research Methodology and Results

3.1 Establishment of a Formal Research Framework

This study makes use of the Delphi method, which is a long-term forecasting technique
thatwas developed by theRandCorporation in theUnited States in the 1960s. Pill (1971);
Shefer and Stroumsa (1981); Rowe et al.(1991). Through anonymous written discussion
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among experts, the Delphi method encourages experts to use their professional knowl-
edge, experience and opinions to reach a consensus on complex issues. Based on the
prototype research framework shown in Table 3, this study uses the interview method
of experts’ experience, intuition and value judgement (Deng 2012), and finally confirms
the formal research framework. The experts selected in this study are professionals in
the roles of chief officer of the national army, director of the training business depart-
ment, doctor and lecturer of the national military hospital, who form an expert group to
participate in the revision of the questionnaire structure and the filling of the follow-up
questionnaire, and provide professional opinions.

The first expert survey on the addition and deletion of the prototype structure was
conducted in March 2021. The opinions of the experts were listed. Following this, the
dimensions of the prototype structure have been modified according to the modifications
proposed by the expert panel, and a second expert interview has been conducted for
this prototype framework in April 2021. Finally, after two rounds of expert interview
revisions, a formal research framework consisting of four dimensions and nine criteria
was finally determined. The formal evaluation levels and definitions were sorted as
shown in Table 4.

Table 4. Aspects and criteria of Formal Architecture

Aspects Criteria Definition of Criterion

Human Aspects Training time allocation Insufficient training time,
incorrect warm-up and stretching
methods, inaccurate movements,
lack of targeted and specificity

Physiological latent risk factors of
officers and soldiers

Fatigue, staying up late, injury,
illness and injury training, chronic
disease, old injury, family
inheritance, undetected cause

Attention during training Concerned, play does not listen to
command commands, training or
inspection of the energy lax

Physical and mental state Substandard body mass index,
new recruits, underweight or
overweight, lack of exercise
habits, insufficient training,
improper prescriptions,
exhaustion, lack of rest, lack of
water, staying up late and working
overtime, training hard for a sense
of honor

(continued)
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Table 4. (continued)

Aspects Criteria Definition of Criterion

Training program and
organization

The progress of physical fitness
training is gradual, the foundation
of officers and soldiers is
different, the training method is
inappropriate, and the result is
twice the result with half the
effort. During the training, there is
no distinction between good and
bad, no strength and weakness,
and it is impossible to form key
supplementary training

Medical readiness and awareness There are no medical staff, no
emergency communication
network, delayed medical
treatment, improper first aid
procedures, and insufficient
awareness of the concept of sports
injury prevention

Exercise intensity self-perception It is helpful for army trainers to
grasp and record the heartbeat rate
and self-feeling situation of each
individual in the large army, so as
to serve as the most immediate
reference for evaluating the
training effect and fatigue

Envirnmental Aspects Training environment The runway is uneven, there is no
traffic control during the running
test, the runway is uneven, the
route is not clearly marked, and
the field is slippery

Training period Just received the leave and
implemented intense training and
testing, the risk factor exceeded
40, and the weather changed at
that time

Weather conditions Thunderstorms, extreme heat,
extreme cold

(continued)
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Table 4. (continued)

Aspects Criteria Definition of Criterion

Mechanical Aspects Protective equipment There is a shortage of first aid
equipment, ambulance stations,
and tea supply stations, the
planning of the site configuration
and movement lines is disordered,
security alerts, control and
communication are not accurate,
and inspections are neglected

First aid equipment Damaged oxygen cylinders, lack
of oxygen, expired or shortage of
medicines, no ambulance,
ambulance breakdown, etc

Body monitoring equipment Based on the definition of relevant
criteria, it is possible to measure
basic physiological parameters,
including heart rate, respiration
rate, acceleration, maximum
oxygen consumption,
temperature, and monitoring of
physical activity regardless of the
use of heart rate belts and related
technological devices

3.2 Determination of the Causal Relationship and the Key Factors

This study uses the DEMATEL method to clarify the causal relationship between the
factors and criteria that influence the risk assessment of the National Military Fitness
Assessment. First, through the distribution of questionnaires, a direct influence rela-
tionship matrix X based on the results of the questionnaires is generated, and then by
normalizing the direct influencematrix and bringing it into the formula T=X (1− X)−1.
The total influence relationship matrix T (Total Influence Matrix) established according
to the criteria can be obtained as shown in Table 5.

The d value can be obtained by summing each column of the total impact marix in
Table 5; the r value can be obtained by summing each row. The row and column sum
(d + r) of each item is called “importance”, which indicates the relevance of that item
to the problem. The rank difference (d-r) of each element is called the “causal degree”.
If the rank difference is positive, it means that this element is biased towards “active
influence” and is classified as a cause; if the rank difference is negative, this element
is biased towards “influence”. Impact” is classified as effect. According to the overall
impact relationship matrix in Table 5, calculate the importance and correlation as shown
in Table 6.
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Table 5. The total influence relationship matrix

A1 A2 B1 B2 B3 C1 C2 C3 D1 Column sum
(d)

A1
A2

0.190 0.306 0.145 0.212 0.017 0.230 0.277 0.351 0.152 1.882

0.212 0.104 0.052 0.125 0.010 0.151 0.191 0.245 0.068 1.159

B1 0.205 0.159 0.041 0.117 0.010 0.135 0.134 0.235 0.048 1.083

B2 0.156 0.107 0.058 0.055 0.004 0.090 0.094 0.176 0.088 0.828

B3 0.235 0.171 0.104 0.151 0.007 0.140 0.163 0.303 0.126 1.401

C1 0.186 0.183 0.104 0.118 0.010 0.075 0.172 0.210 0.119 1.179

C2 0.187 0.176 0.103 0.108 0.009 0.142 0.078 0.121 0.050 0.974

C3 0.251 0.172 0.042 0.134 0.009 0.070 0.083 0.106 0.051 0.919

D1 0.242 0.174 0.089 0.170 0.011 0.148 0.148 0.294 0.053 1.329

Row sum (r) 1.865 1.553 0.739 1.190 0.087 1.182 1.340 2.042 0.757

Table 6. Importance and Relevance of Corresponding Criteria

Criteria d r d + r Ranking d-r

Hazards in the physical and psychological states of
officers and soldiers (A1)

1.88 1.87 3.75 1 0.02

Medical readiness and awareness (A2) 1.16 1.55 2.71 3 −0.39

Assess the site environment (B1) 1.08 0.74 1.82 8 0.34

Detection period (B2) 0.83 1.19 2.02 7 −0.36

Weather conditions (B3) 1.40 0.09 1.49 9 1.31

Hazard prevention facilities (C1) 1.18 1.18 2.36 4 −0.00

First aid equipment (C2) 0.97 1.34 2.31 5 −0.37

Body Monitoring Equipment (C3) 0.92 2.04 2.96 2 −1.12

3,000-m running test standard (D1) 1.33 0.76 2.09 6 0.57

This study adopts the DANP operation framework proposed by Hu et al. (2015),
uses DEMATEL’s total influence matrix as the unweighted super matrix in ANP opera-
tion, normalises the matrix, and self-normalises the results until the fourth convergence,
obtaining the limit super matrix shown in Table 7. The relative weight of each criterion
can be determined by the limit super matrix.

In order to determine the final overall ranking of the criteria, the importance ranking
of DEMATEL and the weight ranking of DANP are used in this study. The sum of
the rankings in Table 8 is also called the Borda score. The lower the score, the more
important the criterion.
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Table 7. Extreme Super Matrix

A1 A2 B1 B2 B3 C1 C2 C3 D1

A1
A2

0.1831 0.1831 0.1831 0.1831 0.1831 0.1831 0.1831 0.1831 0.1831

0.1501 0.1501 0.1501 0.1501 0.1501 0.1501 0.1501 0.1501 0.1501

B1 0.0674 0.0674 0.0674 0.0674 0.0674 0.0674 0.0674 0.0674 0.0674

B2 0.1117 0.1117 0.1117 0.1117 0.1117 0.1117 0.1117 0.1117 0.1117

B3 0.0086 0.0086 0.0086 0.0086 0.0086 0.0086 0.0086 0.0086 0.0086

C1 0.1097 0.1097 0.1097 0.1097 0.1097 0.1097 0.1097 0.1097 0.1097

C2 0.1232 0.1232 0.1232 0.1232 0.1232 0.1232 0.1232 0.1232 0.1232

C3 0.1768 0.1768 0.1768 0.1768 0.1768 0.1768 0.1768 0.1768 0.1768

D1 0.0694 0.0694 0.0694 0.0694 0.0694 0.0694 0.0694 0.0694 0.0694

Table 8. Ranking of criterion weight

Criteria DEMATEL
Importance
ranking

DANP sort by
weight

Sort and Borda
Score

Overall sort

Hazards in the
physical and
psychological states
of officers and
soldiers (A1)

1 1 2 ★ 1

Medical readiness
and awareness (A2)

3 3 6 ★ 3

Assess the site
environment (B1)

8 8 16 8

Detection period
(B2)

7 5 12 6

Weather conditions
(B3)

9 9 18 9

Hazard prevention
facilities (C1)

4 6 10 ★ 5

First aid equipment
(C2)

5 4 9 ★ 4

Body Monitoring
Equipment (C3)

2 2 4 ★ 2

3,000-m running test
standard (D1)

6 7 13 7
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From the results in Table 8, it can be seen that, according to the discussions with
the experts, the five most important criteria for assessing the risk factors affecting the
physical fitness of the national military are “Identification of potential dangers in the
physical andmental state of officers and soldiers (A1)”, “Physical monitoring equipment
(C3)”, “Medical readiness and cognition (A2)”, “First aid equipment (C2)” and “Hazard
prevention facilities (C1)”. And causality diagram between key criteria shows in Fig. 1.

Hazards in the physi-
cal and psychological 
states of officers and 

soldiers (A1)

Body Monitoring 
Equipment (C3)

Medical readi-
ness and awareness 

(A2) 

First aid equipment 
(C2) 

Hazard preven-
tion facilities (C1) 

Fig. 1. Causality Diagram Between Key Criteria

4 Conclusions

The results of the research show that the key factors include: “the physiological status
of soldiers”, “health monitoring device”, “medical care preparation and knowledge”,
“first aid equipment” and risk prevention facility. In addition, the results also indicate
that “health monitoring device”, “medical care preparation and knowledge”, “first aid
equipment” and “risk prevention facility” that are key factors for reducing the risk and
need to be improved. The cause-effect diagram shows that “identification of potential
hazards of soldier’s bodies and physiological status” can be used as a source to improve
other key factors. Even ROC Armed Forces applies many methods and procedures for
monitoring soldiers’ mental and physiological status when they take physical fitness
test in order to reduce risks some means are still insufficient. The overall results are
positive. However, it still needs some enhancement during assessment and evaluation.
The current physical fitness test is evaluated by human at home station and no electrical
device and health monitoring equipment are used during test for measure solder’s basic
physiological status. Therefore, many soldiers get injured or die during the test. The
results of this research can help the ROC Armed Force combine advanced technologies
and devices for physical fitness test and applies the risk assessment to reduce casualties,
cut down extra manpower and testing time.
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Chatbots in Academic Advising: Evaluating
the Acceptance and Effects of Chatbots

in German Student-University Communication
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Abstract. In order to attract new students, German universities must provide
quick and easy access to relevant information. A chatbot can help increase the
efficiency in academic advising for prospective students. In this study we evaluate
the acceptance and effects of chatbots in German student-university communica-
tion.Weconducted a qualitativeUX-Studywith the chatbot prototype ofOffenburg
University of Applied Sciences (HSO), in order to determine which features are
particularly relevant and which requirements are made by the users. The results
show that acceptance increases if the chatbot offers quick and adequate assis-
tance, furthermore, our participants preferred an informal communication style
and valued friendly and helpful personality traits for chatbots.

Keywords: Chatbot · User Experience · Empirical Studies · Academic Advising

1 Introduction

Digitization is advancing in leaps and bounds in almost all sectors, so it is important
for universities to stay up to date. In order to attract new students, a number of mea-
sures must be taken, be it offering an attractive range of study programs or highlighting
the advantages of the university location. However, this alone is usually not enough.
Prospective students must be given the possibility to access relevant information about
studying quickly and easily.

Today’s generation is used to receiving relevant information from anywhere and at
any time. Universities must keep up to date in this regard in order to secure the attention
of their target group. Most universities have a homepage, but searching for information
is usually time-consuming and yet sometimes questions remain unanswered. Thus, it
makes sense to develop new alternatives to stand out from other institutions and at
the same time advance digitalization in university communication. One solution is to
introduce a chatbot for student advising in order to provide prospective students with the
information they are looking for easily, quickly and at any time, and to advise them on
their choice of study. A chatbot offers a number of opportunities and can help universities
increase their efficiency and competitive position.
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This paper examines which concrete communication measures should be taken in
order to achieve the highest possible acceptance for the use of chatbots in academic
advising. Furthermore, recommendations for concrete design options will be given so
that a chatbot can be successfully introduced for student advising. Since it is of great
importance that universities include all groups of people and provide them with unre-
stricted access to information, this study also identifies which elemets are necessary for
barrier-free communication and interaction.

2 Related Work

2.1 Chatbots

Definition
An apt definition of chatbots is provided by Khan, who states that “a chatbot is a com-
puter program that processes natural-language input from a user and generates smart
and relative responses that are then sent back to the user. [1]” This is made possible by
the Conversational Interface, which enables interaction between humans and the sys-
tem in natural language [2]. A chatbot is therefore a text-based dialog system that can
communicate autonomously with humans [3]. The terms “chatterbot” and “bot” or “con-
versational agent” can also be used synonymously. However, nowadays many chatbots
are not only capable of communicating in writing, there are bots that have a speech
output and can communicate with the other person using spoken language. This type of
chatbot is also called a voicebot. Amazon Alexa and Apple Siri are the most prominent
examples.

Historical Development
Joseph Weizenbaum’s ELIZA was the first chatbot being able to communicate with
humans in natural language [4]. ELIZA acted as a psychotherapist and interacted with
humans using natural language to do so. This worked so well that many people were
convinced that they were communicating with a human [5].

ELIZA’s successor was the chatbot Parry, which was developed by Kenneth Colby
in 1972 [6]. It was also developed for the medical environment and its task was to imitate
a patient with schizophrenia in order to find out more about the clinical conditions [7].

After these developments by Weizenbaum and Colby, the development of chatbots
became somewhat slack. The major challenges turned out to be limited computer power,
high costs, and lack of functionality. As a result, there were only few new developments
in this area until the 1980s [5].

Chatbots and instant messaging experienced a resurgence with the introduction of
the Internet in the late 1990s [3]. Another milestone was the chatbot A.L.I.C.E (Artificial
Linguistic Internet Computer Entity) developed by Richard Wallace in 1995. A.L.I.C.E
has the distinction of being the first chatbot to use Natural Language Processing (NLP),
the processing of natural language through machine learning [6]. It has won the Loebner
Prize three times, an award given annually to a program capable of withstanding the
TuringTest [8]. TheTuringTestwas developedbyAlanTuring to evaluate the capabilities
of amachine by comparing it with human interlocutors and thus tomeasure its credibility.
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[9]. The Turing test is passed if the user cannot distinguish the human from the machine
and does not know whether he is talking to a human or a machine.

Due to the rapid development of artificial intelligence, a genuine chatbot boom has
taken place in recent years [6]. Examples are the Amazon Lex Framework and IBM
Watson.

2.2 University Communication

Communicative Measures to Attract Students
One of the measures that universities can use to attract new students is communication
policy. It is a part of the marketing mix and is used to directly address the potential
target group. A precise analysis of the target group is therefore essential in order to
conduct communication policy, because without knowledge of the preferences of the
target group, communication policy measures can only deliver inadequate results.

The main instruments of the communication policy of universities consist of adver-
tising, public relations and personal communication [10]. Personal communication
includes, in addition to the area of student advising, reports and experiences of (former)
students of the university [10]. Public relations is often the only perceived marketing
activity of universities and is usually limited to the presentation of the university’s ser-
vices [10]. Due to changes in media use and information behavior of the target group,
universities increasingly have to deal with digitization and actively engage in online
marketing. Suitable measures include, for example, having their own internet presence
in the form of a website or a presence in social networks [11].

Relevance of a Chatbot for Academic Advising
As explained earlier, today’s society - especially the younger generation - expects the
ability to access information at any time and from any place. In order to meet the
"accessibility requirement" of this target group, universities must take a number of
measures and encourage further development of digitization [12].Although the provision
of a dedicated homepage has become standard for universities, it cannot serve as the only
means of providing information.

Due to the abundance of information, which is also directed at the university’s var-
ious stakeholder groups, it can be assumed that prospective students will only find the
information they are looking for - if at all - after a long search on the homepage. This
leads to the fact that the personal contact to the university personnel and/or the study
consultation is looked for or the search is given up.

Since the questions or information needs of first-year students and prospective stu-
dents are regularly repeated at the beginning of the semester, it makes sense to develop
a simple solution to relieve the student office so that they can take care of the more
complex issues. A chatbot could be a suitable communication measure to provide infor-
mation and advice to students and prospective students at any time and independent of
opening and office hours. The chatbot can be seen as a supplement to the homepage and
to personal counseling. The majority of simple questions and concerns could be handled
by the chatbot, and if the case is too complex for it, it can be forwarded to the appropriate
contact person or telephone contact can be established. There could also arise further
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advantages through its use, as this form of dialog is accessible from anywhere in the
world and can thus also be used by international students, which could increase visibility
on the national and international education market [13].

3 Study

3.1 Research Goal

The aim of our study was to find out what effects the use of a chatbot has on commu-
nication between students and the university and what potential for acceptance can be
identified.

For universities, it is of great importance to offer suitable options for first-year
students to communicate and get in touch with the university.

In order to achieve the objectives and to answer the research questions described
above, a qualitative study was conducted. A chatbot prototype of the University of
Applied Sciences Offenburg was tested in a qualitative UX study and its potentials were
examined.Within this study, we wanted to evaluate to what extent acceptance for the use
of chatbots in student-university communication exists and how this can be improved.
The aim of the study is furthermore to formulate recommendations regarding design
principles for accessibility, so that the chatbot can be used barrier-free by all groups of
people. Furthermore, recommendations for the design of the personality of the chatbot
and for the improvement of the user experience will be given.

3.2 Population and Setup

The study was conducted with nine participants, seven females and two males between
20 and 34 years old. Due to Covid 19-contact restrictions, eight of the nine testings
were conducted online using the software Zoom. One testing took place in the Customer
Experience Tracking Lab of Offenburg University.

3.3 Procedure

Each testing started with introducing the participant to the research project and its pur-
pose. Then the participants were informed about the data protection policy of the study
and their consent for using the data gathered in the testing was obtained.

In the next step, some pre-test questions related to the participants’ previous expe-
rience with chatbots were asked, e.g.: Are you familiar with the term chatbot? If not,
what do you think it means? Have you ever used a chatbot before? If yes, how was
your experience so far? If you have used a chatbot before, what did you find particularly
good? What did you find not so good?

After the pre-test interview, participants were asked to open the chatbot prototype
of Offenburg University and to find the answers to some questions using the chatbot.
The tasks were typical questions that prospective and first-year students might ask them-
selves. Five different problems were posed, which the test persons should solve using
the chatbot. We analyzed the interaction of the participants with the chatbot to find out
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to what extent the users get along with the system. In the first task, the participants had
to find out which courses of study in the field of computer science are offered at the
university. This could be a typical question that prospective students might ask them-
selves. The next task concerned the application process: The participants were asked to
find out the submission deadline and also howmany applications can be submitted at the
same time. After that, the next task was to find out when the bridge courses take place.
The fourth problem was concerned with university campuses. The users were asked to
find out how many locations the university has and how best to get to the campus by
public transport. The last problem aimed at the element of surprise. The participants
were instructed to let the chatbot tell a joke and to say goodbye afterwards. Here, a small
“Easter Egg” in the form of an animal picture was included to surprise the users when
they said goodbye (Fig. 1). This task was used to check the reaction of the test persons
to emotional content. It was found that there was a positive reaction on the part of the
test persons.

Fig. 1. Chatbot goodbye

After they had performed the tasks, participants were asked several post-test ques-
tions on their experience with the chatbot, its personality traits and the accessibility of
the chatbot.

3.4 Results

Familiarity with Chatbots and Previous User Experiences
At first, we wanted to find out whether the respondents were familiar with the term
"chatbot" and what experience they already had with it. The survey revealed that seven
out of the nine respondents were familiar with chatbots and had already used them. Only
two respondents stated that they had not yet had any contact with such a program.
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As far as previous experience with a chatbot is concerned, the respondents are rather
divided in their opinion. This is illustrated in Fig. 2.
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Previous experiences with chatbots

Numbers of par cipants in percent

Fig. 2. Previous experiences with chatbots

Themost commonproblems that respondents see in its usewere unanimously named.
These are the chatbot’s lack of understanding of the specific problem, aswell as the output
of only generalized answers without any real reference to the question. One respondent
states: “ [It] Takes a long time if you don’t use the targeted search terms to the chatbot until
it knows exactly what [you] mean.” In addition, the test subjects criticized the problem
of being referred to the same topic several times if a chatbot does not understand the
question. The test subjects who have not yet come into contact with a chatbot were asked
in the interview to describe where they might see problems in the use of chatbots. Here,
they listed that a chatbot might be “user-unfriendly”, “confusing” and “not clear”.

The participants largely agree on the positive features. Here, the advantage of the
direct response without waiting time was mentioned most often. In addition, many par-
ticipants stated that a lengthy search on the homepage can be bypassed using a chatbot.
Also, a human behavior of the chatbot is described as positive, as is a direct forwarding
to customer service or a forwarding by means of a link for further information.

Experience and Evaluation of the HSO Chatbot Prototype After Use
After the usability testing with the chatbot prototype, the participants were asked how
helpful they perceived the chatbot to be. A clear picture emerges here. Six respondents
stated that the chatbot was “very helpful” and the remaining three respondents found
it “helpful” (see Fig. 3). This could be due to the fact that all participants were able to
solve the tasks given to them, which led to satisfaction and acceptance.

If we look at the positive features named by the users, it becomes clear that most
of them were positively impressed by the fast response time and the ease of use. The
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Fig. 3. Evaluation of the chatbot prototype

following comments are worth mentioning: “Detailed answers (but not long-winded) in
comprehensible language with possibilities to click further to get more information” or
“The chatbot responds quickly and had the right answer directly to almost all questions”.
Worth mentioning is that most of the participants remember the farewell picture in the
form of baby animals: “Very sympathetic and purposeful. Very wide range of informa-
tion. Shortcut links to obtain more information. Quick response time of answers. Ending
the conversation with a picture which makes you smile.“

Another aspect that was perceived as quite positive and time-saving is the use of
selection options in the form of drop-down or selection fields. The users found this to be
extremely practical, as they were able to click through quickly without having to type in
specific questions. This also ensures that the chatbot understands the question and can
provide the appropriate answer. An example of the selection options is shown in Fig. 4.

The features that could still be expanded and improved were also named very unani-
mously by the test subjects. One of the central shortcomings is that the chatbot sometimes
outputs very long text. Thiswas perceived as very negative by seven test persons. Figure 5
illustrates this problem. The question asked is: “Until when can I apply?” In response
to this simple and short question, the participants receive a very long text with three
paragraphs, an excerpt is shown in Fig. 5.

The unanimous feedback was that the users felt overwhelmed by so much text and
information and were not willing to read through the entire text. Most would have liked
to see the most important key points highlighted in bold or to find a link for further
information. It was criticized that very precise and simple questions such as “Until when
can I apply?” were not answered briefly and precisely, but instead a lot of information
was provided which is not relevant at all or only to a limited extent. The answer to the
question about the end of the application is presented in the second section of the text,
but can quickly be drowned out by so much information. During the survey, most of



Chatbots in Academic Advising 25

Fig. 4. An example of selection options in the chatbot prototype

Fig. 5. An example of a too long answer of the chatbot prototype

the participants took quite a long time to find this information, or to grasp it, and they
formulated the question differently without reading through the entire text. Furthermore,
it was asserted that by the long text, one noticedmuch faster, that onewas communicating
with a computer and not with a human being.

Communication and Areas of Use
The respondentswere asked inwhich situations theywould consult a chatbot. Six respon-
dents immediatelymentioned the search for information. Specifically, this is information
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that can be found in the FAQ or cannot be found even after a long search on the home-
page. Chatbots are thus understood as an information system that can clearly present the
information on the website. The terms “advice”, “complaints” and “support” are also
mentioned. However, it is clear from the survey that a chatbot is mostly only considered
as a last solution and that other communication channels are preferred beforehand.

This was addressed with the question: "Which communication channels do you
usually use when you want advice?" In this question, the subjects were able to select
several applicable answer options. It should be emphasized that all test persons first
obtain information by searching on the homepage or by using search engines in order to
gather information before a consultation. This makes sense insofar as one can then ask
more specific questions during a consultation and thus already has an approximate idea.
Furthermore, consulting via e-mail is very popular (eight out of nine respondents prefer
this type of communication), closely followed by consulting by telephone (seven respon-
dents). Consulting via a chatbot can currently only be imagined by 1/3 of the respondents.
The reasons given for this were that a chatbot is often not yet available. The last place
is occupied by personal consultation (two respondents). This is presumably due to the
availability of other communication channels, as digital or telephone communication
involves significantly less effort than face-to-face consultation. It should be noted here,
however, that some respondents pointed out that the reason for the consultation plays
an important role. The more important the advice is to the individual the more effort is
accepted and the more likely it is that face-to-face advice is preferred.

An application of the chatbot for study counseling is seen by the participants as
suitable as long as they have a rough idea of what they would like to study. Furthermore,
the chatbot is considered suitable for obtaining general information about studying.
Especially since many questions are often repeated at the beginning of a new semester.
This type of information could easily be taken over by a chatbot, so that the student
advisory office is relieved and they can take care of those cases, that are complex or
more protracted. If prospective students do not yet know at all, what kind of study
program suits them, the chatbot will probably only be able to contribute to the solution
to a limited extent. The reason for this is that the chatbot cannot fully grasp what prior
experience and interests the person has, but only decides which field of study might
be suitable based on the possible areas of interest. This is too little information for
comprehensive study advice. However, if prospective students already have a tendency
as to which direction they might want to study, the clustering of areas of interest is quite
useful.

When asked which type of communication (verbal or written) with the chatbot was
is preferred, all test subjects were of the opinion that they prefer written communication.
Thus, it can be deduced that a chatbot without speech output would be used more, or
the input and output of speech would not be used very frequently. However, for reasons
of accessibility, it is recommended to implement a speech input and output that can be
used if necessary to enable all people to access the use of the chatbot.

Personality Traits and Behavior of the Chatbot
This section now deals with the personality traits and further on with questions about
the user experience and the behavior of the chatbot. We asked our participants, whether
they think it is important that the chatbot has a personality or not. This was by a total of
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55% of the respondents answered with “rather agree” or “completely agree”. Therefore,
a chatbot should not serve exclusively for giving information, something more is needed
to inspire the users. Above all, the test subjects noted that the chatbot should be adapted
to the individual target group and that attention should be paid to what purpose it fulfills.

Since the target group consists mainly of young people who have been familiar with
digital media from an early age and who are used to communicating with messenger
services, it is advantageous if the chatbot adapts its language style to the communication
of young people and can issue short and concise responses, as is common when com-
municating with messengers. The participants’ comments to the statement “I prefer it
when the chatbot addresses me in a formal way.” made it clear that they tend to dislike
formal communication, but prefer a short and clear statement.

In the further course of the survey, the respondents were asked to select which per-
sonality traits they consider particularly important in a chatbot. Here again, the result
is clear. All respondents stated that the chatbot should have the characteristics “Help-
ful” and “Friendly”. In second place, the characteristic “Authentic” was named. This
includes, above all, that it should be communicated on the part of the chatbot that it is
not able to understand every type of question correctly and that the chatbot is still in
development. There should be no forcible attempt to humanize the chatbot, as this could
have the opposite effect and the chatbot will be perceived as inauthentic. It can be clearly
communicated that one is corresponding with a machine. However, care should be taken
that, for example, long texts are sent in multiple messages to improve readability and
give the other person more of a feeling that messages are written individually. Another
attribute that was queried with regard to the personality traits is “omniscient”. There is
a great deal of disagreement about this among the test subjects. Four of the respondents
stated this as an important attribute, the other five people were of the opinion that this
was not possible and should therefore not be strived for.

Due to the fact that authenticity is very important to all subjects, it should be refrained
from presenting the chatbot as omniscient or trying to implement this. This would pos-
sibly have a negative effect on authenticity, which appears to be more important than
the “omniscient” feature. Another feature that was available for selection, but was not
chosen by any of the test subjects, is the feature “Familiar”. Accordingly, this is not
a decisive personality trait for the test subjects. In addition, other characteristics were
addressed that were not available for selection, namely “Speed” and “Functionality”.
Here it becomes clear once again that most users want to obtain information quickly
without having to spend a long time using it. This confirms the question of whether
it is important to the participants to also talk about other topics with the chatbot or to
engage in small talk with the chatbot. Here, just under half (44%) state that it is “not at
all important” for them to make small talk, and one person considers it “not important”.
Two respondents each rated this question as “neutral” or “rather important”. None of
the respondents considered it imperative to talk to chatbots beyond their topic areas. It
is clear that it is much more important to the participants to have a chatbot with a per-
sonality than to talk to it about the weather or the last soccer match. The importance of
emojis or smileys in texts, on the other hand, is different. Seven out of nine respondents
find the use of emojis “important” or “very important.“ Emojis make the text and the
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statement livelier and give the chatbot its own personality. Thus, emojis can be used to
express significantly more emotions than the written word.

4 Conclusion

In this paper we analyzed which aspects are relevant for a chatbot in student-university
communication and which hurdles still have to be overcome.

Acceptance. From the user’s point of view, a quick solution to a problem is the most
important aspect to gain acceptance. If the chatbot does not answer the question ade-
quately, acceptance for thismedium can dwindle very quickly, so it is necessary to ensure
that the most important information is included and also that the chatbot takes over the
conversation by providing drop-down fields or selection options so that a satisfactory
answer can be issued.

The study showed that most participants have communicated with chatbots before,
which indicates a basic acceptance. Positive previous experiences can also increase the
basic acceptance of such media, which is why it should be ensured at an early stage of
chatbot implementation that users always have a positive experience.

Communication. The results of the study have produced clear recommendations for
action regarding the communication of the chatbot. On the one hand, the test subjects
prefer personal communication which is not too formal, but more like chatting with
a friend. This is also supported by the fact that the majority of the test subjects state
that the use of emojis in the text is perceived as positive and important. It should be
ensured that the chatbot linguistically resembles a fellow student or friend rather than a
computer with predefined texts. This requires a high degree of creativity on the part of
the developers. It is also clearly described that short texts and highlighting of the most
important aspects are preferred by the majority of respondents.

Small talk, on the other hand, is not considered important by most and is one of
the things that does not necessarily have to be present. This is mainly because users are
mostly just looking for information and do not want to spend too much time talking to
the chatbot. It is much more important that the quality of the answers provided is high.
Only when this is ensured can additional functions such as small talk or information
about the weather, for example, be considered.

Personality. Giving the chatbot personal traits can bring great advantages. For example,
a somewhat clumsy chatbot personality can be used to charmingly guide over the fact
that it does not understand the question, for example. However, the personality is also
the face to the outside world and must therefore be representative of the university.
Authenticity is very important to the majority of the participants, so this character trait
should be particularly emphasized. Since the personality traits “friendly” and “helpful”
were mentioned by all test persons, these traits should also be considered. The chatbot
should be able to react confidently and always in a friendly manner to any input, but
should also be able to give quick-witted answers if necessary.

Accessibility. Accessibility is particularly important to enable everyone to participate
equally in digital media. The criteria for a barrier-free usage should be considered and
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reviewed before the chatbot is fully implemented. The study also showed that there
are still some deficits in the execution of accessibility. For one, it should be ensured
that long text sections are avoided. Better is a presentation in several messages or a
link for further information, if still more information is desired. Also, the texts should
be presented in simple and understandable language to comply with the principles of
accessibility. Secondly, care should be taken to ensure that the chat window is clearly
visible and can be enlarged if necessary. This was criticized by many participants in the
study and must be observed in the interests of accessibility. It should also be ensured
that the chatbot has a voice output via which the written text can be read out. This is
where the principle of perception comes into play in order to include people with visual
impairments.
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Abstract. The rapid development of artificial intelligence technology has accel-
erated the promotion and application of service robot in the market. Although
technology has provided service robot with increasingly autonomous functions,
more research is needed on how service robot with different levels of auton-
omy affects customer satisfaction in service scenarios. Guided by the theory of
affordance, this study examined whether service robot operational and decisional
autonomy would have effects on customer satisfaction and explored explanatory
mechanism. Adopting an experimental vignette method (EVM), the study reveals
that direct effect of service robot operational autonomy and indirect effect of
decisional autonomy on customer satisfaction, and functional affordance played a
positive mediating role in the impact of service robot autonomy on customer sat-
isfaction. The results extend and enrich the relevant literature on human-machine
interaction and customer satisfaction research. Our results also provide marketing
insights for enterprises to improve autonomous robot design and enhance customer
relationships.

Keywords: Service Robot · Autonomy · Affordance Perception · Functional
Affordance · Customer Satisfaction

1 Introduction

Nowadays, technological advancements make service robot become an effective way to
reduce labor costs, enhance service enjoyment, and improve customer experience (Singh
et al. 2017; van Doorn et al. 2017). Service robot are being increasingly introduced into
multiple industries, such as hotels, catering, and tourism (Gursoy and Chi 2020; Kim
et al. 2021). For example, the service robot Pepper, used at the Wynn Palace hotel in Las
Vegas, can recognize gender, age, and emotions, and even take selfies with customers
(Escobar 2017; Tuomi et al. 2021). The global market value of service robot is expected
to grow from US $295.5 million in 2020 to US $3.083 billion in 2030, with a compound
annual growth rate of approximately 25.5% (Allied Analytics 2021).

Although service robots are favored by businesses, there is still significant resistance
to change, which may be the fundamental barrier to adoption (Chi et al. 2020). Surveys
show that most customers still prefer to interact with human employees rather than AI-
based robots (Leah2022), as customers have reported issues that service robots are lackof
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flexibility and accuracy in understanding customers’ emotional expressions. Customers
resistance to service robot has a significant impact and challenge for businesses that
are deploying them. Therefore, investigating the factors and potential mechanisms that
influence customer satisfaction with service robot and attempting to improve customer
satisfaction has become one of the most pressing issues in the industry.

Autonomy is an important benchmark for human-computer interaction (Kahn et al.
2007). Through advanced machine learning algorithms, robots can adapt their behavior
to specific goals and execution environments with little (partial autonomy) or no (full
autonomy) human intervention, significantly improving service efficiency (ISO 2012).
However, highly autonomous robots may also have a negative impact on customer sat-
isfaction, as the autonomy of the robot may cause concerns about privacy and security,
controllability, and ethical responsibility (Landau et al. 2015; Calverley 2006). There-
fore, there is currently no consensus among scholars on how the autonomy of service
robot affects customer reactions, and further research is needed on how to better apply
the autonomy of service robot. The relationship between the autonomy of service robot
and customer reactions has become an important research topic (Złotowski et al. 2017;
Mende et al. 2019; Kim et al. 2022).

Therefore, the purpose of this study is to investigate the impact of service robot
autonomy on customer satisfaction, particularly from the perspective of the affordance
theory, by answering the following two research questions: 1) How does service robot
operational autonomy and decisional autonomy affect customer satisfaction? 2) What
are the mediating mechanisms of the relationship between service robot autonomy on
customer satisfaction? In this study, we examine that the service robot operational auton-
omy is a key factor to positively and directly influence customer satisfaction, test the
mediating role of functional affordance in the process, and examine the moderating role
of service robot decisional autonomy in relationship between service robot operational
autonomy and customer satisfaction. This study provides a new perspective for exploring
the underlying mechanism that affect customer satisfaction with service robot.

2 Literature Review and Hypotheses

2.1 Operational Autonomy

Autonomy refers to the degree to which people experience considerable freedom, discre-
tion, and independence in their work (Kirkman et al. 2004). In the field of service robot,
autonomy represents the ability of a robot to act without human control and interference
and to perform some or all of the tasks initially performed by humans (Parasuraman et al.
2000; Rau et al. 2013). A robot with high operational autonomy is fully autonomous
at the task level (Giralt 1995). Therefore, we consider that the degree of service robot
operational autonomy reflects its ability to perform tasks independently without human
intervention. Service robot with low operational autonomy can only adapt their behavior
to a specific goal and execution environment and perform limited tasks under human
control and supervision. Service robot with high operational autonomy can communi-
cate with consumers, receive order information, and directly deliver drinks (perform all
tasks) without human control and supervision.
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Advances in technology have increased the robots autonomy, but there is currently
no academic consensus on the pros and cons. For companies, service robot with high
autonomy can optimize decision making, change internal operations and production
processes (XuandXu2020). For employees, service robotwith high autonomyare able to
performcomplex tasks and copewith various environmentswith less human intervention,
and are therefore considered smarter and more useful partners (Yang et al. 2017). For
customers, service robotwith high autonomy can significantly improve service efficiency
(Tuomi et al. 2021). However, the level of intelligence and sophistication of autonomous
robots is likely to be perceived as a threat to their technological power and control
(Złotowski et al. 2017). And there is an increased risk of malfunctioning and regulatory
issues (Yang et al. 2017). Research on robot autonomy needs to be enriched. Thus, we
propose the hypothesis:

H1: Service robot operational autonomy will have a positive effect on customer
satisfaction.

2.2 Functional Affordance

This study uses the affordance theory to understand the impact of service robot oper-
ational autonomy on customer satisfaction. Originating from ecological psychology,
affordance refers to the action possibilities that the environment offers to an animal
(Gibson 1979), it reflects the operable attributes that any object in the real world offers
to users under certain conditions (Gibson 1986). Later, the affordance theory was intro-
duced to the field of human-computer interaction (Norman 1988). According to their
role in supporting users in interactions, affordances are divided into four types: cogni-
tive affordances, physical affordances, sensory affordances, and functional affordances
(Hartson 2003). Functional affordance is the relationship between a technical object and
the user under specific conditions, which can be described as the action possibilities
that a technical object offers to the user (Markus and Silver 2008; Grgecic et al. 2015).
Functional affordance, as a function-centric concept, emphasizes the specific functions
of the technology (Grgecic et al. 2015). In order to achieve functional affordance, it
must be perceived and cognized by people (Leonardi 2011). In the task-oriented human-
computer interaction environment, user behavior is goal-oriented and purposeful, and
due to different elements such as users and interaction design, users perception of ser-
vice robot functional affordance is also different (Koroleva and Kane 2017). Therefore,
we believe that the design attribute of service robot (i.e., operational autonomy) will
affect functional affordance and, in turn, affect customer satisfaction. We propose the
hypothesis as followed:

H2: Functional affordance mediates the effect of service robot operational autonomy
on customer satisfaction.

2.3 Decisional Autonomy

In addition to operational tasks, AI is gradually replacing humans in an increasing num-
ber of scenarios to make decisions. The degree of decisional autonomy reflects the extent
to which AI decision systems based on big data and machine learning and deep learning
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algorithms operate in an independent and goal-oriented manner, free from user inter-
ference (Baber 1996; Rijsdijk et al. 2007; Rijsdijk and Hultink 2009), and can exhibit
proactive and spontaneous behavior (Benlian et al. 2020). Themost basic and core aspect
of decisional autonomy is the decisional autonomy relationship between the decision-
maker and the person in decision-making, as reflected in the proportional relationship
between them, or rather, the relationship between the two as a trade-off (Xiao 2022).
When service robot have an absolute advantage in decision-making, their decisional
autonomy will be at the highest level, and they will replace humans in decision-making
(Leung et al. 2018). According to Self-Determination Theory (SDT), the decisional
autonomy at different levels of the decision subject have different effects on the psycho-
logical and behavioral activities of customers (Fan and Liu 2022). The fact that these
decisions are made by AI rather than people may influence the perception and adop-
tion of AI, regardless of the quality of the actual decision outcome (Sundar and Nass
2001), and these perceptions can influence people’s attitudes and willingness to adopt
AI (Castelo et al. 2019; Wu et al. 2020). Thus service robot decisional autonomy may be
an important influence on functional affordance.We propose the hypothesis as followed.
Figure 1 summarizes the theoretical model utilized in this study.

H3: Service robot decisional autonomymoderates the effect of operational autonomy
on functional affordance. Specifically, when service robot decisional autonomy is high,
it attenuates the positive effect of operational autonomy on functional affordance.

Decisional autonomy 
(High vs. Low)

Operational autonomy 
(High vs. Low) 

Functional affordance

Customer sat-
isfaction

Fig. 1. Research model.

3 Method

3.1 Pretest

This study employed a one-factor (service robot operational autonomy: high vs. low)
between-subjects design. 97 participants recruited through Credamo platform (30males,
Mage = 29.8, SDage = 7.33).

In a hotel environment, robots canbeused to deliver various tasks at different stages of
customer service, including pre-arrival, arrival, check-in, and departure (Luo et al. 2021;
Ivanov et al. 2020). In this study, the hotel service robot mainly provided four services,
including room reservation, information provision, check-in, and room service, and the
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specific services provided varied depending on the level of operational autonomy, as
shown in Table 1.

Procedure. We showed participants various pictures of service robot and informed
about the latest advancements in robot technology, including robots performing tasks
such as greeting guests and deliveringmeals. Participants were asked about their interac-
tion experience with hotel service robot and their interest in technological development.
Then, participants were randomly assigned to two groups of different scenarios: (a) high
operational autonomy, where service robot can autonomously perform all tasks, or (b)
low operational autonomy, where only some tasks can be executed under the supervi-
sion and control of human staff. Participants were then asked to report on service robot
operational autonomy described above, we used a 7-point Likert scale (Cronbach’s α =
0.791; 1 = “strongly disagree”, 7 = “strongly agree”), adapted from previous research
(Kim and Hinds 2006; Złotowski et al. 2017) that includes three items: “I think this ser-
vice robot is independent in performing services,” “I think this service robot can make
judgments and decisions,” and “I think this service robot can accept or refuse commands
from humans.“. The last part of the study collected demographic information such as
participants’ gender, age, education level, and field of study.

Table 1. Level of operational autonomy.

Clear Divisions of Work

Operational
Autonomy

Room Reservation Information
Provision

Check-in Room Service

Low Human Staff Human Staff Human Staff Service Robot

High Service Robot Service Robot Service Robot Service Robot

Results. The independent sample t-test results showed a significant difference between
the two groups. Participants perceived service robot autonomy with high operational
autonomy to be significantly higher than those with low operational autonomy (Mhigh =
5.12, SDhigh = 0.83; Mlow = 3.29, SDlow = 1.00; t(96)= 8.35, p< 0.001). Additionally,
participants perceived the autonomy of the service robot with low operational autonomy
to be below the median score of 4, while they perceived the autonomy of the service
robot with high operational autonomy to be above the median score of 4, indicating the
successful manipulation of service robot operational autonomy.

3.2 Study 1

The study had two objectives: first, to examine the impact of service robot operational
autonomy (high vs. low) on customer satisfaction (H1); second, to investigate themediat-
ing effect of functional affordance on the relationship between service robot operational
autonomy and customer satisfaction (H2). A total of 119 participants were recruited
online using the Credamo platform, with 1 participant excluded from analysis due to
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failure to pass screening criteria. The final sample consisted of 118 participants (47
males, Mage = 31.18, SDage = 7.04). The study employed a one-factor (operational
autonomy: high vs. low) between-subjects experimental design.

Measures

FunctionalAffordance. This constructwasmeasured using previously validated scales
(Grgecic et al. 2015; Lei et al. 2019), and were measured using a 7-point Likert scale
(Cronbach’s α = 0.801; 1 = “strongly disagree”, 7 = “strongly agree”). The measure-
ment was used to assess participants’ perception of service robot functional affordance,
included four items: “I feel that this service robot is fully functional”, “When interacting
with this service robot, I can find products or services that meet my needs”, “I feel that
using this service robot can be very useful for my dining experience”.

Customer Satisfaction. This construct was measured using previously validated scales
(Seo 2022; Oliver 2010), and were measured using a 7-point Likert scale (Cronbach’s α

= 0.912; 1= “strongly disagree”, 7= “strongly agree”). The measurement was used to
assess participants’ satisfaction with the service robot, included five items: “I am pleased
with this robot interaction experience”, “I was very satisfied with this robot experience”,
“I was happy with this robot experience”, “Interacting with service robot did a good job
for me”, “Choosing interacting with this service robot was a wise choice”.

Procedure. We showed participants various pictures of service robot and informed
about the latest advancements in robot technology, including robots performing tasks
such as greeting guests and deliveringmeals. Participants were asked about their interac-
tion experience with hotel service robot and their interest in technological development.
Then, participants were randomly assigned to two groups of different scenarios. Partic-
ipants then reported on service robot operational autonomy, customer satisfaction, and
functional affordance. The last part of the study collected demographic information such
as gender, age, education level, and field of study.

Results

Manipulation Checks. The independent sample t-test results showed that participants
perceived significantly higher autonomy in the service robotwith high operational auton-
omy compared to the service robot with low operational autonomy (Mhigh= 5.09, SDhigh
= 0.90; Mlow = 2.82, SDlow = 1.37; t(117)= 10.56, p< 0.001), indicating a significant
manipulation of service robot operational autonomy.

Customer Satisfaction. An ANOVA showed that participants reported higher satisfac-
tion with the service robot under the high operational autonomy condition than under
the low operational autonomy condition, indicating that participants were more satisfied
with the service robot with high operational autonomy than low operational autonomy
(Mhigh = 5.72, SDhigh = 0.75; Mlow = 5.27, SDlow = 1.29; F(1,116) = 21.16, p <

0.001). H1 was hence supported.

Mediation by Functional Affordance. Firstly, an ANOVA showed that participants per-
ceived higher functional affordance in high service robot operational autonomy com-
pared to low operational autonomy (Mhigh = 5.75, SDhigh = 0.54; Mlow = 4.53, SDlow
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= 1.53; F(1,116) = 84.95, p < 0.001). Secondly, following Hayes’ (2015, Model 4)
mediation analysis model, 5000 bootstrap samples were computed to test the 95% con-
fidence interval of the mediation effect of functional affordance. The results show that
controlling for the mediating variable of functional affordance, the direct effect of oper-
ational autonomy on customer satisfaction is not significant (β = 0.102, SE = 0.072,
95% CI= [−0.04, 0.24]). Functional affordance fully mediates the effect of operational
autonomy on customer satisfaction (β = 0.159, SE = 0.070, 95% CI = [0.027, 0.304]).
H2 was thus supported.

3.3 Study 2

Study 2 aimed to verify the moderating role of service robot decisional autonomy (H3).
156 participants were recruited through Credamo platform online, and 2 participants
were excluded from the analysis due to failing the system screening, leaving a total of 154
samples. Among these participants, more than half were aged between 18–30 (57.8%),
more than half were female (66.2%), two-thirds had a bachelor’s degree (67.5%), 74.7%
of the participants had experienced robot service in real life, and 83.8%of the participants
were very interested in technology and development.

Procedure. This study featured a 2 (operational autonomy: high vs. low) × 2 (deci-
sional autonomy: high vs. low) between-subjects experimental design. First, we showed
participants various pictures of service robot and informed about the latest advance-
ments in robot technology, including robots performing tasks such as greeting guests
and delivering meals. Participants were asked about their interaction experience with
service robot and their interest in technological development. Then, participants were
randomly assigned to four groups of different scenarios. Then participants reported on
the autonomy of the service robot, and customer satisfaction and functional affordance.
The last part of the study collected demographic information such as participants’ gender,
age, education level, and field of study.

Results

Manipulation Check. The independent sample t-test results showed that participants
perceived significantly higher autonomy in service robotwith high operational autonomy
than those with low operational autonomy (Mhigh = 4.68, SDhigh = 0.91; Mlow = 3.34,
SDlow = 1.25; t(153)= 7.50, p< 0.01), indicating a significant manipulation of service
robot operational autonomy.

Customer Satisfaction. An ANOVA revealed a significant interaction between opera-
tional autonomy and decisional autonomy on customer satisfaction (F(1,152) = 8.236,
p = 0.005). Simple effect analysis showed that for the low decisional autonomy group,
there was a significant difference in the effect of operational autonomy on customer
satisfaction (F(1,152) = 16.918, p < 0.001), with customers in the high operational
autonomy group (M = 5.490, SD = 0.159) reporting significantly higher satisfaction
than those in the low operational autonomy group (M = 4.565, SD = 0.159). However,
for the high decisional autonomy group, the effect of operational autonomy on customer
satisfaction was not significant (p > 0.2). The main effect of operational autonomy was
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significant (F(1,152) = 7.999, p < 0.01), while the main effect of decisional autonomy
was not significant (F(1,152) = 1.368, p > 0.2). H1 and H2 were thus supported.

ModeratedMediation. Weperformed a bootstrapping procedurewithModel 7 and com-
puted standard errors and 95% confidence intervals (CIs). We evaluated our structural
model by running a bootstrap analysis with 5,000 resamples. The results showed that
the moderated mediation model was significant (95% CI: [−1.417, −0.335], excluding
zero). For the low decisional autonomy group, the indirect effect of functional affor-
dance was significant (95% CI: [0.761, 1.696], excluding zero), indicating that under
low decisional autonomy, functional affordance partially mediated the effect of opera-
tional autonomy on customer satisfaction. For the high decisional autonomy group, the
indirect effect of functional affordance was significant (95% CI: [0.021, 0.734], exclud-
ing zero), indicating that under high decisional autonomy, functional affordance partially
mediated the effect of operational autonomy on customer satisfaction. The direct effect
of operational autonomy was significant (95% CI: [−0.568, −0.090], including zero).
H3 was hence supported.

4 Discussion and Implications

4.1 General Discussion

This study investigates the impact of service robot operational autonomy and decisional
autonomy on customer satisfaction through functional affordance. The study produces
several important findings. First, service robot operational autonomy has a significant
impact on customer satisfaction, suggesting that higher operational autonomy leads to
higher customer satisfaction. This finding supports previous research on the impact of
service robot’ autonomy on customer satisfaction. Second, the study examines the medi-
ating role of functional affordance in the above impact model. The results suggest that
functional affordance fully mediates the relationship between operational autonomy and
customer satisfaction, meaning that operational autonomy can promote service robot
functional affordance, thereby influencing satisfaction. Third, the study examines the
moderating effect of decisional autonomy in this process. It is found that when service
robot decisional autonomy is low, higher operational autonomy leads to higher satis-
faction, and the highest customer satisfaction is achieved when decisional autonomy is
low and operational autonomy is high. When service robot decisional autonomy is high,
there is no significant difference in the impact of operational autonomy on customer
satisfaction.

4.2 Theoretical and Managerial Implications

First, we have revealed that service robot operational autonomy is a key factor that
influences customer satisfaction. Customers appear to be more satisfied with higher
service robot operational autonomy compared to those with lower autonomy. Our pro-
posed extension of autonomy to include service robot operational autonomy broadens
the research perspective on service robot autonomy.
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Second, our research extends the study of affordance theory in theory. Previous
research on affordance mainly focused on social commerce, social media, and product
interaction design (Leonardi 2011; Treem and Leonardi 2013; Maier and Fadel 2009).
We have used this theory as a mechanism for understanding how service robot affect
customer satisfaction. In the traditional understanding ofmost people, service robots still
exist as human assistants.Whenpeople perceive service robot functional affordance, they
see and understand the meaning, value, and purpose of service robot, leading to higher
customer satisfaction.

Last, we have identified the boundary conditions under which the effect of service
robot operational autonomy on customer satisfaction is produced. Our research results
indicate that people still prefer service robot with low decisional autonomy, emphasizing
the importance of decisional autonomy in influencing people’s perception.

Our research findings provide insights for managers that are considering the use of
service robot. While adapting to the trend of digital management, companies should
make decisions appropriately using artificial intelligence to serve customers. Otherwise,
high decisional autonomy may backfire, leading to negative customer perception. At
the same time, companies should realize that service robot autonomy can influence
customer satisfaction through functional affordance, and therefore should find ways to
improve service robot functional affordance to enhance customer satisfaction. At the
same time, robotics research and design companies should also be aware of this, and
further develop service robot operational autonomy, so that service robot can become
smarter, more flexible, efficient, with more functions. Next, service robot should still be
set to an appropriate level of decisional autonomy at this stage, only then can products
of robot research and design companies be favored by users.

4.3 Limitations and Future Research

This study has several limitations. First, the study used pictures and scenario descrip-
tions as stimuli instead of real service robot. The experiment effect might be better
if subjects were in the real service robot service scene. Future research can conduct
field experiments based on real customer service scenarios with service robot. Second,
individual differences among customers may also affect the functional affordance of dif-
ferent service robot autonomy. Future research can incorporate customer characteristics
such as their technological acceptance and readiness, cultural differences, etc., to exam-
ine their potential moderating effect on the relationship between robot autonomy and
perceived affordance. Last, in addition to the interaction between customers and service
provider (service robot) in hotel and catering service scenarios, external environmental
factors such as spatial distance can also affect customer perception of affordance. Future
research can investigate specific influencing factors.
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Abstract. Autism spectrum disorder (ASD) is a group of complex neurodevel-
opmental disorders characterized by difficulties with social communication and
interaction as well as restrictive interest and stereotyped behavior. Despite the
behavioral symptoms of ASD often appear early in infancy, the ASD diagnosis
is often cumbersome even for expert clinicians owing to characteristic hetero-
geneity in the symptoms and severity. Early diagnosis and intervention can help
children with ASD to achieve more improvement, particularly in their social com-
munication. Here, the study designs an interactive robotic agent and an intelligent
image analysis system to assist in the ASD diagnosis of children. The children’s
facial expression images and body pose movement images are collected during
the human-robot interaction, which three computational models are used for fur-
ther data analysis. The stored database is presented as a reference for diagnosis
in a visual interface. Furthermore, we incorporate multiple AI models in facial
emotion recognition and eye tracking detection to automatically analyze images
and visualize data, assisting clinicians in diagnostic decision making.

Keywords: autism spectrum disorder (ASD) · human-robot interaction ·
robot-aided diagnosis · computer vision

1 Introduction

Autism Spectrum Disorder (ASD), based on the Diagnostic and Statistical Manual of
Mental Disorders (DSM-5) [1], is a complex group of neurodevelopmental disorders
characterized by social communication difficulties, restrictive interests, and repetitive
behaviors. In terms of social communication difficulties, patients may show (1) a lack
of eye contact, (2) non-verbal communication difficulties, and (3) difficulties in devel-
oping, maintaining, and understanding social relationships [1–3]. In terms of repetitive
behaviors and restrictive interests, there may be (1) repeated use of specific objects or
language, as well as persistent repetition of the same actions, (2) adherence to fixed
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rules, fixed speaking patterns, or expressing oneself through specific physical gestures,
(3) highly restricted and fixed interests, and (4) high or low sensory responses or strong
interests in environmental stimuli [1–3]. Early intervention as possible can help children
to make up for inherent defects and fully unleash potential, and also aid in improving
social difficulties in ASD. However, clinicians usually take time to diagnose ASD in
children with the need of intensive clinical training, catching subtle facial emotions, eye
contacts, and gestures during clinical practice. The care-givers or parents are required
to fill out a series of psychological assessments. Only after the physicians conduct a
comprehensive evaluation can the diagnosis of ASD be confirmed [2].

A simple definition of Human-Robot Interaction (HRI) is the dynamic relationship
between humans and intelligent robots [5]. Many studies are dedicated to using robots
in treating autism, where robots serve as the interacting partner with the patient to
achieve therapeutic outcomes. The use of robots in [6] to treat communication obstacles
in patients resulted in significant improvement in communication compared to other
patients. The symptoms displayed by individuals with autism are often complex, and
many patients have difficulties in communication and interaction. This increases the
difficulty in diagnosis, as physicians need to spend a significant amount of time building
relationships and emotions with the children to better initiate interaction and observe
the child’s behavior for diagnostic purposes. As in [7–8], research teams proposed using
robots in four test games with children. The children’s success in completing the tasks
was marked by both the robots and medical professionals. The final markings were
compared to each other, and the model of the robot coding the participants’ behavior has
adjusted accordingly, allowing the robot to automate the interaction tasks and observe the
participants’ behavior. The information was then provided to physicians as a reference
through coding. In the study [9], a parrot-like robot was placed in a room, and the
interaction between the robot and the child was recorded for about 190 s. Algorithms
were used to calculate the child’s position relative to the robot, and featureswere extracted
and classified using a Gaussian support vector machine to determine if the subject was
an autistic child. Other studies have also used small tabletop robots for interaction with
children. The research used the children’s facial features and movement features as the
data set and trained the model, allowing the model to recognize children at risk of autism
[10].

In the era of rapid development of hardware and artificial intelligence, this study
references the groundbreaking work of Sylvia and Ricky Emanuel, pediatricians and
psychotherapists at theUniversity of Edinburgh,who used themobile turtle-shaped robot
LOGO for autism therapy in 1976 [4]. Many research labs have also begun to study the
possibility of using robots as a therapy for children with autism since the late 1990s.
Based on the above research, the goal of this study is to integrate the diagnostic process
into the robot and use the robot as a tool to assist physicians in diagnosing children
with autism through interactions with the children. The diagnostic process also involves
collecting observation information from professional doctors and primary caregivers
through a mobile app and collecting related image data through the robot’s camera and
external cameras. The collected data is analyzed and stored, and the result of the data
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analysis is visualized for the doctor as a reference for diagnosing and monitoring the
condition. The following lists the main research objectives of this study.

1. Implement an automated human-machine interactive system for evaluating and mon-
itoring autistic children and addressing the challenge of multiple evaluations and
monitoring required for autism diagnosis.

2. Gather interaction and image data during human-robot interaction and establish a
database that can aid physicians in diagnosis and image analysis.

3. Develop an AI-powered image analysis method for detecting body pose movements,
facial expressions, and eye gaze during human-robot interaction to gather information
for assessing autism in children and provide it to physicians for diagnosis.

2 Interactive Robot-Aided Diagnosis System

2.1 Research Framework

The framework of the research is shown in Fig. 1 which is divided into four parts: autism
diagnosis process and robot interface, observer record, artificial intelligence (AI) extrac-
tion of autism children’s assessment information, and assisting physicians in diagnosis.
In the part of the autism diagnosis process and robot interface, data collection is the main
focus. By using Zenbo and its built-in camera, we can interact with children through
the robot and enable the camera to record image information in specific processes. The
collected image information will be uploaded to a database for storage. The edge AI
device NVIDIA Jetson Nano is utilized for detecting the body and specific actions, and
the recorded frequency of these actions is uploaded to the database at the end of the
process. With regard to human-computer interaction, there will also be a questionnaire
for the main caregivers or nursing staff present to fill out, and the results will be stored
in the database. In the part of Artificial Intelligence (AI) extraction of autism children’s
assessment information, facial expression recognition and eye gaze detection are per-
formed through AI models. The data source is the image information collected in the
previous part. The emotion analysis model will classify the characters’ expressions in
the image, calculate the number of occurrences of various emotions in the subjects dur-
ing each process, and store the number in the database. The eye gaze analysis model
classifies the direction of the eyes’ gaze and similarly calculates the number of times
the direction of the eyes’ gaze is seen in each process. The final value is stored in the
database. After the analysis results are completed, data visualization techniques will be
used to convert the information such as emotions, eye gazes, poses, and questionnaire
results from text and numbers into charts and provide them to physicians as reference
materials for diagnostic evaluation.
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Fig. 1. The research framework of the interactive robot-aided diagnosis system

2.2 Autism Diagnosis Process and Robot Interface

The process of autism diagnosis and human-robot interaction through the robot interface
is shown in Fig. 2. This research refers to Module 2 of the Autism Diagnostic Observa-
tion Schedule-2nd edition (ADOS-2) in the process. The ADOS-2 (Autism Diagnostic
Observation Schedule-2nd edition, ADOS-2) [11] is a clinical assessment tool for physi-
cians, consisting of five modules designed for different age groups. Module 2 is used
for interaction and testing with patients with the lowest level of language and commu-
nication skills, consisting of 14 activities such as responding to name calls, trust games,
telling stories, sharing attention, blowing bubbles, etc. The design of the interactive con-
tent is mainly used to observe the patient’s communication and social interaction, as well
as the presence of any restricted and repetitive behaviors. The checklist also provides
key observations in each item of key observation, such as unusual eye contact, facial
expressions, shared attention, unusual interests, and rigid behavior, which satisfy clinical
physicians’ needs to observe Autism during the interaction process [11, 12]. The study
designed four human-robot interaction processes: calling names, telling stories, singing
and dancing, and playing imitation games. These four processes correspond to the items
observed in module 2 of ADOS-2, such as children’s facial expression information, eye
gaze information, and larger body posemovements during the process. The human-robot
interaction process is realized through the support of the Asus Zenbo Robot. The pro-
grams needed for the robot process were completed through Android Studio and Zenbo
SDK, with the assistance of Jetson Nano for simultaneous intelligent image analysis
model operation.
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Fig. 2. The robot interface and diagnostic process for autism

2.3 Using AI to Obtain Assessment Information for Children with Autism

During the evaluation process, the system will record the participant’s facial images
and body pose movements. Emotions and eye gaze focus will be analyzed based on the
facial image information. This experiment aims to conduct experiments with different
methods and evaluate the methods that are suitable for the system.

Fig. 3. Emotion analysis model training process

EmotionAnalysisModel. The research uses the FER2013 dataset [13, 14] provided by
theKaggle competitionwebsite as training and validation data. FER2013 is awell-known
face expression image dataset that is widely known and easy to obtain. Figure 3 shows
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the training process of the model used in this research. First, the CSV file of FER2013
is read, which contains the images’ pixel values and expression labels. The labels range
from 0 to 6 and correspond to angry, disgusted, fearful, happy, sad, surprised, and neutral.
Then, the values are restored to 48 × 48 black-and-white images through the Python
PIL package. Each image is processed for face alignment, cropping, and enlargement,
and a horizontal flip is performed to augment the training data. The training data is
input into seven different models for model tuning. The fine-tuned models can output
the classification results for the seven expressions.

Eye Gaze AnalysisModel. The eye gaze analysis model used the Eye-Chimera dataset
[15, 16], which consisted of 1,135 image data and was labeled in seven directions: right-
up, right, right-down, left-up, left, left-down, and center. In the eye gaze analysis model
experiment, threemachine learningmethods from scikit-learn [17] were compared: Sup-
port Vector Machine (SVM), Stochastic Gradient Descent (SGD), and Nearest Centroid.
The eye gaze analysis model training process is shown in Fig. 4. First, after the image is
read, Dlib’s Landmark is used for face detection, and 68 facial key points are marked.
The key points of the left and right eyes are 42 to 47 and 36 to 41, respectively. After
capturing the human eye key points, the part of the eye is cropped. The image is normal-
ized and standardized to make all images the same size and compress the pixel values
between 0 and 1. Finally, the SVM is input to train the model to classify the data into
seven categories.

Fig. 4. Eye gaze analysis model training process

Pose Analysis Model. The process of the pose analysis model in this study is shown
in Fig. 5. The pose analysis model used was implemented by Openpose [18, 19]. The
training samples for the joint key points marked by Openpose were mainly from the
COCO database, which defined a total of 18 joint parts. After the human body key
points are found, the image is judged to have the situation of raising hands, nodding,
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and rough movements through the calculation of joint angles and the displacement of
facial feature points. The process on the left is the hand-raising detection process. The
middle is the detection of nodding and shaking, with the nose as the reference point.
When the nose’s horizontal or vertical coordinate displacement difference exceeds the
set threshold, it is determined that there is nodding or shaking behavior. The process on
the right is the detection of rough movements, which uses the elbow, knee, and ankle
joints on both sides as reference points. When the joint angle change exceeds the set
threshold, it is determined that rough movements have occurred.

Fig. 5. Three detection processes in the pose analysis model

3 Experiments

3.1 Emotion Analysis Model

This study used the FER-2013 image dataset formodel training and validation to develop
an emotion recognition model suitable for the system. The following will be a discussion
of the experimental results. This experiment used pre-trained models on Keras, and the
weights selectedwere trainedon ImageNet [20]. Themodels used areVGG16,ResNet50,
InceptionV3, Xeption, and MobileNet.

Experimental Results and Discussion. The results of this experiment were evalu-
ated using Precision, Recall, and F1-score as indicators. Table 1 shows the F1-score of
five models, and it can be seen from the table that in terms of the F1-score indicator,
InceptionV3 and Xception are relatively better-performing models. By comparing the
performance of the two models in each emotion through Precision and Recall in Table 2,
we finally decided to use Xception as the model for emotion analysis.
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Table 1. F1-score of the five models in the seven emotion classification

F1-score Angry Disgusted Fearful Happy Sad Surprised Neutral Avg

VGG16 0.55 0.62 0.51 0.87 0.44 0.80 0.63 0.63

ResNet50 0.57 0.68 0.53 0.87 0.43 0.81 0.63 0.65

InceptionV3 0.55 0.63 0.53 0.87 0.48 0.82 0.65 0.65

Xception 0.56 0.69 0.53 0.87 0.46 0.82 0.65 0.65

MobileNet 0.57 0.69 0.48 0.87 0.45 0.80 0.65 0.64

Table 2. Precision/Recall of the five models in the seven emotion classification

Precision/
Recall

Angry Disgusted Fearful Happy Sad Surprised Neutral Avg

Pr Re Pr Re Pr Re Pr Re Pr Re Pr Re Pr Re Pr Re

VGG16 0.51 0.60 0.76 0.53 0.46 0.57 0.90 0.84 0.52 0.39 0.80 0.79 0.63 0.64 0.65 0.62

ResNet50 0.59 0.54 0.92 0.54 0.50 0.57 0.84 0.89 0.56 0.35 0.90 0.83 0.59 0.68 0.70 0.63

InceptionV3 0.60 0.50 0.57 0.71 0.51 0.54 0.86 0.87 0.52 0.45 0.81 0.83 0.61 0.69 0.64 0.66

Xception 0.59 0.54 0.72 0.66 0.52 0.54 0.89 0.86 0.52 0.42 0.82 0.82 0.59 0.73 0.66 0.65

MobileNet 0.53 0.61 0.87 0.56 0.57 0.41 0.88 0.86 0.47 0.44 0.76 0.85 0.61 0.69 0.67 0.63

3.2 Eye Gaze Analysis Model

In this study, the Eye-Chimera image dataset was used for model training and testing,
and an attempt was made to find an eye gaze analysis model suitable for the system.
The machine learning methods used in the experiment are SVM, SGD-Classifier, and
NearestCentroid, all from Scikit learn. The following is a discussion of the experiment
results.

Experimental Results and Discussion. Table 3 shows the results obtained from the
experiment using the Eye-Chimera eye movement dataset with SVM. The table shows
that the average accuracy of SVM is 0.8, and the performance of Recall is also 0.83 on
average. In general, SVMperforms better than SGD-Classifier andNearestCentroid. The
model is more average and stable in classifying the seven different eye gaze directions.

Table 3. Result of eye gaze analysis using SVM

SVM Centre UpRight UpLeft Right Left DownRight DownLeft Avg

Precision 1 0.89 0.65 0.81 0.76 0.62 0.89 0.8

Recall 0.89 0.91 0.91 0.87 0.67 0.8 0.73 0.83

F1-score 0.94 0.9 0.76 0.84 0.71 0.7 0.8 0.81

From Table 4, we can see that SGD-Classifier performed particularly poorly in the
classification of “Right,” which may be due to the similarity between the images of
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“Right,” “Right-Up,” and “Right-Down.” Although the Precision of the SGD-Classifier
for “Right-Up” reached 1.00 in the table, its Recall was only 0.64, meaning that some
of the actual “Right-Up” images were predicted to be in other directions. Overall, SGD-
Classifier only performed well in the “Centre” category, while it performed poorly in
other categories, especially in the classification of “Right.”

Table 4. Result of eye gaze analysis using SGD-Classifier

SGD-C Centre UpRight UpLeft Right Left DownRight DownLeft Avg

Precision 0.91 1 0.72 0.36 0.76 0.81 0.49 0.72

Recall 0.97 0.64 0.87 0.71 0.6 0.57 0.86 0.75

F1-score 0.94 0.78 0.79 0.48 0.67 0.67 0.62 0.71

Table 5 shows that NearestCentroid generally performed poorly in the seven-
direction classification tasks. Only the Centre achieved around 80% Precision among
the seven directions, while the results in other directions were poorer. This may be due
to NearestCentroid’s method, which compares the distance between the center of each
category and the new data and categorizes based on the nearest. However, besides the
Centre, the other directions are more similar and close, such as Right-Up, Right, and
Right-Down, which mostly look right, leading to misclassification. Overall, SVM per-
formed the best among the three experiments, and as a result, we finally chose SVM as
the model for eye gaze and pose analysis.

Table 5. Result of eye gaze analysis using NearestCentroid

NC Centre UpRight UpLeft Right Left DownRight DownLeft Avg

Precision 0.81 0.74 0.65 0.52 0.62 0.66 0.7 0.67

Recall 0.86 0.69 0.83 0.65 0.5 0.62 0.57 0.67

F1-score 0.83 0.71 0.73 0.58 0.55 0.64 0.63 0.67

3.3 Pose Analysis Model

In this experiment, Openpose is used as the main tool for skeleton detection. Openpose
adopts the Part Affinity Fields for Part Association (PAF) method for human skeleton
detection, which is based on finding the relationship between the body parts and the
individuals in the image. First, a set of detected bodyparts is given, and an attempt ismade
to assemble these points into a full-body posture. Then, calculations are performed on
each body part to find the possible main body position and direction. Using the skeleton
information detected by Openpose, displacement or angle calculations are performed to
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obtain the desired observed actions, such as nodding, shaking, rough movements, and
raising hands. In the implementation, Jetson Nano is used as the edge computing device
to execute Openpose and the program that calculates the changes in limb displacement
or angles.

3.4 Summary

The study employed publicly available datasets to evaluate themodels used in the system
and determine the most appropriate models. To ensure our system diagnoses are reliable
and can serve as a robust reference for doctors, a model that can handle a wide range of
emotions was selected rather than only processing a small set of features. Xception was
therefore chosen as the model for emotion analysis. For eye gaze analysis, SVM was
selected, and Openpose was used for body pose analysis, including skeleton detection
and calculation of movement or joint angles to detect specific movements.

4 System Scenario

4.1 System Scenario and Interface

The interactive robot process in this study consists of the Asus Zenbo robot, NVidia
Jetson Nano, and a video camera. Zenbo is responsible for the interaction process with
children, which serves as the data for subsequent emotion and eye gaze analyses. Mean-
while, the video camera connects to the Jetson Nano to detect and recognize body pose
movements from video images. The overall system setup is shown in Fig. 6. During the
process, the medical team will observe from the side and fill out the observation scale
designed for this system and the medical-specific observation scale required during the
diagnosis process.

Fig. 6. System and application setup scenario
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5 Conclusions

This study aims to develop a robot-interactive process and intelligent image analysis
system for assisting in the diagnosis of autism in children. Through discussions with
professional doctors and references to relevant assessment scales and diagnosticmanuals
for autism, a diagnostic process has been established on the robot, including calling
names, telling stories, singing and dancing, and imitating games. The participant’s image
information and body posemovements are recorded during the process, andmedical staff
is asked to fill in the information during the diagnosis process. Finally, this information
is presented to the doctor as a diagnostic reference in the form of data visualization.
Experimental comparison of the models used in the system. In terms of emotion analysis
models, the five models used in this experiment seem to have little difference in the
average values of Precision, Recall, and F1-score. Among them, Xception performed
relatively well in terms of Precision and F1-score, so Xception was ultimately adopted
as the model used for emotion recognition in the system. The eye gaze analysis model
uses SVM with average analysis results obtained in different eye gaze directions. The
proposed assistive diagnostic robot interaction process and intelligent image analysis
system in this study serve as a preliminary combination of medical and technology. In
addition to improving the models used in the process, the collected data can also be used
to train a classification model for better predicting the probability of autism symptoms
and presenting the diagnosis to the doctor in a visualized data format.
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Abstract. Various historical events and attitudes have demonstrated that ethical
leaders might intentionally or unintentionally make unethical decisions. History
suggests that ethical leaders relying on strong technology alone could make unfor-
givable mistakes, but their interaction can limit such mistakes. In this study, we
suggest that the interaction between technology and ethical leadership is proposed
as a key factor in precluding orminimising unethical decisions by providing checks
and balances capable of reducing the potential for unethical acts. A conceptual
model is offered, along with propositions to help guide future research and prac-
tice. The degree to which technology and ethical leadership interact represents one
of the key factors in understanding the potential for ethical/unethical acts. This
conceptual study does not contain empirical data. This study is the first attempt
that proposes the need of technology-leadership interaction to minimise unethical
acts.

Keywords: Technology/ethical leadership · unethical acts · rules · code of ethics

1 Introduction

Unethical acts resulting from a reliance on human (ethical) leadership) or technology
alone have significantly contributed to the topic of business ethics (Cialdini et al. 2021,
Hoogervorst et al. 2010; Stylianou et al. 2013; Winter et al. 2004), and, in addition, have
become an important issue in multidisciplinary and interdisciplinary literature. Some
believe that any investment in the integration of both ethical leadership and technology
is the primary key to understanding unethical acts (e.g., Duan et al. 2019). The existence
of an association between ethical leadership practices and increased success in Business-
to-Business Marketing was revealed by Lin and colleagues (2020), who found from a
study of 465 IT Service companies that ethical leadership moderates the technological
innovation-financial performance relationship. Accordingly, in the present paper we
focus specifically on the role played by the interaction between ethical leadership and
technology in the prevention or avoidance of unethical behaviour within organisations.
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Well before the emergence of advanced or Artificial Intelligence technologies, a
review of the literature on the unethical role of technology revealed that although there
are a wide number of studies that mention this negative influence (e.g., Bush et al. 2010;
Charki et al. 2017; Leonard and Cronan, 2001; Stylianou et al. 2013), it is argued that
there is no need to create a separate ‘ethics of every subtype of technology’ or tech-
nological property because all technologies are ethically relevant (Sætra and Danaher,
2022). However, the news media frequently report errors made in every field of tech-
nology. Unfortunately, some of these errors result in long-term suffering for individuals
and families as when, for example, medical technologies fail to achieve safety criteria
and contribute to increased rates of injury or death. An empirical study conducted by
Samaranayake et al. (2012), investigated technology-related medication errors between
2006 and 2010. The study revealed that unintended and unanticipated errors can persist
even when technology that is designed to reduce error is applied. Moreover, an indi-
vidual leader can play an essential role in the institutionalisation of unethical practices
in an organisation by condoning or supporting unethical practices. An individual leader
whose behaviour was unethical would be in position to authorise unethical practices that
become pervasive within an organisation (Pearce et al. 2008).

Ill-defined rules or regulatory codes of poor quality can also be the cause of limitless
differences in interpretation, resulting in the legitimation of unethical practices, espe-
cially when situational factors and/or political agendas lend authority to such practices.
The evidential basis for the link between poorly devised rules and unethical acts has
been shown to exist (e.g., Lindgreen, 2004; Poole-Robb and Bailey, 2002), and can be
illustrated with reference to events in areas such as politics and sport. We may take as
an example the controversial speech given by the American Secretary of State, Colin
Powell, to theUnitedNations Security Council on February 5th, 2003, intended to justify
war with Iraq. Intervention by the US and the waging of a war of aggression without
the authority of the United Nations and the UN Security Council was not in keeping
either with the American democratic tradition or with its moral laws (Zarefsky, 2007).
In this example, we note that the Bush administration attempted to justify its war on Iraq
by relying on the authority given to the UN Security Council under the UN Charter to
authorise member states to use force to repel threats to peace. However, no such threat
existed, and consequently there was no legitimate justification for war.

Another example, this time taken from sport, is the case of ‘the hand of Maradona’
that destroyed the England team’s chances in the World Cup quarter-final of 1986.
Although none of the referees spotted this unethical behaviour, TV replays of the goal
clearly established that Maradona’s goal was illegitimate, since it was scored with the
use of his hand (Genschow et al. 2019). In this example, we can note that the rules of
football at that time did not give the officials the right to disqualify a goal after the event.
The amended rules of football that now exist allow referees to watch a recording of
the event and then to make their decision. In Maradona’s case, referees were unable to
cancel the goal after the match, because football rules and laws in the 80s did not allow
such action.

We present a straightforward view of the role of rules in technology and also of the
part played by individual leaders in the commission of unethical acts. First, we propose
that ill-defined rules and poorly devised codes of ethical practice, (i.e., those that allow
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hermeneutical differences within the organisation and also permit subjective variations
(See also, Sims, 2002; Wasieleski and Hayibor, 2008) are negatively and directly related
to unethical acts. Second, we propose that technology (e.g., Charki et al. 2017) and
individual ethical leaders (see also, Weaver et al. 2005; Treviño and Nelson, 2007) are
incapable of avoiding unethical acts unless they work together.

Although technology can be utilised by various kinds of leaders: responsible, authen-
tic, transformational, etc., the focus in the present study is on the interaction of ‘ethical’
leadership and -technology. This interaction can be defined as “The use of informa-
tion and technology to support and improve public policies and government operations,
engage citizens and provide comprehensive and timely government services” (Scholl,
2008, p.23). In this paper, we assert that ethical leadership-technology interaction can
be a relevant factor in deterring unethical acts. Finally, we assert that unethical acts and
practice are a result of the use of technology in decision-making by an ethical leader
acting alone and/or as a result of ill-defined rules and also poor-quality codes of conduct,
which can also result in unlimited hermeneutical variations and subjective evaluations.

While we acknowledge that ethical leadership plays an essential role in combatting
unethical behaviour in an organisation, it is unable to perform this function alone in the
absence of a positive and supportive organisational climate (See also Sookdawoor and
Grobler, 2022; Umphress and Bingham, 2011). Technology is one of the factors in such a
climate. Conversely, technology stands in need of ethical leadership. Therefore, we posit
that both ethical leadership and technology should be fully exploited in order to provide
an effective buffer against all forms of unethical acts. Part of our argument concerning the
role of ethical leadership and technology is that the two should be integrated in the fight
against unethical activities within an organisation. Balanced use of ethical leadership
and technology can be critically important in sensitive or potentially life-threatening
circumstances (see Edwards et al. 2000). An example of such circumstances is the 1983
Soviet nuclear false alarm incident. During the cold war, the nuclear early warning
system of the Soviet Union reported the launch of intercontinental ballistic missiles
from military bases in the United States. However, it was found that these missile attack
warnings were false alarms. The alarmwas ignored by a Soviet officer, who thus rescued
the world from a nuclear disaster, since the Soviet High Command might have decided
to respond by attacking the American missile bases.

2 Theoretical Model and Research Propositions

2.1 Rules/Codes and Unethical Acts

People inside or outside organisations can be engaged in unethical acts in different ways
(Brass et al. 1998; Jago and Pfeffer, 2019; Rees et al. 2021). The reasons for these
behaviours are based on a variety of factors. For example, personal characteristics make
individuals different in terms of their cognitive moral development, which affects their
understanding of ethical behavioural standards (Giacalone et al. 2016; Reynolds, 2006).
Role breadth is another reason where organisational citizenship behaviour literature jus-
tifies use of extra-role behaviour as a critical role for serving organisational purposes.
However, these types of behaviour are not necessarily ethical (e.g., Turnipseed, 2002).
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Additionally, culture has been used by cultural anthropologists and scholars to under-
stand divergence and convergence among people, societies, and nations regarding values,
norms, moral and ethics (e.g., Davis et al. 1998; Eisenbeiß and Brodbeck, 2014). It is
known that national culture can hide within it informal forces (e.g., Wasta, Guanxi, Jeit-
inho) that can authorise unethical behaviour in the name of public benefit. (Dunfee and
Warren, 2001; Duarte, 2006). Overall, this suggests that the public good can be perceived
as a valid reason for legitimising unethical behaviour in some cultures, leading some
individuals, societies, and countries to accept such behaviour (Smith et al. 2012a; Smith
et al. 2012b).

Although the three reasons given above can be seen as grounds for authorising and
legitimising unethical behaviour, we argue that rules and codes of ethics are the primary
factor in the prohibition or minimisation of unethical acts. According to Merchant and
Van der Stede (2012), rules and code of ethics enable domestic and foreign businesses
to adjust and control ethical acts at personnel and culture levels.

In contrast, when there are neither strong rules nor a high-quality code of ethics inside
or outside an organisation, misconduct prevails, whereas the effectiveness of rules and
code of ethics lie in their capacity to deter unethical acts (See e.g., Adam and Rachman-
Moore, 2004; Halter et al. 2009; Vitolla et al. 2021). No doubt, there are weaknesses
that cause people to circumvent or break rules. Empirical research investigating the
relationship between effective business codes of ethics and unethical behaviour revealed
that themere existence of an effective code of business ethics has the effect ofminimising
unethical behaviour in an organisation (Kaptein, 2011).

In the literature of business ethics there are discussions of cases in which employees
engaged in unethical acts for the intended purpose of benefitting the organisations to
which they belonged (Umphress and Bingham, 2011). In such cases. we should be aware
of the differences between individuals in terms of their understanding of ethical standards
(e.g., Duh et al. 2010; Finegan, 1994). Future research may explore how geographical
location frames people’s understanding of ethical behaviour. Ethical standards in one
geographical location can be different from, or entirely opposite to, those of another
location, particularly, when the public benefit is the primary justification for action.
Empirical evidence has revealed that voluntary and non-profit leaders in theMiddle East
do not hesitate to practice unethical acts for a public benefit (Megheirkouni and Weir,
2019). The following proposition more formally articulates this viewpoint, the logic of
which is depicted in Fig. 1

Hypothesis 1: Ill-defined rules and low-quality codes of ethics promote unethical
acts, such that those rules and codes can be a key for unlimited hermeneutics, resulting
in unethical acts.

2.2 Technology/Ethical Leader Solo and Technology- Ethical Leadership
Interaction

Ethical leadership is a critical element in supporting positive functional outcomes (Eisen-
beiss et al. 2015; Kalshoven et al. 2011). Brown and Treviño (2006) suggested several
factors that moderate the effect of individual characteristics and situational influences
in ethical leadership. The ethical context in which ethical leaders operate is one of the
key factors in this regard. According to Treviño et al. (1998), the ethical context and
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ethical culture can determine whether the organisation supports ethical behaviour and
practices. Ethical culture refers to a subset of an organisation’s culture, including formal
and informal behavioural control systems that can moderate the relationship between an
individual’s level of moral reasoning and ethical/unethical acts (Trevino, 1986; Trevino
and Nelson, 2021).

Ethical climate refers to “the prevailing perceptions of typical organisational prac-
tices and procedures that have ethical content” or “those aspects of work climate that
determine what constitutes ethical behaviour at work” (Victor and Cullen, 1988, p. 101).
Although little is known about the ways in which an unethical climate affects an eth-
ical leader’s success and whether this kind of leadership would be accepted when the
organisation reinforces an unethical culture (Morais and Randsley de Moura, 2018), we
propose that an ethical leader is unable to work effectively without a supportive environ-
ment inside or outside the organisation. Technology is one powerful factor in the 21st
century, where ethical leadership would be weakened by its absence. In other words,
interaction between ethical leaders and technology provides an ethical leader with a
capability for better control, knowledge and understanding.

Advanced technology, however, despite its rapid development over the last two
decades, is not free from a reputation for being unethical and of presenting a long-
term threat to human beings (Duan et al, 2019). For instance, technology failure has
been discussed in its various forms, such as its financial impact on business and the mar-
ket (Bharadwaj et al. 2009), manipulation and control (Cram and Wiener, 2020), which
is its principal means of facilitating unethical behaviour (Chatterjee et al. 2015), and
because of the practice of transferring risky technology to countries lacking in trained
and skilled personnel (Velasquez, 2000). In this study, we propose that technology alone
is unable to work effectively in providing satisfying results and in spreading its benefits
across the whole organisational structure. It needs to be under the controlling influence
of ethical leaders. This relationship can be expressed by the following proposition:

Hypothesis 2: The dependency on technology alone or on ethical leadership alone
is ineffective, and this weakness can be avoided through an integrated relationship of
the two.

2.3 Technology- Ethical Leadership Interaction and Unethical Action

The empirical evidence on human-technology interaction to date has consistently linked
it to positive outcomes (Duan et al, 2019; Hudson et al. 2019; Orlikowski, 2000; Pitardi
and Marriott, 2021; Thüring and Mahlke, 2007; Tay et al. 2014; Wilkens and Dewey,
2019). Most studies have examined some dimension of influence and efficacy stemming
from this interaction.No study, however, has examined leadership-technology interaction
in general and ethical leadership-technology interaction. The most clearly related to the
present study is the work of Wilson and Daugherty (2018) who argue that collaboration
between humans and artificial intelligence technologies is perceived as an effective
tool to cope with today’s business requirements. One of these requirements is ethical
outcomes. Duan et al. (2019) found a link between advanced technologies and human
decision makers. They claim that such technologies can play multiple roles in decision
making by human decision makers, and thus can be perceived as a decision support and
augmentation tool, particularly in environments that vary significantly in the degree of
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endorsement of aspects of ethical leadership (e.g., Resick et al. 2006) and need more
supportive tools, such technology.

Specifically, we view ethical leadership-technology interaction as an important mod-
erator of the relationship between ill-defined rules as well as low-quality of codes and
unethical acts. The basis of our argument in the present study is that ethical leadership-
technology interaction can provide a robust system of checks and balances inside the
organisation, thereby enhancing the latter’s creditability by acting as a moderator of the
relationship between ill-defined rules as well as low-quality of codes and unethical acts.
The following proposition more formally articulates this predictive relationship.

Hypothesis 3: Technology-ethical leadership interaction will moderate the rela-
tionship between ill-defined rules as well as low-quality of codes and unethical acts.
Specifically, when technology and ethical leadership are integrated for the purpose of
organisational leadership and management tasks, the negative relationship between
ill-defined rules as well as low-quality of codes will be weaker, and vice versa.

Technology- 
Ethical Leadership 

Interaction

Technology/ 
Ethical Leader 
“ALONE” 

P2 

P3 

Well-De-
fined/Ill-Defined 

Rules & 
Low/high-Quality 

Codes  

Ethical/Unethical 
Action 

P1 

Fig. 1. Theoretical model of technology/ethical leader “ALONE” and well-defined/ill-defined
rules & low/high-quality codes, technology-ethical leadership interaction, and ethical/unethical
acts

3 Implications

There are several potential theoretical and practical implications of technology-ethical
leadership interaction that can be derived from the model we suggest. Specifically, our
model, building on the work of scholars investigating technology-human interaction
(Duan et al. 2019) ethical leadership and ethical climate (Hassan et al. 2014; Kuenzi
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et al. 2020; Neubert et al. 2009), suggests that the orientation toward relying solely on
technology or an ethical leader may need to be reconsidered if the aim is to mitigate
against unethical practices or tendencies. Ethical leadership literature provides evidence
that weak ethical climates (e.g., Lau and Wong, 2009) that can be seen in several forms,
such as ill-defined rules as well as low-quality codes of ethical conduct, which encourage
unethical behaviour, play an essential role in influencing the effectiveness of both ethical
leaders and cutting-edge technology.

Technology has the power to facilitate and support the role of all kinds of leadership,
including ethical leadership of an organisation. However, this power might differ based
on the level of leadership and the situation (e.g., Parry et al. 2016). One perspective that
can provide an explanation for this claim is offered by the analysis of expert systems
adopted for business decision-making at different leadership decision levels: (strategic,
tactical, and operational) (Edward, 2000). According to this analysis, technology can
replace leadership decision makers at both operational and tactical levels (structure or
semi structured decisions), but technology is more effective if it is used as a supportive
tool for dealing with unstructured decisions at the strategic decision level. However, the
analysis of expert systems adopted for business decision-making at different leadership
decision levels shows the importance of technology-leadership interaction only at the
strategic level. The example of the 1983 Soviet nuclear false alarm incident confirms
that technology-leadership interaction is also essential at the lower levels of the military
hierarchy. Despite its efficiency, advanced technology used for decision making cannot
replace ethical leaders in situations where it functions as “an extended brain in mak-
ing data-driven, evidence-informed decisions” that would facilitate a leader’s decision
making using “a blend of data-driven, evidence-informed decision-making and value-
based moral decision-making” (Wang, 2021, p 256). Accordingly, to the extent that
existing theories and approaches evolve toward incorporating wider conceptualizations
of leadership and its interaction with cutting edge technologies in the era of artificial
intelligence, more research will be necessary in order to expand our existing knowledge
regarding the importance of this interaction. More specifically, further efforts directly
investigating the relationships between technology-ethical leadership interaction and its
role in minimising unethical practices will be necessary.

Another interesting implication of our model relates to the implications of work by
researchers such a by Lin and colleagues, who studied the mediating role played by
ethical leadership operating in the relationship between innovative AI and improved
financial performance. Although it remains true that building ethical AI is “an enor-
mously complex and challenging task” (Siau and Wang, 2020), the task is not merely
technical or regulatory. It may also involve more emphasis on practice rather than theory,
and thus practitioner-located field research is necessary for a better understanding of the
behaviours and practices that may be regarded as “ethical” in real life situations, rather
than further exegetic and theoretical critiques of the abstract principles or philosophical
underpinnings of leadership. This may not require a reversion to the debates on “ma-
chine ethics” but an emphasis on the nature of agency that comprises both human and
non-human agents. In this context the recent experience of the impact of Covid-driven
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lockdowns of teaching systems and programme delivery in higher education may pro-
vide useful parallels in that the outcome seems to favour a blended learning strategy for
successful outcomes, rather than the either/or of traditional or online-only models.

Human systems are inevitably complex systems (Beer, 1973) and the leadership of
complex systems cannot be reduced to simplistic models, whether they be Asimov’s
three laws of robotics or Kant’s categorical imperative. Beer, in the same publication,
identifies something very significant for the interpretation we are proposing in this paper
when he states that “The variety attenuators to use here are not policy documents from
the centre, but themanagers themselves. That is whatmanagers are for. As to the criterion
of fairness, the manager—or any individual, in whatever he does—ought to be ready
to take responsibility for his own decisions.” (Beer, 1973, p 37). The role of the leader
needs to be strengthened further in a situation of complexity, where system outputs and
operations must be mediated by those who are good practical ethical decision-makers.
As Boulton (2022, p. 1) points out “…while those at Number Ten were taking advantage
of the lovely weather and having ‘socially distanced drinks’ (in apparent contradiction of
the ‘rule of six’ in place at the time), many in the country were suffering. People weren’t
allowed to spend precious time with their dying relatives”. That is what leaders are for.
They are not there to make strategic decisions. They are there to make right decisions.
If leaders break the rules that they have set for others, just because they can or because
they do not care about convention, it is the whole systemic framework that is damaged
(Green, 2019).

Our own generation has witnessed a recognition that AI can encompass vastly more
than variety-handling and has also come to realise that the complexity of humans and
machines implies a need to understand and allow for an emergent ethical competence for
them both. Therefore, a fortiori, complex systems that are both technologically sophis-
ticated and are operating in diverse and evolving environments cannot be integrated into
an all-encompassing set of strategies driven by infallible procedures or unquestionable
protocols. The purpose and basis of organisational leadership is to deal with the unex-
pected because, whatever the odds against them, unpredicted events will happen. Thus,
system designers need to accept that ethical decisions are very hard to make computable
and that the needs for variety, diversity and that exceptional and adaptive evolutionary
change require mediation from human agencies that are varied, flexible and more likely
to lead to acceptable outcomes for all system elements.

This approach may make AI systems seem more rather than less robust. As Santos-
Lang (2014) argues, reliance on AI paradigms such as neural networks and genetic
algorithms indicates that as scientific method changes, so it will be necessary for ethical
frameworks to evolve. But at no stage can outcomes be regarded as terminal while the
possibility of change exists, so we are likely always to be in a situation of never-ending
learning. In such an ecology, ill-defined rules have definite value. But accepting that AI
can never provide absolute organisational certainty does not imply that something has
gone wrong. The wrongness lies in the expectation of certainty because this has always
unreasonable. A lack of absolute definition can only be seen as a system weakness in
the short term. As the French proverb has it “autres temps, autres moeurs”. The role
of the ethical leader does not include claiming to abolish uncertainty. The outcomes of
systems, however complex, will continue to be judged on the grounds of effectiveness in
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relation to the achievement of humanly determined objectives rather than simplistically,
on the criteria of efficiency of performance. De Rosa and Trabalzi (2016), who point
out the way illegality becomes an institution, argue that legality and illegality are not
universal value, but socially constructs that are the product of institutional selection. In
line of this argument, we suggest that once technology is fixed and supported by heavy
investment in hardware and specialist skills, then it becomes a constraining force that
limited the range of possible behavioural outcomes.

4 Conclusion

Overall, it seems clear that technology-ethical leadership interaction deservesmore theo-
retical and empirical attention. It offers a ground for the study of an important and under-
researched ethical leadership perspective and a promising approach for the minimisa-
tion of unethical acts in organisations. Greater emphasis theoretically and practically on
technology-ethical leadership may well offer the potential to help organisations limit the
possibility of future unethical practices.
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Abstract. Remote-controlled robots can perform common tasks, thereby mini-
mizing the exposure to the risks faced by employees in hazardous occupations.
The focus of the review in this paper is on the user evaluation of teleoperation inter-
faces of service robots used in organizational/professional settings. Our study is
motivated by the lack of review of user evaluation methods and metrics specific
to teleoperation interfaces rather than an evaluation of the robot itself. Grounded
in a user-centered approach to design, the three research questions in this review
were guided by the three major factors that form the design space for product
and service development (Context, Technology, User). The findings of this article
are categorized based on areas of application or context of use, technologies used
to operate the interfaces, and tools and techniques used to assess user needs as
well as user perception of developed solutions. Based on the reported findings, the
article provides suggestions for future research that aims at designing interfaces
for human-robot collaborations in the workplace.

Keywords: User Evaluation · Teleoperation Interfaces · Professional Service
Robots · Industry 5.0 · Human-Robot Interaction (HRI) · Generative and
Evaluative User Experience (UX) Research

1 Introduction

Hazardous occupations such as firefighting, search and rescue operations, etc., pose a
high risk to the lives of employees. The advances in technology provide an opportunity
for the use of remote-controlled robots that could perform common tasks, thereby mini-
mizing the exposure to the risk faced by these employees. The International Organization
of Standardization defines a robot as a programmable device that can move and perform
tasks in its environment [1]. Robots that are controlled andmanipulated remotely require
an interface that can serve as a communication channel between the operator/s and the
robot/s. Through this communication channel (or teleoperation interface), the opera-
tor/s can execute commands to manipulate the robot/s and receive feedback about their
executed actions in real time.
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Literature provides ample evidence that interaction design plays a major role in user
satisfaction and that user satisfaction plays a major role in the adoption and effective
usage of technology, which in turn has major implications on an organization’s return on
investment (ROI) [2–4]. In addition to having a positive impact on the ROI, designing
user-friendly teleoperation interfaces is likely to impact a company’s bottom line by
reducing the time and costs that are involved in training teleoperators [5].

It goes without saying that user evaluation is a critical building block in designing
and implementing user-friendly interfaces. The user evaluation of interfaces during the
iterative approach to user-centered design is crucial in providing insight for improving
design in each iterative cycle [6–8]. Additionally, pre-implementation user evaluations
can help estimate post-implementation behavior by developing predictive models that
can determine the adoption and effective usage of the interface by the operators, hence
estimating the likelihood and scope of impact on an organization’s ROI [6].

The focus of the review in this paper is on the user evaluation of the teleoperation
interfaces of service robots used in organizational/professional settings. Our literature
review is motivated by the growing trend in the development and usage of service
robots with added telepresence in multiple industries [9]. This growing trend has been
further heightened by the recent Covid-19 pandemic [9]. Our study is also motivated by
the lack of review papers on evaluation methods and metrics specific to teleoperation
interfaces. Existing review papers focus on user evaluation with respect to the robot, not
the interface. That is, these reviews focus on how users evaluate the robot itself, not the
interface through which the robot is controlled and/or provides feedback to the operator.
This distinction is important because the operator’s perception of the interface can have
a major impact on how willingly the operator would work with the robot or how useful
the operator perceives the robot would be.

As wemove further into Industry 5.0, human-robot co-working is bound to become a
major focus both in academic and industry research. Working with and alongside robots
in an organization, however, is not without challenges (e.g., learning to workwith robots,
personal preferences for working with human or robot coworkers, negative attitudes
towards robots, etc.) [10]. Since designing effective interfaces can improve employ-
ees’ satisfaction [11], a systematic review of the literature helps to identify research
opportunities for improving human-robot co-working in the workplace.

In the following sections, we briefly discuss the research questions that guided our
literature review. Then we explain the methodology used to conduct the systematic
review, report the results, and discuss our findings.

2 Materials and Methods

User experience (UX) refers to context-sensitive human-technology encounters. Hence,
the design space for user-centered product development is defined by threemajor dimen-
sions: Context, Technology, and User. Context refers to tasks and/or environment within
which the human-technology encounter takes place, Technology refers to systems that
facilitate the encounter, and User refers to people who use the technology within the
specified context [6]. In order to provide an overview of the current state of research
in designing and testing interfaces for robot teleoperation, we used the above-discussed
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dimensions of UX design space to develop three overarching research questions (RQs)
(Fig. 1). Grounded in theContext dimension of UX design space, the first question in our
systematic literature review (SLR) aimed at identifying the types of professional services
for which teleoperated robotic interfaces were designed. The second question, grounded
in the Technology dimension of UX design space, aimed at identifying types of interfaces
that have been used to operate service robots. Inspired by the User dimension of UX
design space, the last research question aimed at identifying tools and techniques that
were used to capture users’ points of view about robot teleoperation interfaces (e.g., user
needs, perceptions/evaluations). Because users’ subjective experience of technology has
a significant impact on whether they would be willing to adopt a technology or keep
using it, the last research question helps to identify the most commonly used subjective
measures, including constructs and validated instruments, to capture user perceptions.
Constructs refer to latent variables that are not directly observable (e.g., satisfaction,
perceived usefulness, trust, etc.). They are typically measured with validated survey
instruments. Constructs serve as the building block for developing behavioral theories,
such as the Unified Theory of Acceptance andUse of Technology (UTAUT) [12]. Hence,
they are important in advancing research that seeks to understand human perception of
robotic interfaces as well as research that aims at developing predictive models for user
behavior such as acceptance, adoption, and continued usage of teleoperated robots.

RQ1 (Context): For what 
types of applications (ser-
vices) are teleoperation 
interfaces developed? 

RQ2 (Technology): What 
types of technologies are 
used to operate teleopera-
tion interfaces? 

RQ3 (User): Which meth-
ods, metrics, and tools are 
used to understand and 
capture users’ subjective 
reactions? 

Fig. 1. Research questions (RQs) that guided the systematic literature review.

2.1 Literature Search Strategy

We used the ACM Digital Library (ACM), PsychINFO on PsychNET (PI), Springer
LINK (SL), Institute of Electrical and Electronics Engineering Xplore Digital Library
(IEEEX), ScienceDirect (SD), and Scopus for our review based on our analysis of the
scientific databases used in prior studies focusing on human-robot interaction [13, 14].

Based on our research questions, we used ‘service robot’, ‘teleoperation interface’,
‘user evaluation’, and ‘methodology andmetrics’, as keywords in our search. Using these
keywords, we formulated queries (shown in Table 1) to search the scientific databases
identified.

The search results were limited to articles in English published in peer-reviewed
journal papers and scholarly conference papers between 2007 (when smartphones were
first introduced) and the time the investigation for this literature review took place (July
2022). The choice for the timeline was grounded in prior research on robot teleoperation
interfaces that shows smartphone-based interfaces are more versatile than conventional
gamepad-based interfaces [15]. Our search produced a total of 985 papers, that contained
201 duplicates, leaving behind 784 unique papers for consideration.
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2.2 Inclusion and Exclusion Criteria

Table 1. Online database search results by search queries (date of search: August 11, 2022)

Database Keywords Total

ACM Digital Library methodology and metrics AND user evaluation
AND teleoperation interface AND service robot

117

PsychINFO on PsychNET (PI) teleoperation interface AND service robot 0

user evaluation AND teleoperation interface 1

methodology and metrics AND user evaluation 8

SpringerLink methodology and metrics AND user evaluation
AND teleoperation interface AND service robot

64

IEEE Xplore Digital Library teleoperation interface AND service robot 16

user evaluation AND teleoperation interface 26

methodology and metrics AND user evaluation 106

Science Direct teleoperation interface AND service robot 0

user evaluation AND teleoperation interface 11

methodology and metrics AND user evaluation 134

Scopus teleoperation interface AND service robot 22

user evaluation AND teleoperation interface 51

methodology and metrics AND user evaluation 429

Total 985

In order to select papers for in-depth analysis,wefirst evaluated the titles and abstracts
of all 784 papers retrieved from the database search against our inclusion and exclusion
criteria.We only included articles that had a direct relationwithmethodology andmetrics
involved in the user evaluation of robot teleoperation interfaces in professional service.
We excluded papers that (1) did not focus on teleoperation interfaces for robots as their
primary goal, and (2) did not incorporate user evaluation. The review process is shown
in more detail using the PRISMA flowchart of article selection in Fig. 2 [16].

2.3 Categorizing the Search Results

We used a qualitative analysis software package (NVivo 12.6) to code and categorize
the 784 articles that we retrieved from our search results. We categorized these articles
based on their title and abstract descriptions only. Out of the 784 retrieved articles, 210
were focused on robot teleoperation interfaces or user evaluation, whereas 574 were not
relevant to user evaluation or robot teleoperation interfaces. Among these 210 articles,
the total number of articles that focused on user evaluation of teleoperation interfaces
as their primary objective was 100. These 100 articles were then organized based on
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their topics (e.g., industrial robots, interface control architecture, personal service robots,
professional service robots, reviews and taxonomies, and robot learning). Since our focus
was on methodology and metrics used in user evaluation of teleoperation interfaces of
professional service robots, only 77 articles in this collection of 100 articles qualified for
our final in-depth review. All these 77 articles were published from 2007 to July 2022.

Fig. 2. PRISMA flowchart of article selection.

3 Results and Findings

In this section, we report the outcome of our in-depth review of the 77 articles on
professional service robots identified through the review process discussed in previous
sections. The majority of these reviewed articles (82%) were published in peer-reviewed
journals.We start by reporting the areas of applications in robotics teleoperation research
(RQ1) and the types of interfaces used in this line of research (RQ2). Then, we provide
an in-depth analysis of methods, tools, and measures used to capture user needs and
perceptions (RQ3).

3.1 RQ1 (Context): Types of Professional Services

Our first RQ focused on understanding the landscape of professional service robots
for which teleoperation interfaces were designed. Professional service robots refer to
robotics technologies that provide services for humans or organizations with or without
necessarily involving social interaction with employees or customers [17].

Our analysis shows that almost half of the reviewed papers (47%) either did not
specify any particular area of application or, they mentioned or indicated/implied that
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the teleoperated interfaces could be applied to service applications (named general ser-
vice for the purpose of analysis). The rest of the reviewed articles (53%) provided a
number of specific applied areas for teleoperation services such as surgery, agriculture,
construction, etc. (see Fig. 3). To provide an overview of these specific applied areas,
we grouped the reviewed publications into three categories: general applications (com-
bining papers that either did not mention the applied area and/or those that mentioned
or implied/indicated that the interface was developed for service applications), health
and wellness (combining articles on surgery, rehabilitation services, massage therapy
training, and nursing), and other (combining the rest of the articles). As shown in Fig. 3,
almost half (47%) of papers) fall under the general applications category. Of the remain-
ing papers 14% fall under the health and wellness category, and the rest (39%) labeled
as other in Fig. 3, cover various applications such as construction, agriculture, etc.

Fig. 3. Areas in which teleoperated professional service robots are used.

3.2 RQ2 (Technology): Types of Interfaces

Our second RQ focused on identifying types of teleoperation interfaces that were devel-
oped and tested for service robots at the workplace. Teleoperation systems generally
comprise a complex mix of control/input and feedback interfaces. To capture the intri-
cacies involved in designing and evaluating teleoperation interfaces, we categorized
papers based on input and feedback mechanisms used in teleoperation interfaces to
accommodate operators’ interactions with robots.

Input Mechanisms. Our results show that all except 3 papers explicitly specified input
mechanisms used in their studies. The top four explicitly specified input mechanisms
were bio-signals (39%), mouse (27%), keyboard (26%), and haptic devices (18%) (see
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Fig. 4). The next group of input devices that were used most frequently included touch
screen (13%), stylus (13%), joystick (13%), gamepad (12%), trackpad (8%), VR con-
trollers (6%), foot pedal (4%) and trackball (3%). The rest of the explicitly specified
input devices used include knobs, buttons on a Personal Digital Assistant (PDA), joypad,
handstick, fly stick, digital pen, and cutaneous device, each at 1%.

Fig. 4. Types of input mechanisms used in the reviewed articles.

Because bio-signals tend to have a major impact on improving the intuitiveness
of robot teleoperation interfaces [17], we further looked into identifying mechanisms
throughwhich bio-signals were generated. Our analysis showed that the reviewed papers
used hand gestures (18%), head movements (9%), body movements (8%), speech (5%),
eye gaze (3%), and muscle movements (3%) to generate bio-signal inputs (see Fig. 5).
Within these, hand gestures, head, and body movements formed the majority of input
signals. The papers that used these bio-signal inputs reported that these inputs were
collected non-invasively (13%), via Wii remote (8%), head-mounted displays (HMD)
(7%), gloves (5%), rings (1%), and smartwatches (1%).

One paper out of the 77 articles reviewed used a largermix of bio-signals for interface
design (i.e., skin conductance, facial expressions, heart rate variance, eye gaze, brain
activity, and muscle movements) [18]. The bio-signals used in this paper, however, were
not used to give direct commands or receive feedback, rather they were used to measure
the stress and workload of the user/teleoperator. The information gained from these
bio-signals was then used to build an adaptive interface that could detect the operator’s
workload and adjust it as needed by enabling the robot to work more autonomously.
Because the bio-signals were not used as direct input/feedback modalities in this case,
they were not included in Fig. 5.
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Fig. 5. Mechanisms for generating bio-signals.

Feedback Mechanisms. Our analysis shows that 3% of the papers reviewed did not
explicitly specify the feedback modality that was used in their interfaces. The analysis of
papers that explicitly mentioned feedback modalities in their articles showed that feed-
back included visual (95%), haptic (27%), auditory (9%), and cutaneous (1%)modalities
(see Fig. 6). Given that explicitly specified feedbackmodalities included visual feedback
in the majority of papers, we examined the mechanisms that were used to provide visual
feedback. Our analysis shows that visual feedback was provided mostly with screen
displays (74%) and Head Mounted Displays (HMD) (18%). Only two papers (3%) used
other modalities: One paper used LED light to signal electric contact between a metal
loop and a pipe along a 3Dpath to provide feedback aboutmovement accuracy [19]while
another paper used a smart interactive whiteboard as a visual feedback mechanism [20].

Fig. 6. Feedback modalities reported for teleoperation.

3.3 RQ3 (User): Subjective Reactions

Our last RQ focused on identifying tools and techniques that were commonly used
to capture user reactions to provide insight for the design and/or evaluation of robot
teleoperation interfaces. Because people’s subjective reactions toward a technology play
a significant role in whether they choose to use that technology or not, in this article we
focused on tools and techniques that were used in the reviewed articles to capture users’
perceptions of and reactions to teleoperation interfaces.
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Designing positive user experiences requires both generative and evaluative UX
research. Generative UX research refers to investigations that help empathize with users
and understand their needs (e.g., persona development), and identify opportunities for
innovation (e.g., problems for which designing a solution is needed). Evaluative UX
research refers to investigations that are used to assess the quality of an existing design
and/or to assess the market viability of a product (e.g., how it compares to competing
products/services). Our results show that all 77 papers reviewed for this article carried
out some form of evaluative research. Among the 77 papers reviewed, 4 papers have
clearly reported iterative user evaluation of the teleoperation interfaces [21–24].Methods
employed by these 4 papers to capture users’ subjective reactions included pilot tests,
open-elicitation studies, surveys, focus groups, and interviews. These methodologies are
often used in the user-centered approach to design, which emphasizes well integration of
UX research in the entire product development and maintenance life cycle. For example,
research prior to product development (e.g., developing personas to understand user
needs), during the development cycle (e.g., iterative UX research to provide actionable
insight for improving the design), and after the product is launched in the market (e.g.,
UX research to monitor success and competitive advantage) (see Fig. 8) [6]. Our results
show that only one paper explicitly employed the user-centered approach to design
including both generative and evaluative research. In this paper, personas were created,
and journey maps were developed as part of generative UX research to understand user
needs. Evaluative UX research was conducted to study the perceived usability of the
designed interface using the system usability scale (SUS).

Next, we looked for subjectivemeasures that were used to capture users’ perceptions.
Our analysis showed that not all of the reviewed papers used subjective measures in their
studies. Out of the 77 reviewed papers, 51 papers used subjective measures to evaluate
their interfaces. These 51 papers used a total of 19 subjective measures which are sum-
marized in Fig. 7 and Table 2. The top three most frequently used subjective measures
were workload, usability, and sense of presence: 35% of the subjective measures that
occurred in the papers were workload, 21% usability, and 11% sense of presence. The
rest of the subjective measures were used substantially less frequently. For example, 6%
of the subjective measures that occurred in the papers had ease of use while situational
awareness and simulator sickness each occurred at 3%. The remaining 13 subjective
measures were each used in only one paper. In other words, 21% of the papers used
one of the following subjective measures: acceptance, attitude, functionality, effective-
ness, stress, sense of direction, usefulness, UX, intuitiveness, perception of robot as a
teammate, self-efficacy, and speed.

The 19 subjective measures were captured with a combination of validated scales
(e.g., NASA-TLX, SUS, GSE) and surveys and interview questions developed by the
authors for the study (see Table 2). Of the 51 papers that used subjective measures, more
than half (53%) used at least one validated scale to capture users’ points of view. Among
all the occurrences of subjective measures, the most frequently used validated scales
were NASA-TLX (35%) and SUS (8%). Only 16 (25%) of these occurrences provided
an explicit definition for these measures.
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Fig. 7. Percentage of occurrences of subjective measures used in the reviewed papers: workload,
usability, sense of presence, ease of use, situational awareness, and simulator sickness; *Other
refers to occurrences of the following subjective measures (acceptance, attitude, functionality,
effectiveness, stress, sense of direction, usefulness, UX, intuitiveness, perception of the robot as
a teammate, self-efficacy, and speed).

Table 2. List of reported subjective measures, their definitions, and the instruments used to
measure them

Subjective Measure Definition, Instrument, References

Acceptability Not defined; Ranking based on preferences for performed
tasks [25]

Acceptance Not defined; Presence Questionnaire (PQ) [26–28]

Attitude Not defined; own survey [29]

Ease of Use Defined as how easy/difficult users felt in using an
interface/system configuration; own survey and freeform
feedback [30–33]

Effectiveness Not defined; own survey [34]

Functionality Defined as a measure of the number of features the user
interface possesses. Used persona development to identify
core functions that met the needs of target users [23]

Intuitiveness Defined as a measure of “observability”, “predictability”,
and “directability”; user feedback (open-ended
elicitation study) [21]

Perception of robot as a teammate Defined around the role of the robot as a teammate vs a
tool, “how much they felt that they assisted the robot,
supervised the robot, and managed the robot”; own survey
[21]

(continued)
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Table 2. (continued)

Subjective Measure Definition, Instrument, References

Self-efficacy Defined as “an optimistic self-belief that one can perform
a novel or difficult task or cope with adversity”; General
Self-Efficacy (GSE) scale [35, 36]

Sense of Direction Not defined; Santa Barbara Sense of
Direction (SBSOD) scale [35, 37]

Sense of Presence Pre-experiment: Collected measures of focus,
involvement, emotions, and games with focus defined as
“tendency to maintain focus on current activities”,
involvement defined as “tendency to become engaged in
activities”, emotions defined as “tendency to become
involved in activities”, and games defined as “tendency to
play video games”; Revised version of the Immersive
Tendency Questionnaire (ITQ) [28, 35]
Post-experiment: Defined as “the degree to which an
individual experiences presence in a virtual environment
and the influence of possible contributing factors on the
intensity of this experience: Control Factors, Sensory
Factors, Distraction Factors, and Realism Factors”; MEC
Spatial Presence Questionnaire (MEC-SPQ), Presence
Questionnaire (PQ), Slater-Usoh-Steed (SUS)
questionnaire, own survey [19, 28, 34, 35, 38–43]

Simulator Sickness Defined as “symptoms such as paleness, headache, nausea
or vomiting caused by conflicting sensory input regarding
the body’s motion from the vestibular and visual system”;
Simulator Sickness Questionnaire (SSQ), own survey [34,
44, 45]

Situational Awareness (SA) Defined as a measure of the cognitive state to represent
“how involved the operator is with the task environment”;
China Lake Situational Awareness (CLSA) scale, Post
Assessment of Situation Awareness (PASA) [46–49]

*Speed Not defined; own survey [30]

Stress Not defined; Self-Assessment Manikin [18]

Usability Defined as a measure of “ease-of-use, precision, accuracy,
and control”, and by “how the developed interface system
contributes to the navigation of telepresence robots”;
System Usability Scale (SUS), Perceived Usability Rating
(PUR), IBM Computer Usability Satisfaction
Questionnaire, own survey and interview questions, user
feedback during think-aloud protocol [19, 20, 23, 35,
50–61] and interview questions, user feedback during
think-aloud protocol [19, 20, 23, 35, 50–61]

(continued)
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Table 2. (continued)

Subjective Measure Definition, Instrument, References

Usefulness Not defined; own interview questions [33]

User Experience Not defined; User Experience Questionnaire (UEQ) [20]

Workload Defined as “the nature and intensity of effort applied to
the task”, “presenting too much, or inappropriate
information”; NASA-TLX questionnaire, interview [18,
21, 32–35, 41, 46, 48, 54, 59, 62–73]

* Perceived speed has been used as a proxy to measure user experience.

4 Discussion

In this systematic review of literature, we analyzed 77 peer-reviewed papers on the user
evaluation of teleoperation interfaces of professional service robots.

Our results show that teleoperation interfaces have beenmostly developed for general
applications. Some that were developed for specific applications fall under the health
and wellness area as shown in Fig. 3. These findings indicate that currently, research
tends towards developing interfaces for general applications and or in areas specific to
health and wellness. The large number of interface development focusing on general
applications suggests a focus on the development of baseline interfaces that leave room
for specialization and customization.

In this review, we distinguished between input and feedback mechanisms that form
the complex integrated interfaces for teleoperation systems. From UX research point of
view, it is important to clarify these nuances to contribute to design ideas and improve-
ments as this area of researchmatures. Our review shows that bio-signals are widely used
as input mechanisms. The prevalence of bio-signals used as input devices in reviewed
articles is supported by the argument that using more bio-signals improves the intu-
itiveness of teleoperated interfaces [17]. Our results show that hand gestures, followed
by head and body movements, formed the most frequently used bio-signals. Given that
hand, head, and body gestures are naturally used in human communication, it is not sur-
prising that these input mechanisms were used most frequently in the reviewed articles.
Increased application of bio-signals as an input mechanism is likely to improve user
experience, particularly for novice operators and/or those users who are not tech-savvy.
Our review shows that traditional input mechanisms such as the mouse and keyboard are
still widely used. However, the popularity of haptic devices used in the reviewed articles
reflects a growing shift from traditional interfaces to the use of intuitive modalities for
teleoperating professional service robots.

Only one of the reviewed papers used bio-signals to build an adaptive interface.
Given the importance of personalization in user experience and task performance, adap-
tive interfaces are likely to become more prevalent in teleoperations. User evaluations
in studies that develop adaptive interfaces, in addition to capturing user experience of
the input and feedback modalities, must also include subjective measures for capturing
user experience of interface adaptability. The benefits of designing intuitive input and
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feedback mechanisms as well as developing adaptive interfaces for teleoperating ser-
vice robots could translate to reduced training times, stress, and cognitive load, thereby
improving job satisfaction and other organizational outcomes.

Our results indicate that the most frequently used feedback modality in the reviewed
papers was visual. This observation is consistent with previous research that indicates at
least one visual display for image or sensor data visualization is used in teleoperations
[14]. Our results showing that visual is the most frequently harnessed modality for
feedback is also consistent with the general knowledge that vision is the dominant sense
for most humans; 90% of the information transmitted to the brain is visual [74]. These
results suggest that using eye tracking while operators interact with complex interfaces
can be beneficial in understanding how they process information that is provided via
visual feedback. Using eye tracking in user studies is shown to be effective in assessing
user attributes (e.g., cognitive effort, the experience of task load, anxiety) [75, 76] as well
as attention to and engagement with visual displays [7, 77]. Hence, analyzing operators’
gazewhen looking at visual feedback is likely to provide actionable insight for improving
the design of visual feedback, to make it easier to use and/or more useful, especially for
novice teleoperators.

While all reviewed papers conducted evaluative research, only one included genera-
tive research. This paper used personas and journey maps to gain a deeper understanding
of user needs. Because generative UX research is a cornerstone of user-first approach
to product development [78], Human-Robot Interaction (HRI) studies in general and
studies focusing on designing robotics interfaces for teleoperations in particular, can
benefit from including more generative UX research in their investigations.

Successful user-centered technologies are developed through a series of formative
user experience studies. The objective of each formative user study is to capture users’
point of view to provide timely insight for improving experience design in the next
development cycle [7]. Our results showed that only a small number of papers (four
out of the 77 reviewed papers) explicitly reported conducting iterative formative user
studies. Increasing the number of publications that discuss iterative formative studies
can contribute to advancing best practices for developing teleoperation interfaces for
service robots.

What is being investigated in a user study is typically communicated formally by
providing definitions for each of the measures used in the project (e.g., perceived useful-
ness refers to “the degree to which a person believes that using a particular systemwould
enhance his or her job performance” [79]). Our results showed that only a small per-
centage of the papers (25%) provided explicit definitions for subjective measures used
in their study. Defining subjective measures and using these definitions consistently
across studies facilitates a better understanding of the scope and depth of knowledge
that is gained from subjective reactions. Consequently, it can help researchers to more
successfully build upon each other’s work.

Using both qualitative and quantitative subjectivemeasures ismost effective in devel-
oping actionable insight for design improvements [7]. Qualitative subjective measures
in the reviewed papers included user feedback collected via think-aloud protocols and
interviews. Quantitative subjective measures included instruments (rankings/ratings)
designed by authors specific to their study, as well as validated scales that were used in a
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number of other studies. Because they are well-defined and use a formal system to mea-
sure user reactions, validated scales naturally facilitate standardization across projects.
Hence, using validated scales provides an invaluable tool for benchmarking progress,
comparing the UX of various designs, and/or conducting meta-analysis across a large
number of studies.

The most commonly used subjective measures were workload and usability. While
not used as frequently, other subjective measures reported in this review (e.g., intuitive-
ness and user experience) can help to provide a more nuanced picture of user reactions
to teleoperation interfaces. Our results show that subjective measures of usefulness and
ease of use were rarely used in the reviewed papers. Ease of use and usefulness are
shown to be two important predictors of technology acceptance in organizations. Other
factors that are shown to impact technology acceptance at the workplace include Social
Influence defined as “the degree to which an individual perceives that important others
believe he or she should use the new system” and Facilitating Conditions defined as “the
degree towhichan individual believes that anorganizational and technical infrastructure
exists to support the use of the system” [12]. Because technology acceptance is shown
to improve productivity [80], using subjective predictors of technology acceptance to
evaluate teleoperation interfaces for the workplace is both relevant and important.

5 Conclusion and Future Directions

The objective of this systematic literature reviewwas to provide a comprehensive picture
of current methods and metrics used in subjective evaluations of teleoperation interfaces
of professional service robots. Given that teleoperation interfaces typically use sensors,
their design and evaluation process can benefit from the user-centered framework for
designing smart and connected products and services [6]. This framework highlights
the need for different types of UX research in the design world (i.e., the organization
within which product development is initiated) and the usage world (i.e., where the
product is used by its intended market). Grounded in design thinking, this framework
relies on generative UX research to discover user needs and requires evaluative UX
research tomake sure that designedproductsmeet user needs.After a product is launched,
UX research is conducted to monitor and maintain market success and to identify new
opportunities for value creation. For example, to stay competitive in the marketplace
(usageworld), the sensor data from teleoperation interfaces can be used by smart engines
to personalize operators’ experience (e.g., automatically sense operators’ cognitive load
and change the level of automation accordingly). The same sensor data can also be used
by specialized smart engines to automatically discover contextual variables/factors that
impact experience. Such automatic discoveries then translate to new opportunities for
experimentation and thereby contribute to uncertainty reduction in product development
(e.g., through building new behavioral models/UX theories) (see Fig. 8).

Our review showed that a great number of papers developed teleoperation interfaces
for general applications. This research trend suggests a focus on developing baseline
interfaces that can be assembled for specialized applications. Such an engineering-first
approach to teleoperation interface design is relevant and important to solving technical
problems. Developing user-centered solutions, however, requires a user-first approach
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to design. That is, the development process must be guided by the results of generative
UX research that aims at gaining a deep understanding of user needs, challenges, and
goals in respect to context of technology use. Based on the findings of the generative UX
research, initial prototypes of teleoperation interfaces for workplace can be designed by
either assembling existing baseline interfaces or developing new ones in a way that can
best address operators’ needs, concerns, challenges, and goals.

Fig. 8. User centered framework for product development, adapted from [6].

Given the impact of user experience research on minimizing costly failures and
creating successful products [81, 82] conducting UX studies that are well-integrated in
the development process of teleoperation interfaces are likely to have a notable impact
on how readily these interfaces are adopted by their intended users and how effectively
they are utilized in the workplace. Such UX studies must include quantitative (e.g.,
validated scales) and qualitative (user feedback) subjective measures to benchmark the
progress, compare alternative designs, and create actionable insight for improving the
experience of using the interfaces. By combining objective measures of experience (e.g.,
eye tracking) and subjective measures of experience (e.g., surveys and interviews) such
UX studies can create a rich dataset for understanding users’ information processing
needs and preferences for visual feedback.
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Abstract. Recent trends in globalization have led to an increased competitive
pressure, particularly affecting the manufacturing industry. The Cluster of Excel-
lence “Internet of Production” (IoP) aims at developing innovative solutions and
reshaping production to enable local industries to thrive in a digitized world.
These developments create new possibilities for Human-Robot Interaction (HRI)
and Human-Robot Collaboration (HRC) in particular. An extended framework
for the classification, analysis, and planning of HRI use cases within the cluster
IoP was developed, whereby examples from preforming and assembly were intro-
duced and classified. Due to their collaborative nature, these cases require high
safety standards that protect the human from the cobot. This paper describes how
the cluster IoP handles safety of human workers in HRC processes, which allows
a shift towards an increased collaboration between humans and robots. In this con-
text, this paper proposes different methods to increase safety in HRC applications.
This includes the use and verification of Behavior Trees for process planning and
execution, the application of Computer Vision, the design of safe robot tools, and
the evaluation of human acceptance and trust.

Keywords: Human-Robot Collaboration · Safety · Behavior Trees

1 Introduction

The use of industrial robot systems that interact with humans paves the way for an
increased flexibility in production. Furthermore, new methods of data acquisition, pro-
cessing and modeling enable new possibilities for human-robot interaction (HRI) and in
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particular human-robot collaboration (HRC). These developments are especially driven
in the Cluster of Excellence research project “Internet of Production” (IoP) [1]. A focus
lies on transferable and interdisciplinary research between researchers from domains
such as mechanical engineering, computer science and ergonomics. As a comparison,
HRC is a research field that comprises knowledge from many different expert fields as
well.

Baier et al. developed an extended framework for the classification, analysis and
planning of HRI use cases, in order to support the human-oriented work system design
of next generation production plants [2]. This included the analysis of use cases from
HRC. Despite the continuous growth of the market for collaborative robots (cobots)
[3], the industrial use of cobots is still marginal, especially for small and medium-sized
businesses (SMB), which is mainly due to the strict regulations that aim to protect
humans during collaboration.

Therefore, we collect current methods for safety of HRC processes within the clus-
ter IoP in this work that are cost-efficient at the same time. This first includes the use
of inherently reactive Behavior Trees (BT) and their verification. We use a verification
method for BT that verifies safety properties in the program code and thus can eliminate
possible errors. The BT semantics and error checks are therefore encoded in a collection
of logic formulas, which in turn are verified by an existing verification algorithm. Fur-
thermore, a Speed and Separation Monitoring (SSM) system can be integrated into a BT
architecture in addition to the Power Force Limiting (PFL) function of the cobot using
cameras and Computer Vision (CV) to detect the human hand. We outline how the given
standards and guidelines can be integrated into the development of robot tools for new
working environments as well as identifying deficits. Finally, approaches to improve the
confidence range from visual indicators to anthropomorphic robots will be discussed in
this paper.

This paper describes a cluster IoP-centered take on safety for HRC. Since the cluster
IoP conducts research in close cooperation with the industry, this paper aims at bridging
the gap between research and industry. For this purpose, two industrial use cases are
presented and used for demonstrating safety regulation checks. The structure of this
paper is as follows: In Sect. 2, current safety regulations regarding HRC are summarized.
Section 3 shows the industrial use cases and their classification according to the extended
framework. This is followed by a survey of safety concepts within the cluster IoP and
a safety check for the presented use cases in Sect. 4, before finishing with a conclusion
and outlook (Sect. 5).

2 Safety in Human-Robot Collaboration

According to data from the German, Austrian and U.S. labor unions, more than 55%
of human injuries inflicted by robots affect the human hand, see Fig. 1. This data does
not include collaborative robotic cells; however, the data shows most of the accidents
between humans and robots occur due to clamping and crushing [16]. Since more than
half of these accidents affect the hand, it is likely that most accidents in HRC affect the
hand as well.
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Fig. 1. Injuries depending on type of contact (l) and body parts injured by robots (r) [4].

2.1 Collaborative Safety Regulations

In 2010, theEuropeanUnion developed general design principles formachine safety, risk
assessment and risk reduction, called DIN EN ISO 12100:2010. It replaced its precursor
DINEN ISO12100:2003. Themain purpose of this new international standardwithin the
EuropeanUnion is to provide designers and engineers with an overview and guidance for
decisions to be made during the development of machinery and to enable them to design
machinery that is safe for its intended use. InDINEN ISO 12100:2010, machine safety is
defined as the ability of a machine to carry out its intended function(s) during its lifetime
with the risk being sufficiently reduced. To reduce the risk sufficiently, the designer or
engineer must apply a risk assessment and risk reduction scheme. This scheme consists
of [5]:

1. Considering the safety of the machine in all phases of its life cycle (most important).
2. The ability of the machine to perform its function (very important).
3. The ease of use of the machine (important).
4. The manufacturing, operating and dismantling costs of the machine (less important).

In 2020 and 2021, the European Union developed DIN EN ISO 10218-2:2020 and
DIN EN ISO 10218-1:2021 about safety regulations regarding industrial robots. The
first part is about industrial robots in general, the second part is about their applications
and industrial robot cell integration. The aim of both norms is to lay the foundation for
safe construction of protective measures and to provide information for the safe use of
robots in industrial environments [18, 19].

According to the first part of the norm, control systems must be designed in a way
that a reasonably foreseeable human error during operation does not lead to hazardous
situations. If the robot starts acting unexpectedly during a failure in the control system,
there must be a protective measure to counteract harm for workers. Additionally, the
robot system must provide a controller, programming pendant or external control as
well as the corresponding connectivity. Furthermore, there must be a limit to the range
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of the robot which cannot exceed the maximal workspace that is reserved for the robot
[6].

In industrial HRC, the human must be protected from the (moving) robot and the
product the robot carries. If possible, sharp edges, which could harm the human must
be reduced [7]. There are four different possibilities to ensure a safe HRC [8]:

• Hand-guided Control
• Power and Force Limiting (PFL)
• Speed and Separation Monitoring (SSM)
• Safety rated Monitor Stop

Hand-based control means the robot is only moving if the worker physically moves
the robot with his/her hands. If the human is protected via PFL, the limits for power
and force must be set beforehand. If a sensor in the robot measures a force above the
defined threshold, the robot must perform an emergency stop. Another way to protect
human beings is the implementation of an SSM system. The SSM system must reduce
the speed of the robot if the distance between worker and robot falls below a certain
threshold. Additionally, the SSM system can change the trajectory of the robot to keep
a minimum distance between the worker and the robot. The safety rated monitor stop
stops the robot as soon as the worker enters the workspace of the robot [8]. Therefore,
the worker and the robot are not able to work together on one product in the same cell
at the same time.

2.2 Risk Assessment and Reduction

Carrying out a risk assessment and risk reduction, the designer or engineer must proceed
iteratively in the following order [5]:

• Defining the limits of the machine, including its intended use and reasonably
foreseeable misuse.

• Identifying hazards and associated hazardous situations.
• Assess the risk for each identified hazard and hazardous situation.
• Assess the risk and make decisions about the need for risk mitigation.
• Eliminating the hazard or reducing the risk associated with the hazard through

protective measures.

The risk related to the hazard under consideration is a function of the damage, which
could arise due to this situation as well as the possibility that this situation will occur.
The possibility that this hazardous situation will occur is itself a function of the hazard
exposure, occurrence of a hazardous event as well as the possibility to avoid or limit
the damage. Figure 2 visualizes this context [5]. For the long-term safe operation of
a machine, it is important that the protective measures enable the machine to be used
without disturbances. Additionally, the protective measures must not impair its intended
use. The risk assessment must consider the possibility that protective measures can be
rendered ineffective or circumvented. The designer or engineer must also consider that
there may be an incentive to render protective measures ineffective or to circumvent
them [5].
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In 2015, the European Union published DIN EN ISO 13849-1:2015. It lays out the
general principles for the design of safe control systems. There are different ways to
reduce the risk of a hazard situation. The risk can be reduced by mechanical protective
measures such as protective algorithms or by electrical protective measures. Before
reducing the risk, the average probability of a dangerous failure is determined. If the
value is standardized to one hour, the value is called performance level. There are five
different performance levels ranging from more than 10−5 failures per hour to less than
10−7 failures per hour [9].

Fig. 2. Risk is a function of extent of damage and its probability of occurrence [5].

2.3 Software Safety Lifecycle

For the software safety lifecycle, a simplified V-model is used to ensure the reliability
of the algorithm, see Fig. 3. Hereby, the software is designed gradually starting from the
safety-related specifications of the algorithm. After each step, the system/module/code
is verified to ensure the reliability and safety of the software and its integration into the
system [9]. DIN EN ISO 13849-2:2012 is about the validation of safety-related control-
systems. The validation of the safety functions aims to demonstrate that the machine or
control system performs the safety function(s) corresponding to the specified properties.
This is achieved by an analysis, which includes [10]:

• The structure or architecture of the system.
• Deterministic arguments.
• Quantifying aspects (e.g. average time until failure).
• Safety functions identified during the risk analysis, their properties and the required

performance level(s).
• Qualitative aspects which influence the system behavior.

The analysis can either be performed top-down or bottom-up. [ISO12].

3 Classification of Two Use Cases Within the Cluster IoP

Two exemplary use cases of HRC within the cluster IoP are presented and classified
using the extended framework as proposed in [2] to identify the kind of HRI and the
characteristics of the systems used. This analysis is important in terms of safety, so that
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Fig. 3. Simplified V-model for safe software [9].

it is clearly shown where there are contacts between humans and robots, what risks exist
and which resources (e.g. sensors) are available to counter the risks or generally increase
safety.

3.1 Classification of Human-Robot Interactions

For the classification of the HRC use cases, the framework according to Baier et al. [2]
is used, which was developed for the cluster IoP. Figure 4 shows the use cases described
in this paper. This framework allows both the analysis and the synthesis of an HRC
application, based on three dimensions: (1) On the horizontal axis, the degree of overlap
of the workspaces is plotted. This ranges from completely separated to partially over-
lapping and to connected to the body. (2) The dimension “precondition and implication”
forms the interface of the HRC system to its subsystems. Here, the question is, which
preconditions exist and which implications the HRC system possesses in the social, legal
and technical domains. (3) Since the IoP project focuses on the collection, processing
and use of data at distributed locations, this requirement is mapped in a separate dimen-
sion. A distinction is made as to whether the data originates from sensors that are either
attached to the device itself or supplied by external sensors, or whether it is available as
a digital shadow. A digital shadow is the digital representation of an artifact (product or
process) through a set of selected properties (see [1] for more details). Figure 4 illustrates
the application of the classification scheme based on the two use cases described in the
following.
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Fig. 4. Exemplary classification of use cases 1 and 2 with a selection of properties on the basis
of [2] with adapted visualization to display the use cases side by side. Legend: � positive,▽
negative and � not evaluated.

3.2 Use Case 1: Collaborative Assembly of Multi-variant Products

The trend towards multi-variant and customer-specific products as well as the shortening
of the time tomarket requires an increasedflexibility of the production process.Assembly
is particularly affected by this due to its proximity to the market as the last production
step. Collaborative assembly,which combines the advantages ofmanualwork (flexibility
and dexterity) and automated work (efficiency and quality advantages), offers potential
for optimization. A disadvantage of automation is the necessary expertise, which SMB
often lack.

When planning and implementing collaborative assembly processes, two aspects are
particularly relevant: flexibility and safety. On the one hand, uncomplicated adaptation
of the process must be possible in the event of changes, without the need for a robotics
expert. The majority of robot manufacturers such as Franka Emika GmbH or Rethink
Robotics Inc. Offer graphical user interfaces that replace code-based programming.
Process planning was further simplified by Land et al. [11] using a simulation-based
framework and, for example, a method for automated planning based on reinforcement
learning was developed in [12]. Collaboration as the highest level of interaction between
humans and robots (sharedworkspace as well as activity) requires strict safety standards.
In [13], the internal safety functions of a cobot are augmented with external sensors and
camera systems to prevent collisions between humans and robots while maintaining
process efficiency. An algorithm has been developed in [14], for example, which can
compute trajectories in real time to avoid obstacles.



Safety of Human-Robot Collaboration within the Internet of Production 93

The methods currently developed often represent isolated solutions that are not
directly applicable to every type of robot. Furthermore, in most cases an extension
by further functions requires a complex adaptation of the overall system.

In the project “CoboTrees” within the cluster IoP, BT are developed for the
manufacturer-independent optimization of collaborative assembly processes while com-
plying with safety standards at the same time [15]. The validation use case of collabo-
rative assembly of a lamp can be seen in Fig. 5. It shows steps that can easily be done
by the robot such as fastening screws but also handling of cables, which requires the
dexterity of the human.

Classification. HRI Level: Due to the parallel manufacturing of the product by human
and machine in the same workspace, this is classified as a collaboration.

Preconditions and Implications: The process can be partially automated, although indi-
vidual work steps must be performed by humans. This applies in particular to the flexible
cable. Expert knowledge is required to program the robot, whereas teaching is possible
without prior knowledge.

Data Sources: The primary data sources used are externally mounted cameras that
optically record the work process. In addition, the torque sensors installed in the robot
joints are used for safety purposes by detecting unexpected forces and bringing about an
emergency stop. The gripper is HRC-capable but with no dedicated sensors. A Digital
Shadow is not used in this use case.

Fig. 5. Demonstrator for collaborative assembly of a lamp.

3.3 Use Case 2: Collaborative Production of FRP Parts

Due to their excellent mechanical properties combined with lightweight, Fiber-
Reinforced Plastics (FRP) are used in high performances applications such as aviation,
automotive, wind energy and sporting goods. At the moment, around a third of all FRP
parts worldwide is produced manually [16].
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On the one hand, this is due to the fact that in manual FRP production the workers’
sensorimotor abilities can be fully taken advantage of. In addition, rapid product changes
are possible, due to the cognitive flexibility of humans aswell as lowmachine and tooling
costs. However, waste resulting from human errors, low production speeds and high
wages are disadvantageous [17, 18].On the other hand, the automation of FRPproduction
seems promising in reducing manual process steps and increasing reproducibility. Large
corporations in the aviation and automotive industry are already using special automation
machines for the production of FRP parts. Yet, these machines are expensive and their
implementation is elaborate which results in a lack of flexibility [19, 20].

In most cases, the existing demands regarding FRP part quality, low part costs, pro-
ductivity and ergonomics of production cannot be fulfilled by existing production scenar-
ios. Therefore, a semi-automated production of FRP parts is a promising approach [18,
21, 22]. In this use case (see Fig. 6), the collaboration of humans and robots is inves-
tigated to exploit both, human strengths (cognitive flexibility, dexterity, sensorimotor
abilities) and robot strengths (high precision and speed).

Currently, robotic tools that are able to implement the collaborative production of
FRP parts are not commercially available. Therefore, these tools are developed as part
of the use case. The focus lies on compatibility with the limp and partly sticky textiles
to be processed. Typically, cutting devices are used for FRP part production in addition
to rolling and squeegee tools. Here, special safety requirements must be met in order to
protect humans from being harmed within the process.

Classification.
HRI Level: The simultaneous handling of the product in the same workspace or the
assistance of the robot during human handling constitutes a collaboration according to
the classification scheme.

Preconditions and Implications: Due to the complex geometry of the part and unpre-
dictable behavior of the limp textile material, human flexibility is irreplaceable. It is
combined with the power and accuracy of the machine. In combination, this results in a
shift in the scope of the human task. The complex programming of the technical system
is a disadvantage.

Data Sources: In this case, the torque sensors built into the robot joints are used to
interact with humans. They measure the forces acting from the outside and determine
the direction in which the human wants to move the arm. Furthermore, they are used to
define the forces with which the textile material is brought into 3D shape. In addition
to the internal sensors, external depth cameras are used to detect the human and the
workpiece. Motion data from the robot controller and videos of the workers’ movements
for saving human expert knowledge are output as digital shadows.

4 Safe Collaboration Within the Internet of Production

In this Section, different concepts that are currently under research and enable safe
collaboration for the two classified use cases are presented. These include inherently
safe BT and their verification, the use and integration of CV, safe end-effector design
and implementation as well as the consideration of human acceptance and trust.
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Fig. 6. Human-robot collaboration within FRP-part production.

4.1 Process Modeling and Execution Using Behavior Trees

BT are mathematical models of plan execution and widely used in the robotics com-
munity (e.g., in an unmanned aerial vehicle’s control system [23]). They are reactive
because of their tick-based execution [23, 24]. This allows interleaving of sensing and
execution tasks. With every tick of the root node, safety branches are visited before tick-
ing the execution node. Safety can be checked on a high level, where a “safety sub-tree”
is the left most branch, i.e., ticked first.

BT synthesis approaches can create a tree in runtime from a given set of goals [24,
26, 27]. They start with a set of condition nodes, each representing a given goal and
iteratively expand the tree to increase its region of attraction, i.e., the set of states from
which the executing tree eventually returns success. These approaches do not focus on
optimal execution but guarantee convergence. They are also able to expand the tree at
runtime according to the environment, e.g., adding a branch to remove obstacles in the
way before proceeding with navigation tasks.

We can also execute safety on a lower level by adding guards to the left of action
nodes. Additionally, BT were combined with control barrier functions in a multi-agent
system to guarantee that the tree completes a task under constraints (e.g., avoiding
collisions) [25]. The tree in Fig. 7 checks whether sensors (e.g., camera) are active
before executing tasks and later checks if a collision free delivery path exists before
ticking the “deliver” node.

It is also possible to assure safety on the implementation level of BT nodes. Defects
occur on this level due to the clear and intuitive representation of BT. The representation
hides the exact implementation of actions and the control flow, which is implicitly
defined. For example, in Fig. 7, it is possible, depending on the implementation, that
after adding the screws the fastening step fails, which could lead to adding screws during
the next tick although they are already in place. To prove the absence of these kinds of
errors, different encodings of BT and their verification were presented [28–30]. These
approaches often cover only a subset of nodes in a BT or need an additional input from
the user, which are the semantics of actions specified in a certain logic. These restrictions
prevent the simple use of verification methods by the user.
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Fig. 7. A BT to assemble and deliver a desk lamp.

The presented approach from the cluster IoP [25], depicted in Fig. 8, allows the user
to write the safety property as an assert statement using existing variables in the program.
The assertions are part of the program code and therefore the checked safety properties
are on a lower level than those presented in Sect. 4.1. Since the assert statements are only
relevant for verification, they are removed before deployment of the system and do not
impact the runtime behavior. The semantics of the added assert statements and the BT
are automatically encoded as Linear Constrained Horn Clauses. In [25] an existing SMT
solver is used to analyze the set of clauses and either obtain proof that the assertions
hold for every execution or receive a counterexample which violates at least one assert
statement.

The approach works independently of the actual system and environment. In order
to analyze safety properties which depend on the environment, a facility is provided to
implement the semantics of the environment as a BT, which is then combined with the
BT of the system. The next step encodes the BT of the system and environment together.

Fig. 8. Overview of proposed verification method for BT.
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4.2 Application of Computer Vision

The previous section described a formal method to verify the safety of a HRC process.
In order to react to dynamic changes, which mainly result from the unpredictability of
the human worker, machine learning, or to be more precise, CV is proposed. CV is
an interdisciplinary scientific field. It tries to process and analyze the images captured
by cameras to understand their content (classification) or extract geometric information
automatically (detection) [26]. In the case of HRC the latter is relevant for automatically
extracting geometric information from an image to detect the position of a human being
in the robot’s work cell.

Since the majority of accidents occur on the human hand (see Fig. 1), we focus on
CV algorithm capable of single hand detection. Many algorithms such as YOLOv5 and
OpenCV. The YOLOv5 network uses bounding box regression and does not determine
the exact (key) points of the hand [27]. The OpenCV hand detector on the other hand is
already pretrained with more than 30.000 different images of hands [28]. Additionally,
the algorithm allows for a high frame rate because as soon as a hand is detected, the
algorithm searches in the local environment of the hand in the next image.Adisadvantage
is that the algorithm only outputs the evaluation of the hand position from an RGB image
in 2D.

In use case 1, the OpenCV hand detection algorithm is integrated into the BT and
tested on a real human hand. A detailed description and results can be found in [29]. The
integration of the algorithm is structured according to the V-Model (see Fig. 3). After
conducting the system analysis and requirements for the safety algorithm, a generic
SSM system in ROS with an embedded BT is designed. The subsequent module design
contains a cameramodule, which preprocesses and forwards the image of the camera into
ROS, the detection algorithm and transformation module as well as the safety subtree.
After the coding phase and testing of the individual modules, the whole system is tested.
Here, the hyperparameters of the implemented algorithm are optimized, which need to
be set by the engineer beforehand and depend on the robot and the environment of the
robot. The stopping distance (minimum distance between hand and robot) is computed
in order to meet DIN ISO 15066.

In the validation phase, the system shows high reliability for different hand gestures.
The slow frame rate of 10 fps leads to a high value for the stopping distance to satisfy
DIN ISO 15066, since only a CPU is used. Furthermore, the detection algorithm fails if
the worker wears gloves (Fig. 9).

4.3 End-Effector Design

In addition to the use of BT for process planning and execution as well as the external
application of CV, further improvement of safety can be accomplished through an appro-
priate design of the applied gripper. As stated in DIN 15066, different security measures
are identified for distinct times of a contact phase. Here a pre-contact stage, the moment
of contact and a post-contact stage are considered. Thereby, active security measures are
identified to address the pre-contact phase, while passive security measures can improve
safety within the stage of contact and the post-contact stage (see Table 1).
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Fig. 9. Hand detection algorithm using OpenCV.

Table 1. Active and passive safety measures for end-effector design

Active safety measures (pre-contact phase)

Limitation of forces and torques by the Body Atlas

Limitation of cobot speed

External sensors to predict collisions

Passive safety measures (moment of contact and post-contact phase)

Increased contact area (rounded edges, smooth surfaces)

Compliant surfaces (padding, deformable components)

Reduction of kinetic energy through lightweight construction

Limitation of drive energy

Active security measures include limiting the maximum forces and pressures for
cobots, which are derived from the Body Atlas found in DIN 15066 [8]. The Body Atlas
divides the human body into 29 areas. For each area, biomechanical limits are described,
each of which specifies the maximum pressure and force values that a body area can
withstand without sustaining irreversible or major damage.

In addition, a distinction is made between two types of contact. Quasi-static contact
(static clamping situation) describes a contact in which a part of the operator’s body
is clamped between the robot and another fixed part. In the case of transient contact,
the body part that is hit can rebound from the robot (dynamic impact). The permissible
contact forces are higher for transient contact because the person can escape the move-
ment. Figure 10 shows an overview of the maximum forces and pressure loads for the
quasi-static contact case.

Overall, the maximum cobot speed at which no damage occurs in the event of a
collision can be determined from the prescribed pressure and force values in each case.
Furthermore, additional sensors can be used to prevent collisions [8, 30, 31].
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Maximum
force (N)

Maximum pressure
(N/cm²)

65
80
95

110
130
140
150
160
180
200
220

110
120
130
140
150
160
170
180
190
210
220

Fig. 10. Body Atlas showing the maximum forces and pressure prescribed in DIN 15066 [8].

Besides the discussedmethods for safe collaboration throughmeasuring, monitoring
and control, passive approaches exist to reduce the risk of injuries solely through the
mechanical design of the gripper. Thereby, the common injuries, as given in Fig. 1, can
be addressed through different approaches.

First, contact with sharp objects and bruises can be avoided through an appropriate
housing design. Sharp edges should be avoided, and functional parts of the mechanism
must be protected in a way to prevent the possibility of bruises in general.

The risk of being hit by the gripper, as well as lateral impacts, clamping and crushing
is mainly reduced by the presented approaches that try to eliminate the occurrence of
dangerous situations at all. Passive security measures are applied for further support. In
the case of occurring impacts, despite precautionary measures, resulting forces and thus
the risk of injuries shall be minimal.

One possibility is the general limitation of forces. This can be realized actively, e.g.
by controlling the applied tendon force in a tendon-actuated gripper, where the force
should be dependent on the detected bodypart that is at risk of collision.However, passive
realization is more reliable and robust in execution. It provides internal mechanisms that
prevent the tendon forces from exceeding a defined level. This can be realized, by way
of example, with any form of mechanical clutch. Although this approach does not allow
to adjust the forces to different levels, considering the requirements of the Body Atlas, a
standard value of 40 N for the whole gripper is accepted as the operation force comfort
limit when operating with humans [32].

In contrast to generally limiting the applicable forces, other approaches solely focus
on reducing occurring impact forces without necessarily limiting the grippers’ overall
performance. On the one hand, a reduction of the colliding mass by using light weight
structures canbeused to reduce the impact energy.On the other hand, compliantmaterials
often are implemented.

The application of light weight structures is plausible, considering an imaginary
scenario with being struck by a metal pipe versus being struck by a polymer pipe. The
application of elastic materials, on the other side, does not effectively limit the occurring
forces but allows to lengthen the contact phase and thus distributes the impact energy
over a longer period, which consequently lowers the force amplitude [33].
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A third approach becomes increasingly interesting for more complex grippers such
as multi-fingered robot hands. It investigates the possibility of designing structures with
orientation-dependent maximum forces. In the work by Grebenstein [33], for example,
the fingers are connected to the palm through a joint that is specifically designed to
dislocate, when experiencing lateral forces that exceed a certain limit, while withstand-
ing greater forces in grasping direction. Besides the advantage of limiting the risk of
damaging the expensive hardware in case of collision, occurring forces in case of lateral
impacts can be adjusted to reduce the risk of injuries.

To enable a safe collaboration, the requirements of DIN 15066 are implemented in
use case 2 (Sect. 3.3). On the one hand, this applies to the robot used from the company
Franka Emika, which has integrated force torque sensors and thus stops moving in case
of contact with the human worker. On the other hand, the robot tools used for handling
and forming the textile materials are developed and designed in accordance with VDI
standard 2221, with special regard to DIN 15066.

For example, handling tools are being developed which are made of carbon fiber
reinforced plastic tubes and are therefore very lightweight. For both handling and form-
ing tools, all edges are rounded and the contact area is maximized. Furthermore, soft
materials, e.g., silicones, are used to ensure that humans cannot be harmedwhenworking
together with the robot.

To complete the safety concept, external camera systems are used, which can detect
and predict human movements using CV (see Sect. 4.2). In this way, collisions can be
largely avoided. During the implementation and regularly during usage of the collabora-
tive workstation, the TOPmodel is being used which includes Technical, Organizational
and Personal measures. In addition, a risk analysis is being performed so that all risks
can be identified and eliminated at an early stage.

4.4 Human Acceptance and Trust

In addition to the soft- and hardware-based components presented in the previous sec-
tions, trust and acceptance are two important human factors for safe human-machine
interaction:

In this context, trust is a multidimensional construct [34], for which there are many
models [35]. Based on Hancock et al., Khavas et al. identify as trust-influencing fac-
tors those that are (1) robot-related, (2) human-related, and (3) task- and environment-
related. As for the robot, a further distinction can be made between performance-related,
behavior-related, and appearance-related. [36, 37] Distrust is expressed by the fact that
users either do not use the machines or robots at all or intervene prematurely in processes
because they believe that the machine cannot perform the task correctly [34]. Overtrust,
on the other hand, may lead to a situation where the human, relying on the machine,
does not intervene even though it would be necessary [35]. Both distrust and overtrust
are subsumed under the term mistrust.

Acceptance is also amultidimensional construct and in the context of work primarily
affects productivity. It is strongly influenced by trust [8, 36]. Furthermore, other factors
- such as culture [37] - play a role. A connection with personality is also suspected [38].
Lack of acceptance may lead to a reluctance to use collaborative robots.
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A study is currently being prepared on this topic. It will examine acceptance and
trust in handling dangerous tools such as knives in a use case from textile production.
The HRC will be evaluated depending on the speed of the dummy tool and its distance
to the human as well as the possibility to influence the process.

5 Conclusion and Outlook

In this paper we provided an overview about currently researched concepts on safety
for HRC within the cluster IoP. These range from the use and verification of BT the
integration of CV algorithms, to a safe end-effector design and the consideration of
human acceptance and trust. Furthermore, two use cases for HRC in the assembly pro-
cess as well as production of FRP part were presented, classified using the extended
framework developed by Baier et al. and validated regarding their compliance with cur-
rent safety regulations [2]. Since the scope of this paper emphasized the context of the
cluster IoP, we do not claim completeness, but are rather focused on transferability and
interdisciplinarity.

For safe HRC, future robots embedded in an Internet of Production should be able
to plan their task for highly dynamic environments. This should be done while not only
maximizing the safety of the human coworker, but also the overall performance of the
production tasks. Additionally, the robot should use the digital shadows of the processes,
materials, and products to modify the behavior models designed by the human operator
if needed.

Complex environments make it difficult to analyze the system, since it must be
modeled as well. A possible solution would be to analyze the system during runtime.
This approachmakes the modelling of the environment unnecessary but would no longer
verify the complete system. Regarding the CV algorithm, a GPU will be used to repeat
the tests while detecting the whole human body as well.

For a safe collaboration, it is inevitable to not only use a safe robot, but also design
safe robot tools with regard to the active and passive safety measures described in DIN
15066. Furthermore, the installation of external sensors (e.g., camera equipment) is
inevitable to ensure safety.

Finally, the system should incorporate human digital shadows to model and take
into account human behavior and human factors. For that, it is necessary to collect data
from the human workers to predict their movements and fatigue as well as save their
knowledge. This requires external sensors and intelligent software.

In conclusion, these developments pave the way for more flexibility and digitization
in production through the use of HRC as part of the vision of the cluster IoP.
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Abstract. The industrial economy serves as the “ballast stone” for the national
economy’s persistent and steady growth, acting as a potent stimulus for macroe-
conomic expansion and assuring societal stability. This paper employed fuzzy set
qualitative comparative analysis (fsQCA) method to explore how different com-
binations of factors link to the high-quality industrial development. Based on the
results of the configuration path analysis, this paper recognized three configura-
tion paths suitable for Xiamen’s industrial high-quality development, including
high-quality industrial development mainly based on the domestic general cycle
path, domestic and international dual cycle of industrial high-quality development
path, and outward-oriented path of high-quality industrial development path. In
the context of the economic new normal and high-quality development, this paper
focuses on the influence mechanism of industrial high-quality development in
Xiamen provides new empirical evidence for the government to formulate the
relevant policy.

Keywords: fsQCA · configuration path · mechanism of industrial high-quality
development

1 Introduction

The industrial economy serves as the “ballast stone” for the national economy’s persis-
tent and steady growth, acting as a potent stimulus for macroeconomic expansion and
assuring societal stability. The industrial economy has been severely impacted due to
the different dangers and difficulties both domestically and internationally. In such a sit-
uation, the government should give policy coordination more focus in order to support
the industrial economy’s sustained recovery and ensure that industry “walk steady to
achieve the distance” in high-quality development.

Based on the BRICS Partnership on New Industrial Revolution, Xiamen, a city with
the Special Economic Zone, Free Trade Zone, Economic Zone on the West Side of the
Strait, and the core area on the 21st-Century Maritime Silk Road, pushes forward the
reform and opening up in depth while fostering the high-quality development of the
industrial economy in all aspects. The total value of Xiamen’s industrial output has been
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continuously increasing over the years, but due to the complex international environment
and the current epidemic, the industrial economy is still struggling to thrive. Therefore,
to boost the high-quality industrial development, it is important to investigate the key
variables impacting industrial development and the influencing mechanisms.

In order to accelerate high-quality development beyond the new pattern and promote
high-quality industrial development, it is particularly important to clarify the key factors
affecting industrial development and their influence mechanisms, which can support
government decision-making, improve the quality of operation, boost market confi-
dence, stabilize industrial growth expectations. Previous studies focused on the impact
of industrial development. The impact factors spanned from labor force, capital, and
technology in traditional economic theory to environmental control and energy use in
ecological civilization. Therefore, in addition to the traditional factors impacting indus-
trial output such as R&D costs, labor force, and foreign direct investment used in prior
studies, the inclusion of factors specific to Xiamen’s economic and social growth, such
as the digital economy and business environment, provides a platform for designation of
countermeasures. However, themajority of the research currently available on the effects
of the industrial development uses multiple regression analysis, which has significant
drawbacks when handling triple and above relationships [1, 2]. In order to overcome
the constraints of econometrics approaches, fuzzy set qualitative comparative analysis
(fsQCA), based on set theory, employed multiple conditions as sets rather than more
widely used variables to convey causality [3]. Therefore, the fsQCA will be applied to
discuss the configuration path of the industrial high-quality development in Xiamen.

2 Literature Review

2.1 Industrial High-Quality Development

The industrial economy is the foundation of the modern economic system and the key
to the transformation of the national industrial economy. High-quality development of
the industrial economy is an inevitable requirement to adapt to the transformation of the
economy from the stage of high-speed growth to high-quality development. In recent
years, scholars have explored the high-quality development of industrial economy from
multiple latitudes. Shi and Li [4] reviewed and analyzed the characteristics and con-
notations of industrial economic development quality in the planned economy period
since the founding of New China, the early reform and opening-up period, after joining
the WTO and the new period, and the analysis results showed that the overall indus-
trial development quality in China showed a fluctuating upward trend, but the industrial
development quality of each provincewas differentiated.Using 248municipalities’ intel-
ligence indices, Shao and Wu [5] analyzed that the intelligent development achieved by
three mechanisms of increasing R&D investment, enhancing technology diffusion, and
improving human capital accumulation significantly contributed to the quality develop-
ment of China’s industrial economy. Zhou and Huang [6] analyzed the mediating effect
of high-quality development of industrial economy from the perspectives of efficiency
and effectiveness of industrial economy, and pointed out that environmental regulation
could promote the efficiency of industrial economy, but did not significantly improve
the effectiveness of industrial economy, and technological innovation did not play a
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mediating role in this path. Lin [7] empirically investigated that environmental regula-
tion promotes the quality development of industrial economy in China, taking “haze”
control as an example, and concluded that "haze" control has a negative impact on the
quality of industrial economy development. By constructing a comprehensive evalua-
tion index system for industrial enterprise development, Zhang and He [8] found an
M-shaped nonlinear and oscillating relationship between industrial enterprise develop-
ment and economic quality from a microscopic perspective. Lin and Meng [9] studied
the impact of biased technological progress and factor allocation on the high-quality
development of China’s industrial economy in 35 industrial sectors from 1999 to 2017
from an industrial perspective, and found that a higher factor substitution elasticity could
better explain the reality of China’s rapid industrial economic growth based on a variable
framework of technological progress rate under the assumption of a non-perfectly com-
petitive market. Chen et al. [10] found that the single implementation of environmental
“two control zones” (acid rain control zone and sulfur dioxide pollution control zone)
policy at the city level is the most effective environmental policy at this stage, which can
significantly improve the “quality” and “quantity” of the industrial economy through
innovation compensation. However, the pilot policy of sulfur dioxide emissions trading
failed to promote high-quality industrial development.

2.2 Influencing Factors of Industrial Output

As an important component of GDP, the analysis of the factors influencing industrial
output mainly follows the framework of the analysis of the factors influencing GDP.
As a result, most of the prior studies focused on the Cobb Douglas production function
and suggested that the influencing factors affecting the growth of industrial output were
labor force, capital, and technological development [11, 12], which showed significant
positive correlation with industrial output. From the perspective of direct investment,
bilateral FDIwould have spillover effect on technology,which in turn increased industrial
output [13, 14]; from the perspective of economic development, the development of
digital economy [15, 16] and the optimization of business environment [17, 18] will also
have an impact on industrial output. Numerous scholars have analyzed the influencing
factors of industrial output from the perspectives of labor force, capital investment, and
technological innovation, but few studies have included the business environment and
digital economy into the scope of examination. In order to better understand the factors
influencing industrial output value, this paper uses the economic situation of Xiamen
as its starting point and the goal of increasing industrial output value as its end goal. It
then thoroughly examines the roles that various factors played in the growth of industrial
output value and offers workable suggestions for its transformation and uplift.

Fixed Asset Investment. The fixed asset investment directly affects the creation capac-
ity of industrial economy. The more investment in fixed assets, the larger the scale of
production, the stronger the economic creation capacity. As an important source of
capital for infrastructure construction, the perfect infrastructure construction can not
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only improve the development of industrial enterprises, but also promote high-quality
economic development[12].

Human Capital Investment. The development of industrial enterprises is inseparable
from the participation of people, and the quality and quantity of personnel directly
affect the production scale of enterprises, which in turn affects their economic output
capacity. Among the factors of production analyzed for industrial development, human
capital, as one of the factors of production, can promote the rapid development of the
industry and the transformation of the economic growthmode through accumulation and
investment. At the same time, human capital can promote technological progress and
the transformation of the economic growth mode [19]. An essential requirement and the
basis for the diffusion and application of technology, human capital is a significant source
of technological innovation and advancement. Technological advancement can increase
labor productivity, optimize industrial structure, and change the economic growth mode.
Additionally, its diffusion and dissemination effects can hasten knowledge accumulation
to create a positive feedback loop, which can result in a steady and continuous rise in
the value of industrial output [20].

Technological Innovation. Technological innovation activity refers to the sum of a
series of related activities from technology development to the final commercializa-
tion of products, and the technological innovation capability of enterprises includes the
technological innovation input capability, activity capability and output capability of
enterprises. The primary engine of industrial economic growth at the moment is techni-
cal innovation, which has steadily supplanted the old investment drive. Compared to the
traditional investment drivemarket environment, industrial economic growth has entered
a more stable state under the innovation drive [21]. For industrial enterprises, the degree
of technological innovation specialization and resource pooling is high, but the degree
of technological innovation is not active enough, and the strengthening of technological
innovation investment capacity is beneficial to the technological upgrading of industrial
enterprises [22].

Foreign Direct Investment. Foreign investment can promote the growth of industrial
output value scale, which has a positive contribution to improve the economic creation
capacity of industrial enterprises. Chen [23] analyzed the impact of foreign investment
on the factor distribution pattern and manufacturing output value growth in china and
concluded that foreign investment has a significant effect on manufacturing output value
growth. The circular cumulative effect of foreign direct investment on industrial agglom-
eration is reflected in the scale effect and knowledge spillover effect [24]. The technol-
ogy spillover effect has a prominent contribution to industrial technological progress,
prompting technological progress and industrial structure adjustment and upgrading, and
promoting the steady growth of industrial economy. in addition, foreign direct investment
will also improve the labor force level and technology level, thus reducing the produc-
tion cost of enterprises and improving production efficiency, and ultimately achieving
synergistic socio-economic development.

Digital Economy. In the context of the digital economy, while continuously breaking
through key technologies and key equipment, securing the support of the talent team
and promoting the digital transformation of the manufacturing industry have become
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the key to high-quality industrial development [15]. In addition, the digital economy
has an impact on the industrial green production efficiency as well. Xiao and Jiang [16]
found that the digital economy effectively improves CHina’s Industrial green production
efficiency by accelerating the marketization process, upgrading the industrial structure
and enhancing human capital. The digital economy represents the future development
direction and is accelerating its integration with the industrial economy, with a broad
prospect and unlimited potential. We should promote the accelerated integration of dig-
ital technology and industrial development in a wider range and deeper degree, and
vigorously exert the amplification, superposition and multiplication of digital technol-
ogy on the industrial economy to help invigorate the operation of the industrial economy
and promote high-quality industrial development.

Business Environment. A good business environment is not only necessary for enter-
prises and development, but also can safeguard the legitimate rights and interests of
market players and create a stable, fair, transparent and predictable development space
for all kinds of market players to invest and develop their business. A good business
environment can closely follow the needs and expectations of enterprises, stimulate
market vitality, effectively promote stable industrial growth and cost reduction, and
achieve steady growth of industrial economy. By optimizing the business environment,
we can build a communication platform between government, enterprises and banks,
and solve the problems of factor security and financing needs for industrial enterprises
[18]. The Improvement of Industrial Output Value Must Be Based on the Expansion of
Domestic Demand, Reasonable Expansion of the Market as the Goal, and Continuous
Improvement of Product Influence and Market Share [17].

3 Methodology and Data Collection

3.1 Fuzzy-Set Qualitative Comparative Analysis

Fuzzy set qualitative comparative analysis is abbreviated as fsQCA, which has emerged
as a highly objective technique for deriving predictive conclusions as the technique is
based on a statistically-informed configurational approach [25–27]. More specifically,
fsQCA is backed by Boolean algebra and set theory principles to analyze the configu-
rational relationships rather than the current prevalent research paradigm of combining
matrix algebra with additive-based statistical methods, exemplifies the asymmetrical
thinking of complexity theory [28–31]. Therefore, fsQCA approach has a relative advan-
tage in depicting the combinations of conditions that lead to the absence of an outcome,
a positive outcome, and a negative outcome, which distinguishes it from the rest of the
analytical pack [32–34].

Based on complexity theory, a qualitative comparison analysis is considered to be a
configurational model approach [35]. By using fsQCA, the researcher is able to analyze
the combined effect of the casual factors. Configuration modelling with fsQCA software
involved serval phases. The initial stage was to calibrate all of the data, resulting in the
fuzzy values that were used moving forward. The study’s suggested conclusion was
determined by a series of complicated causal relationships, which were revealed in
the study’s second stage using truth table analysis,. FsQCA also did essential conditions
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analysis to help the researchers to identify the circumstances that are necessary to produce
the suggested outcome.

Step 1. Calibration.
In fsQCA, each variable is considered as a fuzzy set with fluctuating membership

values. As consequence, the very first procedure of fsQCA is to calibrate all the data
into fuzzy set value systems. Calibration can be achieved by identifying three unique
positions of membership in a set: full non-membership, crossover, and full membership.
This approach entails determining the scale’s three points of membership. As a result
of the scale applied in this research, a direct calibration strategy with three anchors was
used: 5 percentiles of the data were classified as complete non-members; 95 percentiles
of the data were used as the threshold for full membership; and 50 percentiles of the data
were used as the crossover point. Following the establishment of the threshold limit for
each construct, a non-linear stepwise logistics function integrated into the fsQCA was
used to transform all potential values for the fuzzy set values.

Step 2. Necessary condition analysis (NCA).
For a fsQCA analysis, the second step is the necessary condition analysis, which is

establishing what conditions are required. As a scientific phrase, NCA serves to investi-
gate whether each antecedent condition’s distinct influence is essential for the outcome.
If the outcome is virtually always predictable, then a condition is necessary, according
to previous research [36]. A necessary component’s consistency may be validated if its
score is greater than or equal to 0.90 [37].

Step 3. Sufficiency analysis.
fsQCA evaluation entails investigating the relationships among configurations, or

pairings of cause elements (factors), and the outcome (dependent variable), also known
as assessment of the truth table or sufficiency analysis. Sufficiency analysis produces
a series of adequate conditions – sometimes known as configurations, causal models,
solutions or recipes [28]. To generate a truth table of 2k rows, the fuzzy set algorithm
must be first executed in fsQCA. This method entails every conceivable combination of
the k predictors. The truth table is used to establish the importance of the data using two
parameters: consistency and coverage levels of 0.8 and 0.2, accordingly. Coverage is
analogous to the coefficient of determination (R2), which measures the degree to which
every causal solution affects an outcome.Coverage values range from0 to 1,with a higher
value indicating more comprehensive coverage. Consistency is equivalent to the path
coefficient (β),which assesses the extent towhich a causal condition leads to the observed
outcome [38].When truth tables are evaluated using the fsQCA software, three solutions
are generated: complicated, moderate, and parsimonious. The authors conducted their
research using intermediate solutions, which are a subset of complicated solutions that
also contain parsimonious answers [28].

Step 4. Robustness Check.
The robustness check can determine whether the results are stable. Therefore, a

robustness check is necessary for fsQCAanalysis. The robustness tests for fsQCAmainly
include appropriately increasing or decreasing the number of cases, adjusting the number
of antecedent conditions, adjusting the threshold selected during calibration, changing
the consistency threshold, and changing the frequency of samples [39].There are two
criteria frequently used for determining whether the original analysis is robust. The first
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criterion is the difference of fitting parameters. The specificmethod iswhether significant
differences exist in consistency and coverage obtained by using different robustness test
methods. If the difference is not large, then the result can be considered robust [32]. The
second criterion is the configuration results [39]. If the configuration solutions produced
after different robustness methods have similar subset relations, then the results can be
considered robust.

3.2 Data Collection

Based on the literature review, total economic volume, fixed asset investment, labor
force, research and development, foreign direct investment, digital economy, and the
business environment are considered to be the major factors affecting industrial output.
Table 1 provides measurement indicators for each of these influencing factors.

Table 1. Variable and measurement

Variables Measurement

Industrial development
(IND)

Total industrial output
above the scale

Economic volume (ECO) Gross domestic product

Fixed investment (FIX) Total fixed asset
investment

Labor force (LAB) Human capital

Technology (TEC) R&D investment

Foreign direct investment
(FDI)

Foreign direct
investment

Digital economy (DIG) Score of digital
economy

Business environment
(BUS)

Score of business
environment

Since there is no data for the digital economy and business environment in Xiamen,
this paper, referring to previous studies, constructed a digital economy evaluation index
system and a business environment evaluation index system, and then measure the com-
prehensive scores of the digital economy and business environment in Xiamen through
principal component analysis.

All the data used are collected from the Xiamen Statistic Yearbook (2011–2021)
and Economic and Social Development Statistics Bulletin (2010–2020), and also Statis-
tic Yearbook (2011–2021) and Economic and Social Development Statistics Bulletin
(2010–2020) for Fujian Province. The descriptive statistics are shown in Table 2.
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Table 2. Descriptive statistics

Variables Unit Mean S.D Min Max

IND 10 thousand Yuan 52947562.27 10418266.98 36796605.00 68612119.00

ECO 10 thousand Yuan 40617958.36 14075079.46 21490950.00 63840233.00

FIX 10 thousand Yuan 19472309.64 7280930.48 10099850.00 31103266.00

LAB 10 thousand people 987798.91 101584.83 799156.00 1124615.00

TEC 10 thousand Yuan 1159745.36 466363.34 509794.00 1968400.00

FDI 10 thousand USD 197116.82 31253.37 159453.00 253805.00

DIG - 842.97 271.65 448.16 1337.56

BUS - 91.15 2.45 87.39 94.87

4 Empirical Study

4.1 Calibration and Measurement

In order to employ fsQCA to analyze the configuration path between the influencing
factors and industrial output, each influencing factor was used as a conditional variable
and industrial output was set as an outcome variable. Following the previous studies,
this research sets the full membership points of five antecedents and one results variable
as three thresholds of 0.95, 0.5, and 0.05 for complete membership, intermediate, and
complete non-membership points of the case data by using direct calibration [32, 40,
41]. The anchor point calibration was shown in Table 3.

Table 3. Calibration of variables

Variable classification Variables Fully in Crossover Fully out

Result variables IND 68255265.50 50286788.00 40395890.50

Antecedent variables ECO 61995327.50 38069438.00 23856266.00

FIX 29842786.50 18965209.00 10690361.00

LAB 1092533.50 1021462.00 809159.50

TEC 1872494.00 1034180.00 599180.00

FDI 245817.50 197101.00 160976.50

DIG 1285.62 794.87 501.50

BUS 94.68 91.00 87.76

4.2 Necessary Conditions Analysis

A necessary condition is “a condition that must be present for the outcome to occur, but
its presence does not guarantee that occurrence” [42]. The consistency threshold of the
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necessity analysis is chosen at 0.9 in accordance with earlier studies [43, 44]. The fsQCA
3.0 software is used to run the necessary conditions analysis and the results are displayed
on Table 4.

Table 4. Necessary conditions for industrial high-quality development

Condition Consistency Coverage

ECO 0.945 0.993

~ ECO 0.419 0.422

FIX 0.913 0.972

~ FIX 0.398 0.395

LAB 0.664 0.689

~ LAB 0.706 0.718

TEC 0.970 0.982

~ TEC 0.409 0.426

Notes: Following the nomenclature, the symbol “ ~”
represent the negation of the characteristics

In accordance with the necessary conditions results, the consistency of economic
volume, fixed investment, technology level, digital economy and business environment
are all higher than 0.9, and the coverage degree is greater than 0.5, which can be consid-
ered as the necessary conditions. All of these conditions are crucial for the high-quality
growth of the industrial economy in Xiamen. A single antecedent condition has insuf-
ficient explanatory power for corporate social responsibility. Hence, a further analysis
needs to be done to test the combined effect of antecedent conditions.

4.3 Sufficiency Analysis

Configuration analysis mainly reveals the sufficiency of different configurations of var-
ious antecedent conditions that result in industrial high-quality development. Based on
the set theory, sufficiency explores whether the configuration set composed of multiple
antecedent conditions is a subset of the result set. This paper generates a truth table
to show all configuration states of a given data set using the fsQCA algorithm, then
condenses the truth table into useful configuration [39]. Following Du and Jia’s study,
the consistency threshold in this paper is set to 0.90, and proportional reduction in
inconsistency (PRI) consistency threshold is set to 0.65 [45].

The fsQCA reports three different types of solution for the sufficiency analysis:
the parsimonious, the intermediate, and the complex solution. The difference among
these solutions is the extent to which they include logical remainders in the analysis
[46]. Following the mainstream research of fsQCA, this research reports intermediate
solutions, assists in reporting reduced solutions, and distinguishes the core conditions
and edge conditions of the configuration according to the intermediate solutions and
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reduced solutions. The core condition, which significantly affects the outcome, is present
if the antecedent condition is shared by both the intermediate and reduced solutions.
An antecedent condition is regarded as an edge condition, which is a prerequisite for
auxiliary contributions, if it only emerges in the intermediate solution. However, if an
antecedent condition only appears in the intermediate solution, it is considered as an edge
condition, which is a condition for auxiliary contributions. Three configuration paths for
industrial high-quality development are calculated by fsQCAwhich indicate themultiple
concurrencies of industrial high-quality development. SeeTable 5 below for the sufficient
configuration of antecedent conditions for industrial high-quality development.

Table 5. Sufficient configuration of antecedent conditions

Antecedent Path 1 Path 2 Path 3

ECO ● ● ⊗
FIX ● ● ⊗
LAB ● ●

TEC ● ● ⊗
FDI ● ●

DIG ● ● ⊗
BUS ● ● ⊗
Consistency 0.997 0.989 0.922

Unique coverage 0.540 0.648 0.357

Raw coverage 0.150 0.258 0.067

Solution coverage 0.961

Solution consistency 0.866

Notes: ● indicates the core condition; ● indicates the edge condition; ⊗ indicates the absence of
edge condition; and blank cells indicate that the condition is not relevant within that configuration

The consistency of the overall solution exceeds 0.9, indicating that these 3 configu-
rations are all sufficient conditions for the occurrence of industrial high-quality devel-
opment. In addition, the coverage of the single solution and the overall solution shows
that each configuration can explain a considerable proportion of the industrial high-
quality development, and the configurations together explain a large degree of industrial
high-quality development.

4.4 Configuration Paths for Industrial High-Quality Development

Configuration path 1 can be summarized as the path of high-quality industrial devel-
opment mainly based on the domestic general cycle, with the specific combination
of conditions: ECO*FIX*LAB*TEC*DIG*BUS. The configuration shows that utiliz-
ing the digital economy and optimizing the business environment while simultaneously
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promoting traditional economic factors, relying onR&D investment and improving tech-
nological level, boosts industrial growth. The combination of factors mainly depends
on the domestic general circulation-based, raising domestic demand, deepening supply-
side reform (labor force as a marginal condition), focusing on conventional industrial
innovation industry, focusing on the digital economy and business environment, and
empowering the high-quality growth of industry.

Configuration 2 can be summarized as a path of domestic and international dual
cycle of industrial high-quality development path, with a specific combination of condi-
tions: ECO*FIX*TEC*FDI*DIG*BUS. This path suggests that, based on the traditional
economy and relying on the scale market advantage, the domestic circulation attracts
global resource factors to enhance the endogenous strength and reliability of the domestic
circulation. The fact that this path has the biggest unique coverage among these three con-
figuration paths indicates that it best suits the outward-oriented economy development
strategy for Xiamen.

Configuration 3 can be summarized as an outward-oriented path of high-quality
industrial development with the following specific combination of conditions: ~ ECO*
~ FIX*LAB* ~ TEC*FDI* ~ DIG* ~ BUS. Only foreign direct investment and labor
force (edge condition) are included in this path, and all other influencing factors are
absence conditions, which can be attributed to the traditional export-oriented economic
development model. Xiamen can selectively “bring in”, focus on the BRICS industry,
promote the construction of the base to go deeper and deeper, and achieve high-quality
industrial development in Xiamen.

5 Conclusion and Discussion

In the context of the economic new normal and high-quality development, industrial
development plays a crucial role in economic high-quality development. This paper
uses the economic situation in Xiamen as its starting point and the improvement of
industrial high-quality development as its end goal. It takes into account the current state
of the business environment and the digital economy as influencing factors, thoroughly
analyzes the roles played by various factors in industrial high-quality development. The
paper puts forward the following policy suggestions.

First and foremost, a variety of measures and targeted aid to guarantee the industrial
economy’s steady development. Second, boost independent innovation’s capacity and
the vigor of technological advancement. Third, take advantage of the strategic opportu-
nity presented by the digital economy’s explosive growth. Deeply integrate manufactur-
ing, the industrial internet, and the digital transformation of the manufacturing sector.
Lastly, to create new benefits in the company environment and drive market vitality with
exact measures Improve the system for communication between the government and
businesses while fostering the development of such relationships.
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Abstract. With a series of major breakthroughs in AI technology, the use of AI
generated content (AIGC) has become one of the most popular research topics.
Social media marketing has become also a mainstream and irreplaceable way for
marketing subject. Many companies are starting to use AI technology to optimize
existingmarketing activities to reduce costs and improve efficiency. However, how
companies use the latest AIGC to generate ads that affects consumers engagement
needed to be further discussed. Thus, the purpose of this paper is to investigate
how firm used AIGC advertising influence customer psychological engagement
and behavioral engagementwith the consideration of ad emotion level andwhether
the firm used AIGC is explicitly labeled. Online experiments are conducted and
data is analyzed through MLR models. Results show that AIGC could positively
influence customer both psychological and behavior engagements, with psycho-
logical engagement beingmediating factor betweenAIGC and behavioral engage-
ment. Emotion level plays a negative moderating role. In addition, we find that
labeling AI-generated advertisements does significantly affect customer behavior
engagement.

Keywords: Social media advertising · AI generated content · Consumer
engagement · Emotion · Advertising Labeling

1 Introduction

Social media are ‘a group of Internet-based applications that build on the ideological
and technological foundations of Web 2.0, and allow the creation and exchange of User
Generated Content’ [1]. Users and firms, today even Artificial Intelligence (AI), could
generate different contents in different social media platforms. Among different social
media platforms, there are generally three type of platforms, social network site (SNS),
microblogging application, and content community are empirically used by firms and
individuals.

Social media has been used as platforms for marketing and advertising increasingly.
Many firms and organizations have spent a lot of resources on social media advertising
[2]. Although collectively referred to as social media, due to different content forms,
environments and experience methods of different social media, the level of customer
engagement will also be different [3]. Therefore, different standards need to be for-
mulated based on different platforms and different marketing models. There are many
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criteria, but many companies still regard the level of customer engagement as the crite-
ria to measure the marketing effect [4]. Many factors will affect consumers’ emotions
and behaviors, including consumer engagement. Some studies have shown that con-
sumers with high perception of collusion will feel more aggressive in advertising [5].
Emotions embedded in marketing stimuli influence decision-making through processes
driven by cognitive assessment. Decision-independent emotions influence decisionmak-
ing through ongoing appraisal tendencies [6]. The interactivity, perceived relevance,
information and entertainment of social media advertising are positively correlated with
brand engagement [7]. The form and method of content generation will also affect con-
sumers. Some scholars figured out that FGC has a positive impact on brand awareness,
brand loyalty, electronic word of mouth (eWOM) and purchase intention [8].

Traditionally, the person in charge of enterprise generated content is responsible for
editing text, selecting images, and shooting videos for their advertising. However, the
emergence of AIGC has changed this situation. AI generated content (AIGC) is defined
as content generated by AI, including text, pictures and videos. This technology has
been rapidly advancing in recent years, and has the potential to revolutionize various
industries, including media, marketing, and education [6].

AI generated content can be used to generate product descriptions, ad copy, and
social media posts in marketing. This can help companies to save time and resources
by automating the content creation process. Additionally, AI generated content can be
used to personalize the messaging and targeting of advertising campaigns, by analyzing
large amounts of data and identifying patterns and trends.

The information and persuasive content generated by enterprises directly and indi-
rectly affect enterprise performance by influencing consumer participation [9]. All these
firm generated content could influence the customer purchasing behaviors [10]. With
the increasing availability of AI generated content, in the foreseeable future, more and
more enterprises and marketing personnel will adopt AI for generating these content.
This is believed to greatly improve marketing efficiency and reduce marketing costs.

However, how firm use of AIGC advertising affect consumer engagement? Will the
use of AIGC make consumers feel alienated, thereby reducing consumer engagement?
These questions are investigated in this research.

We constructed a model to investigate whether AIGC can directly affect consumer
engagement. Referring to previous research findings, we divide consumer participation
into psychological consumer engagement and behavioral consumer engagement.We also
added a set of moderating variables to the model to explore whether the emotional level
of advertising can regulate the relationship between AIGC and consumer participation.

Results show that AIGC could positively influence customer both psychological and
behavior engagements, with psychological engagement being mediating factor between
AIGC and behavioral engagement. Emotion level plays a negative moderating role. In
addition, we find that labeling AI-generated advertisements does significantly affect
customer behavior engagement.
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2 Literature Review and Hypotheses

2.1 Effect of AIGC on Customer Engagement

Customer engagement is defined as a multidimensional concept that reflects the psycho-
logical state generated through the customer experience in the service relationship [11].
Customer engagement with online communities is the degree to which clients are moti-
vated to actively participate in activities related to socialmedia groups [12]. It is observed
that customer participation includes three dimensions, namely: cognition, emotion, and
behavior [13]. Consumer engagement consists of two parts, including the visible part
and the invisible part [14]. In the context of social media, we define consumer participa-
tion as unobservable (psychological) and observable (behavior) participation attitudes
towards generated contents. Psychological consumer engagement includes two dimen-
sions: cognition and emotional. Behavioral consumer engagement includes a dimension
of behavior.

Firmgenerated contents, for instance, brand advertising, and user generated contents,
such as eWOM, have effects on the consumer engagement even though the effects
between these two may be different [15]. Firm generated content (FGC) is defined as the
messages posted by firms on their official social media page [16]. Past studies showed
that FGC could help set up a mutually beneficial relationship between customers and
firms [17].With the development ofAI technology, FGC creation byAI instead of human
has become a reality. AIGC for firm and FGC by human could be similar in terms of
other contents except for the difference in generation form. Therefore, we have reason
to infer that AIGC for firm, like FGC by human, will have positive impact on consumer
engagement. Therefore, we propose that.

H1: AIGC positively influences both consumer psychological and behavioral
engagement.

2.2 Moderating Effect of AIGC’S Emotion Level

Academic circles have long noticed that ad content influences ad effectiveness at generat-
ing online search and sales, two important stages of the purchase funnel. The prior studies
often divided ad content into informational and emotional content. This classification
is often used by practitioners and researchers [18]. Literature reviews have identified
emotion as a major component of web content and word of mouth [19]. Some scholars
believed that each specific emotion is associated with a set of cognitive assessments that
drive the influence of emotion on decision-making through subtle psychological mech-
anisms. Beth L. Fossen’s research suggested that the effectiveness of advertising varies
with changes in advertising emotions, with more emotional advertisements, especially
interesting and emotional ones, experiencing the greatest growth in online shopping
activities [20]. Some scholars also found that emotional advertising and information
advertising are different in application scenarios and effects [21]. Rocklage’s research
presented results that were different from previous studies. Previous studies have gen-
erally believed that a higher emotional level implies better advertising effectiveness and
higher consumer engagement. However, the scholar conducted research onwhen content
with higher emotional levels may have negative impacts [22]. However, in the future,
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under the context of AIGC advertising, the situation will be different. Due to technology
constraints, the existing AI technology cannot truly understand human emotions [23].
Therefore, when a consumer browses an advertisement with a high emotional level and
discovers that the advertisement is generated by AI, consumers may have alienation or
discomfort due to the inconsistency between the content trait and the characteristics of
the generation method. Thus, we assume that the advertising by AIGC is expected to
have less emotion. Therefore, we propose that.

H2: In the relationship between AIGC and consumer psychological engagement,
emotion plays a negative moderation effect.

2.3 Moderating Effect of AIGC Advertising Labeling

One another interesting question iswhether the information that one advertisingwas gen-
erated by AI should be disclosed, especially with the latest use of ChatGPT. Information
disclosure is one of the most popular fields of research in the past decade. The original
researchers focused on the financial services area. A 2013 study showed that when con-
sumers see financial disclosure in mutual fund advertisements, consumers respond more
positively to advertising responsibility, recall and cognitive responses, as well as higher
risk perception [24]. When teenagers learn advertising through information video blogs,
advertising disclosure will also have a positive impact on the influencers, and thus have
an advertising impact [25]. In some cases, governments and other regulatory authori-
ties may force disclosure of some information on advertisements, and researchers have
also conducted research on this issue. For instance, a 2014 research focused on the
influence of the forced disclosure of nutrition disclosure and initial product category
healthfulness perceptions, finding that such disclosure may help consumers make more
informed choices [26]. Another research investigated the influence of the requirement to
disclose the existence of sponsorship in advertisements. And found that the sponsored
content posted by influencer leads to higher brand liking, while the brand one leads to
higher brand awareness [27]. From previous research, it can be found that different types
and properties of advertising disclosure can have an impact on consumers’ psychology,
thereby affecting their behavior. Therefore, it is reasonable for us to assume that if mar-
keters choose to show AIGC ads while letting consumers clearly know that the ads are
created by AI, the marketing effect may be different. Especially from the perspective of
consumer psychology, AIGC advertising can have a very different impact on consumers
compared to traditional advertising generation methods. For example, AIGC advertising
may provide avantgarde, fashion, technology and other labels to improve the level of
consumer engagement. These labels are likely to have a positive impact on consumer
psychological participation. Therefore, we hypothesize that.

H3: The explicitly labeled AIGC ads increase consumer engagement.

3 Method and Data

3.1 Measurement of Variables

For the measure of variables, AIGC is measured by scale suggested by Thomas and
others in 2020 [28]. Psychological engagement is measured from the research results of
Habib et al. in 2022 [29]. The scale of behavior engagement comes from the research of
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brodie et al. in 2013 [30]. Besides, we also revised the original questionnaire by referring
to the questionnaires of Dwivedi [31] and Li Gao [32].

3.2 Data Collection

Online experiments were conducted in the beginning of 2023 for data collection. A
specific brand, Nestle, is identified to be the object brand. AI is used to generate text and
picture adverting for the identified brand. One experiment was conducted with AIGC
ads with one at higher emotion-including level, the other is at the lower level. The other
experiment was conducted with AIGC ads with one group is explicitly labeled as the
advertising of AIGC. ALL variables are asked during the experiments.

A total of 472 experimental results were received, among which 428 valid question-
naires were obtained after screening out the questionnaires with response time less than
2.5 min. In the valid questionnaire, there are 213 male subjects. There are 215 female
subjects. The age of the subjects is also different, and they are distributed in all age
groups. Among them, the number of people aged between 20 and 40 is the largest. As
for the attitude questions, although most of our subjects are willing to support the use of
AIGC, some of whom have reservations and refuse to support. The quantitative MLR
models are used to test the hypothesis.

4 Results and Discussion

We first analyzed the reliability and validity of the questionnaire, and the results are
shown in the Table 1. The Cronbach’s Alpha coefficient of emotional-include, psycho-
logical engagement, and behavioral engagement are 0.855, 0.863 and 0.838 respectively.
Therefore, the reliability of the questionnaire is good. According to the validity results,
the KMO index is 0.924 which proves that the validity structure of the questionnaire is
good.

Table 1. Reliability analysis

Variables Cronbach’s alpha

Emotional-include 0.855

AIGC 0.863

Psychological engagement
Behavioral engagement

0.838
0.877

The regression results are shown in Table 2. It suggests that AIGC has significant
positive effect on consumer behavior engagement (β= 0.5253***) in model 1. In model
2, it shows that AIGC has significant positive effect on consumer psychological engage-
ment (β = 0.6004***). Thus, H1 is supported. In addition, psychological engagement
has significant positive effect on behavior engagement (β = 0.1324***) in model 1,
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which means the psychological engagement plays a mediation role between AIGC and
consumer behavior engagement.

Model 2 shows that emotion negatively moderates the relationship between AIGC
and consumer psychological engagement (β = −0.0793***) while AIGC still plays
significant positive effect on consumer psychological engagement (β = 0.6004***).
Thus, H2 is supported.

Table 2. Model results

model Model 1: BE Model 2: PE Model 3: BE

AIGC 0.5253***
(0.1099)

0.6004***
(0.1109)

0.6048***
(0.1072)

Emotion 0.5257***
(0.1263)

0.7398***
(0.1268)

0.6237***
(0.1225)

PE 0.1324***
(0.0467)

Emotion*AIGC −0.0607**
(0.0242)

−0.0793***
(0.0250)

−0.7131***
(0.0241)

Age 0.0694
(0.0460)

0.1103**
(0.0477)

0.0840*
(0.0460)

Gender −0.0907
(0.0928)

0.0298
(0.0968)

−0.0867
(0.0935)

Attention 0.0507
(0.0403)

0.0813
(0.0419)

0.0616
(0.0405)

Attitude
Observations
R-squared
F

−0.0142
(0.0349)
428
0.4031
35.38

0.0106
(0.0364)
428
0.4303
45.33

−0.0128
(0.0352)
428
0.3917
38.64

BE is behavior engagement, PE is psychological engagement, Standard errors in parentheses ***
represents p < 0.01, ** represents p < 0.05, * represents p < 0.1

In addition, to test hypothesis H3 for the possible different results of AIGC labeled
vs. not labeled advertising. we conducted paired t test on the labeled group and the
unlabeled group, respectively. Results are shown in Table 3 . We found that consumer
Psychological Engagement (PE) had no significant difference between the AIGC labeled
one and the non-labeled one. However, it does have significant difference for consumer
Behavior Engagement (BE) between the AIGC labeled one and the non-labeled one.
This suggests that if firm choose to label their AIGC advertising explicitly on social
media, consumer behavior engagement, for instance, the likes, comments, shares, and
re-shares could be significantly increased.
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Table 3. t test results.

t test mean Lower 95% Upper 95% t df Sig

PE1 -PE2 .0218 −.1181 .1617 .306 427 .76

BE1 -BE2 .1215 .0117 .2313 2.175 427 .03***

5 Conclusion

We investigate whether firms’ AI generated content (AIGC) advertising could influence
customer psychological engagement and customer behavioral engagement trough online
experiments. The results show thatAIGCcould positively influence customer psycholog-
ical and behavioral engagement. Psychological engagement shows significant mediating
effect between AIGC and behavioral engagement. Emotion plays a negative regulatory
role between the relationship of AIGC and consumer behavioral engagement. In addi-
tion, labeling AI-generated advertisements does significantly affect customer behavior
engagement.

There are three main contributions of this paper. First, this paper has made contri-
butions to the expansion of FGC research. In this paper, AI is introduced as a possi-
ble generation method of FGC. It breaks through the limitation of the original research
mainly limited to human FGC. It further expands the direction of FGC research. Second,
this paper studies the whole process of AIGC affecting consumer psychological engage-
ment and ultimately behavior engagement which fills the research gap. Last but not the
least, it enriches the research on the mechanism that AIGC affects consumer psychology
and ultimately affects consumer behavior by studying the emotional participation and
labeling of AI advertisements.

However, due to the limitation of the experimental form, the experimental back-
ground is set relatively simple. Other products or social media platforms are not con-
sidered. We should choose more brands and kinds of products to make the results uni-
versal. The display form is also relatively simple. Future research of different marketing
scenarios could be analyzed. In addition, the experiment lacks immersion. Due to the
combination of graphics and text used in this article, compared with the combination
of video and text and other forms of advertising, there is a lack of immersion. It is
difficult for subjects to fully understand or understand the relevant content in a short
time. Therefore, in the follow-up study, the subjects can choose the main content of the
advertisement, and then display it after AI generation. Another unreasonable aspect is
that we chose Nestle Coffee as the experimental background during the experiment. As
a well-known brand, participants are likely to have a pre existing attitude towards it -
like or dislike it. This attitude may affect the final experimental results. Therefore, we
should choose less famous brands as our research background in the future. Besides,
this paper emphasizes the use of AIGC in social media advertising. This is only a small
part of AI marketing application. How will other application directions, such as AI con-
tent real-time generation, and real-time push, affect variables at the company level or
consumer level? Further research is needed.



128 D. Du et al.

AIGC advertising is a newly emerging thing. Therefore, research on it is very limited.
There aremany problems that need to be solved urgently. The problemmainly focuses on
the following aspects: the acceptance level of AIGC advertising towards consumers; the
impact ofAIGCadvertising content and style; how to achieve personalized customization
in AIGC advertising; how to measure the ethical and legal issues of AIGC advertising,
as well as the ROI of AIGC advertising. We hope this article can serve as a catalyst for
further research in this field.
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Abstract. This paper combines the ecosystem theory to study the AI-enabled
healthcare ecology and build a smart healthcare ecosystem. The ecosystem growth
model is employed to discuss the growth and change patterns of innovative com-
panies adopting AI technology in the smart healthcare ecosystem from a micro
perspective. Combining the Lotka-Volterra competition model, this paper delin-
eates that the larger the competition coefficient of AI companies cluster, the more
stable their development in the smart healthcare ecosystem will be. The findings
are supported by two case studies.

Keywords: Artificial Intelligence (AI) · Smart Healthcare · Business
Ecosystem · Ecosystem Growth Model · Lotka-Volterra Competition Model

1 Theoretical Background

Due to the highly specialized nature of the healthcare industry, hospitals have always
occupied an absolute core position in the traditional healthcare ecosystem. When hospi-
tals operate at overloaded capacity, the efficiency of the entire ecosystem will decrease,
and poor communication among stakeholders will lead to problems such as uneven dis-
tribution of healthcare resources. With the development of artificial intelligence (AI)
in healthcare, connections in communication and information exchange among stake-
holders in the healthcare ecosystem gradually improve, forming a dynamically balanced
digital information network. This paper endeavors to build a business model of the future
healthcare ecosystem and explore the development patterns of the AI-enabled healthcare
ecosystem as well as the competition mechanism of healthcare enterprises based on the
new technological revolution.

1.1 Business Ecosystem

The concept of “business ecosystem” has remained popular among researchers and prac-
titioners since James F. Moore proposed it in his article published in Harvard Business
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Review in 1993 for the first time [1]. Inspired by ecology, Moore’s concept of business
ecosystemprovides ametaphor for understanding the intertwinedquality of the industries
[2]. In this paper, we introduce the business ecosystem into digital economic activities
and use ecological analysis to study the dynamic evolutions of different industries [3],
offering a new perspective to explain the interactions among stakeholders.

The business ecosystem and the biological ecosystem have various unique features.
Similar to its counterpart, the business ecosystem emphasizes the symbiotic and compet-
itive relationship between stakeholders [4, 5]. Viewing business and innovative network
management from the perspective of ecosystems, this paper analyzes the key players
of the business ecosystem [6], and explains the dynamic evolution of the increasing
business and innovation activities in the contemporary world [7–9].

1.2 Ecosystem Growth Model

The growth of new species’ populations in the natural world follows a certain pattern.
At the primary stage when a new species enters the ecosystem, there is a continuous
increase in its number, which will reach the peak at a particular time and then slow down.

The diffusion mechanism of new products in the market is similar to the growth
pattern of ecosystems. Reference [10] proposed a product growth model, arguing that
the growth model for the timing of the first purchase of a new product was based on the
assumption that the probability of purchasing at any given time was linearly related to
the number of prior buyers. After the exponential growth of initial purchases reaches a
peak in a given period, the exponential decay occurs [11].

1.3 Lotka-Volterra Competition Model

In nature, competitors are everywhere. Populations often do not exist alone, and when
competition occurs, the growth of different ecological populations may be inhibited. In
ecology, species do not exist alone, but compete with other multiple species to achieve
a state of coordinated symbiosis.

We assume that there are only two populations in the ecosystem, and use the Lotka-
Volterra equations to describe the growth trends of these two populations under the
constraint of competition [12, 13].

The Lotka-Volterra competition equations [14]:{
dN1
dt = r1N 1(1 − N1+αN2

k1
)

dN2
dt = r2N 2(1 − N2+βN1

k2
)

(1)

where N1 and N2 denote the number of the two populations, k1 and k2 denote the
environment capacity of N1 and N2. α is the competition coefficient for the effect that
species N1 has on species N2, β is the competition coefficient of the effect of species N2
on speciesN1. r1 and r2 represent the growth rates of populationsN1 andN2, respectively.

Currently, AI technology has presented new opportunities for business ecosystems,
particularly in termsof applications in thefield of healthcare [15–17].Despite the increas-
ing theoretical and practical relevance ofAI-enabled businessmodels to healthcare, there
has been a lack of research to date that examinesAI in healthcare ecosystem from amicro
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perspective [18]. Because of the similarities between the nature of the study of organisms
in ecology and that of economic and social enterprises, application of ecological models
will provide a lesson for the study of healthcare ecosystems. This paper primarily focuses
on introducing AI technology into the healthcare ecosystem and constructing a network
model of the ecosystem. The ecological growth model is used to uncover the growth
patterns of new AI technology in the healthcare ecosystem, and the Lotka-Volterra com-
petition model is employed to reflect the changing trend of the number of clusters of two
types of AI companies in a competitive environment.

2 Constructing the Smart Healthcare Ecosystem

2.1 Smart Healthcare Ecosystem

The entrance of AI technology to the healthcare ecosystem has brought about changes
in consumer behavior and habit. What with the rapid development of AI medical devices
and new ideas about health, people’s purchasing behavior has also been changed, and
medical device products are no longer limited to hospitals, but are adopted by house-
holds as well as professional testing services [19, 20]. Medical device companies have
also seized new opportunities for transformation through technological innovation and
service improvement. AI image recognition in medical diagnostics can accurately and
quickly identify a patient’s lesion through deep learning algorithms [21] incubating
numerous professional medical imaging and testing agencies who, with their state-of-
the-art medical devices, issue professional, accurate and authoritative medical reports
for patients in a timely manner.

The implementation of regulations on the multiple-site practice by physicians and
the Internet sale of prescription drugs has propelled the rapid development of AI-assisted
teleconsultation, which has attracted the Internet giants to the field of healthcare ecol-
ogy, allowing doctors and patients to enjoy the convenient teleconsultation services with
AI-assisted consultation systems. The medical AI can guide the patients to retail phar-
macies using the information from the medical consultation. This behavioral change
has rejuvenated the traditional healthcare market. Through “AI plus” medical logistics,
pharmacies are now able to perfectly match the scale requirements of the increasing
needs of pharmaceutical supplies, and pharmaceutical companies can accurately record
the corresponding batch number, date of manufacturing and other key information to
ensure medication safety (Fig. 1).

2.2 Constructing the Smart Healthcare Ecosystem Model

The fast-growing AI technology has facilitated the formation of an emerging ecosystem
of the healthcare industry. Ecologically speaking, the smart healthcare ecosystem shares
remarkable similarities with the ecosystem in nature. The stakeholders of the smart
healthcare ecosystem include doctors, patients, hospitals, mobile devices, pharmaceu-
ticals, and public healthcare institutions, which form an interdependent and mutually
promoting organism that achieves a state of dynamic balance in competition and adds
value to the whole system (Fig. 2).
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Fig. 1. Smart healthcare ecosystem

Fig. 2. Model of the smart healthcare ecosystem

2.3 Dynamic Analysis of AI-Enabled Smart Healthcare Ecosystem

The entire smart healthcare ecosystem is supported by AI technology. The activities of
stakeholders, such as doctors, patients, health management, professional testing cen-
ters, hospitals/healthcare institutions, and pharmaceuticals, close the loop of the smart
healthcare ecosystem.

When notified by the health management of illness, the patient can go to the med-
ical checkup center for health screening. The results will be uploaded to the AI online
consultation system for online doctor consultation. Depending on the severity of the
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condition, the patient can choose to directly buy medicines, do a further specialized
examination, or go to a community clinic or hospital for treatment. The professional
testing center transmits the AI-assisted diagnostic imaging results to the community
clinic, which treats the patient according to his or her condition or, if surgery is required,
the patient will be referred to an appropriate hospital or medical institution. As free-
lancers, doctors can communicate with patients directly, or answer their queries at any
time through remote consultation. Some doctors provide medical services in multiple
sites, such as community clinics, hospitals and medical institutions.

3 Ecological Growth Model of AI Companies

3.1 Model Specification

The entry of AI technology into the smart healthcare ecosystem has led to a surge in
innovative companies adopting AI technology. Based on the ecosystem growth model,
we can divide the suppliers in the smart healthcare ecosystem into two categories: one
is the companies that first use AI technology for product production and sale, which we
call innovators; and the other is called imitators whose adoption of AI technology for
product innovation is influenced by environmental and social pressures.

We assume that, at time T, the number of companies that adopt AI for product
innovation for the first time is M, and the number of companies that have already done
so is N, and the linear relationship between them can be expressed by the equation
M = p + (

q
k )N , where p denotes the innovation coefficient, q denotes the imitation

coefficient, k stands for the environment capacity. p, q and k are constants, and when
T = 0, N = 0. The number of innovative companies adoptingAI technology in the smart
healthcare ecosystem increases with time, and we predict that the number of innovative
companieswill reach themaximumat a certain time period.Next, we solve the ecological
growth model to find time T∗ when the number of innovative companies is at its highest,
and calculate the maximum number of innovative companies at T∗.

3.2 Ecological Growth Model Solution

The linear function of the number of companies that first adopt AI technology is:

M = p + (
q

k
)N (2)

F(T ) is the probability of all companies in the ecosystem that are likely to adopt AI
technology for innovation:

F(T ) =
∫ T

0
f (t)dt (3)

The number of companies that adopt AI technology for innovation is:

N = k ∗ F(T ) (4)
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For companies that have not adopted AI, the probability of their initial use at time T is:

f (T )

[1 − F(T )] = M (T ) = P +
(q
k

)
N = p + q ∗ F(T ) (5)

dN

dt
= k ∗ f (T ) = M (T )(k − N ) (6)

dN

dt
=

[
p +

(q
k

)
N

]
∗ (k − N ) (7)

f (T ) = [
p + q ∗ F(T )

] ∗ [1 − F(T )] (8)

solving the above equations, we have:

F = q − p ∗ e−(T+C)(p+q)

q ∗ [1 + e−(T+C)(p+q)] (9)

Because F(0) = 0, we have:

C = −
[

1

(p + q)

]
∗ ln(

q

p
) (10)

Substituted into the above equation, then

F(T ) = 1 − e−(p+q)T

q
pe

−(p+q)T + 1
(11)

N (T ) = kF(T ) = k ∗ [1 − e−(p+q)T ]
q
pe

−(p+q)∗T + 1
(12)

Solving the above differential equations, we get:

N (T ) = k ∗ (1 − e−(p+q)T )
q
pe

−(p+q)∗T + 1
(13)

When the system reaches the state of equilibrium, the growth of companies using
innovative technologies is 0. At this point, let dN

dt = o,

T ∗ = 1

(p + q)
ln(

q

p
) (14)

N
(
T ∗) = k(q − p)

2q
(15)



136 Q. Du et al.

3.3 Model Analysis

After obtaining the innovation coefficient p, imitation coefficient q and environment
capacity k of companies that use AI technology in the healthcare ecosystem, we can
calculate that the number of companies adopting AI technological innovations in the
smart healthcare ecosystem reaches its highestN (T ∗) = k(q−p)

2q at time T ∗ = 1
(p+q) ln(

q
p )

. In addition, we also find that only when innovation coefficient p is greater than imitation
coefficient q, can the innovative technological changes in the healthcare ecosystem be
successfully achieved. Because the understanding of imitators and innovators is closer
to the actual meaning represented by the model, the obtained calculation results can
accurately reflect the growth trends of innovative companies in the smart healthcare
ecosystem.

4 Lotka-Volterra Competition Model

4.1 Model Specification

It’s extremely rare to see a single population develops on its own in an ecosystem. Gener-
ally, multiple populations coexist in a coordinated manner in a competitive environment.
In the smart healthcare ecosystem, there are multiple populations of companies adopt-
ing AI technology for innovation, between which business cooperation and competition
coexist. For example, in China’s smart healthcare market, it is often the Internet con-
glomerates that adopt innovative technologies, and each of themhold different healthcare
ecological resources. Competition among them remains fierce in some healthcare service
areas.

Based on the Lotka-Volterra competition model, this paper explores the evolution of
two clusters of innovative companies adoptingAI technology in the healthcare ecosystem
under competitive pressure.

4.2 Model Solution and Analysis

According to the Lotka-Volterra competition model, when the healthcare ecosystem
reaches equilibrium, the growth rate of the two types of innovative companies is 0, i.e.,
when dN1

dt = dN2
dt = 0, a dynamic equilibrium is reached. Solving the equation, we have:

{
N1 = r2

β

N2 = r1
α

(16)

where α and β represent the competition coefficients of the two companies respec-
tively, and their values are directly related to the intensity of competition between the
two companies. If α is greater than β, then the growth rate of the innovative companies
cluster N1 is greater than that of the innovative companies cluster N2, and N1 has a more
obvious competitive advantage in the ecosystem, and vice versa when β is greater than
α .



AI-Enabled Smart Healthcare Ecosystem Model and Its Empirical Research 137

4.3 Theoretical Contribution

This paper integrates the ecological growth model and the Lotka-Volterra competition
model, and combines the computational derivation process of the ecosystem growth
model. The same parameters of the two models are set consistent. The inferences of the
fine-tuned Lotka-Volterra competition model are fully consistent with the real situation.

5 Practical Implications of the Smart Healthcare Ecosystem – The
Cases of Tencent and Alibaba

The gradual application of AI technology in the field of smart healthcare has resolved the
hospital treatment-centered deadlock in the traditional healthcare ecosystem, attracting
an overwhelming number of Internet companies to the smart healthcare ecosystem, the
most typical being the layout of the three Chinese Internet giants, BAT, the acronym for
Baidu, Alibaba and Tencent, in the healthcare business ecosystem. Tencent’s Internet
healthcare layout has been built around WeChat, leveraging its advantage in the field
of communication and socializing to connect doctors and patients and complete the
resources layout from doctors to patients. Alibaba’s venture into the Internet healthcare
industry tends to layout through the existing Tmall platform, targeting primary level
community healthcare organizations to attract Internet traffic, and has partly achieved
the strategic deployment to close the loop of Internet healthcare ecology. Tencent and
Alibaba represent not just individual companies, but the entire ecological chain of com-
panies behind them. We use the two enterprise clusters of Tencent and Alibaba as cases
to introduce the practical significance of the smart medical ecosystem model.

Based on the growth model of innovative companies adopting AI technology, we
obtain the innovation coefficients, imitation coefficients and environmental capacity
of Tencent and Alibaba respectively, which enables us to predict that, the number of
companies in the two clusters of Tencent and Alibaba will reach the highest at a certain
point in time in the future. This will provide reasonable support for the business and
economic layout later on.

For two enterprise clusters in the same smart healthcare ecosystem, Tencent and
Alibaba are bound to compete in overlapping businesses. The analysis of the Lotka-
Volterra competition model revels that the larger the competition coefficient, the higher
the number of enterprise clusters. As an AI company, research and innovation abilities
should be the first priority and placed at the core for estimating the competition coeffi-
cient. The more advanced the company’s technology is, the more evident its advantage
in the ecosystem.

6 Conclusion

To study the interactions and changing trends of the stakeholders in the AI-enabled
healthcare ecosystem, this paper draws on the business ecosystem as well as the ecosys-
tem model, and builds a smart healthcare ecosystem model. It is found that after intro-
ducing AI technology to the healthcare ecosystem, hospitals no longer occupy the core
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position, and the said system will become more like an interconnected ecological net-
work. After decentralization, the stakeholders in the healthcare ecosystem also undergo
some new changes, most notably the gradual increase in the number of AI technology
companies. In a competitive environment, companies with a greater competition coeffi-
cient will be more likely to gain a survival advantage. Thus, it is of vital importance to
keep promoting technological innovations in the field of healthcare technologies so that
companies can be invincible in the business ecosystem.
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Abstract. Two topic detection techniques—co-word network analysis and topic
modeling—were applied to extract topics in the Ted Talks. Ted Talks was chosen
for its enormous impact worldwide and the rich descriptive data accompanying
each talk that allow us to compare the topics resulting from different methods. The
co-word network was built based on the “related_tags” field so that modularity
analysis can be performed to classify the tags according to their co-occurrence
patterns. Topic modeling was applied to the description field and the full-text
transcript separately to detect the topics present in the free-text. The results of
network modularity analysis revealed 13 interpretable topics consisting of closely
knitted tags. Topic modeling generated 25 topics for the description and 40 for the
transcript, respectively.Our results showed that both topic extractionmethodswere
able to successfully identify the range of topics in the TED Talks. While the co-
word network gave a broad overview and afforded visualization, the topic model
revealed topics with greater granularity. We compared the semantics of the topics
produced by different methods and discussed the methodological implications of
our research.

Keywords: LDA topic modeling · Co-word analysis · TED Talk

1 Introduction

One of the main tasks of text analysis is to detect underlying topics from a large collec-
tion of documents. In scientometrics, the co-word network has long been used to identify
major topics and map the intellectual structure of a knowledge domain [1, 2]. Co-word
networks can be constructed based on the pair-wise co-occurrence patterns of keywords
or other bibliographic elements within documents in a domain. Multivariate techniques
(e.g., [3, 4]) and, more recently, network community detection algorithms (e.g., [5–7])
can then be applied to the co-word network to discover the topics in the domain. One of
the limitations of a co-word network is its reliance on human-assigned subjects, whether
in the form of index terms or author-assigned keywords in the structured metadata.
Recently, topic modeling, because of its ability to efficiently process large volumes of

© Springer Nature Switzerland AG 2023
F. Fui-Hoon Nah and K. Siau (Eds.): HCII 2023, LNCS 14039, pp. 140–154, 2023.
https://doi.org/10.1007/978-3-031-36049-7_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-36049-7_11&domain=pdf
http://orcid.org/0000-0001-7321-6927
https://doi.org/10.1007/978-3-031-36049-7_11


Using Co-word Network Community Detection 141

unstructured texts, has also been adopted in scientometrics for the purpose of discov-
ering the underlying semantic structure of the collections of documents [8]. Blei and
Lafferty (2006) demonstrated that topic modeling could identify interpretable themes in
science and theword usagewithin them over time using a large corpus of full-text articles
published by Science [9]. The basic idea behind topic modeling is to characterize each
document as amixture of topics, which, in turn, is represented by a statistical distribution
of words. By examining the distribution of the terms within a topic, one can interpret its
semantics. Previous studies have compared co-word network analysis and topic model-
ing to uncover the main topics in a knowledge domain [3, 10, 11]. Suominen & Toivanen
(2016) argued that human-assigned metadata, such as subject headings, is ill-suited to
reflect the ever-expanding nature of science [11]. Using pre-defined subject categories,
they pointed out, risks fitting new knowledge into the historical categories. The unsu-
pervised technique, such as topic modeling, on the other hand, draws hidden themes
directly from the free-texts and therefore is more current than the human-created subject
category.

The metadata of TED Talks presents an excellent opportunity to explore different
topic extraction techniques as it contains both human-created subject categories in the
form of tags and free-text descriptions and transcripts. We applied co-word network
analysis on the tags assigned byTEDandLDA topicmodeling on the free-texts contained
in the description field and the transcripts separately. The result will allow us to explore
and compare the merits of each method and how they complement each other.

2 Data and Methodology

A total of 5050 TED Talks were available as of April 2021, when the metadata and
transcripts of the talks were retrieved. TED has used a rich set of metadata elements to
describe each talk, which includes title, description, tag, transcript, speaker, and view
counts (See Table 1 for the available metadata fields). “related_tags” is a set of sub-
ject terms TED uses to index the talks, which is akin to subject headings in the con-
text of human indexing. In contrast, the description and transcript provide a free-text
representation of the video content.

Table 1. Metadata for TED Talk videos

Fields

Basic information ID, talk_id, talk_name, video_type_name, event, view_count, duration,
recording_date, published_timestamp, language

About speaker number_of_speakers, speaker_id, speaker_name, speaker_description,
speaker_who_he_is

Content related_tags*, talk_description*, speaker_why_listen*, transcript*

* fields used for this research

There is a total of 464 tags representing various subjects covered in the talks. Each
talk is indexed by, on average, 7.48 tags. Figure 1 shows the tenmost frequently used tags
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in different periods, which gives an indication of how the subjects of the talks evolved.
In the early years, the talks about technology, design, and science dominated; in the later
years, with the rapid growth of talks published, topics related to global issues, society,
and social change also gradually raised to prominence.

Pre-2000

2000-2010 

2011-2020

Fig. 1. Most frequently used tags

2.1 Construction and Filtering of Co-word Network

A co-word network was constructed based on the co-occurrence patterns of the tags in
the metadata. An edge is created whenever a pair of tags co-occurs in the “related_tags”
field of a talk. The edge weight was determined by the inclusion index [12].

Iij = Cij

min(Ci,Cj)

where Cij represents the co-occurrence of ti and tj, and Ci and Cj represents the
occurrence of ti and tj, respectively.
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The Leuven modularity-maximization algorithm [13] performed on the initial net-
work yielded a low modularity value of 0.251 and six classes. A low modularity score
indicates the network is not well-delineated. To enhance the resolution and interpretabil-
ity of the resulting classes, filtering procedures were performed on the initial network.
Following [7], we experimented with different filtering parameters with the goal of
achieving both high modularity and class interpretability (See Table 2 for different fil-
tering criteria and resulting modularity values). The highest modularity value of 0.712
was researchedwith the term frequency threshold at one and edgeweight at 0.7, resulting
in thirteen classes of closely connected tags. The most prominent tags within each class
were then used to interpret its topic. We will detail the interpretation of each modularity
class in the result section.

Table 2. Different filtering parameters and the resulting networks

Occurence ≥ Inclusion index Nodes
remain

Edges
remain

Modularity Number of
modularity class

1 0.7 201 (43.32) 297 (1.04%) 0.712 13

2 0.5 369 (79.52) 853 (3.00%) 0.690 12

3 0.5 364 (78.45) 828 (2.91%) 0.690 12

4 0.5 358 (77.16) 811 (2.85%) 0.692 13

2.2 LDA Topic Modeling

Two corpora, one combined the free-texts in the “talk_description” and
speaker_why_listen” fields (henceforth “description” corpus), and the other, the free-
texts in the transcript, were used for our topic modeling analysis (See Table 3 for the
descriptive statistics).

Table 3. Descriptive statistics of the corpora analyzed

Medium Average SD (word types)

Description 215.00 214.91 110.34 1509

Transcript 1967.00 2071.69 1226.62 3764

After tokenization and lemmatization, LDA topic modeling was performed on the
two corpora. Based on coherence scores and interpretability of the topics, 25 topics were
chosen for the description and 40 for the transcript.
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Fig. 2. Coherence scores at different numbers of topics for description (left) and transcript (right)

The labeling of the topics was based on two pieces of information, the ten most
probable terms within each topic and the five talks it has the highest presence. Detailed
procedures for topic interpretation and labeling will be given in the results section.

3 Results

3.1 Co-word Network Modularity Analysis

We labeled each of the thirteenmodularity classes by its nodes with the highest weighted
node degrees. Seven of the modularity classes contain just one most prominent tag,
including M0 “Design,” M2 “Science,” M3 “technology,” M4 “Ted-ED,” M8 “Music,”
M10 “Ocean,” M11 “Education.” The rest of the classes were named considering sev-
eral most prominent tags, such asM7 “Climate & Environment,” M9 “Nature,” andM12
“Arts” (See the first column in Table 7 for the full list of the classes). The topics that
include the highest percentage of tags are M2 “Science” (56%), followed by M5 “Busi-
ness and Economy” (19.9%), M3 “Technology” (17.41%), and M1 “Health” (10.95%)
(See Fig. 3 for the network visualization).

3.2 LDA Topic Modeling

The ten most probable terms in each topic were used to help us interpret its meaning. In
addition, the topfive talksmost associatedwith a topicwere also used for disambiguation.
For example, Table 4 shows the five typical talks, their related tags, and the ten high
probability terms in T0 in the transcript corpus, which was thus labeled “genetics.”
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Fig. 3. Visualization of the modularity classes and their associated tags

Table 4. Information about the top five typical talks and the most probable terms in T0

talk id Talk name Related tags Ten high-probability terms
within the topic

39689 Can we cure genetic
diseases by rewriting
DNA?

[‘biology’, ‘CRISPR’,
‘genetics’, ‘science’,
‘disease’, ‘technology’,
‘future’, ‘molecular
biology’, ‘innovation’,
‘biotech’, ‘health’, ‘virus’]

gene, dna, genetic,
evolution, sequence,
biology, genome, protein,
DNA, code

331 DNA folding, in detail [‘DNA’, ‘MacArthur grant’,
‘creativity’, ‘nanoscale’,
‘physics’, ‘science’,
‘technology’]

1213 DNA clues to our
inner Neanderthal

[‘DNA’, ‘biology’,
‘evolution’, ‘science’]

(continued)



146 L.-T. Hung et al.

Table 4. (continued)

talk id Talk name Related tags Ten high-probability terms
within the topic

23058 The radical
possibilities of
man-made DNA

[‘genetics’, ‘science’,
‘invention’, ‘technology’,
‘biology’, ‘DNA’, ‘future’,
‘synthetic biology’,
‘medicine’, ‘medical
research’, ‘bioethics’,
‘biotech’, ‘molecular
biology’, ‘nature’]

863 Watch me unveil
“synthetic life”

[‘DNA’, ‘biology’,
‘business’, ‘genetics’, ‘life’,
‘science’, ‘technology’]

Following the same heuristics, we could interpret and label the topics present in the
description (See Table 5) and transcript corpora (Table 6).

Table 5. Naming of the topics modeled on talk description

Topic Most probable terms

D0 Space exploration Earth, mission, space, planet, map, universe, NASA, fly, Australia,
Robert

D1 Human right woman, activist, justice, movement, Women, violence, law,
campaign, gender, race

D2 Green architecture city, building, urban, architecture, architect, small, side, local, large,
Green

D3a TV & Films film, series, David, documentary, produce, tv, BBC, John,
television, production

D4 Global Economy member, Global, World, president, President, list, International,
board, chair, Economic

D5 Education teach, school, student, education, program, teacher, kid, college,
class, passionate

D6 Letters Times, language, publish, journalist, writing, writer, Journal, Street,
magazine, editor

D7b Scientific research National, receive, Center, Institute, Science, Research, Fellow,
School, Harvard, American

D8 Psychology question, Anderson, Addison, society, answer, psychology, Studio,
choice, shape, psychologist

(continued)
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Table 5. (continued)

Topic Most probable terms

D9 Arts art, artist, Museum, Art, visual, document, collection, photo,
culture, Arts

D10 Data Sciences datum, number, fact, present, set, step, animation, data, point, trend

D11 Sustainability climate, energy, water, problem, sustainable, solution, solve, low,
cost, plan

D12 Management business, innovation, entrepreneur, strategy, management, Business,
industry, ceo, firm, China

D13 Engineering MIT, computer, designer, material, engineering, device, Lab, kind,
engineer, form

D14 Family child, family, love, speak, age, mother, bear, struggle, parent, father

D15 uninterpretable_1* Chris, Paul, success, Bill, individual, foundation, lay, early,
organize, radical

D16 uninterpretable_2* day, death, funny, read, single, hard, history, person, rule, dream

D17 Refugee food, open, war, attention, deliver, end, Scott, eye, pay, refugee

D18 Gaming animation digital, video, game, internet, online, reality, platform, web,
medium, user

D19 Health health, disease, care, Health, medical, cancer, medicine, patient,
drug, doctor

D20 Music play, performance, sound, perform, song, tour, stage, audience,
musician, album

D21 Neurosciences brain, scientific, behavior, understand, lab, physics, memory,
experiment, scientist, biology

D22 AI robot, machine, car, intelligence, thing, knowledge, AI, robotic,
analysis, artificial

D23 Poverty economic, Africa, government, policy, financial, poverty, security,
conflict, poor, East

D24 Preservation animal, ocean, protect, specie, natural, plant, de, ancient, land,
nature

a The typical talks in D3 are about documentaries of nature preservation
b The typical talks in D7 are about the scientific research on mental health and sleep

Table 7 juxtaposes the resultant topics produced by the three procedures. Topic mod-
eling tends to extract topics of higher granularity, consistent with previous findings using
subject headings and free-text side-by-side for the purpose of mapping sciences [11].
In most cases, a tree-like hierarchy can be drawn from the broader category generated
by co-word analysis to the narrower, more specific subjects extracted by topic mod-
eling. For example, M2 “Science” can be further split into D7 “Scientific research,”
D0/T19” Space exploration,” T0 “Genetics,” T13 “Biochemistry” and T21 “Meteorol-
ogy,” Similarly, topics modeled on the transcripts also tended to more precise than those
modeled on the description. For example, the topic most associated with the talk enti-
tled “A new way to remove CO2 from the atmosphere” in the description model was
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Table 6. Naming of the topics modeled on transcript

Topic

T0 Genetics gene, dna, genetic, evolution, sequence, biology, genome, protein,
DNA, code

T1 Development China, India, chinese, West, Asia, East, western, indian, North,
Brazil

T2 Math & puzzle puzzle, complexity, boundary, metaphor, flow, communicate,
interaction, sum, dynamic, graph

T3 Emotion/Personality emotion, happiness, desire, emotional, personality, joy, meaning,
regret, negative, cheat

T4 Cancer cure cancer, tissue, medicine, organ, surgery, tumor, stem, skin, breast,
cure

T5 Family mom, sister, dad, wife, cry, brother, husband, hate, anger, angry

T6a Mythology ancient, king, hero, stone, gold, myth, god, Rome, greek, narrative

T7 Conflicts military, weapon, conflict, soldier, War, security, gun, bomb,
Afghanistan, Iraq

T8 Mental health stress, pain, mental, depression, disorder, anxiety, illness, loss,
medication, symptom

T9 Diet coffee, drink, taste, cook, milk, meat, restaurant, meal, diet, cup

T10 Plants/animals bird, bee, insect, ant, elephant, flower, monkey, cat, dinosaur, wild

T11 Management meeting, failure, manager, confidence, leadership, lesson, mistake,
executive, advice, employee

T12 Traffic safety roll, ride, seat, finger, plane, flight, ball, airplane, shoe, crash

T13 Biochemistry chemical, bacteria, molecule, oxygen, microbe, compound, gut,
spider, chemistry, enzyme

T14 Infectious diseases virus, vaccine, HIV, infection, infect, malaria, epidemic, pandemic,
antibiotic, flu

T15 uninterpretable_1* tv, John, player, sport, television, show, Paul, David, laugh, athlete

T16 Ocean ocean, fish, sea, boat, ship, coral, shark, swim, whale, reef

T17 Arts film, artist, paint, photograph, painting, beauty, museum, theater,
photo, scene

T18 Human rights violence, gender, gay, identity, immigrant, racism, racial, racist,
slavery, abuse

T19 Space exploration universe, star, particle, galaxy, hole, physics, quantum, telescope,
sky, atom

T20 Internet Google, web, Facebook, content, online, website, digital, app, user,
Twitter

(continued)
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Table 6. (continued)

Topic

T21 Meteorology ice, Mars, mountain, satellite, cloud, temperature, cold, cave,
weather, heat

T22 Letters English, letter, card, speaker, text, page, sentence, author, cartoon,
translate

T23 Renewable energy CA, nuclear, electricity, solar, vehicle, battery, electric, engine,
Chris, wind

T24 Crimes police, prison, crime, legal, court, criminal, justice, jail, officer,
arrest

T25 Reasoning argument, moral, bias, argue, participant, assumption, opinion,
debate, FALSE, objective

T26 Learning learning, classroom, grade, university, professor, graduate,
University, School, training, peer

T27 Carbon emission carbon, oil, gas, plastic, emission, environmental, waste, CO2,
forest, coal

T28 Democracy democracy, vote, election, citizen, politic, president, politician,
campaign, flag, democratic

T29 Economy financial, income, bank, invest, fund, wealth, profit, investment,
capital, economist

T30 Engineering designer, print, fold, electronic, 3d, glass, chip, camera, prototype,
laser

T31 Performance �, song, dance, noise, poem, sing, instrument, musician, poetry, ear

T32 Robots robot, leg, robotic, muscle, limb, cord, wheelchair, drone, soft, joint

T33 Agriculture innovation, farmer, farm, worker, factory, production, brand, patent,
consumer, supply

T34 Poverty poverty, refugee, african, village, aid, continent, Kenya, Nigeria,
Africans, corruption

T35 Sex/Reproduction sex, male, female, %, birth, smell, sexual, hair, mosquito, pregnant

T36 Neuroscience signal, neuron, dog, consciousness, electrical, perception, cortex,
visual, neural, activate

T37 AI artificial, intelligence, AI, algorithm, mathematic, predict, math,
mathematical, square, match

T38 Religions religion, compassion, religious, faith, honor, grandmother, tribe,
tradition, soul, muslim

T39 Architecture architecture, park, urban, neighborhood, City, San, architect, bus,
Francisco, housing

a The talks on the topic of mythology mostly belong to TED-ED series
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D11“sustainability.” IIn contrast, in the transcript model, it was T27 “Carbon emission,”
which is more specific to the subject of the talk. There were also cases where a talk was
assigned different topics when different corpus was used. For example, for the talk “The
best stats you’ve ever seen,” the transcript model identified T2 “Development” as the
most important topic. In the description model, it was more correctly assigned the topic
of D10 “Data Sciences,” as the speaker Hans Rosling was using demographic data of
countries at different development stages to demonstrate the power of data visualization.

Cosine similarities between topics uncovered by the three procedureswere calculated
and visualized in Fig. 4, 5, and 6.

Table 7. The topics generated by three topic extraction procedures

Co-word network Topic modeling (description) Topic modeling (transcript)

M0 Design & architecture D0 Space exploration T0 Genetics

M1 Health D1 Human rights T1 Development

M2 Science D2 Green architecture T2 Math and puzzles

M3 Technology D3 TV and films T3 Emotions & Personality

M4 TED-ED animation D4 Global Economy T4 Cancer cure

M5 Business & Economy D5 Education T5 Family

M6 Neurology D6 Letters T6 Mythology

M7 Climate & Environment D7 Scientific research T7 Conflicts

M8 Music D8 Psychology T8 Mental health

M9 Nature D9 Arts T9 Diet

M10 Oceans D10 Data sciences T10 Plants & Animals

M11 Education D11 Sustainability T11 Management

M12 Arts D12 Management T12 Traffic safety

D13 Engineering T13 Biochemistry

D14 Family T14 Infectious diseases

D15 *uninterpretable_1* T15 *uninterpretable*

D16 *uninterpretable_2* T16 Ocean

D17 Refugee T17 Arts

D18 Gaming and animation T18 Human rights

D19 Health T19 Space exploration

D20 Music T20 Internet

D21 Neurosciences T21 Meteorology

D22 Artificial intelligence T22 Letters

D23 Poverty T23 Renewable energy

D24 Preservation T24 Crimes

(continued)
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Table 7. (continued)

Co-word network Topic modeling (description) Topic modeling (transcript)

T25 Reasoning

T26 Learning

T27 Carbon emission

T28 Democracy

T29 Economy

T30 Engineering

T31 Performance

T32 Robots

T33 Agriculture

T34 Poverty

T35 Sex/Reproduction

T36 Neurosciences

T37 Artificial intelligence

T38 Religions

T39 Architecture

Fig. 4. The topic similarity between co-word analysis and topic modeling on description
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Fig. 5. The topic similarity between co-word analysis and topic modeling on transcripts

Fig. 6. The topic similarity between talk description and transcript models

However, some topics extracted by topicmodeling cannot be readily subsumed under
the broader categories. Topics uncovered uniquely by topicmodelingwere highlighted in
Table 7, which shows that, firstly, topic modeling on transcript produced the highest term
specificity. Secondly, these uniquely identified terms are mostly about social issues and
humanities, for example, D1/T18 “Human rights,” D14/T5′′ Family,” “D23 Poverty”,
D17 “Refugee,” T7 “Conflicts,” T28 “Democracy,” and T38 “Religions.”
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4 Discussion and Conclusion

In this study, we experimented with different automatic topic discovery methods on
the TED Talks. The presence of subject terms and free-text contents of the TED Talks
affords us a unique opportunity to explore different topic-extracting techniques on dif-
ferent elements of its metadata. Specifically, co-word network analysis was applied to
the human-assigned tags. This is done by, firstly, constructing a co-word network based
on the cooccurrence patterns of the tags. Modularity analysis, an algorithm that detects
groups of densely connected items, was then performed on the resulting network to
identify the main themes. Tags with high centrality within each modularity class were
used for interpreting the meaning of the class. For the free-text, LDA topic modeling
was applied separately to the description and transcript to reveal topics in the contents.
Besides highly probable terms in the topic, the talks that included the topic as its major
topic were also used to help interpret its meaning. Both co-word network analysis and
LDA topic modeling proved to be effective in identifying major themes in the Ted Talks.
While both methods require human interpretation and naming of the topics produced,
topic modeling was more efficient and identified topics with greater specificity. In addi-
tion, topic modeling was able to identify topics beyond the broad categories generated
by the co-word analysis. This is even more apparent in the transcript model, which
uncovered the most unique topics. Interestingly, the topics uniquely identified by topic
modeling were mostly related to social issues and humanities. This might be due to
TED’s expanding its scope beyond its earlier emphasis on technology, entertainment,
and design to social, political, and humanitarian issues. One of the possible reasons is
that terms contained in the free-texts were more current and specific than the human-
assigned tags. It is not to say that co-word analysis does not have its merits. Though
less precise, it gives a bird-eye view of the domain, which affords fast comprehension of
its major topics and their relationships. Another interesting aspect of our finding is that
althoughmodels built on the description and the transcript generated comparable results,
there were also discrepancies between the two. In scientometrics, the difference between
the description and the transcript of a talk is akin to that between the abstract and the
full-text of a journal article. Future studies can be done to examine how comparable the
topics extracted from the abstract and the full-text are.
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Abstract. This work presents the results of a pilot study for emotion evocation
to explore the customer journey in a departmental store to detect possible friction
points using biosignals and a retrospective verbalization. Our proposed methodol-
ogy relies on the assumption that states how episodic memory elicits recollection
of past events, thus, the previous emotional state of that specific event, providing a
more efficient and vivid approach to measure their experience in a controlled envi-
ronment. The present methodology is based on video-recording the participant’s
purchase journeys at the store, subsequently using the mentioned recording as
visual stimuli to measure and report the emotional journey (as-is) based on quan-
titative data acquired by the use of an electroencephalograph (EEG). This data
was complemented by retrospective interviews in order to build a solid compre-
hension of the user’s journeys and their interactions with the services. The results
obtained through these tests (n = 3) offer measurable genuine reactions towards
their personal journey through the store, areas of friction, and key interactions
during critical stages of their journey such as the payment system failures, crucial
interactions, and the presence of the store employees, along with the imperative
store’s infrastructure to offer a homogeneous in-store experience.We present these
results despite the limitations of the study (sample size) due to the potential of the
methodology and expect that more researchers can expand our findings.

Keywords: UX Research · EEG · Emotional Journey · Customer Journey ·
Episodic Memory · Human computer interaction (HCI) · Bioinformatics ·
Laboratory experiments

1 Introduction

One of the main objectives of business organizations is that customers can access their
value proposition. However, they can only access them through the interaction of the
different spheres that conform to the offered service [21]. These spheres may include
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interactions with technological interfaces such as digital applications or web pages, and
human-human interactions, with systems and operational processes to complete a certain
task. The integration of all interactions in these spheres and their consequences for the
individuals result in the user experience [15, 17]. Therefore, it is necessary to ensure
that all of them are working properly. To achieve this, it is indispensable to know which
are the key points of friction or rupture through all interactions employing research
processes.

The user experience can be categorized into different levels of an individual’s rela-
tionshipwith a company; the single interaction level reflects the experience of an individ-
ual who has used a single device to perform a specific task. The journey level captures
the complete experience of a user to achieve a goal and can be made up of multiple
interactions between channels or devices. The main phases of a typical journey are; the
need for recognition, information search, evaluation of alternatives, purchase decision,
and post-purchase behavior [21]. The last level, the relationship level, refers to the inter-
actions between a person and the company throughout the life of the customer-company
relationship [19]. To create memorable experiences and ensure that they not only meet
but exceed user expectations, at any level of relationship with companies, they must be
known and understood in their entirety. Understanding the experience in this way will
help us to identify the needs of stakeholders and not just customers [10].

Among the methods used for this purpose, it can be found effective tools such as the
so-called journeymaps. This type of human-centered tool (HCT) helps to understand the
interactions that users have with other stakeholders by visualizing the interrelationships
of people over time between the service channels and the users. A journey map not
only includes the steps where individuals interact with the services but also reveals
the key steps of an experience. Journey maps help to find gaps in user experience and
explore potential solutions. This tool can be used to visualize existing processes (as-
is) like a sequence of events, moments, experiences, interactions, or activities. Journey
Maps make intangible experiences visible and facilitate a common understanding point
and offer possible solutions [21]. Nevertheless, data collection methods for these types
of tools usually include interview methods and retrospective verbalization protocols,
so that the information collected may be biased by the user. That is, for researchers
to fully understand users’ interactions with the services they offer, they rely on the
user to consciously recall and acknowledge the processes they underwent. This can be
difficult when talking about a journey in a physical store, where there is not a completely
controlled environment for observation.

This pilot study aims to offer an alternative to end-to-end knowledge through the
analysis of psychophysiological data acquired through biosensors. The advantage of
these is that the psychophysiological reactions elicited by the interaction of the users
in the journey offer quantitative information that does not rely on the consciousness of
the actions of each individual. The methods presented are based, like the retrospective
verbalization protocols, on the evocation of memories and therefore emotions for the
tracking of the journey through biosensors.

Thanks to the evocation of emotions and interactions it could be possible not only to
measure in a more reliable way the experience in a physical place, but on digital screens
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by placing users in a specific context. Therefore, now we could evaluate more com-
plex interactions and elicited emotions by the users due to cultural, social or individual
contexts with the EEG. These evoked emotions could be reported robustly without the
traditional worries that come with EEG signals like mobility of the equipment, travel
costs, BCI Illiteracy [3] and those derived from the active interaction: user’s movement,
noise in the signals and artifacts, which need to be removed by the researchers; this is
our main contribution to the field of HCI.

1.1 A Glimpse into Human Memory

Human memory can be divided into two main categories; short-term memory, which is
defined as that memory that we can access only when we are aware of specific actions
or events that have occurred within a short period, and declarative memory or long-term
memory, which is that which we can access even when we are not aware of the actions
performed and the period of occurrence of the events may dwell in a place far away from
the present [24].

Declarative memory is categorized into three areas; semantic, which refers to the
association of events with meanings, this kind of long-term memory can be abstract and
are not context-dependent [4]; procedural, which has to do with that type of memory
that we acquire through the constant practice of some activity [12] and episodic mem-
ory. In this case, the study was oriented toward the third area of long-term memory,
episodic memory, which is defined as that type of memory that consciously elicits past
events conceptualized in the first person (events personally experienced by the indi-
vidual) in a specific Spatio-temporal context [18], that is, the evocation of past events
conscious defined by a specific cognitive state; by temporal circumstances, by spatial
circumstances, and by the affective state. The importance of the emotional state in which
individuals are at the moment of memory fixation is evident when it is noted that people
do not remember just any events, but those that carry an intrinsic emotion [2, 7, 24, 25].

1.2 Episodic Memory and Emotional State

Some authors show evidence of the close relationship between memory and cognition
with the emotional state of individuals [2, 8, 18]. In this sense, the emotional state can
be understood as the sum of complex psychophysiological patterns in the brain and
body derived from the response to external events or objects perceived through sensory
activity, whether this response occurs in real-time or is retrieved from memory [5, 13].
The existence of the emotional state and its change endows individuals with the ability
to assign values, either positive or negative, concerning a psychosocial belief system to
the events they experience, and this in turn mediates the way they interact with their
environment [7].

Thus, cognitive processes, and memory, rarely occur completely independently of
emotional processes. Memory and emotions are affected in both directions, in other
words, cognitive processes can mediate and evoke emotions, just as an emotional
response can evoke memories. In the case of episodic memory, this type of memory
mediates complex emotions. Recalling past events in a specific context should evoke the
emotional experiences associated with this event, which in addition would generate the
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emotional state that the subject experienced from the event in question. This is because
the limbic system, the one that processes emotions, is related to memory processes
through two types of somatic markers [2].

Therefore, two types of somatic markers contribute to the experience of emotions,
the first are those markers that are learned or are innate, the second, and the most relevant
for this pilot study, are those markers that cause emotional states thanks to the retrieval
of information stored as memories [5].

1.3 Evoking Emotions Through Episodic Memory

According to Ellard [8] it is not enough that an emotional state is recalled, but the
environment and the context bywhich it is recalled influence the quality of the experience.
In this sense, the evoked episodes are more vivid when the same contextual conditions
are available to the individual during the memory creation process [2]. There is evidence
that recall of personal experiences through stimuli that are recognized as personal evoke
more complex emotions [8].

Likewise, the methods for evoking episodic memories and emotional states directly
affect the quality of the information collected for study. Hu [13] divides the two types
of stimuli used to evoke these, internal stimuli where there are no external stimuli to
induce a memory, for example, guided recall practice, and, on the other hand, external
or media-based stimulation. The second category refers to those stimuli that come from
a source outside the individual, such as photographs, audio, or video [18]. When talking
about the study of emotions at the laboratory level, media-based studies are usually
chosen because these types of stimuli evoke responses automatically and the bias of the
participants tends to be lower than in guided recall activities [8].

Therefore, if it is desired to elicit memories and emotions as closely as possible to
the moment in which the event was experienced, it is important to achieve an ecolog-
ical environment that emulates as closely as possible the environment experienced by
the individuals. Several authors have suggested that the best source to recall emotions
is video, since this creates environments of high intensity and emotional complexity,
offering greater stimulation in a more efficient manner and with a much more vivid
approach in a laboratory environment; where participants have a greater sense of sub-
stitution of the environment and a faster response to the materials presented [8, 13, 18].
In addition, the video material can be complemented with meaningful audio, congruent
with the recording, to increase the effectiveness of the evocation, creating a conducive,
ecological and familiar environment for the participant to recall these events with the
emotional states involved.

1.4 Methods for Emotion Quantification

The method by which emotional information is obtained also plays an important role in
ensuring the quality of the data. Usually, the analysis of the emotional state of individuals
is based on self-reported information that gives researchers an idea of what is happening
as long as the user is aware of this.

In addition to the self-reported emotional state, there is another way to obtain infor-
mation about the emotional state of individuals, which refers to the measurement and
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analysis of physiological indices through biosensors. In general, biosensors are used to
measure spontaneous physiological changes due to the psychophysiological change of
individuals in reaction to external stimuli, and these measurements have the advantage
of greater consistency between individuals [13].

Finally, some of the most commonly used physiological parameters for the quan-
tification of psychophysiological and emotional states refer to the change in cardiac
variability (HRV), the change in respiratory rate (RFV), or the change in electroder-
mal skin response (EDA). Spontaneous physiological changes in these indices are often
related to cognitive and emotional responses [1, 6, 16]. However, from a neurophysiolog-
ical perspective, electroencephalography (EEG), a method mediated by a non-invasive
device, can provide information about electrical changes in the brain more accurately
and in real-time, without being mediated by some other type of limbic system mecha-
nism bymeasuring the electrical activity of the cerebral cortex under different emotional
states [16]. The information retrieved from the EEG can provide information about the
mental and emotional processes that lead to certain behaviors.

1.5 Similar Studies Measuring Emotions

An emerging need for product and service evaluations has been measuring emotions in
real time, with short times being the most accurate because of the difficulty involved
in measuring them beyond a few hours [20]. The Emotiv EPOC+, biosensor used in
this pilot, has been used in different studies: such as the one by Zabcikova in 2018 [28]
to measure the performance metrics, using the software company, in relation to visual
and auditory stimuli; in addition to the use in measuring stress in architectural virtual
environments [9].

Other EEGs have also been used to localize frontal brain regions during the memory
development process, as well as to explore other important factors related to long-term
memory and its remembering [11]. Also using these devices, it has been found that there
is a greater effect on user experience when combining sounds and video, compared to
using only one type of stimulus [26].

2 Materials and Methodology

2.1 Participants

The sampling method used for this pilot study was non-probabilistic, by convenience.
This study was open to any individual who was a customer of the evaluated department
store, in this case being residents of the city of Puebla, Mexico, in an age range between
18 to 60 years old; it was also required that they had the availability to attend the different
stages of the study in person. The exclusion criteria for the study were that participants
must not have any self-reported neurological condition or be under anymedical treatment
that would interfere with the acquisition of electroencephalographic signals and that they
should not present BCI Illiteracy [3]. From this sampling method and due to the pilot
characteristics of the study the sample size consisted of two females and one male (n =
3, avg 31.4 years old) in which an in-store test and a biometric test were applied.
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2.2 Procedure

Recording of Stimuli. Prior to the in-store trial, a technical test was carried out. It was
verified that each one of the participants did not present BCI Illiteracy [3], meaning they
were not part of the 20% of the population whose neurological signals could not be
recorded by an EEG. This was performed in order to avoid complications of readings
in the second part of the trial and ensure reliable signals during the interviews. In case
of having valid readings, the test was continued, in case of not having readings, the
participants could not be considered within the sample, since there would be no EEG
readings.

Once the technical test with EEG was performed and the signals obtained were
validated, their experience in the store was recorded using a GoPro HERO9 Black with
a harness on the chest, as evidence of their journey through the store, which would
be used the next day to evaluate their journey biometrically. The participants’ journey
consisted of typical journey that many clients do on a regular basis, which consisted of
the following activities:

• Need recognition: The participants looked around the store for products they wanted
without exceeding 500 Mexican pesos.

• Information search: During their search, they were allowed to interact with every
information point, including the store employees.

• Evaluation alternatives and Purchase decision (user’s choice): The participants indi-
cated when they were ready to pay for the items selected through the product
search.

• Product Payment: The participants pay their items by interacting with the store
employees and ended when the articles were given to them.

• Post-purchase behavior: the participants interacted with the systems and employees
after the purchase.

The participant’s journey could be summarized in three broad moments which
include the before-paying phase (Need recognition, Information search, Evaluating
alternatives, and Purchase decision), the payment phase (Product payment), and the
after-payment phase (post-purchase behaviors).

After the observation test in the department store, the videos of the three participants
were transferred to a computer, to be used in the next phase of the study. The second
phase of the studywas conducted at the offices of Sperientia: [Studio+Lab]® a day after
the in-store trial, where the participants were fitted with the EEG headset model EPOC+
of the EMOTIV brand, where they watched the aforementioned videos, to measure
performance metrics obtained through the EEG. In addition, retrospective interviews
were also conducted to complement the information retrieved from the readings obtained
by the biometric device in order to understand the complete customer journey of the
participant.

Retrospective Interview with EEG about the Store Experience. Interviews were
conducted along with the observation test with EEG model EPOC+ by Emotiv. The
observation test used as stimuli the video recordings of each participant along their
purchase journey. The EEGwas used to observe the emotional reactions of their journey.
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The data obtained was stored at an internal server from Emotiv, for future processing,
lecture, and interpretation.

To ensure the reliability of the signals, participants were asked to go to the test
without hair products, not wearing any metal accessories on their ears or neck; keep
the cell phone and any electronic device in airplane mode, or turned off, as far away as
possible from the EEG. Participants were also asked to limit their head movements to
reduce and/or eliminate noise in the signals caused by electronic devices or movement
of the participant, respectively.

A baseline was used in the study, as a reference, to measure the relative changes in
emotional states concerning the participant’s baseline. During the baseline, participants
were asked to try to relax as much as possible for 60 s with their eyes open and to repeat
this process with their eyes closed for the same period.

Themain analysis toolwas the performancemetrics graphs associatedwith emotional
states, especially those related to task stress. These are provided byEmotivPROsoftware;
the emotional spectrum obtained is explained below:

• Stress (ST) is a metric of comfort with the current task. High stress can result in the
inability to complete a difficult task, feeling overwhelmed, and fearing the negative
consequences of failing to meet task requirements.

• Engagement (ENG) is perceived as awareness and conscious attention to task-related
stimuli. It measures the level of immersion at themoment and is amixture of attention,
and concentration that contrasts with boredom.

• Interest (VAL) is the degree of attraction or aversion to the current stimulus,
environment, or activity and is commonly referred to as valence.

• Excitement (EXC) is a feeling with a positive value. It is characterized by activation
of the sympathetic nervous systemwhich results in a range of physiological responses
including pupil dilation, eye-opening, sweat gland stimulation, heart rate, increased
muscle tension, blood redirection, and digestive inhibition.

• Concentration (FOC) is a measure of attention to a specific task. It measures the level
of depth of attention, as well as the frequencies at which attention shifts between
tasks.

• Relaxation (MED) also known as meditation, is a measure of the ability to shift
concentration and recover from intense concentration.

3 EEG Data Interpretation

The data collected by the EMOTIV PRO software is represented in a simplified scale
with a range of 0 to 100 points. There is also the baseline, which refers to the lack
of stimulation or conscious rest of an individual, to be compared with situations by
measuring the change between the signal at the desired time for the initial normal values
marked by the baseline for each human being.

Each individual presents different performance metrics, either by their mental state
on that day, or session, up to the moment of obtaining data, so the baseline allows
an understanding of the current resting state of each participant and a comparison.
Therefore, due to the different metrics in each individual, it is not possible to have a
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standardization of performance metrics. However, it is possible to measure the change
in these metrics over time when different stimuli are presented, then a comparison is
made between the baseline and some other relevant event to observe the change in the
metrics.

4 Results

Applying the emotion evocation pilot methodology, the customer experience at the store
could be measured by the aggregation of Emotiv’s performance metrics through the
shopping journey. Since these results only use information from 3 participants, it allowed
the researchers to identify problems on the customer journey experience on the retail
store on one of its locations. The results are depicted like radar charts, which are formed
by 6 axes. Each axis represents a performance metric variable, and each set of data is
represented by a color. These figures are used for a better lecture.

4.1 Payment System Importance for the Customer Experience

It was observed that while the participants recalled their payment journey, the three
observed their problems when they tried to pay by credit card. The performance metrics
showed a stress increase after the store staff stated the issue with their payment system
(yellow color and squares in Figs. 1 and 2).

Additionally, relaxation, which represents the ability to change focus and switch
between tasks; all the participants upon completion of the payment journey (green color
and circles) had a low level of this metric compared to the point of the statement of
the crash pay system. This could indicate that the experience of this failure generates
stress that remains after the payment journey is completed (Figs. 1 and 2). Without this
methodology, it would have been difficult to find this reaction to the error or crash in the
payment system.

On the other hand, the three participants showed an increase in their interest levels
while the payment task in the journey was recalled. This metric can note aversion or
attraction to a stimulus. In this case, it could be taken on aversion, as indicated by the
aforementioned metrics.

As shown in Figs. 1 and 2, it is possible to observe an increase in stress along all
three (3) participants. This increase was observed during the payment procedure, where
in all three participants, the system failed and didn’t allow them to pay with anything
except cash (yellow color and squares).

Furthermore, the performance metrics observed in Fig. 3, excitement, interest, and
relaxation (green color and circles) increased compared with the start levels before the
payment of the items (blue color and triangles). This could mean that the participant
had a conscious positive emotion at the time of the purchase, even though they had to
pay for the items in different store departments. This positive emotion can be related
to a decrease in the excitement level at the moment before and over the purchase. It’s
possible meaning, regardless of the outcome, the excitement still increased, even with
the payment failure.
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Fig. 1. Performance metrics along the payment journey, with system failures on participant 2.
Showing an increase in stress and interest; with stress levels from 38 to 39 points and interest
levels from 47 to 48 points.

Fig. 2. Performance metrics along the payment journey, with system failures on participant 3.
Showing an increase in stress and interest among the participant 3, showing stress levels from 37
to 45 points and interest levels from 47 to 56 points.

Therefore, by using the emotion evocation methodology it was possible to observe
the psychological effects along the journey in the product payment. For this instance,
the negative effects of a payment system failure lead to an increase in stress. This allows
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Fig. 3. Performance metrics along the payment journey, with system failures on participant 1.
Showing an increase in stress and interest among the participant 3, showing stress levels from 37
to 45 points and interest levels from 47 to 56 points.

us to find a possible problem that the chain store can fix and prevent further instances of
bad payment experience for their customers.

4.2 Shortage of Staff Affects Customer Experience

On top of that, it was also possible to observe how the performance metrics change
with the staff presence and their help through the shopping journey. This change in the
performancemetricswas seenwhen the staff attendant brought assistance to a participant
(Fig. 4, blue color and triangles).

Also, it was noted in the data how the presence of staff affected the participants
at an emotional level; a decrease could be observed when activities were carried out
without collaborators (Fig. 4, color yellow and square), and an increase when there was
the opportunity to interact with them (Fig. 5, color yellow and square).

Firstly, in Fig. 4, we can see the journey of participant 1, where the performance
metrics of her sensory reactions to being lost in the store without having a specific
goal (blue color and triangle) were observed. It is possible to see how the lack of store
personnel affects the values of the performance metrics by not observing a collaborator
and reacting to her journey in the store.

The increase in the levels of engagement can be attributed to the concentration
on remembering the task of his trip the day before as the participant observes on the
screen, making him aware of his behavior in the recorded video. Likewise, should also
be emphasized the metrics of their concentration and interest when browsing the store;
they have values that correspond to the interaction with a collaborator (blue color and
triangle), the search for items without a collaborator (yellow color), and the continuation
of their search without a collaborator (green color and circle), respectively. There it’s
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Fig. 4. Performance metrics along the searching journey, with contributor assistance and after
the assistance on participant 1. It is possible to observe an increase in engagement by 13 points
compared to their initial level during their search in the store; a decrease in excitement from 96 to
37 points and in concentration from 82 to 53 points.

Fig. 5. Performance metrics along the searching journey, with contributor assistance and after
the assistance on participant 2. Showing an increase in excitement, from 18 to 25 points; interest
from 45 to 73 points; relaxation from 23 to 43 points.

noted how excitement and focus decrease, having a peak value when the participant
interacts with a staff member and decreasing for the rest of the journey.
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The changes in excitement and concentration allow us to infer how the lack of
personnel caused a loss of excitement and concentration in their search for products,
which could be the cause of a potential purchase at risk of not being completed. The
participants (P1 and P2) commented on the possibility of having help but not receiving
it due either to the lack of presence of collaborators or available personnel. On the other
hand, excitementmeasures the levels of emotion that physiologically showhigh attention
to a task, generalizing along with the exponential loss of concentration, where we can
observe that P1 had a decrease in attention in the search for products when he started a
part of his journey without attention to the customer or showing interest in his present
needs.

In addition, another important sensory metric is the increase in relaxation of more
than half, increasing compared to the baseline when initiating a search for your products.
If possible, the user witnessed an event where their cognitive load was low by not having
something that caught their attention. This could be processed as a positivemetric, but the
emphasis should also be given to the timely cognitive load for decision-making explained
by Victor Yocco [27] in his book Design for the Mind: Seven Psychological Principles
of Persuasive Design; in this case, the selection of items with control reasoning and
normative beliefs could lead them to make a decision which is supported by the context
of being assisted by a collaborator previously knowledgeable in the area of children.

Secondly, Fig. 5 shows how participant 2 was performing tasks 1 and 2, needing
recognition and information search, for about ~40 min, during which no staff inter-
acted with him. As the participant was passing through several departmental areas and
observed several employees, who were seen to be available but not interacting with him.
These conditions give rise to the episodic memory reactions when showing the video to
participant 2, where the values of when he goes through the shoe department (blue color
and triangle) and when he observes a collaborator (yellow color and square).

These increased values of excitement, interest, and relaxation could show that the
cause of these increments is due to the possibility of help beingpresent in the area; causing
the participant to feel more excited or interested in interacting with a staff member. This
may be due to a person’s tendency to have an idea of what they are looking for, allowing
the employee to inquire and present options or recommendations as they see fit. During
this event described and seen in Fig. 5, participant 2 appears to have an increase in
their interest, meaning attention focused on the employee, accompanied by a relaxation
regarding possible confidence in having a person available for his or her search. The
potential of offering options from an experienced or knowledgeable store employee
could allow the customer a short and concise trip.

To conclude, the described results have the potential foundwith the emotional evoca-
tion methodology, offer new ways to explore the customer experience, to find significant
insights into critical points of the journey, and help to show some emotions difficult to
express to the participants in the cultural or educational context. In the pilot study, it was
possible to observe the emotional reaction to the crash of the payment system during
task 4, product payment, and on tasks 1 and 2, need for recognition and information
search, how the employees play an important part in the experience with their presence
and aid to the customers.
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5 Discussion

First, it was observed that the participants had common friction points throughout the
shopping journey. The inability to pay by credit card, possibly derivatives in increases
of stress and aversion to the experience. This could mean a possible negative emotion,
that would result in an unpleasant experience and a potential dropout of the purchase or
loss of loyalty from regular customers.

Another observation was the possible effect of the presence and companionship
of the store staff throughout the shopping journey. The absence and lack of aid from
them, generate a general decrease in the performance metrics, while the opposite stimuli
increase them. Highlighting the importance of the store staff for the customer journey is
vital for a better shopping experience.

The implementation of performance metrics with EEG (Emotiv EPOC+) had a posi-
tive impact on the analysis, as it was complemented with more usual methods to measure
customer experience. This is amajor element of change because it doesn’t rely only on the
self-report of experience of the participants [13]. The information collected by the pro-
posed research method is relevant to building a journey map as described by Stickdorn,
Hormess, Lawrence, and Schneider [21], specifically to know precisely all the stages and
steps of the journey as well as the construction of an emotional journey and a quantitative
dramatic arc and to observe and identify the channels and stakeholders involved in order
to achieve a thoroughly understanding of the user experience. This information allowed
us to conclude how the in-person shopping experience is still critical for department
store customers.

Finally, it is important to note that although the results obtained are not general-
izable, due to the sample size and the contextual specificity of the present pilot, they
are relevant because the proposed methodology allows the detection of possible fric-
tion areas to explore different scenarios, thanks to the combination of different research
methods; usual verbalization, video analysis and analysis of biosignals. Through which
issues could be identified, without the presence of EEG would have been hard or even
impossible to find, since the information obtained couldn’t be expressed through con-
ventional methods like interviews or surveys. This kind of approach could help the
difficult population externalize their thoughts and feelings with service and products;
being an inversion to customer experience research, making room for the improvement
of the store experience. Furthermore, the methods used to identify the population with
BCI Illiteracy [3] before starting a participants’ journeys benefiting from the Emotiv
EPOC+’s portability, could save time and efforts on research expenses.

We assume that the combination of the aforementioned methods and the implemen-
tation of biosignal analysis provide the study with a greater capacity for discoverability
of critical points on the journey, making this method a viable and useful alternative for
the task of user experience research.
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Abstract. The relationship between the performance of movie sequels, the per-
formance of the corresponding original movies and the users’ review sentiments is
actively studied in the scientific community. However, the precise constitution of
this relationship remains unclear due to the complex multidimensional nature of
the problem. In particular, the precise correspondence between the users’ review
sentiments and the topic structure of the reviews (that represents the aspects of the
movie that impacted the sentiment the most) is yet to be fully understood. In this
study, a machine learning topic modeling algorithm (Latent Dirichlet Analysis,
LDA) is performed on the three movies from the Jurassic World franchise. The
analysis is performed on a dataset of reviews gathered from the IMDB website.
The reviews are separated into six datasets – a positive and a negative subset for
each of the three movies. The outputs of the topic modeling are represented as
word clouds of the most salient terms. The subsequent analysis of the word clouds
demonstrates the heterogeneity of the topics within reviews and the nature of the
ambiguity that often complicates the vocabulary-based sentiment analysis. Based
on the results of the topic modeling, using comparative methods we determine the
possible reasons behind the significant decline of the box office performance for
“Jurassic World: Dominion” and the franchise in general.

Our result illustrated that successful sequel would have to be consistent with
other movies of the franchise and to have enough originality at the same time to
receive positive feedback. Future works includes developing an approach that can
leverage the heterogeneity of the LDA-produced topic representations, applying
roBERTa model to handle sentimental analysis, and predicting movie sequel’s
revenue based on machine learning models.

Keywords: Data mining · Topic modeling ·Movie review ·Machine learning

1 Introduction

Better performance of movie sequels compared to the original movies is a well-
established fact that drives the production of franchises and whole cinematic universes
(i.e., Marvel, DC etc.). However, the number of studies on sequel movie revenue pre-
diction is still limited. Additionally, factors such as the changing preferences of the

© Springer Nature Switzerland AG 2023
F. Fui-Hoon Nah and K. Siau (Eds.): HCII 2023, LNCS 14039, pp. 170–180, 2023.
https://doi.org/10.1007/978-3-031-36049-7_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-36049-7_13&domain=pdf
https://doi.org/10.1007/978-3-031-36049-7_13


A Machine Learning Model 171

audience, the level of competition in the film market, and the different approaches taken
by filmmakers and studios to create sequels may also impact the popularity and financial
success of movie sequels. The reasons for the success of movie sequels are complex
and multifaceted, and more research is needed to gain a deeper understanding of these
factors.

It has been shown in research that such variables as the release date, runtime, number
of stars of the original movie on the review websites such as IMDB are relevant in
terms of sequel movies’ revenue prediction. For example, the study [1] demonstrated the
impact of the users’ reviews on the sequel movie by applying the accessibility-diagnosis
framework combined with log-log modeling. Along with those and similar features, that
can be denoted as “definitive” for shortness, textual features have also been shown to
positively affect the revenue prediction accuracy. Namely, sentiment analysis has been
proven to be an effective tool for this and similar tasks. For instance, the authors of the
paper [2] collected movie-related information from IMDb using web crawlers. Based
on applying the sentiment analysis tools to the gathered data, the movie reviews were
quantified to forecast the box office success of a film by combining the quantified data
with the fundamental film information and ambient variables. The authors of the study
[3] also utilized a combination of sentiment analysis with machine learning to forecast
the movies’ box office performance.

Nevertheless, to that end there is still a demand for better variable sets, as well
as predictive methods, that would demonstrate even higher prediction capability. The
machine learning algorithms typically used for the sequel performance prediction are
also limited in literature: the authors mostly consider linear models, support vector
machines or simple fully connected neural networks,without applyingmore complex and
potentially more performant techniques (recurrent neural networks, ensemble methods
etc.).

We propose the following complete processing and exploration pipeline:

1. Gather the reviews from IMDB using the provided API.
2. Separate the positive and negative reviews by the movie’s rating.
3. Preprocess the reviews by removing punctuation and lemmatizing the words.
4. Create a dictionary of stop words by excluding “non-meaningful” word classes (i.e.

prepositions) and several specific words that introduce noise into the topic allocation
model.

5. Using the created dictionary, train the sentence encoder and the downstream
unsupervised machine learning model – LDA.

6. Explore the topic composition of the reviews and combine them into meaningful
aspects.

7. Using the Robustly Optimized BERT Pretraining Approach (roBERTa) sentiment
prediction model, obtain the review sentiments.

8. Apply some machine learning models to identify the causal configurations of the
sequel movies’ performance.

In this study, an experiment is conducted following processing steps from 1 to 6.
Our aim is to explore the potential of the LDA algorithm in the context of movie sequel
performance prediction and to shed some light on the factors that contribute to the
popularity and financial success of movie sequels. Further research will continue to
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be conducted to complete steps 7 and 8 to gain a deeper and more comprehensive
understanding of the correlations between movie success and specific factors, and to
further predict the box office revenue of movie sequels.

The rest of the paper is organized as follows: Sect. 2 provides a review of related
work; Sect. 3 provides an introduction of the proposed method; Sect. 4 presents the
experimental results; and Sect. 5 summarizes themajor contributions and future research
directions.

2 Related Work

Sentiment analysis of the Internet users’ reviews is a major part of many box office
prediction frameworks represented in the literature. For example, The study [4] proposes
a movie revenue prediction model based on sentiment analysis combined with machine
learning. Three main sources were used by the authors to gather data: IMDB, Box Office
Mojo, and YouTube. First, excerpts from the reviews of the first five films in each of five
differentmovie franchises—a total of 25 separate films—were taken. Second, the reviews
were preprocessed by removing the stop words, spelling correction, and de-noising. The
final step was to extract the movies’ budgets, box office receipts, and release dates from
IMDBandBoxOfficeMojo, aswell as to perform sentiment analysis on the preprocessed
reviews.Multiple experiments were further performed on the resulting dataset, including
missing value imputation and revenue forecasting. Four different imputation techniques
were considered: hot-Desk, kNN, IRMI, and the novel method based on inter-sample
differences. The latter was shown to have superior performance compared to the former
three methods. The algorithms used in the revenue prediction included a multilayer
perceptron neural network (MLP), support vector machine (SVM) and multiple linear
regression (MLR). It was demonstrated that MLP does not perform similarly well due
to the small size of the dataset compared to SVM and MLR.

The study by [1] is aimed at determining the causes of sequels’ success, focusing
on the importance of reviews of the first movie. The model of sequel box office perfor-
mance proposed there is based on the accessibility-diagnosis framework and the log-log
modeling method to evaluate the original movie’s impact on the sequel. The authors
demonstrated that the performance of the sequel is directly influenced by the critical
reception of the original movie.

The effects of online reviews of concurrently released competing movies on the box
office and attendance of a focal film were also examined by [5] using field data. The
empirical findings imply that the review rating of a competitor, which is featured on the
same ticketing page as a focal movie, has a negative impact on the box office success
of the focal movie. This work further investigated the heterogeneous effect in the target
movies (sequels vs. non-sequels) and discovered that non-sequels are more strongly
impacted by competitor reviews.

The authors of the study [6] examined the relationships betweenmovie names and the
success of the associatedmovies using textmining and exploratory factor analysis (EFA).
Two movie markets were considered, namely the USA and China. The results showed
that popular movies with remarkable total lifetime grosses had names with contrasting
and comparable patterns of themost commonly used terms, providing important insights
into the preferences of audiences in these nations.
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The paper [7] proposes a component focusing multi-head co-attention network
model for determining the aspects’ sentiments. The model consists of three modules:
(1) extended context, (2) component focusing, and (3) multi-headed co-attention. The
extended context module improves the ability of the transformer encoder to handle
aspect-based sentiment analysis tasks, and the component focusing module improves
the weighting of adjectives and adverbs. This module helps to address the problem of
average pooling, which treats every word as an equally important term. The multi-head
co-attention network combines themulti-word target with the context and builds a strong
correspondence between them. The performance of the proposed model is evaluated in
extensive experiments on publicly available datasets, including the data on restaurant
and laptop reviews from SemEval 2014 and the ACL 14 Twitter dataset. The authors
show that the performance of the proposed model is on par or better than that of the
recent state-of-the-art models.

The authors of the paper [8] investigate customer satisfaction through aspect-level
sentiment analysis and visual analytics using the impact of COVID-19 on the airline
industry as a case study. In that regard the deep learning based sentiment analysis tech-
niques are of special interest. The authors utilize the BERT transformer neural network
in conjunction with discriminative linguistic features. The latter refers to a widely used
set of features used in sentiment analysis, while the former represents a state-of-the-art
deep learning model for many natural language processing (NLP) tasks. The proposed
method was shown to outperform the baseline models (ABSA) and therefore proved
prospective in the review analysis tasks.

The paper [9] proposes a framework for studying the effect of online reviews on
movie box office sales based on aspect-based sentiment analysis and economicmodeling.
The authors gathered reviews and box office statistics from the Box Office Mojo and
IMDb websites. After that, the aspect-opinion pairs were extracted from the reviews,
where aspect is a word or a word combination carrying a meaningful latent feature, i.e.,
“director (PDRP)”, “special effects (SEP)” etc. The extracted aspects were quantified
based on frequency of occurrence and processed with a linear regression model along
with numerical rating features. It was shown that additional textual reviews, both positive
and negative, positively impact the movie revenues, even when the ratings do not have
a strong effect on the box office performance.

In current literature, the use of machine learning algorithms for predicting the per-
formance of movie sequels is largely limited to a few basic techniques, such as linear
models, support vector machines, and simple fully connected neural networks. The
authors rarely explore more advanced and potentially more accurate techniques, such as
recurrent neural networks and ensemble methods.

3 Data and Methodology

In this study, three sequelmovies from the JurassicWorld franchisewere chosen: Jurassic
World, JurassicWorld: Fallen Kingdom and JurassicWorld: Dominion. This choice was
motivated by the overall popularity of the franchise as well as by the mixed reception of
the movies. The latter facilitates splitting the reviews into positive and negative subsets
of equal volume. This is important for the LDA convergence since this algorithm is
unsupervised and therefore sensitive to data imbalance.
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The movies were retrieved from IMDB using the built-in API provided by IMDB
itself (see Fig. 1.) and numerous reviewswill be crawled. Only reviewswritten in English
will be considered. The dataset was separated by review’s rating. Positive reviews are
defined as those with at least 5 stars, and negative reviews are those with less than 5. So
far, steps 1 and 2 have been completed.

3.1 Preprocessing

Details of the implementation of steps 3 and 4 are described below. Python NLTK (Nat-
ural Language Toolkit) package was used to preprocess the review data. First, each
review was tokenized. After that, special characters were removed, including punctua-
tion. Additionally, all uppercase characters were converted to lowercase. Next, the “stop
words” that were gathered from all reviews and unnecessary words (i.e., conjugations,
prepositions, pronouns etc.) were removed to improve signal-to-noise ratio in the dataset.
Finally, the words were transformed into their dictionary forms via lemmatization.

Fig. 1. An example of the review from IMDB

3.2 LDA Topic Modeling

In step 5, LDA topic modeling was performed separately on the six corpora (positive
and negative reviews for each of the three movies) after tokenization and lemmatization.
We have set the number of topics to four and trained the LDA model using the TF-IDF
representation of the movie reviews. Both the LDA and TF-IDFmodels were taken from
the scikit-learn library [10]. In step 6, the outcomes were visualized using the pyLDAvis
library and word cloud tools.
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Tables 1 and 2 demonstrate the statistics of the collected datasets. From Jurassic
World to Jurassic World: Dominion, although the cost of investment showed an upward
trend, the box office revenue showed a decreasing trend. It can be concluded fromTable 1
that a higher budget does not necessarily lead to a higher box office revenue.

Table 1. General information on the movies used in the study.

Year Director Box-office revenue, $ Budget, $ mil

Jurassic World 2015 Colin Trevorrow 208,806,270 150

Jurassic World: Fallen
Kingdom

2018 J.A. Bayona 148,024,610 170–187

Jurassic World:
Dominion

2022 Colin Trevorrow 145,075,625 165–185

Table 2. The quantitative statistics of the gathered datasets.

Number of reviews Positive Negative Rating

Jurassic World 1,559 840 719 6.9

Jurassic World: Fallen Kingdom 1,900 642 1,258 6.1

Jurassic World: Dominion 2,502 750 1,752 5.6

From the data in Table 2, it was observed that JurassicWorld: Dominion had a higher
number of negative reviews and a lower consumer rating. It can also be seen fromTable 2
that the resulting positive and negative corpora are roughly equal in volume. However,
for Jurassic World: Dominion the ratio between positive and negative reviews is equal
to 0.4, which means that the negative LDA model will have a significantly larger set
of tokens to train on. Arguably, for the current study this issue is not critical since the
LDA models are trained separately for each subset, i.e. the imbalance will not affect the
results as long as the number of reviews for each model is large enough.

4 Results and Discussion

From the results of the three sequelmovie topicmodeling experiments, it was determined
that the LDA algorithm can successfully identify the key topics that consumers value
in the data set, regardless of whether the reviews are positive or negative. To clearly
showcase the results of the LDA algorithm for topic modeling, the top 20 salient terms
for each topic in each of the review corpora were presented in a word cloud format. The
word clouds are shown in Tables 3 and 4. Several conclusions can be drawn from the
results.

Firstly, unlike handcrafted aspects frequently used in semantic analysis of the reviews
(i.e. Story, Visuals etc.), the extracted topics are muchmore heterogeneous. For instance,
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the positive topic 1 for the Jurassic World movie mostly contains terms related to
dinosaurs (“indominus”, “animal”, “t-rex” etc.), but it also contains more general terms,
e.g. “original”, “major” and “action”. The same observation is true for all topics. This
is caused by the unsupervised nature of the LDA algorithm which does not make any
model assumptions regarding the topic composition and semantic structure of the data.
We argue that this is not a drawback of the method, however, since it captures the real
structure of the latent topic space without imposing any artificial constraints, therefore
making the topics more representative in practice.

Table 3. Topics extracted from the positive subsets of the review dataset.

For the same reason positive and negative topics are intertwined in terms of vocabu-
lary: for example, topic 2 for the Jurassic World: Fallen Kingdom movie contains such
terms as “dull” and “unnecessary”, while topic 1 for Jurassic World: Dominion contains
the word “interesting”.

Secondly, it is evident that overall the extracted topics can be unambiguously differ-
entiated based on the majority of the related terms. Positive topic 1 for Jurassic World
mostly covers dinosaurs, topic 2 – visual effects and action, topic 3 – actors and CGI,
topic 4 – overall originality and technical excellence of the movie. Based on this, the
following set of vocabulary-based aspects can be derived from the obtained word clouds
for each movie:

1. Story (including overall originality and novelty along with the writing quality)
2. Action
3. Actors and characters
4. Technical realization
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Table 4. Topics extracted from the negative subsets of the review dataset.

5. Production (i.e. how the users characterize the effort conducted by producers, is the
movie worth the ticket price etc.).

Each extracted topic is mostly focused on one of these aspects, while containing
elements of others. For example, such words as “story”, “original” and “stupid” can
be attributed to the aspect 1; “action”, “scary” and “bland” – to the aspect 2; “actor”,
“animal”, “chris” – to the aspect 3; “cgi”, “visuals” and “special” – to the aspect 4;
“franchise”, “money” and “studio” – to the aspect 5. In other words, the extracted topics
represent a fuzzy composition of the aspects with different weights assigned to them.

Thirdly, to investigate the connection between the movies’ box office performance
and the discovered topics several sentences containing the most salient terms were
extracted from the reviews and gathered in Table 5.

The firstmovie is criticizedmainly for the special effects (including dinosaurs specif-
ically) and the story (both in terms of plot and originality). The secondmovie is addition-
ally criticized for poor acting. Finally, the third movie receives critique across the board:
for the story, the writing (including the inconsistency relative to the previous movies),
the actors and the CGI; however, the former was positively evaluated by some users,
resulting in an ambivalent reception.

Starting from the second movie, the term “money” plays an important role in the
topic construction. However, its use is not identical for the second and the third movies.
In reviews on Fallen Kingdom, the users mainly criticize the producers for not delivering
a movie with a level of quality adequate to its budget; in reviews on Dominion, some
users explicitly refer to watching the movie as a waste of money.
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Table 5. Selected sentences containing the most salient terms from the negative reviews.

Jurassic World

Animal Real animals don’t move every single joint with every step, like robots

Original Because this movie is an original follow up to the original much more thought
provoking movie, and it should at least try and live up to its intellectual standard

Writer I hope the writer and director never make another film again

Jurassic World: Fallen Kingdom

Money They must have run out money to pay for good writing

Story No story, no innovation after the last episodes

Actor No chemistry between the actors

Terrible Such a terrible, depressing awfully acted film

Jurassic World: Dominion

Actor I feel bad for the actors, their potential is being squandered on a waste of CGI!

Franchise Ever since the original Jurassic Park this franchise has gone downhill

This is the worst movie in the franchise

Story The film begins by leaving out its own story plots from the last two films

The dialogue, story, everything was just an abomination and disrespectful to the
original Jurassic Park

Money It’s a waste of your money

So much money spend on so much nonsense

CGI It has bad acting, bad story, bad continuity, bad characters and even bad cgi/models

Some cgi is bad

Therefore, if for a given franchise an overall increase in different aspects featured
in the negative reviews is observed, the box office is likely to decrease. Additionally,
reviewers deterring readers from watching the movie for financial reasons is the major
indicator of poor box office performance, as observed for the Jurassic World: Dominion
movie. In our future work, this comparative analysis will be replaced by more advanced
machine learning techniques.

Finally, the following specific conclusions can be drawn for the movies under
consideration:

1. For the Jurassic World movie, the users mostly positively characterized originality,
visuals and other special effects, while negatively referring to the story in general and
certain specific actors or characters.

2. For the Jurassic World: Fallen Kingdom movie, the users positively rate the story,
action andCGI,while criticizing the story, the actors and the production. This suggests
that different users can have polar opinions on certain aspects of the movie, which
should be taken into consideration when building sentiment analysis-based models.
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3. For Jurassic World: Dominion the users enjoy actors and action. The most criticized
aspects include the story, production and originality.

Overall, it can be concluded that the viewers judge sequel movies in the context of
their predecessors and pay attention not only to visuals, acting and story, but also to the
originality and production aspects. Therefore, a successful sequel in that scenario would
have to be consistent with other movies of the franchise and to have enough originality
at the same time to receive positive feedback.

5 Conclusion

In this study, the reviews on three movies from the JurassicWorld franchise were studied
via the LDA topic modeling. Based on the word clouds build from the topics extracted
from the positive and negative reviews, the following conclusions can be made:

1. The topic composition of the reviews is heterogeneous and can be characterized as a
fuzzymixture of vocabulary-based aspectswith different prevalence of each aspect for
each topic. Consequently, this study shows that vocabulary-based sentiment analysis
techniques do not fully capture the relations between aspects and sentiments, and a
more complex approach is required to effectively leverage topics as features for the
downstream analysis.

2. Overall, five distinct aspects can be extracted from the topics, namely “story”,
“action”, “actors and characters”, “technical realization” and “production”.

3. The ambivalence of users’ opinions on such aspects as story and technical realization
must be taken into account when performing the sentiment analysis to adequately
describe the feature space.

4. In terms of sequel performance, the originality and consistency with the previous
movies of the franchise seems to play an important role in the reception of themovies.
Users do not judge a sequel solely on its own merits and evaluate its quality in the
context of the previous movies.

5. In particular, the movies under consideration are most often criticized for the quality
of the story, originality and production, while being positively evaluated in terms of
technical realization, action and actors’ performance.

In summary, the main result of the study so far is the demonstration of the complex
nature of the relationship between the review sentiments and the topics covered in them.
This relationship is likely to be effectively covered by fuzzy and/or trainable models
as opposed to vocabulary-based approaches. Therefore, in our future work we aim to
achieve three major tasks. Firstly, we will develop an approach that can leverage the
heterogeneity of the LDA-produced topic representations to better model the correspon-
dence between the users’ review content and the overall review sentiments and movie
ratings. Secondly, we will perform sentimental analysis with the roBERTa model which
will be trained on a labeled dataset of positive and negative movie reviews. Finally,
we will apply some models to identify the causal configurations of the sequel movies’
performance.

The outcome of future work will be used to build up a deeper understanding of the
correlations between review sentiments, specific aspects of the movies, and the movies’
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success rate. Thiswill provide valuable insights into the sequelmovie revenue prediction,
and help stakeholders in the film industry make better informed decisions. The results
of this study can also be used as a foundation for future research in the field of movie
sequel performance prediction.
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Abstract. The growing shortage of skilled workers and the large number of
employees from the 1960s so-called baby boom generation who will be retir-
ing in the next few years are current and growing major challenges for companies
in Germany. When people retire, companies can lose a lot of valuable know-how
and experience. Experienced professionals enjoy a special status in companies
because of their extensive and in-depth knowledge of work processes. Salaries
and positions in companies are often linked to knowledge. The fear of losing sta-
tus or even financial loss by sharing knowledge can be a reason for employees
to keep their knowledge to themselves. The use of new technologies such as arti-
ficial intelligence in companies can also trigger several fears among employees
like fears regarding job loss, new skill requirements or surveillance. An innova-
tive work culture, where knowledge sharing is actively encouraged, required and
rewarded, is not successfully implemented everywhere. A particular challenge in
the KI_eeper project is to convince experienced employees in the participating
organizations of the importance of sharing and preserving knowledge to ensure
the company’s long-term competitiveness. The aim is to encourage them to pro-
vide their knowledge to other employees with the help of an AI assistance system.
In addition to the development of an assistance system, an important task of the
project is the development of methods promoting knowledge transfer and con-
tributing to the acceptance of the use of the new technology. Information and
awareness-raising workshops with managers and employees have been designed
and tested in the companies. Employees are involved in the development of the
system in a participatory approach. This ensures that the system can be developed
in a user- and needs-orientedmanner and thus the acceptance of the system’s use in
future everyday work can be promoted, which is crucial for long-term successful
application.

Keywords: AI · knowledge transfer · skills shortage
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1 Motivation for Knowledge Transfer

1.1 Challenges in Knowledge Transfer

In the coming years, an increasing number of employees born in the 1960s will retire.
According to the German Federal Statistical Office, by 2036, 12.9 million workers, or
about 30% of the workforce in 2021, will have been reaching retirement age. [1] Subse-
quent generations with lower birth rates will not be able to meet the resulting demands
for skilled workers. The experience of long-serving employees, built up over decades,
will be lost to companies unless action is taken to preserve it. In particular, the loss of
the tacit knowledge that employees have built up through experience over the course
of their working lives is a major challenge for companies. This knowledge often exists
unconsciously in the minds of employees and is difficult to capture. This experience is
particularly crucial when mistakes, unforeseen events or changes occur during the work
processes. Problems that arise can usually be solved by long-serving employees based
on their previous experience with similar cases. Organizations now face the challenge
of capturing this knowledge and preserving it for future generations. For experienced
employees preferred method of capturing and transferring knowledge is to pass on their
experience regarding the work process to new, inexperienced employees. Due to increas-
ing labor shortages, vacancies cannot be filled immediately and often not with equally
qualified employees. This may result in major problems regarding knowledge trans-
fer processes such as mentoring. This is increasingly motivating companies to recruit
workers from abroad. Language barriers and different education standards complicate
the integration of foreign workers into companies [2]. Another growing challenge for
companies is the increasing individualization of products and services which leads to
an ever-increasing variety of products and a growing product and service portfolio. The
variety of variants leads to an increased complexity which can lead to errors in the pro-
duction processes. Therefore, these challenges can often result in increased physical and
mental strain for employees [3].

Fig. 1. Challenges in knowledge transfer for German companies [6]
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New technologies are now being used to find innovative solutions to the challenges
of knowledge transfer and knowledge retention (see Fig. 1) to support companies. One
solution could be an AI-based assistance system that automatically captures and stores
both empirical and tacit knowledge in the ongoing work process. The aim is to make
the captured knowledge available to less experienced employees during the planning
process and respectively during the work process via an information-based assistance
system.

1.2 Project KI_eeper

The research project “KI_eeper – Know how to keep” addresses the growing need of
companies to efficiently keep the experiential knowledge of experts in the company.
Funded by the German FederalMinistry of Education and Research (BMBF), the project
aims to develop a technical solution to the challenges of knowledge transfer and reten-
tion. This includes the design and implementation of a pre-competitive demonstrator for
the acquisition, processing, storage, and application of knowledge at production-related
workstations. In cooperation with several system developers, an AI-based assistance
system will be developed that automatically captures and stores knowledge during the
ongoing work process. The consortium includes two companies from the metal and
electrical industries, in which the demonstrator is to be developed, tested, and evaluated.
The aim is to make the captured knowledge available to less experienced employees
during the induction phase as well as during the work process via an information-based
assistance system. By this, new employees could be qualified by using the stored knowl-
edge of previous employees. This requires participation and intense cooperation with
employees. Promoting and ensuring this is also a central goal of the project. From the
consortium’s point of view, this includes considering the requirements of the respective
workplace as well as the employees’ point of view, see also Fig. 2, and the acceptance
and willingness of the employees to cooperate with the project staff and later with the
technical system. Various further stakeholders and decision-makers, such as the works
council, are involved in the system development as well. The development process of
the demonstrator is designed for practical use cases at knowledge-intensive workplaces
in manufacturing and assembly like metal processing in the case of the participating
companies.

In addition to an AI-based assistance system, a set of socio-technical methods is
being developed that will enable a broader range of companies to successfully design
the implementation of this system in their organization while ensuring the highest possi-
ble level of acceptance among employees. This set ofmethods is based on socio-technical
system design and concretizes the involvement of employees in a participatory intro-
duction process of an AI-based assistance system at the workplace [8, 9]. The process
model focuses on a universal approach with the aim of successfully and economically
deploying the demonstrator beyond the use cases. To promote a broad range of appli-
cability a consortium of so-called transfer partners is interested in participating in the
project. For this purpose, an accompanying network of companies will be established
within the project. The companies in the network will be able to evaluate the project
results for their own production processes. Suitable other use cases can also be found
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Fig. 2. Project consortium KI_eeper [6]

among this network and used for further development of the technology. The participat-
ing associations and organizations also intend to make the knowledge available to their
member companies. The validation of technical subsystems and the prototype demon-
strator at these corporate partners is part of this project. In addition, the consortium is
accompanied by several social partners who, beyond the generality of the project, are
monitoring compliance with relevant legislation, such as the GDPR, and contributing
their experience in change management.

1.3 Use Case: Surface Technology

The company apra-norm Elektromechanik GmbH, located in the rural Vulkaneifel
region, is a medium-sized company that manufactures a wide variety of enclosures
and enclosure parts. About 200 employees produce a portfolio of almost 3000 different
products and customized product solutions, see Fig. 3.

Apra-normmaps the entiremanufacturing process from the processing of sheetmetal
plates to the assembly of individual components. An important part is the department
of surface technology (OFT). In this workplace area, the manufactured products are
cleaned, painted, and subjected to initial quality control. The multi-layered processes
take place at several, predominantly manual workstations, which demand a high level
of process understanding and experience knowledge from the employees, see Fig. 4.

The complexity of the work process and the need for a high level of unrecorded
empirical knowledge were the key criteria for the selection of a specific use case for
the project which was evaluated in a workshop with the company’s management. Apra-
norms choice fell on surface technology because it is the company’s most cost-intensive
and error-prone production area. Each of the products in the company’s portfolio must
pass through this division before assembly and delivery [5]. The entire process has
three work areas. In the receiving area, all products have to be hung up on a conveyor
system via traverses. In a subsequent step, the components are cleaned. Depending on the
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Fig. 3. Company headquarters apra-norm, manufacturer of enclosures and switch boxes [4]

Fig. 4. Stations in the OFT process at the company apra-norm [5]

requirements, water is used for rinsing only, or all possible residues on the components
are completely removedbychemical treatment in various baths.After drying andpossible
reworking of the components, the next process step takes place. The conveyor system
then moves the components through the various workstations in the paint stop which
include several painting stations and a large gas oven in which the applied coating
is burned. This oven has a certain capacity, that should be fully exploited, given the
high costs involved. In the application area, the finished, coated products are checked
for quality, removed from the conveyor system and packaged for further processing or
shipment. Products with quality defects remain on the conveyor and are returned to the
receiving station for finishing. Various products hanging from a cross beam are depicted
in Fig. 5.

This simple appearing process is very complex and knowledge-intensive. For this
reason, a focus is on the receiving station as an example. The work area of the surface
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Fig. 5. Products hanging on a traverse [4]

technology represents the beginning of the whole process. Workers’ performance at this
station has an impact on the workflows of the other stations and the overall efficiency of
the whole process especially the gas oven. To ensure an efficient and reliable process,
a high degree of flexibility and experience is required. Attention must be paid to the
correct alignment of components, the combination of different components, the correct
sequence of loaded traverses and the path planning for the conveyor system.According to
management, the training period for new employees in this area is currently more than a
year, even for employees with related qualifications. The responsibility for the timing of
all work areas is in the hands of the staff at the receiving station, and the current required
turnaround time for a crosshead is set at 2:35 min [5]. In summary, the requirements in
this work area include the following aspects correct selection of transportation devices:

• correct component alignment on the transportation devices
• consideration of the work processes at the other process stations
• consideration of interrelationships such as the consequences of the processing of

components with longer or shorter painting/firing times on the entire process flow

Due to the high age structure in the company, apra-norm faces the challenge that
many experienced employees throughout the organization will retire in the next few
years. The severe shortage of skilled workers makes it difficult for the company to
train new employees at an early stage. The increasing integration of employees with
immigrant backgrounds poses new challenges, such as language barriers and a country-
specific, very different educational background of the employees. At present, it is not
possible to assess which types of experience particularly influence the efficiency of the
entire surface treatment process. Based on multimodal data collection and evaluation by
an AI algorithm to be developed, conclusions will be drawn about the knowledge that is
critical for success. On the one hand, these challenges which are faced by the employees
slow down the learning process. On the other hand, these challenges make it difficult
to optimize the entire processes of the plant on the technical side. To be able to better
deal with these challenges, apra-norm is participating as an application partner in the
KI_eeper project. [6].
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2 Process Model for the Participatory Involvement of Employees

The first work package of the research project aims at a detailed analysis of processes
and requirements and a resulting socio-technical specification. This specification will
provide the technical partners with all the necessary information about the work process.
Based on this information, the development process will begin. An important focus of
the process analysis was also the involvement of the employees at the receive station
in the process intake. For this reason, the requirements were grouped into functional,
technical and qualitative dimensions, as well as organizational, ethical and legal impli-
cations (ELSI). In this way, the methods to be used and involved internal stakeholders
can be assigned to specific clusters. Figure 6 shows a structured scheme of these groups
for determining the respective requirements. The selection of the methods and the cor-
responding allocation of internal stakeholders must be considered individually for each
company. The procedure can be individually adapted and designed depending on the
chosen application.

Fig. 6. Requirements elicitation with different methods and target groups [7]

The recording of the process as a basis for the requirements elicitation for the AI
system was established within the combination of different methods of field research
in the social sciences. The implementation of the individual methods, an interview, a
participatory observation, and a silent observation, took place successively with each
(individual) employee. The amount of information gained about the work process can
thus be increased by each method applied. In the form of a control loop, this procedure
is applied in the companies with the corresponding employees and thus the process is
iteratively refined from both the explicit and implicit sides, see Fig. 5 (Fig. 7).

At the start of the requirements analysis, a workshop was conducted with managers
and leading surface technology specialists to develop a rough process flow in the form
of a flowchart. In addition to the initial process analysis, the aim was also to enable the
company management to select and define concrete project goals for the company. In
groups corresponding to all three areas of theOFTprocess, theworkflowswere examined
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Fig. 7. Control loop for a participative process model by combining different methods [7]

in detail and the interdependencies between themwere highlighted. Discussions with the
experts revealed that the registration station is very complex, and the decisions made by
the staff there influence the subsequent processes in the other areas of surface technology.
For this reason, the focus of the initial requirements analysis is on the receiving station.
The developed process diagram was presented as a flowchart in the workshop using a
flipchart and later digitized. Figure 8 shows both versions. The flowchart provided a very
good overview of the interlinking of the work steps. Once the individual work steps had
been structured, those with a high susceptibility to error were specially marked with a
‘lightning bolt’. All steps requiring a high level of experience were marked with a ‘light
bulb’ [7].

Fig. 8. Flow chart as a result of the workshop [7]

The definitions of the project goals as well as the process diagram as the result of
this workshop have been the starting point for the following steps. This information
base was successively further expanded and supplemented in collaboration with the
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admissions department staff. Other departments were also consulted as sources of infor-
mation. For example, the internal IT systems and databases were examined for available
data and relevant information that could be used for the development of the applica-
tion. All measures implemented are constantly coordinated with the Works Council to
ensure maximum transparency and acceptance among the employees. The most impor-
tant stakeholders regarding the project process are the employees which are directly
involved in the processes related use case. Their knowledge and experience must be
captured as the project progresses. In a kick-off meeting with all employees, the project
and company goals were presented. The purpose of this workshop was to inform about
the project plan and to provide employees with the opportunity to address their needs
and fears about the project. The workshop’s main objective was to ensure the partici-
pation of the employees and to increase the acceptance of the project goals. In several
steps, a personal interviewwas conducted with each employee to determine their view of
the process, their individual approach and their personal circumstances. By conducting
a guideline-based interview, socio-demographic data, affinity for technology, possible
migration background/language barriers and the employees’ ideas and perceptions of
the work process were recorded. The results of the analysis of the interviews were com-
bined with the results of silent and participant observation of each employee during
the work at the station. The data and information that were gathered by these methods
were used to complete the process map. The map was then discussed and verified in
a consolidation workshop with all employees involved in the entire OFT process. This
also provided additional process information. The resulting model of the entire process
is the basis for the specifications, which can be used by the development partners to
design an AI-based assistance system tailored to the selected use case [8]. The neces-
sary process information, which is currently recorded by the project staff, should then be
automatically recorded and processed by the developed technical system. In addition to
the purely technical process flow, the system image will also contain the recorded work
steps that result from the employees’ experiential knowledge. This can be supplemented
by further data from the general conditions of the OFT system, e. g. temperature etc.

3 Summary and Outlook

The participatory process model enables a comprehensive analysis of the selected work
processes by involving all stakeholders from the management level to the employees
at the workplace. In addition to technical data, it also includes socio-technical aspects.
During the development process, even the process experts were surprised about how
complex the work processes in the receive department are. Before it had previously
been considered simple. It was not expected that the staff would need such a high
level of experience. An important criterion for detailed analysis was the cooperation of
the various process experts with external facilitators who had no insight into the work
process. The external moderators’ questions about the process made the experts aware
of the diversity and complexity of the process. This approach helped to create a detailed
picture of the process. Through the resulting need to explain the process, the process
participants became aware of many aspects of their intuitive work and their existing
implicit experiential knowledge. It is planned to allow scientific staff to participate to
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gain an even deeper insight into the processes. This could lead to even deeper insights
into the working process as a method. The socio-technical specifications resulting from
the analysis will be further elaborated by the technical developers and form the basis for
the design of the AI-based assistance system. The networking of the two systems for
capturing and displaying knowledge can also create the possibility of not only displaying
existing experiential knowledge but also comparing different experiential knowledge
with each other. This could then be used for process optimization in companies. The
collaboration and joint development of process knowledge also led to an increased
appreciation of surface engineering work on all sides. In the further course of the project,
the gained acceptance, and cooperation of the employees with the project team will be
further promoted. An ELSI workshop will be developed to provide employees with a
deeper insight into the technology and the planned data collection. This workshopwill be
an opportunity for the employees to provide direct feedback on the planned technology
and increase acceptance of the use of the system. A corporate networkwill be established
through the participating value creation partners to validate and evaluate the developed
process model and the technical implementation in other companies to provide a broad
base of other organizations with the opportunity to benefit from the methods developed
within the research project KI_eeper.
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Abstract. In user experience (UX) research, persona development can be par-
ticularly beneficial in designing digital health interventions. From our previous
work, we identified challenges that diabetic patients face in adhering to guideline-
recommended care through persona development. We developed data personas
from Electronic Health Records (EHR) using two-step clustering and combined
themwith proto personas that were generated by a group ofmedical experts for the
same patient population. Not only did our results prove beneficial for intervention
design, but also highlighted fairness issues that may result from the underrepre-
sentation of certain populations in EHR datasets. In our current paper, we validate
the results of our prior work and we extend our previous work on persona devel-
opment to build a model that can automatically associate a patient record to its
representative data persona. The model was built using the results of the two-step
clustering as the inputs. We believe that building such a model will help clinicians
quickly trace new patient records to already developed personas, thereby assisting
in immediate health interventions based on the health risk characteristics of the
patient.

Keywords: Persona development · Predictive modeling · Intervention design ·
Electronic Health Records (EHR) · Type 2 diabetes · Cluster analysis · Proto
personas · Data personas

1 Introduction

Today, the availability of an enormous amount of data has allowed for automation in
various industries and in different capacities. The integration of automation into the
workplace has been revolutionary. Automation processes have the potential to transform
the way we work, saving us time, money, and effort, thus helping to improve efficiency
and productivity. Automation can be used to avoid mundane and repetitive tasks, thus
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freeing up employees’ time and energy for more creative and innovative tasks, such
as strategic decision-making. It can also be used to improve accuracy, as well as to
improve customer service. In the current digital era, good customer service relies on
truly understanding the needs, goals, and challenges of the customer. One method to
achieving this is through persona development.

Persona development is an important tool in the creation and execution of successful
information systems. It involves creating detailed representations of target customers,
also known as personas, to better understand the needs and wants of the individuals that
make up the target users. Personas can be created in various ways. They can be created
from existing user information such as data from EHR (data personas), by collecting
and synthesizing information from actual and/or potential users (user personas), or by
gathering information from a group of experts who have knowledge about the users
(proto personas). Combining more than one type of persona development method is
known to enhance knowledge about user needs [1, 2].

The objective of this paper is to extend our previous work on persona development.
While our previous work focused on the creation of proto-data personas to understand
the needs of Type 2 diabetes patients receiving treatment from the UMass Memorial
Accountable Care Organizations (ACOs), our current work focuses on validating and
automating the generated data personas, thus enabling ACOs to easily associate the
data from a diabetic patient’s EHR in their network to its associated persona cluster for
designing self-care intervention decisions.

2 Background

In UX research, personas provide designers with a framework to guide their design
policies and better connect themwith their target users. By understanding their personas,
innovators are able to create more meaningful products/services that are more likely to
resonate with their target audience. Personas can also help inform business decisions and
can be used by decision-makers to create value with customized experiences meeting
customers’ needs. Developing personas is an essential part of UX-driven innovation
today that should not be overlooked [3].

As automation is set to become a staple in the workplace in the near future, the
automation of persona development is revolutionizing the way businesses interact with
their customers. By using artificial intelligence and machine learning techniques, com-
panies are increasingly able to create accurate data personas of their target audiences.
These personas can then be used to guide their design decisions, improve user experi-
ences, and personalize product offerings. Automation of persona development is also
enabling companies to become more data-driven and make informed decisions about
their customers, thus creating a more efficient and effective user experience [4].

Good user experiences should account for the inclusion of all users. Automation is
rapidly becoming an integral part of our lives, and it is important that fairness is taken
into consideration when creating these systems. Responsible automation can be used
to reduce bias and create a level playing field for all. Fairness and transparency should
be considered when designing and implementing automation systems. This can help
to ensure that everyone, regardless of their background or identity, is treated equally
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and given the same opportunities. Automation should be used to provide equitable and
accessible services for all, so that everyone is able to benefit from technological advances.
By taking into account fairness and transparency, automation can become a source
of social good for everyone. This is particularly important in the field of medicine
and healthcare since reducing inequalities, and good health and well-being of all are
important Sustainable Development Goals (SDGs) laid out by the United Nations.

As stated earlier, in our previous work, the results from combining proto-data per-
sonas not only proved beneficial for intervention design but also highlighted fairness
issues that may have resulted from the underrepresentation of certain populations in
EHR datasets. Thus, using the clustering technique to create the data personas and then
combining them with the proto personas not only helped us understand these fairness
issues but also helped avoid a blind automation of the created clusters/data personas.

3 Methodology

As mentioned previously, our prior work involved investigating UMass ACOs’ type 2
diabetes patients’ needs by combining data and proto personas. To achieve this goal, we
first developed a set of data personas from electronic health records (EHR data) for this
population. Next, we mapped the generated data personas to proto personas that were
developed in a prior study for the same patient population [5]. In this section, we explain
how we validated the data personas generated in our previous work. Then we explain
the process we used for automating them. As explained earlier, by automation, we mean
enablingACOs to easily associate the data from a diabetic patient’s EHR in their network
to its associated persona cluster for designing self-care intervention decisions.

In our previous work, the data personas from the EHR data were created using
two-step hierarchical cluster analysis in IBM SPSS Statistics v26. The original dataset
contained both continuous and categorical variables. NULL values (or missing data)
were embedded in all of the variables in the dataset. Because we wanted to preserve the
presence ofmissing information in the continuous variables,we converted the continuous
variables into categorical variables as outlined in [1]. This in turn also guided our choice
of algorithm.

While the above-mentioned analysis proved to be a satisfactory methodology for
analyzing the EHR data, we proceeded with validating our results with other clustering
methods beforemoving on to the automation stage. The reason behind validation through
other clustering algorithmswas to examinewhether these algorithms could possibly have
better results for our dataset than the two-step hierarchical clustering. To address this
question, we used k-means (a centroid-based clustering algorithm) as well as Gaussian
Mixture Modeling (GMM) (a density-based clustering algorithm). Both the algorithms
were run using sci-kit learn machine learning library on Python.

Since our focus was on validation, we used the same three input variables as we
used in the prior two-step hierarchical clustering, i.e., the 3 major health risk variables:
HbA1C, LACE+, and BMI. Hemoglobin A1C (HbA1C) levels refer to blood glucose
levels. HbA1C is considered a direct measure of risk for developing type 2 diabetes.
LACE+, the second health risk variable we used in our study, is a predictor of mortality
rates. LACE+ scores are calculated by considering factors such as age, sex, comor-
bidities, whether the patient was admitted through the emergency department (ED), the
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number of ED visits in the six months prior to admission, and the number of days the
patient was in an alternative level of care during admission [6]. Obesity, the third health
risk variable in our study, is considered a global pandemic. Studies show that a majority
of people with type 2 diabetes are obese [7]. Obesity is measured by a score representing
a person’s body mass index (BMI) [8].

After the validation process using k-means and GMM, the results of which are dis-
cussed in Sect. 4 below, wewent forwardwith automation by building a predictivemodel
using the Classification and Regression Trees (CART) algorithm in IBM SPSSModeler
v.18.2.1. CART is a powerful machine learning algorithm used for both classification
and regression tasks. CART is a decision tree-based algorithm that uses a divide-and-
conquer approach to identify the optimal split points for the independent variables. It is a
supervised learning method that builds a decision tree model by identifying the best split
points in the data. The tree is then used tomake predictions about the dependent variable,
(in this case, our data personas). CART can handle both numerical and categorical data,
making it a powerful approach for a variety of predictive tasks. Thus, this algorithm was
chosen based on the same principle chosen for our two-step clustering, i.e., we wanted to
preserve the presence of missing information in the continuous variables and therefore
converted the continuous variables into categorical variables. The clusters generated in
our prior work, i.e., the data personas, were used as inputs in our model. The dataset was
partitioned into training and test sets in the 80:20 ratio. The CART method is known for
its high variance [9], and therefore, to avoid overfitting, we pruned the trees as well as
applied bagging (bootstrap aggregation) to enhance model stability.

The results from the validation process and the automation are outlined in the next
section.

4 Results

In the following section, we briefly describe the results from the data preparation and
then explain the results from the validation process and subsequent automation (building
the predictive model).

4.1 Data Preparation

As the above-mentioned clustering algorithms (k-means and GMM) consider only con-
tinuous variables, we imputed the NULL values using the MICE imputer, commonly
used for EHR datasets [10]. Since each of the three variables explained previously
(HbA1C, LACE+, and BMI) have varying units, we also standardized the data. We then
created boxplots to visualize outliers (see Fig. 1). Although the box plots show outliers
for BMI and HbA1C, none of these data points were beyond the acceptable range for
these variables. So, we did not delete any of these outliers and kept all of the data points.
Then we drew up a correlation matrix and pair plots since these graphs examine possible
correlations between these variables (see Figs. 2 and 3). This is important since if the
variables correlated, it would mean that they would probably cluster together too. From
Figs. 2 and 3, we see that none of the variables were correlated with the other.
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Fig. 1. Box plots of the input variables.

4.2 Validation Process

From expert opinion, we had developed 8 proto personas. Our prior work using two-step
clustering for the EHR data resulted in 9 data personas. Therefore, keeping this as the
maximum limit, for k-means, we ran the algorithm for cluster sizes ranging from 2 to 9.
Among these trials, the best silhouette score was 0.3 at a cluster size of n = 4 (Fig. 4).
However, using the two-step clustering approach we were able to produce a higher (i.e.,
better) silhouette score (0.5) for the same data for a cluster size of n = 9 [1]. We also
compared the average sum of squared errors (SSE) between the results of k-means and
two-step clustering. At the same n = 9, for two-step clustering, we found a lower SSE
(0.06) compared to SSE for k-means (0.83). Based on these findings (higher silhouette
score and lower SSE), we chose the two-step clustering in favor of k-means.

GMM requires a normal distribution in order to produce the most accurate results.
For the GMM, we first drew up histograms for each of the variables. The histograms are
a determination of the distribution of the variable based on the Kolmogorov-Smirnov
test (KS-test). This test is used to assess the goodness of fit of any given set of data to
a certain theoretical distribution [11]. Conducting the test was important for the GMM
analysis since variables that do not exhibit a Gaussian (normal) distribution may not
produce optimum results. As shown in Fig. 5, the results of KS-test showed that the
data for the variables used in the analysis was not normally distributed. Nevertheless, for
exploratory purposes, we continued with the GMM cluster analysis to explore possible
results using this algorithm.

As per the sci-kit learn library, for GMM, we used the Bayes Information Criterion
(BIC) for model selection (see Fig. 6). BIC is more useful in selecting a correct model
while the Akaike Information Criterion (AIC) is more appropriate in finding the best
model for predicting future observations [12]. Since our focus is on the former, we used
BIC to help identify the true model.
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Fig. 2. Correlation matrix of the input variables.

Fig. 3. Pair plots of the input variables.
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Fig. 4. k-means clustering at cluster size or n=4

In this case, model selection considers both the covariance type and the number of
components used in the model. We generated the BIC score per model to select the best
cluster number as well as the covariance type. From Fig. 6, we see that the algorithm
suggested a cluster size of 8 and a full covariance type. However, clustering using n =
8 returned a silhouette score of 0.1 which was worse than the score from k-means (see
Fig. 7). Besides, this was quite expected given that the distributions of the variables did
not follow a normal distribution (see Fig. 5).

Since both the k-means and GMM performed badly in comparison to the two-
step hierarchical clustering, we decided to use the results of the two-step hierarchical
clustering for building the predictive model.

Fig. 5. Distribution of the three input variables for GMM based on Kolmogorov-Smirnoff test.



Automating Data Personas for Designing Health Interventions 199

Fig. 6. The asterisk shows the model selection using the BIC score, in this case, cluster size or n
= 8 and covariance type as full.

Fig. 7. GMM clustering at cluster size or n = 8

4.3 Automation: Building the Predictive Model

Based on the results of the validation process discussed in the previous section, we used
the results obtained from the two-step hierarchical clustering process [1] to automate
the identification of a persona cluster for an unseen EHR. The variables used as inputs
included the 3 health risk variables mentioned earlier – HbA1C, LACE+, and BMI. The
9 data personas named alphabetically from A to I from our prior study were used as the
target variable [1]. The predictive model generated by the CART algorithm resulted in
a training accuracy of 93.18% and a test accuracy of 92.44% (see Fig. 8). All the three
predictors were assigned an equal importance of 0.33 by the algorithm signaling the
relative importance of each predictor in estimating the model (see Fig. 9).
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Fig. 8. Results from our predictive model after partitioning the dataset in the ratio of 80-20.

Fig. 9. Predictor Importance of the input variables during prediction.

5 Discussion

In this study, our validation process has justified the choice of clustering algorithm used
in our previous study [1]. The choice of the best clustering algorithm for the given
EHR dataset came from hierarchical-type clustering rather than from density-based
or distribution-based clustering. The two-step hierarchical clustering not only helped
identify patient groups based on their health risk characteristics but combining the results
of the two-step hierarchical clustering (data personas) with the proto personas helped
to identify problems of fairness inherent in the EHR dataset [1]. This is particularly
beneficial when dealing with EHRwhere fairness issues inherent in the data may prevent
minority patient groups from receiving equal access to diabetic self-care interventions.
Once we are aware of this, by building a predictive model (automation) with a high
accuracy, we can facilitateACOs to easily associate the new data from a diabetic patient’s
EHR in their network to its associated persona cluster for designing self-care intervention
decisions. Thus, if the new data happens to belong to Spanish-speaking females (young
or old) [1], then the medical expert would know that this associated cluster given by the
predictivemodel, however accurate, reflects themajority, and therefore, customization of
health interventions can be done for these minority patient groups as well. Additionally,
from building this predictive model, we observed that conducting the cluster analysis
prior to prediction tended to yield a more accurate model [13, 14].

Thus, through our validation process and automation, we emphasize the need to
include proto persona development before clustering, classification, and prediction.
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6 Limitations and Future Research

This study was an attempt at addressing one of the future research suggestions identified
in our prior study. All of the other limitations and future research possibilities outlined
in the prior study apply to our current paper too. These include the development of
user personas, using geospatial data along with median household income to understand
the socio-economic status of patients thereby assisting health officials and the local
government in improving access to care, and using data science methods such as text
mining to further understand patients’ emotional needs and challenges by analyzing their
comments and feedback not necessarily included in the EHR datasets.
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Abstract. Artificial intelligence (AI) offers great potential for companies and
their employees – whether through improved work processes or digital business
model innovations. At the same time, the change in companies must – and can –
be shaped together and the challenges in the use of AI systems must be solved.
This is the only way to overcome challenges and negative side effects in the use
of AI systems. The overall aim is to create a new relationship between humans
and machine, in which people and AI systems work together productively and the
respective strengths are emphasized.

The paper shows the possibilities of how AI systems can be introduced suc-
cessfully and in the interests of the employees in the company. The challenges and
design options for companies are based on the phases of the change process: start-
ing from the goal setting and impact assessment, planning and design, preparation,
and implementation, right through to evaluation and continuous adaptation. The
process was derived by the working group Future of Work and Human-Machine-
Interaction of the PlattformLernende Systeme –Germany‘s Platform for Artificial
Intelligence and want to sensitize for the requirements of the change management
in AI [1].

Keywords: Artificial Intelligence · Change Management · Introduction Process

1 Artificial Intelligence Changes the Work

AI not only offers all kinds of opportunities for innovative business models for compa-
nies and institutions, the working world in companies is also undergoing revolutionary
changes. AI instruments or learning (work) systems are developing the world of work
4.0 into the world of work 5.0. While the world of work 4.0 has so far been the focus of
networked digitization and the flexibilization of work location, time, organization and
freedom of action, the world of work 5.0 will be enriched with intelligent assistance,
learning robots and user-optimized information provision. For employees, the use of
AI means even more flexibility, carrying out more demanding activities, individually
adapted information and facilitation of monotonous routine mental activities [2].
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Since AI technology and learning systems have the potential to reduce or channel
the flood of work-relevant information in knowledge work and learning robot systems or
AI-based automation solutions in production work can take over physically demanding
parts of the activity the prospect that employees in a working world shaped by AI will
tend to experience reduced stress. In the best-case scenario, this has a positive effect on
the risk analyzes for the effects of stress on employees.

The use and implementation of new technologies are a well-known factor in compa-
nies and in the work environment, which is based on a familiar set of change instruments
and the legal rules - for example on co-determination and data protection. Nevertheless,
new challenges for change processes arise from the specifics of AI, such as the learning
aspect of machines, robots and software systems, the use of large amounts of data as
a basis for learning or predictive analytics using AI systems. In addition, questions of
discrimination through data and algorithms, personal rights or the relationship between
man and machine - including the scope for action and the attribution of responsibility -
are increasingly coming into focus [3].

2 Employees and AI Implementation

2.1 Fears and Necessities in the Introduction of AI

The world of work is changing. Our own project analyzes show that around 75% of the
work systems will change. Incidentally, this applies to all types of work systems, i.e.,
both production and knowledge work.

A survey within the project “Digital Mentor - Model and testing of a preventive
AI helper (en[AI]ble for short)” (September 2020 – September 2023, the project is
funded by the Federal Ministry of Labor and Social Affairs (BMAS) as part of the
New Quality of Work (INQA) initiative and is professionally supported by the Federal
Institute for Occupational Safety and Health (BAuA). The project management organi-
sation is Gesellschaft für soziale Unternehmensberatung mbH (gsub). Funding number:
EXP.01.00008.20.) reflects the assessment of AI technologies from various business
stakeholders [4]. While people are willing to use AI in the private sphere without any
major reservations, for example as a navigation aid or when selecting music with their
smartphone, many at work see things very differently. They fear that their personal
data will be misused and are afraid of being controlled by the new technologies. In the
project and in operational implementation projects, we register three basic fears that are
addressed again and again:

• What will happen to my job?
• What happens to my personal data?
• Can I keep up with digitization? Am I competent enough to work with an AI?

It is essential to take these fears seriously, which is why clarity about the use of
AI must be created. The actionist use of AI technologies, unstructured implementation
processes of new instruments and the lack of consideration for the people affected are of
little help here.Rather, an employee-oriented, participatory introductoryprocess emerges
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as a success factor. An intensive change participation of the employees and the works
council includes.

• Demonstrating the advantages and benefits of AI,
• the determination of the need for qualification and its implementation,
• helping to shape the new work systems.

Finally, the design of a relationship between humans and technology that is changing
due to AI is in the foreground. It is important to emphasize the respective strengths of
man and machine to enable productive interaction and to support people in their work.

2.2 Development of a Change Management Process in the Plattform Lernende
Systeme – Working Group “Future of Work and Human-Machine
Interaction”

DesigningAI and self-learning systems for thebenefit of society is the goal pursuedby the
Plattform Lernende Systeme which was launched by the Federal Ministry of Education
and Research (BMBF) in 2017 at the suggestion of acatech - National Academy of
Science andEngineering.Learning systems “made inGermany” should improvepeople’s
quality of life, strengthen good working practices, and ensure sustainable growth and
prosperity. This involves translating the know-how available inGermany intomarketable
applications and enabling individuals to take a considered, autonomous approach to
handling learning systems in their everyday lives and in the workplace.

Plattform Lernende Systeme brings together leading experts in self-learning systems
and AI from science, industry, politics, and civic organizations. In specialized working
groups, they discuss the opportunities, challenges, and parameters for developing self-
learning systems and using them responsibly. They derive scenarios, recommendations,
design options and road maps from the results (for more information see [5]).

Working group (WG 2) - Future of Work and Human-Machine Interaction - of the
Plattform Lernende Systeme focuses on human-centered design of the future working
world and on human-machine interaction issues (HMI). At the same time WG 2 serves
as the interface between HMI and the area of Manufacturing and Industry 4.0. WG 2
identify action areas and develop joint positions, concrete application scenarios, and
practical recommendations [6].

A major focus of the WG 2 is the consideration of the socio-technical work system.
Appropriate and employee-oriented change management in the company is decisive
for the success of technical AI systems. The experts of the working group developed
a practical approach and process steps of change management for the introduction of
AI systems. The members of the WG 2 want to sensitize for the requirements of the
change management in Artificial Intelligence. Therefore, the experts have developed a
practice-oriented catalogue of requirements that is intended to provide orientation for
the practical implementation of the introduction of AI systems in the various phases of
the change process.

This publication is a summary of the white paper “Introduction of AI systems in
companies – design approaches for change management” of the WG 2 [1].
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3 Framework of Change Management for AI Implementation

In the following, the framework conditions for change in AI and the challenges it faces
will be outlined and possible solutions and best practice examples will be presented. The
aim is to provide orientation for a practical implementation and design of the introduction
of Artificial Intelligence. Different phases of change processes are taken as a basis and
the requirements including the practice-oriented solution approaches are explained (see
Fig. 1). The challenges and design options for companies are based on the phases of
the change process: starting from the objective and impact assessment, planning and
design, preparation and implementation, right through to evaluation and adaptation.

Fig. 1. Phases and requirements for change management with AI [1].

An important success factor for the productive use of AI in companies is the accep-
tance of AI systems by employees. This is even more important because the introduction
of AI is often accompanied by concerns regarding the handling of personal data and
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surveillance, the impact on employment, the design of humane working conditions and
the training and further education for AI technologies. A transparent and comprehen-
sible design of AI deployment and a process-oriented participation of employees and
company representatives in the change process are a central element in this respect – to
be able to address reservations at an early stage or to find and negotiate constructive
solutions for conflicting objectives – for example regarding data use. Ethical guidelines
of the companies within the framework of the existing recommendations – such as the
EU High-Level Expert Group on Artificial Intelligence (2018) – and along the existing
(legal) framework for the use, introduction and handling of AI systems can also be a
suitable instrument [7].

3.1 Objective and Impact Assessment

All actors responsible for the introduction of AI technology and the design of change
processes - such as management and human resources departments, programmers, and
IT departments as well as employees and works or staff councils - should already work
together (see Fig. 2). Before introduction of AI systems in the company they must agree
on the optimization goals for the operational use and the requirements for the AI systems
and they should anticipate conceivable effects for work design as early as possible.

Fig. 2. Relevant stakeholder in the change management process.

When introducing AI systems, a careful analysis of potential and an operational
impact assessment are necessary to optimally utilize potential, anticipate risks, develop
design solutions, and gain the acceptance of employees. Nevertheless, even when AI
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systems are introduced, a careful analysis of potential and an operational impact assess-
ment are necessary to make optimum use of potential, anticipate risks, develop design
solutions, and gain acceptance among employees. When designing AI-based work sys-
tems, several aspects such as (health) impact assessment, technical and social impact
assessment, workplace perspectives and, finally, the employees’ scope for action must
be considered.

The impact assessment in connection with the use of AI-based applications should
consider the usual criteria of ergonomics – from feasibility towork-related psychological
aspects. This assessment must also be made regarding long-term effects. In the technical
and social impact assessment, one criterion should be that the use of AI systems leads
to an improved work-life balance rather than to the removal of boundaries from work
by exploiting the potential for flexibility.

In general, the use of AI systems should make work much easier for all employees
by transferring routine activities and by increasing flexibility in terms of place, time,
and work content. Attention should be paid to a healthy level of challenging and routine
activities for individuals and the preservation of their sovereignty: On the one hand,
flexibility should not exceed a healthy level, and, on the other hand, it should also be
possible for employees to determine their own working hours.

It is important to have sufficient transparency about the impact of the AI application
before it is introduced. Since there is no such thing as “the” standardAI, it makes sense to
take an application-oriented approach to be able to assess sensitive aspects (criticalities)
and develop specific measures for implementation. When designing AI-based work
systems, several aspects, such as the (health) impact assessment, the technical and social
impact assessment, the workplace perspectives and, finally, the employees’ scope for
action, must be considered.

Workforces must not only be “taken along” with change processes in AI but must
also be actively involved in the change process – because: The agility and innovative
ability of a company is largely determined by its employees. In addition, important
impulses for the innovative ability of companies can also emanate from interest groups.
The success of many change processes depends not least on a change of culture in
which the employees concerned are involved. The introduction of AI technologies alone
does not create added value: it is therefore important to keep in mind the questions
of how processes and organizational structures in the company, but also the skills and
competencies of the employees, should be designed in connection with the introduction
of AI systems. This applies not least to the central questions of leadership and cultural
change in companies.

3.2 Planning and Design of the AI-System

In a second step, the focus is on the design of theAI systems themselves. This is primarily
about the design of the interface between humans and AI systems along criteria for
the humane and productive implementation of human-machine interaction in the work
environment. A balanced relationship between the requirements for good and conducive
working conditions on the one hand and the technological and economic potentials of AI
on the other increases the chances for the acceptance of AI systems in change processes.
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[8] provide more detailed information on the design of human-machine interaction in
AI systems (see Fig. 3).

Fig. 3. Overview of clusters and criteria for human-machine interaction in the context of work
with AI [8].

A first cluster of criteria deals with questions of individual protection. This concerns
fundamental questions of attack and operational security, robustness, and health protec-
tion. At the same time, questions of data protection, responsible performance recording
and non-discrimination of AI systems are also relevant in the development. A second
cluster of criteria deals with the issue of trustworthiness. The focus here is on data
quality, the issues of transparency, explainability and consistency, as well as questions
of responsibility, liability, and system trust. The third cluster of criteria is devoted to
the relationship between human and machine and the question of a sensible division of
work. This involves issues of relief and support by AI systems, situation control and the
adaptivity and fault tolerance of AI systems. The last cluster of criteria in turn focuses on
working conditions: Important here are, for example, the scope for action for employees,
the learning and experience-promoting nature of the work or the appropriate integration
of AI-based systems in an existing social and operational context.

In change processes in AI, the questions of transparency and explainability of the
systems, the processing of the necessary data – especially personal data – and the deter-
mination of load profiles appear to be an essential key factor – for the functionality,
reliability, and performance of AI systems on the one hand, and for successful imple-
mentation in the companies and gaining acceptance among users on the other. For this
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reason, these issues should be considered with special care in the change process and in
development and planning:

• Strengthen explainability, graded transparency and traceability of AI systems
• Implement privacy-by-design and anticipate and resolve data protection issues
• Create load profiles and design human-machine interaction without contradictions

3.3 Preparation and Implementation

The implementation of AI in companies requires not only a careful and well-thought-out
planning and development of the AI system, but especially a suitable integration into
existing or new work processes and possibly changed organizational structures. For this
purpose, it is necessary, on the one hand, to prepare employees and their representatives
for their new tasks at an early stage and to raise the full potential of AI technologies and
strengthen their acceptance with suitable qualification measures. Closely linked to this
are the changes in the task and activity profiles of employees, which are often associated
with the introduction of new technologies. This question is particularly relevant forAI, as
the relationship between human andmachine can also change in the long term. For many
companies, the switch to self-learning systems will not happen overnight. Especially in
view of the major changes that self-learning systems can mean for many processes, it
is advisable to test the new possibilities in pilot projects, involve employees and gather
experience before the systems are introduced across the board.

Companies should create a framework and concrete training, or further education
offers for their employees in dealing with AI systems, which the employees can actively
and responsibly use. The acceptance of AI technology and the acceptance of the training
or further education offers can be further increased by motivating employees to con-
tribute their experience knowledge to the design processes. In addition to technical top-
ics, interdisciplinary skills such as analytical and critical thinking, the ability to judge,
creativity, complex problem solving, project and customer management will become
increasingly important in the future. Against the background of partly new forms of
cooperation in teams and networks, the ability to collaborate, communication skills and
conflict management will become even more important in the future. In addition, self-
management and self-directed learning, willingness to change and independent thinking
and decision-making will gain in importance [9, 10].

AI can – depending on the system design and the area of application – require
changes in the organization of work and in the distribution of tasks within the company,
but also in the relationship between human and machine. For this reason, these issues
should be considered at an early stage and those affected, who usually have valuable
expert and process knowledge, should be involved. In this way, frictional losses during
the introduction of AI systems can be reduced, possible conflicts and reservations of
employees can be better anticipated and moderated and the change process in AI can
be made more sustainable. An early risk assessment can also help to correct possible
undesirable developments in the early stages. All in all, the aim is not to set up hurdles
for AI systems, but to describe sensible instruments for productive and safe use and to
define the scope of action for employees.
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A good practice to be recommended for conducting a risk assessment also for AI-
based work processes is to first.

1. identify affected work areas and activities,
2. identify risks and pressures caused by the AI system in these areas and activities, and

identify changed communication, organization, and cooperation processes, including
necessary aspects of data security and data protection,

3. to demand transparent, comprehensible information from the manufacturer or
provider of the AI system about which data is collected and processed, where the
data is stored and who has access to the data,

4. assess the identified pressures to determine whether they cause hazards,
5. define necessary protective measures,
6. take thedefinedmeasures into accountwhenprocuringor programming theAI system,
7. to investigate the possibilities of effectiveness control by the AI system itself and by

responsible persons and to control the effectiveness of the measures accordingly, and
finally

8. to document the processes of risk assessment (possibly by the AI system itself) – such
as access regulations and times of data access, responsible decisions of the AI system
and of persons in the process etc.

The change processes in AI should include pilot and experimental phases in which
experience and best practice examples can be gathered. These phases canmake it possible
to check the effects and interfaces of the AI systems regarding the objectives and with a
view to humane work design, as well as to exclude undesirable effects as far as possible
and to gain positive experience with the systems in the working environment – for
example about the benefits.Within the framework of these pilot and experimental phases,
employers and employees can find a suitable balance to reconcile the protection needs
of the employees with new flexibility requirements of the company in transformation.

Pilot and experimental phases are of great importance due to the high dynamics of
technological development in the field of Artificial Intelligence: trying, experimenting,
evaluating, accepting – but also rejecting and learning as early as possible – should
also be part of the change process in Artificial Intelligence. These phases of practi-
cal testing open – also in the sense of a process-oriented participation of employees
and their representatives – the possibility to make necessary changes before a com-
prehensive introduction and to integrate the experience and process knowledge of the
employees even better – for example in the planning of work processes, activity profiles
or organizational structures.

Trial phases also allow for a broader information base on how an AI system works
and amore thorough assessment of its potential and impact. In addition, it will also make
it possible to better assess competence requirements and to implement qualificationmea-
sures in a more targeted manner. Pilot projects and applied research in real operational
environmental can thus help to minimize frictional losses during the introduction in the
company, offer an important basis for the change process and process-oriented partici-
pation and at the same time contribute to the acceptance of AI systems based on practical
experience among employees.
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3.4 Evaluation and Adaption

Once self-learning systems have been introduced, a company faces a phase that is almost
as important for the success of the transformation process as the planning and introduc-
tion (see Fig. 4). Plans that have been made, criteria that have been defined and tasks that
have been assigned must now prove themselves in practical everyday life in the most
diverse company processes. The use of AI systems and especially the defined criteria and
standards for human-machine interaction geared to good work must be evaluated with
the systematic involvement of the employees and adapted if necessary – initial conclu-
sions have already been drawn in the experimental phases and have been incorporated
into the design of the nationwide introduction.

Fig. 4. Overview of tasks in phase “Evaluation and Adaption”

Over time, companies are gaining more and more experience with the use of AI
systems in their products and internal processes. Making the best possible use of this
experience means incorporating it into future innovation processes using suitable meth-
ods. Here too, the company can and should pay attention to the rich experience of those
who are constantlyworkingwith the learning systems: The participation of theworkforce
in further innovation processes thus rounds off the cycle of the transformation process.
At the same time, the participation of employees in further innovation processes offers
the added value that they can participate in the design of new systems right from the
start. If the ideas for an AI system, which is to optimize work processes used within
the company, are based on the working reality of the employees, the developed system
can ultimately be better integrated into this working reality. In this way, it is possible to
avoid the need for costly adjustments.

4 Summary and Practical Recommendations for Action

How the forms of employment and work activities will develop in detail in the working
world of the future cannot yet be clearly determined. Without a doubt, the successful
implementation of newworking environments requires the appropriate corporate culture
for a positive use of AI technologies.
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AI introductionmeans:Anentrepreneur should always askhimselfwhyanAIprocess
should be used in his company. So, what benefits does the company expect from using an
AI process or what added value does the use of one create for customers and employees?
Once this question has been answered clearly, it is a matter of introducing the procedures
in a structured manner. As with every technological innovation, questions about the
corporate strategy, planning of the processes, handling of data and the procurement of
the technologies play a role.

The following are proving to be promising elements in change management:

• Experimental rooms and pilot projects, which then radiate as beacons, turn out
to be useful to a) test and evaluate new technologies in the field and b) achieve
comprehensive willingness to use and accept AI solutions.

• Transparent and legally secure company agreements that include the data protection
officer make sense, which clarify the use of the AI and, above all, the handling of
employee data in a binding manner.

• A sensitization offensive for an active data protection culture with the employees or
the works council and the data protection officer prove to be positive.

• Early qualification offensives to impart the necessary skills to employees and
managers are to be carried out.

When introducing the AI process into the company, the following applies, among
other things: also, to keep an eye on the topic of corporate culture and leadership. The
four phases outlined here are action-bearing and should be gone through extensively by
the company.
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(German) white paper “Introduction of AI systems in companies – design approaches for change
management”, Munich, 2020 [1]. The original version of this publication is available at: https://
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Abstract. The use of artificial intelligence (AI) in the financial sector has become
increasingly popular in recent years. This study focuses on the application of
machine learning (ML) for option pricing using intraday data on Taiwan’s Capi-
talization Weighted Stock Index (TAIEX). This study compares this method with
the traditional Black-Scholes option pricing model to determine if the results of
ML are more accurate in predicting market prices. The empirical results show
that ML can provide more accurate option pricing than the BS model, particularly
when training the model with option volatility. Moreover, the pricing ability of
the model is positively correlated with the frequency of data used in this study.
However, when predicting prices for the next six months, machine learning does
not outperform a BS model using lagged prices.

Keywords: Option pricing · Implied volatility ·Machine Learning · Intraday
data · XGBoost · CatBoost

1 Introduction

As technology advances, artificial intelligence (AI) is becoming more and more popular
in our lives. In recent years, there has been a growing trend of applying AI in finance,
where it is used for a wide range of purposes, including studying consumer behavior and
financial products. AI can help digital finance departments to identify consumer habits or
attributes based on their information, and this can also help them achieve more accurate
marketing, save costs, and improve the product being purchased. In terms of financial
products, AI is mainly used for predicting prices, returns, volatility, or fluctuations, as
well as for asset allocation and investment portfolio weighting to maximize returns or
Sharpe Ratio.

Option pricing has been a popular topic since the Black-Scholes (BS) model was
developed in 1973. Since then, scholars have been refining the model by breaking some
of its assumptions. For example, in 1988, Dumas et al. developed the ad hoc BS model,
which improved the accuracy of the model by changing the volatility function from a
constant function of historical volatility to amore complex function involving the squared
terms of maturity and strike price and their intersection. In 1993, Heston introduced the
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concept of stochastic volatility (SV) to option volatility forecasting, which led to the
development of the famous Heston Model (SV model).

With recent advances in technology and hardware, scholars are now able to use
machine learning to price options using large amounts of data to validate their models.
For example, Liang et al. (2009). Used Support Vector Regression (SVR) andMultilayer
Perception (MLP) to price options, and more recently, the Gradient Boosting method
has emerged as a popular method. In 2020, Ivas,cu used Gradient Boosting algorithms
such as XGBoost and LightGBM to price options, and achieved better results than the
traditional BS model.

This study applies machine learning methods, such as XGBoost and the latest algo-
rithm CatBoost, to option pricing. The goal is to use machine learning to find the rela-
tionship between option prices and related variables from a large amount of historical
intra-day data, and then compare the results with the traditional BS model to see if those
models are more accurate or not.

2 Literature Review

2.1 Option Pricing Model

Hull and White (1987) used BS model determining call option price with stochastic
volatilitywhich is uncorrelatedwith the price of securities. The result shows that the price
of BS model overvalues At-The-Money (ATM) options and undervalues deep In-The-
Money (ITM) and Out-of-The-Money (OTM) options. Dumas et al. (1998) continued
the previous method, that is, the volatility of asset return is a deterministic function
of assets and prices and the time. They further developed the Deterministic Volatility
Function (DVF) as option pricing model so as to find out the historical volatility in the
BS model, which is called ad hoc BS model.

Yung et al. (2003) used GARCH model to compare with the ad hoc BS model.
The option pricing model they used is based on the exponential GARCH (E-GARCH)
model proposed by Nelson. The result shows E-GARCH model outperforms the ad hoc
BS model both in-sample and out-of-sample. Berkowitz (2009a) mentions that previous
empirical results indicating ad hoc BSmodel performs better than BSmodel.Wang et al.
(2012) used ARMA combining with BS model and ad hoc BS model for the prediction
of option volatility and option pricing. The empirical result shows that the AR effect
is more significant than the MA effect, and the best model is the ad hoc ARMA(1,1),
which outperforms the BS model and the ad hoc BS model.

Kim (2021) compares option pricing models from both pricing and hedging per-
spectives. In this study, the SVJ model performs the best in after-one-day pricing, and
the ad hoc BS performs the best when the options priced one week later. From hedging
perspective, the ad hoc BS model outperforms BS model, CS (Corrado and Su) model,
SV model and SVJ model.

2.2 XGBoost and CatBoost for Financial Applications

Al Daoud (2019) used three gradient boosting algorithms, XGBoost, LightGBM (Light
Gradient Boosting Machine) and CatBoost to predict housing credit. Basak et al. (2019)
used random forest (RF) and XGBoost algorithms to predict the direction of stocks.
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Jha et al. (2020) usedLinear Regression, Support Vector Regression (SVR),Decision
Tree, Random Forest (RF), XGBoost, CatBoost, Lasso, Voting Regressor to predict
housing price. Among them, XGBoost performs the best. Chowdhury et al. (2020) used
Call and Put price to predict the stock price (closing price). This study uses Decision
Tree, Neural Network, and Ensemble method to predict stock prices and the empirical
results showing that all three machine learning methods outperform the BS model, with
the Ensemble method performing best.

Jabeur (2021) compared the accuracy of predicting corporate bankruptcy using Cat-
Boost with other older machine learning algorithms including discriminant analysis
(DA), logistic regression (LR), SVM,NN,RF,GBM,DNN,XGBoost, andCatboost. The
empirical results show that CatBoost outperforms all previous models, when applying
to classification model.

2.3 Option Pricing Using Machine Learning

Andreou et al. (2009) used å-insensitive SVR and Least Square SVR for option pricing.
The result shows that two methods outperform BS model. Abdelmalek et al. (2009)
use genetic programming (GP) to predict implied volatility of S&P500 index options
and compare between time series samples and moneyness time to maturity classes. This
study suggests that the genetic programming is good at solving financial problems.

Liang et al. (2009) first used three conventional parametric methods, the binomial
tree method, the finite differencemethod and theMonte Carlo method for option pricing.
They used LNN, MLP and SVR model to raise the accuracy of these results. The results
show that the MLP approach is slightly better than the LNN approach, and the SVRs
outperforms the MLPs. Culkin and Das (2017) use fully-connected feed-forward deep
learning neural network (Deep FNN) to make a better option pricing model than BS
model. The results show that Deep Learning can be used to learn option pricing models
from the market. Han et al. (2019) used machine learning models such as K-Nearest
Neighbor (KNN), SVM, RF, Gradient Boosting (GB), extreme random tree (ET), and
deep learning with selective learning. The results show that Gradient Boosting is the best
model and performs better than ATM both in Out-of-The-Money (OTM) and In-The-
Money (ITM). Liu et al. (2019) used Artificial Neural Network (ANN) to determine
options and calculating Implied Volatility. The results show that the ANN solver can
accelerate the calculation of numerical method significantly. Ivas,cu (2021) use SVR,
RF, XGBoost, LightGBM, NN, Genetic algorithms (GA) machine learning algorithms
to determine the price of an option and compared these models to traditional BS models.
The best performance among all algorithms are XGBoost and LightGBM.

3 Methodology

3.1 XGBoost

Chen and Guestrin propose the eXtreme Gradient Boosting (XGBoost) algorithm in
2016. XGBoost is a supervised machine learning model that can be used for classifica-
tion or regression prediction. This method is based on Gradient Boosting Decision Tree
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(GBDT) algorithm of Friedman (2001). The main idea of XGBoost is ensemble learn-
ing, which combines many previous models to form a better model, so that the model is
more stable. Compared with GBDT, XGBoost expands a drift function through a Tay-
lor second-order expansion makes it outperform than most of other machine learning
algorithms in many predicts.

3.2 CatBoost

CatBoost (Categorical boosting), proposed byProkhorenkova et al. (2018) andDorogush
et al. (2018), is an algorithm based on the oblivious trees in GBDT, which is good at
solving categorical features. It also solves the problems of Gradient Bias and Prediction
shift, and reducing the overfitting problem to improve the accuracy of the algorithm.
This makes CatBoost performing well in recent years.

In gradient boosting algorithm, one commonly used method is to group according
to Target Statistics (TS). TS is used to calculate the expected value of the target feature
for each category, and some people even directly use TS as a new numerical feature to
replace the original category feature. Threshold value is important for TS value based
on the Gini Coefficient or Mean Square Error(MSE). The purpose is to obtain a number
which is the best among all possible divisions of the class feature into two slices for the
training data.

Any combination of several different categorical features can be considered as a new
feature. Therefore, if there is a data set has multiple class features, then the total number
of these features will grow exponentially. Hence, it isn’t possible to get all combinations
in the algorithm. When constructing new split points for the current tree, CatBoost
uses a greedy strategy to consider combinations. For the first partition of the tree, no
combination is considered. For the next split, CatBoost combines all combinations of
the current tree, categorical features and all categorical features in the dataset. The newly
obtained categorical features dynamically convert to be numerical features.

3.3 Model Comparison

In this study, the Root Mean Square Error (RMSE) is used as the basis for model
comparison, which is the same as Ivas,cu (2021). The smaller the RMSE of the test data,
the more accurate the model can be predicted. The RMSE of the BS model is 1.3598,
The three stages of the model comparison are shown below.

Different labels (y), features (x), algorithms, data splitting methods, and data fre-
quency are presented in three stages for model comparisons. The first stage (Fig. 1) is
grouped into predicting option prices directly or predicting option volatility. Then, the
four sets of features in Table 1 are used to predict the above two sets of labels. Then,
the four sets of features in Table 1 are used to predict the above two sets of forecasting
targets. The 1st set is traditional BS variables. The 2nd set is 1st set adding the lagged
option price. The 3rd set is the 1st set without considering Implied Volatility, which
is also used in Ivas,cu (2021). The fourth set is the variables of ad-hoc BS model. The
algorithm uses the XGBoost and CatBoost methods to compare with the traditional BS
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model. The data splitting method is random cutting, and the data frequency is one sec-
ond. In the second stage, (Fig. 2), 10 s, 20 s, 30 s, and 60 s are used as data frequency
to compare with one second.

4 Empirical Results

4.1 Data

This study uses the futures contracts (TX) and option contracts (TXO) of the Taiwan
Stock Exchange Capitalization Weighted Stock Index (TAIEX) as research data. TXO
have the following characteristics: (1) TXO are European options; (2) TX and TXO are
both cash settled; (3) TX and TXO have the same expiration date, which is the third
Wednesday of each month.

The data for this study was collected from July 2017 to December 2021 from the
Taiwan Futures Exchange (TAIFEX). The data includes price information for each trans-
action with a minimum time unit of seconds. To align the futures and options data, only
the last transaction data per second is used in this study.

The raw data include monthly and weekly options which are new commodities that
only traded at every Wednesday except the third week of the month and expire on the
following Wednesday with a one-week trading period. Weekly options have greater
trading volumes and liquidity than monthly options which have longer expiration date.
However, the volume of weekly futures is quite low due to lack of futures data satisfying
the no-arbitrage boundary condition. Therefore, we cannot use the weekly option data
but can only use the monthly option data as a sample for this study.

After cleaning and filtering the data, only 758,138 items remain. Table 2 shows the
descriptive statistics about important variables in this study. The option price (Opt) is
between 1 and 2100, mostly within 100, with a median of 59 and a mean of 73.22, which
means that there are many extreme values that make the mean higher. The futures price
(Fut) is between 8345 and 18267, and the strike price (K) is between 8700 and 18300.
The value of futures are divided by performance price (Fut/K) is between 0.8407 and
1.221, which represents the moneyness of options. The first quartile and third quartile
are 0.9966 and 1.0028 respectively, which means that most of the data are around 1.
This means that most of the data used in this study are At-The-Money (ATM) options
data. The Implied Volatility (IV) is between 0.0123 and 0.8144. From the third quartile
of 0.1555, most of the values are less than 0.2. The number of time to maturity has been
removed from the data within 1 day during data cleaning.

The remaining data ranges from 1 to 160.104 days, most of which are within one
week. There are two main reasons for this. One is that most of the volume over one
week will be in the weekly options, and the second is that the longer the time to expiry,
the more likely the data will have price bias causing it to fail to satisfy the no-arbitrage
boundary condition of the put-call parity. Finally, this study uses the Bank of Taiwan
one-year time deposit rate as the risk-free rate, which has a value between 0.0076 and
0.0104 with no significant difference during the study period.
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Table 1. Features Sets Table

Features(x) Features(x)

The first set Futures Price(F), The second set Futures Price(F),

Strike Price(K), Strike Price(K),

Time to Maturity(T), Time to Maturity(T),

Risk-free Interest Rate(rf), Risk-free Interest Rate(rf),

Lag Implied Volatility(lag_iv) Lag Implied Volatility(lag_iv),

Lag Options price(lag_C)

The third set Futures Price(F), The fourth set Futures Price(F),

Strike Price(K), Strike Price(K),

Time to Maturity(T), Squared Strike Price,

Risk-free Interest Rate(rf) Time to Maturity(T),

Squared Time to Maturity,

Interaction of Strike Price and
Time to Maturity(K*T),

Risk-free Interest Rate(rf),

Lag Implied Volatility(lag_iv)

Fig. 1. Model Comparison with the Four Sets of Features

Fig. 2. Model Comparison with Different Frequencies
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Table 2. Descriptive Statistics of the Important Variables

Stat Opt Fut K F/K IV Days r

Min. 1 8345 8700 0.8407 0.0123 1 0.0076

1st Qu. 36.5 10512 10500 0.9966 0.0954 1.14 0.0076

Median 59 10867 10900 0.9996 0.1223 2.134 0.0104

Mean 73.22 11938 11943 0.9996 0.1329 3.947 0.0095

3rd Qu. 93 12177 12200 1.0028 0.1555 5.15 0.0104

Max. 2100 18267 18300 1.221 0.8144 160.104 0.0104

4.2 Comparison of Different Label and Features

First, as shown in Table 3, the performance of the label is volatility, regardless of which
set of features is much better than directly using the option price as the forecast target. In
the model with label being the volatility, the fourth group x performs the best. In other
words, the performance of the model with ad hoc BS variables will be better than that of
the BS model. The inclusion of the lag option prices in the second set slightly reduces
the accuracy of the model. The third set has substantially lower, predictive accuracy due
to the absence of Implied Volatility as an important variable of the option, same as the
results of Ivas,cu (2021). In the algorithm, XGBoost is better than CatBoost in all four
sets.

In themodel where label is the option price, the second set of features performsmuch
better than the other three sets because the lag option price is included as a variable. In
the algorithm, CatBoost outperforms XGBoost in all four sets, which is the opposite of
the result for volatility as label. However, the overall performance is much worse than
the volatility as label, the later stages of the model are compared using only the volatility
as label.

The empirical results show that using volatility as the label outperforms using option
price as the label. Among the four sets of features, the first set of features and the fourth
set of features performed better, with the fourth set of features performing the best.

Table 3. Comparison of Different Label and Features

label Algorithm First set Second set Third set Forth set

Volatility XGBoost 0.9034 0.9067 7.5329 0.8793

CatBoost 0.9241 0.9250 8.8944 0.9026

Option price XGBoost 41.6727 3.3450 40.8657 41.6776

CatBoost 37.0605 2.4282 39.6685 37.0251

Table 4 shows that the results of the first set of features cut by rolling scheme are
much worse than the results of the previous section randomly cut by 8:2. In Model 2,



Option Pricing Using Machine Learning with Intraday Data 221

the testing data is the first half of 2020. Because of the plunge of Taiwan stocks in the
Pandemic, the option prices changed dramatically and it wasn’t possible to predict the
prices accurately. In Model 4, as the Pandemic entered Alert Level 3 in Taiwan, the
TAIEX was highly fluctuating and dropping 8% to 9% on one day, so was the forecast.

Table 4. First Set of Features Cut by Rolling Scheme

Model Training/Testing Data Start Data End Date BS XGBoost CatBoost

1 Training Data 20170630 20190630 0.9871 0.6116 0.6889

Testing Data 20190701 20191231 0.8808 3.2518 2.3893

2 Training Data 20180101 20191231 1.0161 0.6406 0.7201

Testing Data 20200101 20200630 1.7264 27.0307 26.5047

3 Training Data 20180701 20200630 1.2360 0.7322 0.8003

Testing Data 20200701 20201231 1.4193 7.1065 6.5739

4 Training Data 20190101 20201231 1.3139 0.7984 0.8572

Testing Data 20210101 20210630 2.6582 11.7189 18.4433

5 Training Data 20190701 20210630 1.6761 0.8629 0.9418

Testing Data 20210701 20211231 1.8628 6.2971 3.2969

In Table 5, the fourth set of features is compared with the first set of features by
using the rolling scheme. For model 1, the fourth set of features outperforms the first
set of features in both XGBoost and CatBoost, while for models 2 to 5, the first set of
features outperforms the fourth set of features. Comparing the two algorithms, CatBoost
outperforms XGBoost in most cases.

Table 5. Fourth Set of Features Cut by Rolling Scheme

Model Training/Testing Data Start Data End Date BS XGBoost CatBoost

1 Training Data 20170630 20190630 0.8269 0.6219 0.7387

Testing Data 20190701 20191231 0.7108 2.5511 1.8214

2 Training Data 20180101 20191231 0.8522 0.6614 0.7843

Testing Data 20200101 20200630 1.3504 33.1735 30.7476

3 Training Data 20180701 20200630 0.9758 0.7865 0.9186

Testing Data 20200701 20201231 1.1257 13.5309 9.5118

4 Training Data 20190101 20201231 1.0398 0.8164 0.9324

Testing Data 20210101 20210630 1.9452 23.3439 19.5805

5 Training Data 20190701 20210630 1.3080 0.9158 1.0498

Testing Data 20210701 20211231 1.4269 23.6758 6.3183
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In this study, the data frequency of all the previous models are 1 s. In the following,
we use volatility as label and the first set and the fourth set of features for prediction
with frequencies of 10 s, 20 s, 30 s and 60 s, respectively. As shown in Table 6, the
lower the frequency, the less data can be used. The data for 1 s, 10 s, 20 s, 30 s, and 60 s
are 758,138, 287,420, 252,318, 233,947, and 200,934 respectively. Looking at different
time frequency, the lower the frequency, the longer it takes to predict the option price,
the larger the error will be. Comparing two different sets of features, the fourth set of
features predicted better than the first set, except for XGBoost with a frequency of 10
s and CatBoost with a frequency of 60 s. Simply by comparing the two algorithms,
XGBoost is slightly better than CatBoost. Probably because the features in this study
are all numerical variables rather than categorical variables, the results of CatBoost are
not so outstanding. The results obtained using both algorithms are better than the BS
model.

Table 6. Comparison of different data frequencies

Frequency
No. of data

1 s
758,138

10 s
287,420

20 s
252,318

30 s
233,947

1 min
200,934

First Set XGBoost 0.9034 0.9778 1.0403 1.1021 1.2345

CatBoost 0.9241 0.9619 1.0561 1.1136 1.2464

BS 1.3598 1.9577 2.6224 3.2729 4.4662

Fourth Set XGBoost 0.8793 0.9762 1.0262 1.0939 1.2268

CatBoost 0.9026 0.9660 1.0509 1.1081 1.2491

BS 1.3598 1.9577 2.6224 3.2729 4.4662

Basedon the empirical results, the randomsplitmethodhas bettermodel performance
than the rolling scheme. Additionally, higher data frequency leads to more accurate pre-
dictions. Comparing the models, the best performance is achieved when using volatility
as the label, the fourth set of features as the predictor, XGBoost as the algorithm, random
split as the data splitting method, and using the highest data frequency. The obtained
RMSE of 0.8793 is significantly lower than the BS model’s RMSE of 1.3598.

5 Discussion and Conclusion

This study used TAIEX underlying futures and options data from July 2017 to December
2021 for morning and evening trading as samples. Machine learning algorithms were
used to predict option prices, and the models were compared based on their labels,
features, algorithms, data splitting methods, and data frequencies.

The result indicates that volatility as a label performed better than option price. The
first set of features (features ofBSmodel) and the fourth set (features of ad hocBSmodel)
show better performance among the four sets of features. Data splitting through random
split provided the best performance in comparison to the rolling scheme. XGBoost
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and CatBoost outperform the traditional BS model, with XGBoost performing slightly
better than CatBoost. Training is conducted at different data frequencies (1 s, 10 s, 20 s,
30 s, and 60 s), and the results revealed that higher data frequency lead to more accurate
predictions.

Future research will contain other variables that influence option prices, such as
technical and macroeconomic indicators, and explore alternative algorithms like Long
Short Term Memory (LSTM) and so on.
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Abstract. When asset returns follow multivariate Lévy processes, this paper
derives a theoretically sound portfolio performance measure (PPM) that takes into
account idiosyncratic and common jump risks. We demonstrate that the PPM can
reduce to the Generalized Sharpe Ratio introduced by Zakamouline and Koeke-
bakker (2009), resolving the Sharpe ratio paradox presented in Hodges (1998).
With the data of iShares MSCI Germany Index fund, SPDR USA S&P 500 and
the iShares MSCI Canada Index Fund over the period from January 1, 2001 to
September 30, 2010, we attain that the optimal asset allocation obtained by maxi-
mizing the PPMcan catchmore detailed information of financial shock so that fund
managers are able to adjust optimal investment strategy to enhance the investment
performance during the period of the financial extreme risk.

Keywords: Portfolio Performance Measure · Multivariate Lévy process ·
Idiosyncratic Jump Risk · Common Jump Risk

1 Introduction

Portfolio selection proposed by Markowitz (1952) is one of the most important issues
in finance. Relying upon the assumption that asset returns follow a normal distribution,
Markowitz formulate the portfolio problem as a choice of the mean and variance of
a portfolio of assets. However, in practice the asset returns usually peak around the
mean and fatter tails; that is, the returns are non-normally distributed. The fast-growing
concerns of investors for extreme risks lead to eager need for portfolio performance
evaluation beyond the mean-variance framework.

Non-normal property can be generated by heavy-tailed distributions with higher-
order moments. Concerning for higher-order moments can be traced back to Kendall
and Hill (1953), Mandelbrot (1963a and 1963b), Cootner (1964) and Fama (1965) dis-
covering the presence of significant skewness and excess kurtosis in empirical asset
return distributions. In this sense, there has been substantial growth in recent years of
the use of copula in finance; see for example the recent book by Cherubini et al. (2004).
Further empirical evidence has been provided by Patton (2004), Jondeau and Rockinger
(2006) and Harvey et al. (2004). Such models, however, can leave two issues unresolved
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(Adcock, 2010). First, certain choices of the functional form of the utility function are
prohibited because the expected values do not exist. Second, the use of copula is restricted
to a small number of dimensions, whichmeans that large-scale portfolio selection require
simplifying assumptions to be made.

The past three decades has noticed the development of a large body of theory concern-
ing multivariate probability distributions. Most studies about multivariate asset models
are based on Brownian motions due to their simple structure. Jonathan and Ingersoll
(1986) provide a theoretical basis of multinormal case for the financial using. To allow
for fat-tailed phenomenon, elliptically symmetric distributions are also used as a tractable
model for asset returns and hence for the development of various aspects of portfolio the-
ory (Fang et al., 1990; Liu, 1994; Landsman, 2006; Landsman andNešlehová, 2008). Self
evidently, elliptically symmetric distributions cannot handle asset returns with nonzero
skewness. One way to incorporates both kurtosis and skewness for the probability distri-
bution of assets returns is based on the multivariate extended skew-Student-t distribution
(Adcock, 2010).Anotherway is tomodel the asset returns asmultivariateLévyprocesses.

Barndorff-Nielsen (2001), Cont and Tankov (2004), Luciano and Schoutens (2006)
andEberlein andMadan (2009) provide amultivariate time changedBrownianmotion by
a common subordinator. As noted in Luciano and Schoutens (2007), however, the com-
mon subordinator puts a strict restriction on the joint process, which in turn leads to the
lack of independence and limited range of dependence structure. Semeraro (2008) and
Luciano and Semeraro (2007) propose a similar model with idiosyncratic and system-
atic subordinators to capture idiosyncratic and systematic jump shocks simultaneously.
In this line, Luciano and Semeraro (2010a) consider correlated Brownian motions with
idiosyncratic and systematic subordinators which possess four desired features: the exis-
tence of characteristic functions in closed form, the ability to capture a wide range of
dependence structure, the ability to model the idiosyncratic and common jump shocks,
and the advantage of calibratingmarginal and joint parameters separately. Consequently,
this paper employs the multivariate Lévy processes of Luciano and Semeraro (2010b)
as a rational and tractable model for asset returns.

The most popular performance measure is the Sharpe ratio (SR), a reward-to-risk
ratio commonly used measure of portfolio performance. However, because it is based on
the mean-variance theory, it can lead to unacceptable paradoxes (Hodges, 1998) when
the asset returns are non-normally distributed. To take into account higher moments
of distribution, some researchers replace the standard deviation in the Sharpe ratio by
an alternative risk measure on the basis of the downside deviation (Sortino and Price,
1994) and the value at risk (Dowd, 2000; Favre and Galeano, 2002; Rachev et al., 2007).
Other researchers replace the Sharpe ratio with alternative measures of reward and risk
such as Stutzer index Stutzer (2000), the Omega ratio (Shadwick and Keating, 2002),
and the Kappa measure (Kaplan and Knowles, 2004). As proposed by Zakamouline
and Koekebakker (2009), however, most of the alternative performance measures lack
a solid theoretical foundation, taking into account only downside risk but ignoring the
upside return potential. In addition, asset returns presents a significant common jump
component (Lo andWang, 2000; Luciano and Semeraro, 2010a). Consequently, the aim
of this paper is to present a theoretically sound portfolio performance measure under
which the asset returns adhere to the multivariate Lévy processes to takes into account
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higher moments of the distribution of returns as well as the idiosyncratic and common
jump shocks.

In this paper we start by introducing a definition of a portfolio performance measure
(PPM) related to expected utility provided by portfolio values. The higher the PPI of a
portfolio, the higher level of expected utility the portfolio provides.We indicate thatwhen
the number of asset is one and initial wealth is zero, the PPM justifies the notion of the
Generalized Sharpe ratio (GSR) of Hodges (1998) and Zakamouline and Koekebakker
(2009). In addition, when asset returns follows a multivariate normal distribution, the
PPM reduces to the portfolio Sharpe ratio and the Sharpe ratio when the number of asset
is one. Lastly, we show how the PPM can mitigate the shortcomings of the Sharpe ratio
in resolving Sharpe ratio paradox presented by Hodges (1998).

In empirical study, we employ the iShares MSCI Germany Index Fund (EWG),
SPDR USA S&P 500 (SPY) and the iShares MSCI Canada Index Fund (EWC) as the
proxy of risky assets and the three-month USA Treasury bill (T-Bill) as the proxy of
risk-free asset. The data spans the period from January 1, 2001 to December 31, 2010
(2450 observations in total). We first fit the three asset returns to the multivariate Lévy
model through themaximum likelihood estimation (MLE) according to a rollingwindow
out-of-sample scheme by fixing thewindow size at five years. According to the empirical
results, we find that the optimal asset allocation obtained by maximizing the PPM can
catch more detailed information of financial shock so that fund managers are able to
adjust optimal investment strategies to enhance investment performance with lower risk.

The remainder of this paper is organized as follows: In Sect. 2, we illustrate the
portfolio performance measure based on the expected constant absolute risk aversion
(CARA) utility function. Section 3 explains the construction ofmultivariate Lévy process
for asset returns and its application to the PPM; it also offers the relationship between
the PPM and GSR. Section 4 empirically tests the goodness of fit of multivariate Lévy
model and illustrates how the PPM can resolve the Sharpe ratio paradox presented by
Hodges (1998) and then provides the application of PPM in optimal asset allocation.
The last section draws some conclusions about our findings.

2 Portfolio Performance Measure

In this paper, all of the results are obtained by considering the optimal asset allocation
problem in the standard expected utility theory framework. Specifically, we consider an
investor allocating his or her wealth between n − 1 risky assets and the nth risk-free
asset. The risky asset returns over a small time interval are defined as follows:

Rj(t) = log
(
Aj(t)

)− log
(
Aj(t − 1)

)
, j = 1, ..., n − 1, (1)

where Aj(t) is the jth asset price at time t. The return on the risk-free asset over the same
time interval equals rf . We further assume that the investor has an initial wealth of w

and invests aj in the jth asset. Thus, the investor’s wealth
∼
W from time t - 1 to time t is

of the form:

W̃ = an(1 + rf ) +
⎡

⎣
n−1∑

j=1

aj(1 + Rj(t))

⎤

⎦ = w + anrf +
n−1∑

j=1

ajRj(t) (2)
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where an = w−∑n−1
j=1 aj is the investment amount in the risk-free asset. In this study, we

attempt to find the optimal investment amount a∗
j . Note that when the initial wealth value

is equal to one, the investment amount for each asset becomes its investment weight.
Given the portfolio value in Eq. (2), in the Definition 1, the investor’s expected utility is

E
(
U
(
W̃
))

= E

⎛

⎝U

⎛

⎝w + anrf +
n−1∑

j=1

ajRj(t)

⎞

⎠

⎞

⎠, (3)

for given utility function U (·). We suppose that U (·) is increasing, concave, and every-
where differentiable function. Consequently, the investor’s objective is to choose aj to
maximize the expected utility.

One of the traditional utility functions most often used in financial economics is the
CARA utility. Cass and Stiglitz (1970) show that the portfolio weight in risky asset i
relative to risky asset j does not depend on the initial wealth if all investors have the same
CARA utility, which makes this utility suitable for financial applications. In addition,
Zakamouline and Koekebakker (2009) demonstrate that the use of CARA utility in the
computation of the performance measure can alleviate the weakness of the Sharpe ratio
for non-Gaussian asset returns. We therefore employ the CARA utility in this study.

The CARA utility form is given by

U (W̃) = − 1

ρ
exp
(
−ρW̃

)
(4)

where ρ is the measure of relative risk aversion. Incorporating Eq. (4) into Eq. (3) yields

E
(
U (W̃)

)
= E

⎛

⎝− 1

ρ
exp

⎛

⎝−ρ

⎛

⎝w + anrf +
n−1∑

j=1

ajRj(t)

⎞

⎠

⎞

⎠

⎞

⎠

= − 1

ρ
exp
(−ρanrf − ρw

)
�R(iρa),

(5)

where a = [a1, ..., an−1]′
is (n–1)-by-1 vector for the investment amounts and �(·)

denotes the characteristic function (CF) of the risky assets and satisfies

�R(u) = E

⎛

⎝exp

⎛

⎝i
n−1∑

j=1

ujRj(t)

⎞

⎠

⎞

⎠, (6)

where u = [u1, ..., un−1]′ .
Zakamouline and Koekebakker (2009) show that for any distribution of the risky

asset returns and the investor with zero wealth, the relation between GSR and maximum
investor’s expected utility is given by

GSR =
√

−2log
(
−E
(
U ∗
(
W̃
)))

, (7)
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where E
(
U ∗
( ∼
W
))

is the investor’s maximum expected utility. This performance mea-

sure is strictly positively related to the maximum expected utility, which is the corner-
stone of modern finance. In this line, without loss of generality, in this paper we define
the portfolio performance measure (PPM) as follows:

PPM (a) =
√

−2log
(
−E
(
U (W̃)

))
=

√
2
(
logρ + ρ(anrf + w) + ψR(iρa)

)
,

(8)

where ψR(u) = log(φR(u)) is the characteristic exponent. Apparently, a higher level of
PPM of a portfolio leads to a higher level of expected utility the portfolio.

3 Multivariate Lévy Processes for Asset Returns

In this section, we would introduce the multivariate model for our assets return and
portfolio return process. Following the work of Luciano and Semeraro (2010a), we
construct the assets return using the multivariate subordination of Brownian motions,
with a common and an idiosyncratic component. Intending of directly fitting the asset
returns to multivariate Lévy processes (Luciano and Semeraro, 2010b), we standardize
the multivariate Lévy processes to model the residuals of risky asset returns. In this
paper, the residuals follow two type ofmultivariate Lévy processes,multivariateVariance
gamma (α − VG) and multivariate Normal inverse Gaussian (γ − NIG), which build
on the idea of splitting the multivariate subordinator into idiosyncratic and systematic
components.

The Characteristic Functions of Leptokurtic Asset Returns.
We model the risky asset returns as multivariate Lévy processes, that is

Rj(t) = cj + σjεj(t) = cj + σj

(
εIj (t) + εCj (t)

)
, j = 1, ..., n − 1, (9)

where cj and σj are mean and volatility of the asset return Rj(t); εj(t) is the standardized
residual including two parts, the idiosyncratic component εIj (t) and common compo-

nent εCj (t) and satisfies E
(
εj(t)

) = 0 and V
(
εj(t)

) = 1. We generate the standardized
stochastic processes by time changed technique through the different Brownian motion.
More precisely, the idiosyncratic part is modeled through the time changed independent
Brownian motions denoted byWI

j (·), and the common part is modeled through the time

changed dependent Brownian motions dependent denoted by WC
j (·). Or equivalently,

we have

εIj (t) = WI
j

(
Xj
) = θjXj + kjB

I
j

(
Xj
)
, j = 1, ..., n − 1, (10)

εCj (t) = WC
j

(
αjZ
) = θj

(
αjZ
)+ kjB

C
j

(
αjZ
)
, j = 1, ..., n − 1, (11)

where θj is the drift term; kj is the diffusion term;Xj, independent ofWI
j , is the idiosyn-

cratic subordinator (or non-systematic part);Z , independent ofWC
j , is the common sub-

ordinator (or systematic part); αj is the sensitivity parameter to the common component;
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and the Brownian motions are given by

Wl
j (t) = θjt + kjB

l
j(t), l = IorC, j = 1, ..., n − 1, (12)

whereBI
j (t),j = 1, ..., n−1, are independentBrownianmotion andBC

j (t),j = 1, ..., n−1,

are dependent Brownian motion and satisfies E
(
BC

� (t)BC
j (t)

)
= ρ�,jt. Following the

similar derivation of Luciano and Semeraro (2010a), the characteristic function for the
jth standardized stochastic process εj(t) is of the form:

�εj

(
uj
) = exp

(
iujμj

)
LXj
(
�WI

j

(
uj
))
LZ
(
αj�WC

j

(
uj
))

, (13)

where

�Wl
j

(
uj
) = ln

(
E
[
exp
(
ujW

l
j (1)

)])
= iujθj − 1

2
k2j u

2
j , l = I , orC, (14)

is the characteristic exponent ofWl
j (1) for l = I or C; and

LXj
(
uj
) = E

[
exp
(
ujXj

)]
,LZ

(
uj
) = E

[
exp
(
ujZ
)]

, (15)

are the moment generating functions (MGF) for Xj and Z , respectively. According to
Eq. (13), we can obtain the CF of the jth risky asset Rj(t), called �Rj(t)

(
uj
)
, as follows:

�Rj

(
uj
) = E

(
exp
(
iujRj(t)

)) = exp
(
iujcj

)
�εj

(
σjuj

)

= exp
(
iuj
(
cj + μj

))
LXj
(
�WI

j

(
σjuj

))
LZ
(
αj�WC

j

(
σjuj

))
.

(16)

Because the PPM is mainly determined by the CF of the risky assets, we derive the
CF of the multivariate asset returns, together with the correlation coefficient between
the jth asset return and � th asset return in Theorem 1.

Theorem 1. The characteristic function for the multivariate asset returns is of the form:

�R(u) = exp

⎛

⎝
n−1∑

j=1

(
iuj
(
cj + μj

))
⎞

⎠

⎧
⎨

⎩

n−1∏

j=1

[
LXj

(
iujθj − 1

2

(
k2j u

2
j

))]
⎫
⎬

⎭

LZ

(
iû′θ − 1

2

(
û′�û

))
,

(17)

where



u =

⎡

⎢⎢
⎢⎢
⎣

σ1u1α
1/2
1

σ2u2α
1/2
2

...

σn−1un−1α
1/2
n−1

⎤

⎥⎥
⎥⎥
⎦

, θ =

⎡

⎢⎢
⎢
⎣

θ1

θ2
...

θn−1

⎤

⎥⎥
⎥
⎦

, � = [ρ�,jk�kj
]
n−1×n−1, �, j = 1, 2, . . . , n − 1.

(18)
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The dependence structure is given by

Corr
(
Rj(t),R�(t)

) =
σjσ�

[(
θjθ�

)(
αjα�

)
Var(Z) + ρj�

(
kjk�

)(
αjα�

) 1
2E(Z)

]

σjσ�

= (θjθl)(αjαl)Var(Z) + ρjl(kjkl)(αjαl)
(1/2)E(Z).

(19)

In view of Eq. (16), the first advantage of the multivariate Lévy model is that each
marginal distribution has its own parameters. As a result, instead of calibrating the
whole parameters of the multivariate Lévy processes simultaneously, we can directly
calibrate the marginal parameters separately. Then, applying Eq. (19), we can estimate
the correlation matrix [ρj�] and the common shock coefficient αj.

In this subsection we focus on two kinds of multivariate Lévy models, multivariate
Variance gamma (α − VG) and multivariate Normal inverse Gaussian (γ − NIG). We
also provide the only continuous multivariate Lévy model, multivariate normal model
for comparison. We first model the residuals as α − VG model. As showed by Luciano
and Semeraro (2010b), we have

Xj = �

(
b

αj
− Jc,

b

αj

)
. (20)

Z = �(Jc, b), (21)

where �(·) denote as the gamma distribution; b
αj

− Jc and Jc are the location parameters

for gamma distribution; b
αj

and b are the shape parameters for gamma distribution; and
αj is the parameter as the bridge between the non-systematic jump and systematic jump.
The MGF of idiosyncratic and common subordinations are

LXj
(
uj
) =

[
1 −

(αj

b

)(
iuj
)]−

((
b
αj

)
−JC

)

. (22)

LZ
(
uj
) =

[
1 −

(
1

b

)(
iuj
)]−JC

. (23)

We therefore obtain the CF of asset return margin as follows:

�Rj(t)
(
uj
) = exp

(
iuj
(
μ∗
j

))[
1 −

(
α∗
j

)−1
(
iθ∗
j uj −

(
1

2

)(
k∗
j

)2
u2j

)]−
(
α∗
j

)

, (24)

where θ∗
j = σjθj, k∗

j = σj

√
1 −

(
1
αj

)
θ2j , μ∗

j = cj − σjθj and α∗
j = 1

αj
to ensure that

E
(
εj(t)

) = 0 and V
(
εj(t)

) = 1. Substituting Eqs. (22) and (23) into Eq. (17) yields the
CF of the risky asset returns:
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�R(t)(u) = exp

⎛

⎝
n−1∑

j=1

(
iujμ
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û∗′

�∗û∗)
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Substituting Eq. (25) into Eq. (8) with u = iρa, we can obtain the PPM according
to the α − VG model.

For the γ −NIG model, Luciano and Semeraro (2010a) define the idiosyncratic and
common subordinations as follows:

Xj = IG

(
1 − Jcγj,

1

γj

)
, (27)

Z = IG(Jc, 1), (28)

where IG(·) denote as the Inverse Gaussian distribution; 1 − Jcγj and Jc are the loca-
tion parameters for Inverse Gaussian distribution, respectively; γj is the measure of the
common jump component. The MGF of idiosyncratic and common subordinations are
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As a result, we can build the CF of the risky asset return as follows:
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whereθ∗
j = σjθj, k∗

j = σj
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j = 1
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) = 0 and V
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) = 1. Similarly, substituting Eqs. (29) and (30) into Eq. (17),
we obtain the CF of the risky asset returns as follows
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where
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Substituting Eq. (32) into Eq. (8) with u = iρa, we can obtain the PPM according
to the γ − NIG model.

For parameter calibration, following the similar derivation in Theorem 1, we also
derive the dependence structure for the α −VG model and γ −NIG model in Corollary
2.

Corollary 2. Under the α −VG model, the correlation coefficient between the jth asset
return and � th asset return (i) is given by.
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Similarly, the correlation coefficient between the jth asset return and � th asset return
(i) for the γ − NIG model is given by
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When the asset returns follow the multivariate normal distribution with zero initial
wealth, we have from Eqs. (5) and (34)
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where Rf = [rf , ..., rf ]′ is a is (n-1)-by-1 vector. Differentiating Eq. (37) with respect to
a and setting it equal to zero, we get a∗ = 1

ρ
�−1

N
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. Substituting it into Eq. (37)

yields
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When ρ equals one, Eq. (8) can be rewritten as follows:

PPM (a) =
√

−2 log
(
−E
(
U
(
W̃
)))

= (c − Rf
)′
�−1

N

(
c − Rf

)
, (39)

Consequently, when ρ equals one, the initial wealth is zero, and the asset returns are
multivariate normally distributed, the PPM becomes a portfolio Sharpe ratio (PSR), a
reward-to-risk ratio. In addition, when the number of risky asset is one, the PSR reduces
to the Sharpe ratio.

4 Empirical Analysis

In this selection, we introduce the data that we use and do some analysis. First, we
present the descriptive statistics for the all sample. The sample observations for each
risky asset are from January 1, 2001 to September 30, 2010, each with over 2450 daily
return observations. Second, we estimate the parameters estimations. In this study, we
have two steps for the parameters calibration. The first one is the estimation result for
the full sample; other is the estimation result for the weekly moving estimation period.
Third, we present themodel selection analysis for these two cases based on themaximum
log-likelihood function, AIC and BIC criteria. Last, we do the parameters analysis for
theMN, α − VG, and γ − NIG models.

5 The Data Description

The data we use in this paper are iShares MSCI Germany Index Fund (EWG), SPDR
USA S&P 500 (SPY), and the iShares MSCI Canada Index Fund (EWC). All of the
above daily indices, spanning from Jan. 1, 2001 to Sep. 30, 2010, are obtained from the
Yahoo Finance. Table 1 presents the descriptive statistics for the raw data.

The Descriptive statistics present that all risky assets we used exhibit non-zero skew-
ness and positive excess kurtosis. Based on the Jarque–Bera (JB) test statistics, the null
hypothesis is significantly rejected, which means that the empirical distribution of the
return series do not follow the normality assumption.
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Table 1. Descriptive Statistics

Statistics EWG
returns

SPY
returns

EWC returns

Mean 9.02 × 10−5 1.81 × 10−5 3.05 × 10−4

Median 8.30 × 10−5 6.81 × 10−4 1.06 × 10−5

Maximum 0.1803 0.1356 0.1166

Minimum -0.1197 -0.1036 -0.1165

Std. Dev 0.0186 0.0139 0.0166

Skewness 0.1213 0.05698 -0.4561

Excess Kurtosis 11.0149 13.3712 8.4786

JB test 6563.76 ∗ 10981.78 ∗ 3148.98 ∗
Observation 2450 2450 2450

6 Parameter Calibration

In this study, we adopt maximum likelihood estimation (MLE) to estimate parameter
for all three models. Because each marginal distribution has its own parameters in the
multivariate Lévy framework, we estimate the parameters using the following procedure.
First, we estimate the marginal parameters using maximum likelihood estimation. Then
applying theEqs. (35) and (36),we can use the sample correlationmatrix to determine the
correlationmatrix of the dependent Brownianmotions and the common jumps parameter
JC for the systematic subordinator Z(t) byminimizing the sum of square error estimation
(MSE).We first present the results of the full samples from January 1, 2001 to September
30, 2010.

In this sectionwe follow some criterion to find out the bestmodel for the assets return.
We compare the values of log-likelihood function (LLF), Akaike information criterion
(AIC) and Bayesian information criterion (BIC). The greater the absolute value of each
model selection criteria, the better the model is. We present the model selection results
for full sample data from January 1, 2001 to September 30, 2010 in Table 2. Obviously,
the γ − NIG model is the best goodness-of-fit model for three asset return series.

Using the rollingwindow scheme,we also obtain the corresponding parameters, LLF,
AIC, and BIC by fixing the window size at 5-year data. The rolling window procedure is
conducted bymoving the in-sample (or the estimated sample) by omitting the returns for
the oldest seven calendar days and adding new ones for the latest seven calendar days.
Consequently, there are 290 in-sample results. For example, the first window is January
1, 2001 to December 31, 2005. The second window is January 8, 2001 to January 7,
2006. We present the weekly re-estimated results in Table 3. Table 3 exhibits that the
α − VG and γ − NIG models are the best model according to the LLF, AIC, and BIC,
which means that the multivariate Lévy model can best describe the empirical stylized
regularities. In addition, the γ − NIG model fits the asset return better than the α − VG
model does. We therefore fit the γ − NIG model to the asset returns in the following
analysis.
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Table 2. The LLF, AIC and BIC of Full Sample

Asset Model LLF AIC BIC

EWG MN 6293.3 6291.3 6285.5

α − VG 6540.1 6536.1 6524.5

γ − NIG 6551.7 6547.7 6536.1

SPY MN 7001.4 6999.4 6993.6

α − VG 7354.5 7350.5 7338.9

γ − NIG 7361.1 7357.1 7345.5

EWC MN 6564.3 6562.3 6556.5

α − VG 6788.2 6784.8 6773.2

γ − NIG 6801.5 6797.5 6785.9

Table 3. The Counts of Goodness-of-Fit for the MN, α − VG and γ − NIG Models

Asset Model LLF AIC BIC

EWG MN 0 0 0

α − VG 86 104 104

γ − NIG 204 186 186

SPY MN 0 0 0

α − VG 169 167 167

γ − NIG 121 123 123

EWC MN 0 0 0

α − VG 3 3 3

γ − NIG 287 287 287

Total periods 290 290 290

7 Application of the PPM

In this section we first illustrate how the PPM can resolve the Sharpe ratio paradox
presented in Hodges (1998). With the calibrated parameters of iShares MSCI Germany
Index fund, SPDR USA S&P 500 and the iShares MSCI Canada Index Fund over the
290 weekly data sets, we obtain the optimal asset allocation obtained by maximizing the
PPM.
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We first employ the example provided by Hodges(1998) and Zakamouline and
Koekebakker (2009) to test whether the PPM is capable of making portfolio decision
more appropriately.We list the numerical example and its statistics descriptive in Table 4
and Table 5. Using the moment match technique, we obtain the parameters in Table 6
for the MN and γ −NIG models. Table 8 shows the optimal allocation according to the
MN model (or PSR) and the γ − NIG model. Intuitively, the asset B is more valuable
than asset A. The investor should invest all the money in asset B. However, the optimal
asset allocation according to PSR incorrectly invests half of the wealth in asset A, while
the optimal asset allocation according to γ −NIGmodel provides the correct investment
strategy. In addition, Table 8 also exhibits that the higher proportion investing in asset B,
the higher PPM (higher expected utility) is. Therefore, the PPM is a better performance
measure than the PSR (Table 7).

Table 4. The Probability Distribution of the Asset Returns

Probability 0.01 0.04 0.25 0.4 0.25 0.04 0.01

Return on asset A -25 -15 -5 5 15 25 35

Return on asset B -25 -15 -5 5 15 25 45

Source: Hodges(1998) andZakamouline and Koekebakker (2009)

Table 5. The Moments of the Asset Returns

Asset Mean Std Skew Kurt

A 0.05 0.100 0.000 3.4

B 0.051 0.103 0.305 4.487

Table 6. The Calibrated Parameters

Normal Asset A c = 0.05
σ = 0.1

Asset B c = 0.051
σ = 0.103

γ − NIG Asset A c = 0.05γ ∗ = 0.1333JC = 0.1333
σ = 0.01θ = 0

Asset B c = 0.051γ ∗ = 0.4541JC = 0.1333
σ = 0.0107θ = 0.2241
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Table 7. The value of PPM and portfolio decision

MN γ − NIG

PPM value 1.4494 1.4742

Allocation in Asset A 0.4937 0

Allocation in Asset B 0.5063 1

Allocation in Risk-Free Rate 0 0

Rate of Return 0.0505 0.051

Note: The risk free rate equals 1%

Table 8. The PTM values for Distinct Weights

(a1, a2, a3) PTM

(1,0,0) 1.4490

(0.8,0.2,0) 1.4546

(0.6,0.4,0) 1.4598

(0.4,0.6,0) 1.4648

(0.2,0.8,0) 1.4696

(0,1,0) 1.4742

Note: a1 and a2 are the weights of Asset A. The a3 is the weight of risk-free asset with risk-free
rate equal to 0.01

To apply the PPM in optimal portfolio selection, our objective is to maximize the
PPM (expected utility) subject to the total weight equal to one, namely,

Max : PPM (a1, a2..., an−1), (40)

s.t.
n∑

j=1

aj = 1, 0 < aj ≤ 1, j = 1, 2, . . . n − 1. (41)

The first three assets are the risky assets, including the iSharesMSCI Germany Index
Fund (EWG), SPDR USA S&P 500 (SPY), and the iShares MSCI Canada Index Fund
(EWC). The proxy of the risk-free asset is the three-month USA Treasury Bill (T-Bill)
rates. All the risky assets are denominated in US dollar. Given the weekly calibrated
parameters of the MN and γ −NIG model, we obtain optimal weights for each data set
according to Eqs. (40) and (41), and then invest the one risk-free asset and three risky
assets at adjacent seven calendar day according to the optimal weights. We present the
results of the two investment strategies in Table 9–11.

Form Table 9 to Table 11, we demonstrate that the γ − NIG strategy provides a
better performance than the MN strategy, according to the portfolio value at each time.
The standard deviation, skewness, and excess kurtosis of the portfolio value according
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to γ −NIG strategy are also lower than those of the MN strategy, while the mean of the
γ − NIG strategy is higher than the MN strategy. The γ − NIG strategy according to
Eqs. (40) and (41) not only has better performance than the MN strategy but also avoid
the financial meltdown such as the subprime crisis.

Table 9. The Portfolio Value

Performance
Measure

Present value at 2005/12/31 Future value at 2010/09/30 Value at 2008/10/04

MN 100 120.61 108.15

γ − NIG 100 171.81 138.18

Note: The Present value and Future value are denominated in US Dollars

Table 10. The Counts of Value of the γ − NIG Strategy Larger than that of MN Strategy

Results Number of periods Odd ratio

γ − NIG > MN 227 78%

Note: There are total 290 periods

Table 11. The First Four Moment for the Portfolio Values

Model Portfolio Mean Standard Deviation Portfolio Skewness Portfolio Kurtosis

MN 6.48 × 10−4 0.025 -1.297 9.878

γ − NIG 1.90 × 10−3 0.016 -0.480 9.752

8 Conclusion

Large negative returns have been demonstrated to occur more frequently than predicted
under the assumption of normality. An un-appropriate asset model may therefore lead
to a serious underestimation of the true risk involved in holding such assets. In our study
we construct a multivariate Lévy asset return model that consider the system jump (risk)
and non-system jump (risk) simultaneously. Then, we use this model to derivate the
portfolio performance measure.

There are some contributions in this paper. The first main contribution is to construct
a portfolio performance measure based on accurate asset models which can catch much
more detailed information of the financial crisis. As pointed by Luciano and Schoutens
(2006), with a reasonable volatility parameter, say around 20 percent, the probability of
a significant move, say more than 5 percent, is completely unrealistic for a Brownian
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motion with continuous sample paths because asset prices are in reality driven by jumps.
As a result, it would be better to have a more flexible multivariate distribution, in order to
take into account skewness, excess kurtosis, non-systematic jump and systematic jump.
Next, we demonstrate that the Generalized Sharpe Ratio introduced by Zakamouline and
Koekebakker (2009) is a special case of the PPM, resolving the Sharpe ratio paradox
presented in Hodges (1998). With the data of iSharesMSCI Germany Index fund, SPDR
USA S&P 500 and the iShares MSCI Canada Index Fund over the period from January
1, 2001 to September 30, 2010, the empirical results proves that the proposed γ − NIG
model can catchmore detailed information of financial shock. Consequently, the optimal
asset allocation obtained by maximizing the PPM not only has better performance than
the MN strategy case but is capable of allowing fund managers to adjust optimal invest-
ment strategy to enhance the investment performance during the period of the financial
crisis.
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Abstract. Breaking down data silos and promoting data circulation and coopera-
tion is an important topic in the digital age. As data security and privacy protection
have received widespread attention, the traditional cooperation model based on
data centralization has been challenged. Federated learning provides technical
solutions to solve this problem, but the characteristics of multi-party cooperation
and data invisibility make it face the risk of data fraud. Malicious participants
can manipulate data individually or in collusion to illegally obtain data or influ-
ence federated learning model. This paper proposes a novel data fraud detection
method based on distributed collaborative representation and realizes the effective
detection of federated learning data fraud through collaborative clustering, adap-
tive representation and dynamic weighting. The method proposed in this paper
overcomes weakness in the existing methods that detect data fraud mechanically
and statically, which cannot be organically combined with the training objectives
and process. It realizes the dynamically continuous anti-collusion soft constraint
detection while ensuring fraud detection and contribution evaluation are relatively
independent. Our research is of great significance for federated learning to deal
with the risk of data fraud and better apply to real-world scenarios.

Keywords: Federated learning · Anomaly detection · Adversarial machine
learning

1 Introduction

With the rapid development and application of Internet of Things (IoT), Big Data, cloud
computing, and Artificial Intelligence (AI), human production and business activity
generates great amount of valuable data, widely distributed in various organizations
and groups. To find natural and social law behind the data and promote human pro-
duction and business activity, it is important to find methods for effective aggregation
and analyzation of distributed data. However, data privacy concerns also require data
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circulation and cooperation can be carried out only under the premise of adequate pro-
tection of data privacy. Under this circumstance, data circulation and cooperation under
the requirements of data privacy protection urgently needs a new technical framework
at the application execution level. Federated learning, proposed by Google in 2016, has
begun to receive widespread attention [1]. Federated learning utilizes data distributed in
participants to train a high-quality machine learning models shared by all participants
with the constraints of limited communications and security. With further research, fed-
erated learning’s core target focuses on how to construct machine learning model with
encryption, transmission, and aggregation optimization of participant’s model param-
eters and approach effect of directly centralizing and training raw data [2]. The core
character of federated learning is “data is immutable and available but not visible while
model is dynamic”. It not only realizes the collaborative value mining of multiple par-
ticipant’s data, but also meets the requirements of data security and privacy protection.
Consequently, federated learning has been regarded as a crucial technical solution for
data circulation and cooperation under the premise of data privacy protection.

Although federated learning has unique advantages in distributed machine learning
modeling, it still faces many potential dangers and threats in real-world applications.
Comparing with other general distributed computing frameworks, federated learning
participants have more autonomous controlling capabilities since participants keep raw
data local and only upload encrypted optimizedmodel parameters. Thus, somemalicious
participants may deliberately manipulate their data or model, which is called “federated
learning data fraud”. Formally, federated learning data fraud is that some of the partici-
pants manipulate their raw data, intermediate calculation results, or model parameters to
fulfil purposes like decreasing federated learningmodel effect [3, 4], retrieving other par-
ticipants’ data or models illegally [5], accessing federated learning model speculatively
without useful contribution [6], or increasing training cost [7]. For example, malicious
participants could randomly flip specific samples’ labels and thus train biased mod-
els [8]. Malicious participants could also directly send biased model updates to central
server by adding random noises or generating poisoned updates according to optimiza-
tion. Such fraud activities have extremely negative effect on normal federated learning
process. First, poisoned raw data and model updates lead optimization of the aggre-
gated federated learning model to the wrong direction, decreasing model performance
and hindering accomplishing established federated learning tasks. Second, malicious
participants can harm other normal participants and destroy fairness and stability of
the federation. Third, circulation of poisoned data and models in federation produces
irreversible and persistent negative effects on the credibility and explanability of the
federation in the long run. Thus, it is of vital importance to establish a fraud detection
mechanism for federated learning to guarantee normal progress of federated learning
and rights and interests of all legal participants. First, such mechanism can find and
stop potential or ongoing fraud activity and guarantee that the federated learning model
is trained in the correct optimization direction. Second, detecting and stopping fraud
activity protect data and model security of normal participants and maintains fairness
and stability of the federation. Third, existence of fraud detection mechanism deters the
participants who may commit fraud activity and reduces occurrence of fraud from the
source, which helps maintain a stable and trust-worthy federated learning group. To sum
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up, fraud detection is of great significance to theoretical completeness and real-world
applications of federated learning.

As mentioned above, data fraud problem has become a nonnegligible challenge for
federated learning. Many researches have spent effort on establishing an effective fraud
detection mechanism. There are mainly four kinds of fraud detection mechanism [9].
Distance-based detection mechanism is the most common mechanism. It first computes
distance of participants’ update information like gradients and then keep those within a
certain range while excludes participants whose distances are too far (potential fraud).
Commonly used distance metrics include Euclidean Distance, cosine similarity, KL-
divergence, and so on. The other frequently used category of mechanisms is to judge
whether the participant commit fraud activity by testing its model performance on a
public preserved validation dataset. The key to this kind of mechanism is establishing a
reasonable performance evaluation index. Previous methods have tried sum of gradient’s
L2-norm and difference between loss function, difference of cross entropy, and accuracy
of a pre-trained model like autoencoder. Except for these two widely used mechanisms,
precious studies also focus on statistic-based and optimization-based mechanisms. The
former kind of mechanisms mainly utilizes statistics such as mean, median, coordinate-
wise median to distinguish normal participants’ training information from malicious
ones. The latter dynamically adjusts weight of participants by adding regularization
terms of their update information into the federated learning loss function. In general,
federated learning fraud detection has formed a basic method system and proposed some
significant methods.

Although existing studies have explored a series of fraud detection methods, these
methods are imperfect in some aspects and hard to deal with complicated challenges in
real scenarios. First, data is usually non i.i.d in federated learning. Existing methods are
mainly based on rigid indicators such as centroid distance or statistical indicators such
as median to make judgments, which are easily disturbed by sample imbalance or data
heterogeneity [10], and cannot effectively identify fraud data. Second, federated learn-
ing is a distributed multi-round dynamic machine learning framework. Thus, different
malicious parties can commit fraud activity at different training rounds. One-time static
judgment cannot clear fraud data and it needs to combine with the training process to
form a dynamic and continuous detection process. Third, federated learning is a coop-
erative machine learning model involving multiple participants. Existing studies have
showed that malicious participants can collude to achieve collaborative fraud activity
[11, 12]. So, it is incomplete to detect fraud activity in isolation without considering
interactions between participants. Finally, existing methods don’t well distinguish con-
tribution evaluation [13] between fraud detection and the relationship between them and
simply consider that small contribution equals to fraud activity while large contribution
means no harm. To sum up, previous fraud detection methods cannot effectively handle
complicate real-world challenges. It is necessary and urgent to establish a comprehen-
sively collaborative fraud detection method to solve the above problems for federated
learning.

To solve challenges mentioned above, our research proposed a novel fraud detection
method for federated learning based on distributed collaborative representation, called
Distributed-collaborative-representation-based Data Fraud Detection (Dcr-DFD). Our
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method can achieve the following goals. First, our method overcomes non i.i.d distur-
bance of federated learning through dynamic clustering, solving the problem that previ-
ousmethods cannot effectively distinguish between low-quality data and data fraud. Sec-
ond, through dynamic combination of fraud detection and training process, our research
method realizes detecting all participants in all time rounds instead of previous one-time
static detection. Third, the proposed methos carries out internal and external collabo-
rative fraud detection of participants through dynamic clustering and group weighting
and overcomes shortcomings of existing methods that can only detect each participant in
isolation. Simultaneously, the intermediate calculation results of dynamic clustering and
group weighting, such as intra-cluster distance, can also be used as indicators to distin-
guish contribution evaluation and fraud detection, which prevent confusing contribution
evaluation with fraud detection in previous methods.

To better solve fraud detection challenges of federated learning, based on the idea of
distributed collaborative representation, our proposed method achieves whole-process
all-participant fraud detection goal guided by maximization of training task effect. This
method mainly includes three main parts: dynamic clustering, learning-based intra-class
weighting, and inter-class weighting. First, we cluster model update information of all
participants, use information of other participants in the same cluster to represent each
participant, and calculate KL divergence between actual value and representation as
fraud detection weight. Second, we construct intra-class and inner-class weight for each
participant. Third, our method aggregates update information combining with fraud
detection weight, intra-class weight, and inter-class weight in the form of coefficients
and regularization items, to realize synergy of fraud detection and federated learning
tasks.

In the era of digital economy, federated learning provides solutions for data circu-
lation cooperation under privacy protection. However, data fraud brings practical chal-
lenges to application of federated learning. Some studies have tried to propose solutions
but cannot completely solve this problem. This research proposed a fraud detection
method based on distributed collaborative representation for federated learning, which
effectively promoted fraud detection research of federated learning. This researchmainly
has the following four contributions. First, we proposed a novel mechanism based on
existing four types of detection mechanisms. Since federated learning is a distributed
framework, our mechanism utilizes this character to dynamically cluster participants to
do soft constraints, avoiding disturbance of data quality heterogeneity or imbalance. Sec-
ond, our proposed method dynamically combines fraud detection and federated learning
training process. This improvement changes the situation that detection and training is
separated in previous methods and guarantees that detection mechanism serves for max-
imizing federated learning training effect instead of merely mechanically clearing fraud
data. Third, through dynamic clustering and intra-group and inter-group weights, our
method considers not only unilateral influence of each participant but also collaborative
effect among participants globally, which can cope with more complex application sce-
narios. Finally, our detection mechanism provides basis for contribution evaluation and
benefit distribution of federated learning. The dynamic clustering gap and intra-group
and inter-group weights can be used as the calculation basis for contribution evaluation
and benefit distribution, which profoundly illustrates the importance of fraud detection
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for federated learning. In general, our method makes targeted improvements on short-
comings of fraud detection for federated learning, which is of great significance for
enriching federated learning theories and promoting federated learning to applications.

2 Literature Review

2.1 Federated Learning

Federated learning is a privacy-preserving distributed machine learning based on feder-
ated optimization [14]. In a federated learning system, a group of participants (hardware
such as remote sensors and mobile phones or data owners like hospitals and financial
institutions) collaborate to train a global machine learning model while keeping each
one’s data local to preserve data privacy [1, 2, 15–19]. During a federated learning
training process, each participant trains a local model using its own data, generates and
encrypts the model optimization output like gradient or loss, and sends it to a central
coordinator. The coordinator harmonizes participants’ model output based on specific
strategy like FedAvg [20] and FedOpt [21], generates a global update, and sends it back
to all participants. Each participant uses the global update to update its local model. As
described above, data circulation in federated learning only exchanges encrypted model
update and no raw data is exposed. Thus, federated learning realizes data circulation and
data privacy preserving simultaneously.

Having noticed this peculiar advantage of federated learning in privacy-preserved
machine learning, a growing number of studies have developed federated learning meth-
ods for data collaboration applications in various areas such as finance [22], healthcare
[23, 24], vehicle transportation [25, 26], and recommendation system [27]. Yang et al.
[22] proposed FFD, a federated learning framework for credit card fraud detection. Chen
et al. [23] used federated learning in wearable healthcare of Parkinson’s disease auxiliary
diagnosis application. Saputra et al. [25] proposed a federated energy demand learning
(FEDL) to predict energy demand in vehicle electronic network. Wu et al. [27] com-
bined federated learning with the recently popular neural network model, Graph Neural
Network (GNN), to do recommendations and got competitive results with GNN-based
recommendation methods. Federated learning has been widely applied in real world
scenario and proved to have competitive performance and great value.

With its vital practical utility, federated learning has had somemeaningful attempts in
real-world applications, but it still needs to solve the data fraud problem to be comprehen-
sively applied in real-world scenarios. Since federated learning requires all participants
to keep their data local, this special property, on the one hand, preserve data privacy.
On the other hand, some potential malicious parties can commit fraud activity during
federated learning training process. Dishonest participants could use poison data to cheat
the federated learning system or do free-riding in training process [6, 28]. Hostile partic-
ipants use manipulated data to decrease training efficiency [29]. In some cases, hostile
participants can even collude to commit more sophisticated and imperceptible fraud
activity to compromise federated learning models [3, 12]. Thus, to give full play to the
advantages of federated learning’s privacy preserving property, while avoiding harmful
parties to use this feature to carry out data fraud activity, federated learning desperately
needs a fair and objective data fraud detection mechanism in real world applications.
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2.2 Data Fraud Detection in Federated Learning

Data fraud is manipulating machine learning model’s data to achieve illegal purposes,
including misleading model optimization direction, obtaining data illegally, and extort-
ing training results [8, 30, 31]. In federated learning, multiple participants work together
to complete model training and share training outcomes. Malicious participants have
motivations to obtain data models of normal participants or interfere and mislead feder-
ated training through data fraud activity. Besides, distributed training and data privacy
protection also make data fraud more difficult to detect and control in federated learning
than other machine learning models. Based on different goals, objects, and strategies,
harmful participants can commit fraud activity in a series of complex and undefendable
ways [32]. To tackle with data fraud problem in federated learning, existing studies
have explored various detection methods from multiple perspectives [9, 33]. Generally,
these methods can be divided into three categories: anomaly update detection, robust
federated training, and backdoored model restoration [33]. Anomaly update detection
mainly focuses on specific calculation logic and judgment rules of data fraud judgment
criterions. These criterions use participants’ update information such as gradient infor-
mation or local representations to calculate and determine whether participants commit
data fraud. Robust federated learning trains the model and mitigates backdoor attacks
simultaneously. Backdoored model restoration tries to find malicious models and repair
the backdoored global model after training.

Anomaly update detection is the category that most research focus on and can be
further divided into four categories: distance-based detection, performance-based detec-
tion, statistics-based detection, and optimization-based detection [9]. Distance-based
detection calculates and compares distances between participants’ update information.
Participants whose update information is far away from others are more likely to commit
fraud activity. Most research calculates Euclidian distance between participants’ update
information and uses them to detect possible malicious participants by ranking [34, 35]
or combining with other models like graph networks [6]. Fung et al. [28] use cosine
similarity to distinguish benign and malicious participants. Research of statistics-based
detection mainly exploits how to use statistical characteristics of uploaded updates, such
as the median or mean, to detect abnormal updates and malicious participants. Yin et al.
[36] compute coordinate-wise median and the coordinate-wise trimmed mean of par-
ticipants’ updates to find abnormal updates. Xie et al. [37] proposed three aggregation
rules: geometric median, marginal median, and “mean around median” as index of data
fraud detection. Performance-based detection evaluates participants’ update information
over a clean dataset maintained by the coordinator. Performance indexes like accuracy
or entropy indicate whether participants commit data fraud activity. Xie et al. [38] pro-
posed Zeno, which uses loss function value and L2-norm of gradients as performance
indexes. Park et al. [39] use cross entropy to evaluate participants’ update information
and findmalicious participants. Li et al. [40] use participants’ update information to train
an autoencoder and design an index using its accuracy. Participants with low indexes
are judges as malicious participants. Optimization-based judge criterion refers to opti-
mizing modified objective function of the original federated learning task to detect and
find malicious participants. Li et al. [41] add a regularization term to the objective loss
function, such that weights of malicious participants’ update information are forced to
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decrease. As for robust federated learning and backdoored model restoration, previ-
ous research mainly studies how to reduce impact of data fraud on federated learning
tasks. Sun et al. [42] put forward a defense strategy that clips model weights and injects
noise for mitigating malicious participants’ updates on the global model. Wu et al. [43]
proposed a post-training defense strategy against backdoor attacks in federated learning.

2.3 Data Fraud Detection in Federated Learning

With the development of federated learning, data fraud detection of federated learning
has entered a new stage. Although it has similarities with previous data fraud detection in
federated learning system, the detection mechanism has significantly changed. Peculiar
properties and special functions of federated learning have raised unprecedented novel
demands for data fraud detection in federated learning. Hence, data fraud detection of
federated learning faces some research gaps worth further effort to tackle.

First, non-i.i.d property of data is a common phenomenon in federated learning.
Previous methods are mainly used rigid indicators such as centroid distance or statistical
indicators such as median to detect, which are easily disturbed by sample imbalance or
data heterogeneity. This may confuse non-i.i.d data with fraud data. The first research
gap is how to dynamically assess data quality during the training process under the
constrains.

Second, as a distributedmulti-rounddynamicmachine learning framework, federated
learning can face fraud activities committed by different malicious parties at different
training rounds. One-time static detection cannot clear fraud data and negative impact
caused by fraud data from the long run. This situation induces the second research gap,
that is, how to combine data fraud detection with the training process to form a dynamic
and continuous detection process.

Third, federated learning is a cooperativemachine learningmodel involvingmultiple
participants. Malicious participants can make collusions to achieve collaborative fraud
activity. So, it is incomplete to detect fraud activity in isolation without considering
interactions between participants. Consequently, how to construct a mechanism which
is effective in collaborative fraud activity is a research gap for data fraud detection in
federated learning.

Finally, existing methods don’t well distinguish contribution evaluation between
fraud detection and the relationship between them. It is imperfect to simply consider
that small contribution equals to fraud activity while large contribution means no harm.
The final research gap is how to construct fraud-contribution independency to make
data fraud detection of federated learning fairer and more reasonable. Table 1 compares
recently popular federated learning algorithmwith data fraud detection mechanisms and
Dcr-DFD in four different dimensions.
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Table 1. Comparison of Dcr-DFD with Existing Relevant Methods.

Constrain
softness

Dynamic
continuity

Anti-collusion Fraud-contributionindependency

FedAvg [20] × × × ×
Krum [34] × × × ×
FABA [35] × × × ×
Sniper [6] × √ × ×
FoolsGold [28] × √ × ×
Zeno [38]

√ √ × ×
SageFlow [39]

√ √ × ×
Median [36]

√ √ × ×
Mean [36]

√ √ × ×
Dcr-DFD

√ √ √ √

3 Proposed Method

3.1 Framework Overview

To solve data fraud detection problem in federated learning, we propose a novel
method, Distributed-collaborative-representation-based Data Fraud Detection (Dcr-
DFD). Figure 1 shows general framework of our proposedmethod. Thismethod includes
three modules, Frobenius-norm-based participants update information clustering, adap-
tive statistical participant update information evaluation, and inter-cluster & intra-cluster
participant update information aggregation. In this section, we briefly introduce the
framework and each parts of our proposed method for data fraud detection of federated
learning.

Fig. 1. Framework of Dcr-DFD
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3.2 Problem Formulation

Considering in a federated learning system, there are m participants and some of them
are malicious. Let G as global aggregation function and as local models correspond to
i-th federated learning participants. Then, our problem can be formulated as:

min
w

G(F1(w),F2(w) · · ·Fm(w))

To protect participants’ privacy, each participant’s raw data never are not allowed
leaves leakage from its local device. The participants only transmit encrypted update
information like representation and gradient to central server during federated learning
process. Table 2 summarizes the key notations used for model description in this section.

Table 2. Notation List.

Notation Description

m Number of participants in the federated learning system

T Total training rounds

wt Global model parameter at round t

G Global aggregation function

Fi(w) Local bjective function of participant i

∇Fi(wt) model parameter gradient of participant i at round t

∇̃Fij(wt) Encoded model parameter gradient of participant i by participant j at round t

∇̃Fi(wt) Encoded model parameter gradient of participant i at round t

K Number of participants in each cluster

clusterti The cluster of participant i at round t

clusternormt
ij

The distance between participant i and j at round t

{αi}i∈[m] Participants’ inner-cluster weight

{βi}i∈[m] Participants’ intra-cluster weight

gti Participant i’ s data fraud detection weight

3.3 Local Model Construction

In the local model construction, participants use their own local machine learning mod-
els to train parameters. Various kinds of machine learning models can be used in our
framework, including but not limited to neural networks, linear regression, and support
vector machines. Without losing generality, we assume that all participants use the same
structure neural network model. The neural network model outputs and uploads hid-
den representations of participants’ raw data as update information, which is a common
practice in previous federated learning studies [44, 45].
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3.4 Encrypted Mechanism

Secure parameters transmission between participants and central server is necessary
for federated learning, including additive masking [46], differential privacy [47], and
trusted execution environment (TEE) [48]. Our research tries to solve challenge of fraud
activity caused by malicious participant’s data or model manipulation, not data leakage
or adversarial attack caused by unsecure encryption or communication. So, we mainly
focus on constructing fraud detection mechanism and simplify encryption and commu-
nication process in our algorithm framework. Previous research about federated learning
algorithm design have taken similar settings like simplifying encryption process [42] or
assuming information transmitted safely in the federated learning system [39, 40, 49].
Thus, such simplified encryption setting is reasonable and supposed not to affect correct-
ness and generality of our experiments and analysis. Still, for the sake of completeness,
we describe a classic encryption process based on Yang et al. [2] under our algorithm
setting as following.

The federated learning system first uses encryption-based user ID alignment algo-
rithm [50, 51] to ensure common entity consistency of all participants. Since this pro-
cedure is encrypted, none of the participants’ raw data is exposed. After common entity
is ensured, the federation trains a global machine learning model collaboratively based
on the following encryption process:

1. Central server creates and sends encryption keys to all participants;
2. Each participant trains their local model and generates local update information.

After added additional mask, local update information is encrypted and sent to central
server;

3. Central server receives, decrypts and aggregates all participants’ update information
to train the global model. Then, central server generates global update information
and sends it back to all participants;

4. Each participant receives, decrypts and uses global update information to do next
round training.

3.5 Distributed Collaborative Representation

Distributed collaborative representation is the key part of our algorithm. First, after each
participant uploads its training representation, central coordinator calculates Frobenius
norm of participant’s training representations pairwise as a measure of similarity. Then,
central coordinator takes each participant as the center and select m other participants
that are most like it to form a cluster centered on this participant. Besides, central coor-
dinator also maintains an autoencoder for each cluster. In each cluster, participants use
the corresponding autoencoder to represent other participants. Then central coordinator
takes weighted average of all other participants’ representations of a participant as pre-
dicted fusion representation of that participant and calculates KL divergence between
predicted representation and true representation as participant’s fraud detection weight.

3.6 Federated Representation

In the federated level, central coordinator combines fraud detectionwithmodel optimiza-
tion process of federated learning to detect participants dynamically and simultaneously
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as well as to guarantee effectively finishing federated learning task. In each aggregation
round, after each participant computes representations locally and sends them to central
coordinator, central coordinator first processes representations asmentioned in 4.4. Then
it applies within-cluster and between-cluster weights to each participant’s representa-
tions along with fraud detection weight. Finally, it uses the global federated learning
model to derive the global gradients, and sends them back to update local models. This
process will be executed iteratively until the model converges.

3.7 Algorithm Process

In this part, we describe detailed algorithms progress of our proposed Dcr-DFDmethod.
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Abstract. As live streaming becomes more popular, research has not fully
explored how and why people donate in live streaming. Current studies examine
motivations and need satisfaction to explain why people participate in live stream-
ing. However, these studies do not provide a satisfactory answer to the question
of why people continue to donate in live streaming. Studies also fail to show
what stimuli perceived in a live stream can generate intense participation, such
as subscription and donation. This study clarifies the behavioral mechanism that
‘explains people’s intense participation in live streaming. Applying the Stimulus-
Organism-Response (S-O-R) model, this study attempts to answer the research
question: How are donation behaviors (R) performed in response to individu-
als’ sensemaking (O) to environmental stimuli (S)? We conducted an interpretive
qualitative research to explore the sponsors’ S-O-R process to clarify the above
research question. Our findings indicated that sponsors interpreted the live stream
as a party, and they paid more attention to the way they enjoyed the party. Spon-
sors donated a live stream to heat up the atmosphere and make the party fun. They
left messages and attached funny videos to the pop-up window enabled by the
donation to show their enthusiasm and support for the live streamer. Research
implications are also discussed.

Keywords: Live streaming · Donators · S-O-R model · Interpretive research

1 Introduction

Live streaming is becoming increasingly popular and its impact is growing over time.
According to a report by TwitchTracker in 2020, there are about 100,000 live stream
channels on Twitch per month and they attract an average of over 2 million viewers to
watch live streaming [1]. Existing studies link interest in live streaming to behavioral
issues, particularly motivation, to explain why people watch a live stream. Collectively,
these studies show that people watch a live streaming to satisfy needs such as social
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satisfaction [2], sense of belonging [3], and identity [4]. While these studies have ini-
tially explained why people watch live streaming, we know less about what stimuli in
live streaming can trigger people’s motivation and, in turn, lead them to donate in live
streaming.

This study uses the Stimulus-Organism-Response (S-O-R) model [5] as a theoreti-
cal lens to examine the underlying mechanism for explaining sponsors’ live streaming
participation behavior. The S-O-R model explains individual behavior as a response to
how individuals interpret environmental stimuli [5]. Using this lens, this study argues
for the need to pay attention to the information processing process from environmental
stimuli to individual cognition and then to responsive behavior to explain individual
participatory behavior in the live streaming context. The research question is: How can
live streaming audience behavior be explained by environmental stimuli and individual
cognition? We seek a satisfactory answer to why some viewers watch a live streaming
and donate as sponsors. Specifically, we address the following four research questions:
(1) What are the environmental stimuli (S) that sponsors selectively perceive in a live
streaming context? (2) How do sponsors make sense (O) of the environmental stimuli?
(3) What is the behavior (R) that sponsors choose in response to the environmental
stimuli?

2 Literature Review

2.1 Research on Live Streaming

The literature on live streaming explainswhypeople participate in live streaming by iden-
tifying their motivations [2, 4, 6]. Overall, the existing research concludes that people
seek to satisfy needs by participating in a live stream. For example, Sjöblom and Hamari
[2] proposed that cognitive, affective, personal integration, social integration, and ten-
sion release are motivations for people to participate in live streaming. Hilvert-Bruce,
Neill, Sjöblom and Hamari [6] proposed six motivations for live streaming engagement,
including social interaction, sense of community, meeting new people, entertainment,
information seeking, and lack of external support in real life. They found that enter-
tainment, information seeking, meeting new people, social interaction, and sense of
community could significantly predict emotional connectedness. Entertainment, social
interaction, and lack of external support were positively correlatedwith time spent, while
social interaction and sense of community were positively correlated with subscriptions
and donations [6].

Some studies examine the predictors of active and passive participation behaviors.
For example, Bründl, Matt and Hess [7] found that perceived co-experience can increase
the enjoyment of chatting and watching, but perceived efficacy only affected the enjoy-
ment of chatting. Hu, Zhang and Wang [4] suggested that viewers continue to watch
a live stream because they perceive the streamer as a desirable role model, or perceive
the streamer and other viewers as similar to themselves. And Li, Lu, Ma and Wang [3]
proposed that class identity (i.e., personal identity) and relational identity (i.e., the role
of fans in the relationship with the streamer) influence viewers’ gifting behavior in the
live stream context. Both class identity and relational identity positively influenced the
number of paid gifts given [3].
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While current literature enhances our understanding of individual live stream moti-
vations and participatory behaviors, it remains unclear about which stimuli create moti-
vations and lead to particular actions as a response. It is also necessary to clarify the
interpretations that an individual makes sense of and uses to respond to a live stream.
This knowledge gap should be bridged so that live streamers can better manage their ser-
vices by providing appropriate stimuli to elicit specific sensemaking and subsequently
elicit the expected participatory behaviors (e.g., subscription and donation).

2.2 Stimulus-Organism-Response (S-O-R) Model

Derived from environmental psychology, the S-O-R model suggests that material and
social stimuli in the external environment (i.e., stimulus, S) generate the individual’s
internal cognitions and affections (i.e., organism, O), which in turn elicit behavioral
responses (i.e., response, R) [5]. This model has been successfully used to study individ-
uals’ behavior in e-commerce and social commerce contexts, such as website stickiness
[8], online impulse buying [9, 10], online purchase intention [11, 12], virtual goods
purchase intention [13], m-payment adoption [14], and discontinuous social media use
intention [15].

While Mehrabian and Russell [5] propose the conceptual definition of S, O, and R,
subsequent studies specify the definition of the three constructs to fit specific research
concerns and settings. For example, to investigate the non-transactional behavior of live
streamcustomers,Kang,Lu,GuoandLi [16] specified interactivity as the social stimulus,
tie strength as the organism, and customer engagement behavior as the response. In the
context of social games, Huang [13] defined information, system, and service quality as
stimuli, satisfaction, trust, and intimacy as organism, and customer loyalty as response.
In social media use, Yuan, Liu, Su and Zhang [14] identified overload as a stimulus,
exhaustion and regret as an organism, and discontinuous use intention as a response. In
this light, this study defined the S-O-R according to our research concerns in the context
of SLSS as follows.

Technology Features as Stimuli. Stimuli refer to the material and social cues in the
external environment [5]. In the physical context, it can bemanifested in various formats,
such as a product display, the store environment, and the availability of a salesperson
[17]. In the online context, stimuli refer to the technological features of the website
or APP, such as environmental conditions, symbols, artifacts, architecture, and spatial
arrangement [18]. The live stream platforms such as twitch typically Provide various
embedded Internet Relay Chat (IRC) channels, including streaming video, chat rooms,
pop-up messages, and/or Damuku [19, 20]. With these features, viewers can have a
shared experience with live streams and other viewers through viewing and chatting
behaviors [7, 21].

Sensemaking as Organism. Organism refers to the individual’s organic experiences,
such as flow, involvement, cognitive network, and schema [13]. In studies of technol-
ogy use, this concept is often constructed as technological sensemaking. Technological
sensemaking is a process by which an individual constructs a frame of reference for
understanding the unknown technology and taking action toward that technology. This
process helps people understand the unknown, but it limits the action space as a response



262 T.-H. Chu et al.

[22–24].When faced with an unknown, people look for external cues and search for sim-
ilar mental scripts that built from past experiences, apply the script to understand the
unknown, and act on it. This cognitive mechanism allows people to quickly construct
the unknown into something they can understand so that they can perform the cognitive
functions of integration, comprehension, explanation, and prediction.

Sensemaking is essentially a kind of plausibility rather than accuracy [23]. People
may make different senses of the same technology due to the different external cues
they observe, as well as the different context and social interactions they are in [24]. IS
research have used the perspective of technological sensemaking to explain technology
use. These studies concern with how users interpret technology and present the techno-
logical interpretations (also called technological frames) to explain users’ enactments
of technology use [25, 26].

Participatory Behavior as Response. In live streaming, the streamer broadcasts live
video content (such as playing video games, eating, painting, and dancing), along with
humorous banter and lighthearted conversation, to a public audience [6, 20]. Participation
in a live stream is highly open, meaning that audiences are free to watch and listen to
the streamer, interact with streamers and other viewers, and contribute to the streamer’s
income through subscriptions, donations, and virtual gifts [6, 27].

3 Research Methodology

3.1 Research Design

This study used an interpretive case study approach to investigate our research ques-
tion. Theoretical sampling was the principle for selecting the research site and potential
respondents. Theoretical sampling refers to a theory-driven sampling approach in which
the selected case phenomenon should have the potential to explore a specific research
question [28, 29]. In this study, we consider Twitch to be an appropriate research site
for the following reasons. First, Twitch is a live stream platform whose technological
features are dedicated to live streaming. Therefore, studying the phenomenon on Twitch
allows us to focus on the effects of live streaming context compared to studying live
streaming on social media platforms such as Facebook. Second, Twitch is a leading live
stream platform in terms of the number of streamers and viewers [1, 20]. As of February
2020, there were 3.8 million streamers on Twitch, and in March 2020, an average of
1.44 million viewers were watching live streams online at the same time [30]. Third,
Twitch is the most popular and well-known live stream platform [31]. In 2018, Twitch
was reported to be the 30th most viewed website in the world, with approximately 15
million users online every day [32].

The research design of this study was iterative, with the research questions gradually
converging based on the themes that emerged from the field data, as well as the dialogue
between the field data and theory. This research design was consistent with the principle
of theoretical sampling, which allowed the researcher to decide which groups to target,
what data to collect, and where to obtain these data based on the preliminary analysis
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[33], and provided the researcher with the flexibility to explore in depth the concepts
that emerged from the field data [28].

This study went through three phases of investigation to gradually converge the
research focus. The first phase of investigation was to have a general understanding
of the characteristics, ecology, and business models about the live streaming industry.
We conducted four interviews with a manager and an agent of a livestream platform.
In this phase, we excluded the potential effect of technology features by setting our
research context on the platformmainly designed for live streaming (e.g., Twitch, 17Live,
LiveMe). In addition, we set the research target on live game broadcast to control the
potential effect of different businessmodels in other live streaming, such as talk show and
talent show. For example, livestream on talent shows attracted sponsors to donate virtual
gifts as revenue, while those on game broadcasts attracted subscriptions and business
endorsements to generate revenue.

Then, in the second phase of investigation, we explore viewers’ participation in
live streaming, including why they participated in a live stream, what they did in a
live stream, and why they participated in a live stream as it was. In this phase of the
investigation, our field data revealed that people paid attention to different environmental
stimuli when participating in a live stream. These emerging themes initiated the third
phase of investigation, in which the S-O-R model was used as a theoretical lens for data
collection and analysis.

3.2 Data Collection

This study used in-depth interviews as the main approach to data collection, sup-
plemented by field observations and archival documents. During field observations,
researchers participated in livestreams as viewers to deepen our understanding of the
technological features, content, and typical interactions in the livestream context. For
archival data, we collected reports from livestream platforms and the press.

For the interview, we recruited the potential respondents who were familiar with and
had donated to a livestream on Twitch. The interviews were conducted in October 2020.
We posted a pre-screening questionnaire on social media platforms and online forums in
Taiwan to invite the potential respondentswhonot onlywatched a livestreambut also paid
to donate. Among the participants of the screening, we selected qualified respondents as
interviewees with the set conditions, including those who were between 16 and 34 years
old, had the habit of watching, and had donated on a livestream. As a result, 10 sponsors
were interviewed. The profile of the respondents is shown in Table 1. The majority of
respondents were male, between the ages of 20 and 23, and experienced participants,
having participated in livestreams for at least three years. The 10 sponsors interacted
with the livestreamers through pop-upmessages after making donations. These sponsors
made multiple donations with small amounts each time (approximately USD$3–17).

Semi-structured interviews were conducted using open-ended questions. An inter-
view schedule was prepared to guide, but not constrain, the interview process. A series
of follow-up questions were used to encourage feedback and elaboration from the inter-
viewees in order to gain deeper opinions and insights about the livestream. The interview
schedule is shown in Table 2.
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Table 1. Respondent Demographics

Attribute Numbers Attribute Numbers

Gender Participation experience (year)

Male 7 <1 0

Female 3 1–2 1

3–4 5

Age (years old) 5–6 2

<16 1 7–9 1

20–21 3 Amount donated per time ($NT, $30 NT ≈
$1 USD)

22–23 3 <100 4

>= 24 3 101~500 5

500~1000 1

3.3 Data Analysis

Data analysis was carried out in two phases. The first phase of analysis began with
open coding. We examined each interview transcript sentence by sentence, dividing and
extracting meaningful units from the semantic paragraphs by assigning an appropriate
label to represent the concept. The labels of similar concepts were then grouped into
categories to form themes. At the beginning of this study, we examined participants’
motivations for explaining these participatory behaviors. However, we found that people
expressed similar motivations even though they exhibited different engagement and
participation behaviors. Some viewers stayed at a distance towatch, while others actively
participated in the action of heating up the livestream. This observation led us to focus
on the link between internal interpretation and participatory behavior. Another emerging
theme was the complexity of the livestream interface and features. The Twitch interface
included a variety of icons and messages, such as games, streamer images, chat rooms,
pop-ups, and voices. If users received different symbols as stimuli, their interpretation
of the livestream would be different. In this sense, this study sought the S-O-R model as
a theoretical lens for analysis.

In the second phase of analysis, we used the S-O-R model as a theoretical lens
to develop the relationship among the emerging themes for theory building and insight
generation.We define S as the live stream content and technological features that viewers
notice during live streaming. In our field data, the identified stimuli included the live
content provided by the streamer, the chat room messages from viewers, and text or
video messages appearing briefly in the form of sponsored pop-ups.

ForO,we initially followed [34] distinction between cognition and emotion to opera-
tionalizeO.However, our field data showed that cognition and emotionwere not indepen-
dent concepts, but intertwined to shape understanding of a livestream and corresponding
behaviors. For example, respondents noted that in some stream rooms thatwere perceived
as negative environments, they would mimic the live streamer’s provocative comments
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Table 2. The interview scheme

Concepts and example questions

Live stream participation experience

• When did you begin to watch (or how long have you been watching)?
• What prompted you to start watching or accessing live streaming?
• What is your most watched or favorite live stream? What platform(s) do you use to watch
this live stream? What is the content of this live stream?

Stimuli perceived

• In the live broadcast above, how did the streamer conduct the live steam? Which technology
features did she or he use for live streaming?

• Which features did the live steamer use to interact with her or his fans during the live stream
mentioned above?

• What is the event that stood out to you during this live steaming? Please give us some
examples

Sensemaking about Live Steam participation

• Please use one or two adjectives to describe the live streamers. What event made you feel
like this? Please give us an example

• Please use one or two adjectives to describe the live stream? What event made you feel like
this? Please give us an example

• Please describe the fans gathered in this livestream. What was the trigger event for this
feeling? Please give us an example

• In summary, what do you think it means to you to donate the live stream? Why?

Participation behaviors

• What did you do while participating in the above live streams? Please give us an example
• What made you want to sponsor this live stream?
• Please describe the most impressive sponsorship you have provided

in the chat room. They pointed out that it was normal interaction to provoke the streamer
in these places, and that such behavior made them happy. However, they also said that in
other peaceful live stream rooms, they could not provoke the streamers, but were happy
with the calm interactions. They had different interpretations of how to feel happy and
whether a particular behavior was appropriate to participate in different live streams.
These observations led us to believe that people’s interpretations of live environmen-
tal events were important in determining their participation actions, and we therefore
focused on sensemaking as a manipulation of O.

Behavioral responses refer to approach and avoidance behaviors in the S-O-Rmodel
[5]. However, our field data showed that all respondents continuously watch live streams,
but have different levels of involvement in live interactions. Therefore, we classify par-
ticipation behaviors according to their level of involvement in live interactions. The
emerging codes representing a high level of engagement include behaviors such as leav-
ing messages in chat rooms, sending pop-up videos and messages, sharing live streams
with friends, and donating. The code representing a lower level of engagement includes
behaviors such as watching and not leaving messages.
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4 Research Findings

We found that sponsors understood and participated in a livestream as if they were at a
party. In contrast to the free viewers, who mostly talked about events created by others,
the sponsors focused more on themselves and talked about how they participated in a
livestream (Fig. 1).

Fig. 1. The Sponsor’s S-O-R: A Journey of Party Enjoyment

4.1 Stimulus(s): What the Sponsor Perceived

In addition to noting live content, sponsors pay more attention to features that are used to
have fun together. Sponsors noted that chat rooms were not only used to ask questions,
but were also a powerful tool for sharing a joke with people in the livestream. For
example, one sponsor mentioned what he found in the chat room:

The chat roomwould be flooded with something like...‘broom...lend me a broom’.
It was because her hair looks like a broom at that live stream... They like to make
jokes about her hair, like “Sorry I spilled my drink, can I borrow that mop on your
head to mop the floor? Something like that...” ~M2

In addition to chat rooms, sponsors have found the sponsorship pop-ups to be very
useful for getting exposure. They found that messages in chat rooms were often quickly
swiped, so streamers might not always see what was being said. This led sponsors to
use the sponsorship pop-ups, which is a pop-up message that appears at the top of the
screen, to get the attention of the live streamer and the audience. Two respondents said:

...There were too many messages in the chat room that the streamer couldn’t see,
but it was impossible to ignore the pop-up message along with Donate. So if I
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wanted to say something, I would use Donate to talk to the streamer, he would
never ignore it. ~M4

DT (a pseudonym) had a big American sponsor, and he donates $3,000 (about
USD$100) every time. ... One time, this sponsor was arguing with another major
sponsor, and we found that two of them were arguing through the pop-ups enabled
by the donation. ... It was impressive because the amount of donation was large.
We, as the audience, became riotous over this big event! ~M8

Sponsors paid attention to various events they could enjoy together on the livestream,
such as providing live feedback and supporting livestream activities. For example, one
sponsor noted what he noticed in a live stream:

...He [the streamer] would let the audience decide the game options. For example,
when he played a horror game, he asked, “I’m going to do Plan A or B, which one
do you prefer?” People would donate to him and use the pop-ups to tell him their
preference...and then he would do it. ~M5

Sponsors also mentioned the event where a live streamer held a drawing to win a
virtual treasure in a game as a prize in his livestream. If the live streamer was unable to
draw the particular virtual treasure they wanted, the audience who donated to the live
streamer could continue to draw the virtual treasure. When he started drawing, the live
streamer would invite the audience to pray together for him. For example, one sponsor
mentioned:

There was a time when he drew a special treasure in the game “Maplestory”,
he failed many times, the chat room fooled with pray for wish him luck. People
watched the drawing, and people donated to him to help him draw for rounds. I
thought it was pretty good to see this process: we work together to pray for him.
“Come on! Let’s win!” Then he fails and gets depressed. We support him and
cheer him up. ~M2

Sponsors also pay attention to the personality of the broadcaster and the atmosphere
of the livestream. Sponsors identify the streamer’s image by his or her actions during
the livestream. They were also sensitive to the atmosphere they perceived from the
interaction between the streamer and the audience.

The livestream was more like playing a video game with a friend. I played video
games, he played video games. Then we watched the same video game together
to pass the time. ~M3

4.2 Sensmaking (O): How the Sponsors Understand Live Streaming

Sponsors understood live streaming as a small party where the audience in the chat room
comes to interact with the live streamer and others together.When they participated in the
activities in the party, the viewers could get entertainment, fun and satisfaction. Sponsors
expected live streaming to have a degree of enjoyment by allowing viewers not only to
watch, but also to participate in the process of having fun with other participants. For
example, one sponsor mentioned what live streaming meant to them:
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It was more of a feeling that everyone was having a party. We came to a show and
we had fun together. ~M2

The sponsors also explained what a live party is like, saying that a live party is where
people who have a common interest interact with each other to create a sense of fun. The
typical script of the party they attended was similar to a person playing a computer game
with a group of people watching and making many comments. Some of the sponsors
described the livestream as a party for gamers. Viewers came to the livestream of a
particular game because they were interested in that game.

It was a group of game losers who got together, watched the same video, and did
the same thing. Sometimes people would come up with a silly idea, they would
share it, and we could laugh together. ~M3

In addition, the sponsors understood the audience as a group of people who came
together in a live room because of their common interests. The sponsors mentioned
that they were familiar with some of the other viewers because they usually met in
livestreams on the same topic. Their para-social relationships were more like close
friends than people with shared interests. They chatted like old friends who appreciated
each other’s jokes when they met in the chatroom. For example, one sponsor said:

It was easy to communicate. We had interesting things in common, and everyone
knew the punch line of a joke we were talking about. ~M5

Sponsors made sense to a live streamer through the way he or she presented the
live content and interacted with the audience. Sponsors treated the streamer as the host
of the live party and themselves as the followers and sidekicks. Sponsors identified live
streamers as capable gamemasterswho could demonstrate an excellent gamewith strong
skills. Sponsors found that the streamer engaged the audience in interaction in addition
to show mastery.

We followed X (a pseudonym) because he was a skilled gamer. Although he was
also funny, his image was about a gamemaster. He shared a lot of tips and concepts
on how to master the game. ~M8

...Egg’s performance was so entertaining that the audience called him "Funny
Egg". He said that he was the top 1 master in game streaming, but the audience
teased him that he was the top 1 funny cast in game streaming...I thought he was
a master in engaging the audience in the entertaining situation. ~M7

Why did sponsors want to join the livestream party? Sponsors explained that they
were attracted by the upbeat atmosphere created by the streamer’s discourse, actions,
and the joy shared by the audience. For example, one sponsor recalled what happened
at a live party:

After the donation, there came out the music with a Foxmont’s image shaking.
The music was an Indian song, sounding like "Du Li De Du Da Da Da Da", and
the streamer song among with it. It was quite funny. We donated to see that. ~M5
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The sponsors participated in a live stream because of the feeling of “being together”.
Compared with the entertainment they usually did alone, such as playing games, watch-
ing dramas, and reading novels, participating in a livestream gave them the feeling of
doing something with a group of people. This was the main reason why they participated
in the interactions of livestreaming. One sponsor explained:

I felt that people were watching the live stream, that we were all similar and
had a common concern. I thought that was different from what you did on your
own. You could play games by yourself, watch dramas by yourself, read books
by yourself, and do other things by yourself. But the live stream was like people
coming together, even though I didn’t know those people personally. I probably...
I was looking for the joy of people having fun together. ~M1

Sponsors saw sponsorships as a way to support the live party. They noted that donat-
ing was like paying for drinks at a party to have fun, to get the attention of the party
attendees, or to show support for the party host. For them, sponsorship allowed them to
present themselves, including making comments and teasing someone. By spending a
small amount of money, they could have a lot of fun with the audience and the streamer.
Two sponsors explained:

You donated a small amount, usually one US dollar, to say something or to tease
someone. You did this to feel a sense of closeness and belonging. You could enjoy
the happy atmosphere in the live stream, have fun with your friends, and make
jokes to the streamer. What you paid was only one dollar. ~M2

I shared a funny video clip with my donation. It was the joy of sharing! It meant
that I could not be the only one to see such a good video. It was like tagging friends
when you share something interesting. I want to see people’s reactions to what
I’ve shared. ~M3

4.3 Response (R): Sponsor’s Participatory Behaviors

Sponsors’ participatory behaviors included making friends, cheering up the atmosphere,
and supporting with donations.

MakingFriends. The sponsorswhomade friends focused on communicating and inter-
acting with the audience, just like extending the social relationship at a party. These
sponsors said that viewers in the chat room were like friends who shared the experience
of teasing streamers. Over time, they became friends and may extend their interactions
to play together. one sponsor said:

We were like old friends. In other live streams, people paid more attention to
talking to the streamers and maybe following the trends in the chat room. But we,
the PUBG viewers, were different. We talked to each other in the chat room. ~M4

Cheering Up the Atmosphere. Some sponsors took action to lighten the mood. they
used sponsored messages, chat room messages, and other features to bring excitement
to the live party. For example, two of the sponsors mentioned:
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I thought itwas funny to tease someonewith others in the chat room. ...For example,
one day the streamer was demonstrating something, but he did not notice that his
phone number was displayed. The next day I donated and said, “Can I ask the
streamer if there is a call-in session today? It’s just for fun. It’s pretty funny. ~M2

We had fun together. For example, he would screamwhen he played a scary game.
We would type “someone is behind you” or “the chair has moved” and so on. We
teased him together. ~M5

Supporting with Donations. The sponsor supported the streamer through donations
and subscriptions. Sponsors paid around USD$5 per month to subscribe to a live stream.
sponsors also supported a live streamer by purchasing peripheral products.

I bought more andmore of the live streamer’s peripheral products. One reason was
that the good quality pictures drawn by the artist he works with made me want to
buy them. The other reason was to show my support for the live streamer. ~M3

5 Discussion

Our findings suggest that the S-O-R journey of sponsors is more like attending a party.
In terms of stimuli (S), sponsors pay more attention to the features that allow them to
create and participate in events as stimuli. They pay more attention to the pop-ups for
sending sponsored messages and attaching videos or music to the pop-ups to create fun.
Sponsors also put more emphasis on their actions to create an exciting, fun atmosphere
in the live stream. In terms of organism (O), sponsors consider attending a livestream
to be like attending a party, where attendees support the host with actions to create a
fun atmosphere. They understand the live streamer as the host of the live party, inviting
the audience to participate in exciting games and have fun. They also express a strong
sense of seeking the joyful atmosphere created in a live stream. In the participation
(R), sponsors are actively involved and become part of the live interaction. When some
viewers type symbols such as 777 (i.e. great), 4 (i.e. yes), 54 (i.e. no), ha ha ha (i.e. laugh)
to follow the trend in the chat room, sponsors use pop-up messages with sponsorship to
invite streamers to interact or make fun of streamers to heat up the atmosphere. They
were more likely to engage in intense interactions with streamers and others.

5.1 Research Implications

Our research findings have two theoretical implications. First, this study presents the
process of stimulus, sensemaking, and response behavior of sponsors. Previous stud-
ies explain live streaming behavior in terms of need satisfaction, but lack an explana-
tion of what stimulates viewers’ behavioral arousal in the live streaming context. This
study bridges the theoretical gap by exploring the mental processes of sponsors in live
streaming through the S-O-R model.

Second, this study presents the information processing processes of the sponsors’
participation behavior. Our findings illustrate the stimuli perceived by sponsors, unfold
their interpretations of the live stream, and present their participation behaviors. Such
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a pragmatic analysis is particularly important in the context of live streaming. This is
because the livestream platform provides many stimuli simultaneously on one screen,
including game content and sound, live camera, live streamer’s voice, chat room mes-
sages, pop-ups, and pop-up sponsorship boxes. Such simultaneous stimuli created a huge
information load, and people could not notice all of them. Instead, to reduce information
overload, they selectively pay attention to some of the external stimuli and make sense
of the received stimuli to take responsive actions. Therefore, to understand how and why
viewers act in live streams, we need to reconsider the entire process from stimulus to
organization to response.

In practice, this study provides live streamers with ways to attract sponsorship to
increase revenue. When attracting a pool of viewers, live streamers can manipulate the
stimuli to drive a particular sensemaking to convert free views into sponsorships. The live
streamer makes viewers aware of the benefits of using sponsorship pop-up messages.
This is because the sponsors show uniqueness in treating sponsorship messages as a
cheerful tool to heat up the atmosphere of a party. It makes the sponsors to create a
sense of engagement on joyful interactions and activities that allow people to have fun
together.

6 Conclusion

This study explains sponsor behavior by exploring their S-O-R process in the context
of live streaming. The research results revealed that sponsors pay more attention to the
affordance of technology features that they can use to achieve social presence and a sense
of togetherness when participating in a livestream. For the sponsors, a livestream is like
a party where they can participate in the activities to enjoy the atmosphere of being with
people. We also present the process participation behaviors of sponsors, based on their
perceived stimuli and interpretations.
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Abstract. CEOsuccessionbrings temporary internal disruption andopportunities
to adapt firms’ strategies and fast-changing environments. To better understand
CEO succession in family businesses, this study draws on socioemotional wealth
(SEW) perspectives to illustrate the effect of SEWon intra-family succession. The
present study argues that the presence of higher family SEW (family ownership) is
positively related to intra-family succession in a family firm, and this relationship is
stronger when the high family involvement in board and longer family candidate’s
TMT tenure in a focal family firm, respectively. By using a logistic regression
model with data on Taiwanese publicly listed firms from 2001 to 2013, this study
finds that family firms prefer adopting intra-family succession to preserve family
SEW, such a tendency is stronger when the family involvement in board is higher
and when the family candidate’s TMT tenure is longer, respectively. This study
contributes to the CEO succession and family business literature by emphasizing
the importance of governance and managerial arrangements.

Keywords: Socioemotional Wealth (SEW) Perspective · Intra-Family
Succession · Family Involvement in Board · Family Candidate’s TMT Tenure

1 Introduction

CEO succession, one of the most important research topics in the family business, can
lead to substantial changes in the structure, volatility, strategy, and outcome of firms (e.g.,
[1−3]) and determine the organizational path for several years or decades [4]. Given
the importance of CEO succession, numerous studies have generated many insights
and managerial implications of CEO succession by examining the antecedent of CEO
selection [5], the origin of successors [6], the impact on firms’ strategic decisions and
performance [7, 8]. But there has little attempt to include the affective endowment to
understand its influence on CEO selection. To fill this research gap, this study attempts
to propose and test a model that introduces the affective endowment on CEO succession.

The effect of non-economic and affective utilities—what this study refers to as
socioemotional wealth (SEW)—plays a major role in family firms’ strategies and out-
comes [9]. This unique feature dominates family owners and influences everything family
firms do. To better understand CEO succession in family businesses, this study draws
on SEW perspectives to illustrate the effect of SEW on intra-family succession. Unlike
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non-family counterparts, family firms use SEW as their primary reference point to bal-
ance the concern of economic and non-economic goals, such as financial performance
versus the preservation of affective endowment related to their firms. This study further
investigates how the influence of SEW on intra-family succession is conditioned by the
family involvement in board and the candidate’s top management team (TMT) tenure in
the focal family firm.

The present study utilizes a sample of Taiwanese publicly listed firms in traditional
industries from 2001 to 2013 to test hypotheses. The corporate governance and financial
information were obtained from Taiwan Economic Journal (TEJ) database and the infor-
mation on CEO succession was captured by firms’ annual reports. The final sample of
this study includes 455 CEO successions events in 248 firms. By using a logistic regres-
sion model with data on Taiwanese publicly listed firms from 2001 to 2013, this study
finds that family firms prefer adopting intra-family succession to preserve family SEW,
such tendency is stronger when the family involvement in board is higher and when
the successor’s TMT tenure is longer, respectively. This study contributes to the CEO
succession and family business literature by emphasizing the importance of governance
and managerial arrangements.

2 Literature Review

CEO successions are essential for firms to face temporary internal disruption and realign
firms with fast-changing environments. Prior works paymore attention to the fit between
top managers and the corporate environment that is conducive to surviving and pros-
pering. The empirical findings suggest that outsiders may outperform insiders in certain
contingencies, such as turbulent or competitive environment [6, 10], and simpler internal
power structures [8]. However, CEO succession in family and nonfamily firms may dif-
fer because family firms’ primary concern is whether families can influence and control
firms by taking the CEO position. Adopting the traditional distinction between insider
and outsider cannot differentiate family and nonfamily firms.

Family firms are more concerned with whether the successor should be a member of
owning family [11], this has been recognized as one of the most critical and challenging
choices for family firms [7, 12]. Gomez-Mejia et al. [13] proposed the socioemotional
wealth perspective to emphasize the importance of the affective endowment of family
firms. The notion of SEW is that the potential gain and loss in socioemotional wealth
as family firms’ primary reference point. Therefore, families may make decisions that
are helpful to pursue socioemotional wealth but at the expense of other principals [13,
14]. This study extends the concept of SEW to CEO succession and investigates how
affective endowment influence intra-family succession in family businesses.

2.1 Antecedent of Intra-family Succession

Despite abundant literature demonstrating the influences of CEO succession in family
firms, little is known about the antecedents of CEO succession [4, 15, 16]. Furthermore,
the mixed results and a lack of integrating affective endowment show the requirement
for further investigation.
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SEW is one of the theoretical perspectives to incorporate family firms’ affective
needs into consideration. The core of SEW emphasizes the non-economic motives in
family firms, for example, the pursuit of the family’s affective needs, the perpetuation
of the family dynasty through family control and influence, sustaining social capital and
status, and continuation of family values through the firm [13, 17]. Indeed, family firms’
non-economic motives reflect the perceptions, values, attitudes, and intentions of the
controlling family [9, 18, 19]. The loss of the family SEW implies lost intimacy, reduced
status, and failure tomeet the family’s expectations [13]. Consequently, family firms tend
to adopt strategies that are helpful to preserve SEW. Grounded in the behavioral agency
model (BAM), which suggests decision makers’ risk preferences vary with different
governance contexts or situations, SEW perspective views the preservation of SEW
or affective endowment as family firms’ primary reference point rather than economic
concerns for guiding their CEO succession since family members receive greater utility
from preserving SEW even at the expense of financial or economic well-being [13, 14].

CEO succession, one of the critical strategic decisions, is often influenced by SEW
to select the next leaders in family firms. To preserve and maintain the current SEW
endowment, this study proposes that family firms have the motivation to choose succes-
sors in line with the social norm and family tradition, the intra-family succession thus
would be a primary option for family firms. Indeed, adopting intra-family succession
ensures the continuity of the family dynasty and conforms to the established social norm
and family traditions. Therefore, if family firms have higher SEW endowments, the pos-
sibility of adopting intra-family succession would be higher as families may maximize
their continuity. Family ownership was widely recognized as a suitable proxy for SEW
endowment. If a family with higher ownership of the firm represents a higher SEW
endowment that the family tends to preserve [14, 20], the owning family would prefer
the decision to adopt intra-family succession to reinforce family control and dynasty.

H1: The presence of higher family SEW (family ownership) is positively related to
intra-family succession in a family firm.

2.2 The Moderating Effect of Family Involvement in Board

The major tasks of a corporate board of directors are hiring and monitoring CEOs.
The decisions of CEO succession are under the purview of the board. As for the pre-
succession phase of CEO succession, boards play an essential role in establishing rules
that are conducive to providing a sense of order in governance decisions, communicating
the corporate mission, and guiding political dynamics into appropriate practices and
executive turnover [5]. Meanwhile, CEO succession is deemed a vital opportunity to
realign the firms with the controlling interests of the board of directors and with fast-
changing environments.

The board of directors is essential for CEO succession by establishing a succes-
sion plan, selecting, and fostering adequate candidates in the pre-succession phase [5],
evaluating and hiring the next CEO, andmonitoring newCEOs’ performance in the post-
succession stage [21]. Family members are often arranged to be on the board to maintain
the dominant control of family businesses. Family involvement in board is considered
to be the degree of overlap between the family and the firm; different levels of family
involvement in board are related to diverse behaviors on CEO selection [22, 23]. And
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yet, the role of the board has been less discussed in the literature on the CEO succession
process [24]. Understanding the notion of family involvement in board would improve
our knowledge of how families utilize their power to influence CEO succession.

Family involvement in board is viewed as active control of the firm via the fam-
ily board of directors’ decision-making in CEO selection. To ensure the control power
of firms, the family board of directors usually selects a successor who identifies with
business goals as well as family goals and values. To meet the criteria for following busi-
ness and family goals, selecting a successor from owning family members could reduce
information asymmetry and reach the goal of preserving family control and socioemo-
tional wealth. Before choosing a successor, the board of directors often assesses the
qualification of potential candidates, such as their commitment, willingness, and behav-
ior in accordance with the firm’s culture [25–27]. The board of directors usually lacks
comprehensive information to assess potential successors’ qualifications, but informa-
tion on family candidates could be obtained from the family board of directors. Hence,
the board of directors has more information to assess family successors’ qualifications.
Moreover, higher family involvement in board represents the substantial portion of the
family wealth tied to the firm, the family board of directors thus tends to select a family
successor to preserve their control and socioemotional wealth of the firm. This study
thus hypothesizes.

H2: The possibility of adopting intra-family succession would be higher if jointly
considering higher family SEW and higher family involvement in board in a family firm.

2.3 The Moderating Effect of Family Candidates’ TMT Tenure

TMTplays a pivotal role in developing candidates’managerial capabilities and preparing
them for a higher position. Thus, candidates’ TMT tenure becomes one of the important
factors influencing CEO succession. Indeed, tenure is associatedwith domain familiarity
[28, 29]. A candidate with longer TMT tenure has developed familiarity with the firm
and the greater familiarity is helpful to overcome the post-succession challenge [30].
Furthermore, a family candidate with longer TMT tenure could understand the mixed
motives and desire the owning family has as family members would like to preserve and
protect their interest and socioemotional wealth in business [31], intra-family succession
thus would be preferred by family firms.

Next, longer TMT tenure also enhances the commitment to current strategies and
practices [32], which is one of the key factors in determining the success of CEO succes-
sion in family firms. Organizational members usually become committed to their past
actions over time [33], and a committed candidate shows a willingness to be a leader
in the family firms and consequently facilitate a higher level of satisfaction with the
succession process [25]. Family candidates with longer TMT tenure escalate their com-
mitment to focal family firms, their commitment comes from not only identification and
involvement with firms but also the emotional links with business [34, 35]. Furthermore,
board of directors in family firms usually prefer family candidates who have a strong
affective commitment and expect them to continue existing strategies, rather than intro-
duce strategic change that might disrupt internal and external relationships [36]. This
study thus hypothesizes.
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H3: The possibility of adopting intra-family succession would be higher if jointly
considering higher family SEW and longer TMT tenure of the family candidate in
a family firm.

3 Method

3.1 Sample

The sample for this study was drawn from the population of publicly traded family firms
listed on the Taiwan Economic Journal (TEJ) database between 2001 and 2013. Many
firms in Taiwan’s traditional industry are run by family members, therefore Taiwan’s
sample is considered appropriate for testing proposed hypotheses. Firstly, this study
identified all firms which are owned by families from the TEJ database. Next, the present
study identified 705 CEO successions during the period of 2001 to 2013 from the TEJ
database and firms’ annual reports. Observations with missing information would be
removed, and the final sample of this study includes 455 CEO successions in 248 firms.

3.2 Dependent Variable

This study classified CEO successions into intra-family succession and non-intra-family
succession, the variable intra-family succession was inserted as a dummy variable and
coded 1 if a new CEO was the family member and 0 otherwise. A new CEO’s fam-
ily membership was checked and confirmed by the firms’ annual reports and the TEJ
database.

3.3 Independent Variable

In accordance with recent studies, this study captures family SEW by using family
ownership of the firm [37–39], whereas the values of this variable were continuous
shares of equity held by the family.

3.4 Moderators

Family involvement in board was included in this study to proxy the influence of family
and was measured by the percentage of family members on the board [40, 41]. A can-
didate’s TMT tenure is the number of years in which the candidate is employed by the
focal family firm [42].

3.5 Control Variables

To rule out the potential effects, this study includes several control variables from firm,
board, and individual levels that are known in the literature to affect the adoption of intra-
family succession. Firm-related control variables include firm age, debt ratio, and prior
performance. Firm age reflects that older firms are more likely to have well-established
succession processes for selecting new CEOs. This study measures the firm age from the
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founding year to the time of succession [43]. Next, a firm’s financial structure and prior
performance influence CEO selection, thus debt ratio and prior performance (ROAt-1)
in the previous year were included in the analysis [44, 45].

Control variables from the board and individual levels include institutional own-
ership, CEO education, and CEO interlock. Institutional ownership may influence a
board’s decisions on CEO selection. Institutional ownership has figured out the ratio of
shares held by banks, investment firms, and pension funds. CEO education, which relates
to CEO selection, was measured by a categorical variable with three levels (master or
Ph.D. degree = 3, undergraduate degree = 2, and no college degree = 0). To capture
a CEO’s information network extensiveness, CEO interlock was adopted as a proxy to
control the effect on intra-family succession.

The year dummies were also included in this study to capture the year effect, with
2001 being used as a control. The industry dummywas also considered to control for the
types of industry and was coded with a value of 1 if a firm in the manufacturing sector
and 0 otherwise.

4 Results

Table 1 presents the descriptive statistics and bivariate correlations for all variables of
our model. All correlation coefficients of the main variables are modest. To reduce the
likelihood ofmulticollinearity, this studymean-centered all independent andmoderating
variables that do not belong to dummy variables. We also checked the variance inflation
factors (VIFs) and found that the highest VIF among those in our model was 1.2, well
below the general cutoff value of 10 [46]. Thus, multicollinearity does not pose a serious
concern. All these models yield significant explanatory power (Pseudo R2 = 0.1093–
0.3784, p < 0.001).

Table 2 shows the result of the logistic regression on the CEO selection in family
firms. Model 1 presents the baseline model with only the control variables. Model 2
shows the main effects of the socioemotional wealth of CEO succession in family firms.
Model 3 and Model 4 test the moderating effects of family involvement in board and the
successor’s TMT tenure in the focal family firm. Model 5 is the full model.

Model 2 examines the direct influence of CEO selection, and the results show that
socioemotional wealth has a significant positive effect on intra-family succession (β =
0.0273, p = 0.000). In model 3, a positive interaction effect between socioemotional
wealth and family involvement in board is associated with intra-family succession (β
= 0.1095, p = 0.0190). Model 4 shows the results of the interaction effect between the
effect of socioemotional wealth and the successor’s TMT tenure, which receives support
(β = 0.0045, p = 0.001). Model 5 shows the full model.
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Table 1. Descriptive Statistics and Correlation Matrix.

1 2 3 4 5 6 7 8 9 10

1 Firm age 1

2 Debt ratio 0.0434 1

3 Prior

performance

(ROAt_1)

0.0871 −0.1134* 1

4 CEO

interlock

0.2063* −0.0901 0.057 1

5 Institutional

ownership

0.0331 0.0706 0.1007* 0.1290* 1

6 CEO

Education

−0.0794 −0.0359 0.0126 0.0977* 0.02 1

7 Intra-family

succession

0.0965* 0.0204 0.1139* 0.2233* −0.0941* −0.0437 1

8 SEW (family

ownership)

−0.1137* 0.0457 0.047 −0.0238 0.4380* −0.0614 0.0835 1

9 Family

involvement

in board

(FIB)

0.1771* 0.0010 0.1728* 0.09 −0.1672* −0.0270 0.4180* −0.0397 1

10 TMT tenure 0.1272* −0.1079* 0.1580* 0.2085* −0.0782 −0.1163* 0.4270* 0.0301 0.2221* 1

Note: 1. N = 455.
2. *represents statistical significance (p < 0.05).
3. Year effects (year dummy1–12) were omitted in Table 1.

5 Discussion

5.1 Theoretical Contributions

This study makes several contributions to the literature on CEO succession and fam-
ily business by exploring the relationships among SEW, family involvement in board,
candidate’s TMT tenure, and intra-family succession.

First, this study sheds light on the effect of SEW on intra-family succession. Most
CEOsuccession research introducesSEWperspective to illustrate the influenceon family
firms’ strategies and outcomes, but SEW has been ignored as a potential determinant
of CEO selection. The findings show that SEW has a positive effect on intra-family
succession. Given the results of this study, introducing SEW as an antecedent could be
adequately included and assessed in the CEO succession.

This study also complements family business literature for a better understanding
of the antecedents of CEO succession by introducing the contextual effects. The results
show that the possibility of adopting intra-family successionwould increase if takinghigh
family involvement in board and a longer candidate’s TMT tenure into consideration.
The findings of this study imply the importance of contextual effects on CEO succession
with the governance aspect of the succession arrangement.
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Table 2. Logit Regression.

Intra-family succession Model 1 Model 2 Model 3 Model 4 Model 5

Constant −1.1800 −2.2064* −3.1394* −3.2115** −4.0241**

Firm age 0.0019 0.0077 −0.0071 0.0027 −0.0123

Debt ratio 0.9611 1.0097 1.0370 1.5332† 1.4230

Prior performance (ROAt_1) 0.03006* 0.0284* 0.0093 0.0188 0.0011

CEO interlock 0.1431*** 0.1540*** 0.1670*** 0.1317*** 0.1384**

Institutional ownership −0.0154** −0.0243*** −0.0138† −0.0248** −0.0142†

CEO Education −0.2591† -0.2271 −0.2180 −0.0071 0.0040

Industry dummy 0.570235† 0.6802* 0.2912 0.5514 0.2200

Year dummy 1 −0.8803 −1.0303 −2.0148* −0.8561 −2.0747†

Year dummy 2 25.9673 28.8251 29.8991 39.3072 44.7901

Year dummy 3 −0.8934 −1.0047 −1.2738 −.4422† −1.9471*

Year dummy 4 −0.2919 −0.3632 −0.5352 −0.4836 −0.8385

Year dummy 5 −0.3468 −0.4988 −0.6670 −0.6804 −1.0016

Year dummy 6 −0.3371 −0.3514 −0.6088 −0.3552 −0.7590

Year dummy 7 −1.0001 −0.9481 −1.1380 −1.7067 −2.1390

Year dummy 8 0.1183 0.0667 −0.0958 −0.0897 −0.3033

Year dummy 9 −0.4011 −0.3899 −0.3689 −1.3995 −1.2626

Year dummy 10 −0.1939 −0.2483 −0.3302 −0.3698 −0.5117

Year dummy 11 −1.1880 −1.3747† −1.2848 −1.5124† −1.5036

Year dummy 12 −0.9222 −0.9885 −0.9154 −0.7777 −0.8961

H1: SEW (family
ownership)

0.0273*** 0.0208* 0.0281** 0.0219*

Family involvement in board
(FIB)

5.5502*** 5.4166***

H2: SEW X FIB 0.1095* 0.0954†

TMT tenure 0.1339*** 0.1381***

H3: SEW X TMT tenure 0.0045** 0.0043*

LR chi2(19) 53.45*** 67.41*** 137.99*** 130.49*** 185.1***

Pseudo R2 0.1093 0.1378 0.2821 0.2668 0.3784

Note: 1. N = 455.
2. †p < 0.1; *p < 0.05; **p < 0.01; ***p < 0.001.

5.2 Practical Implications

This study has several practical implications for family firms. First, this study argues that
SEW exists in the intra-family succession in family firms, showing that SEW takes place
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in the family business among family members to protect family interests and wealth.
Second, this study follows Zahra [47] to recognize the complex relationships existing
in family firms and thus consider governance and candidate-related factors that may
influence CEO succession. Finally, the findings of this study show that a candidate with
longer TMT tenure in focal family firms increases the possibility of adopting intra-family
succession. Long tenure gives candidates time to learn tacit knowledge and develop
familiarity with the firm [48], possibly reducing the misfits between successors and
focal family firms and overcoming the challenge of post-succession [30].

5.3 Limitations

This study, however, has some limitations that highlight promising avenues for future
research. One of the limitations is the measurement of SEW. This study views SEW as
an aggregated construct and uses family ownership as a proxy to capture SEW. However,
this measurement is unable to show the multidimensional nature of SEW, which may
lead tomixed predictions on CEO succession [49]. To advance the SEW literature, future
studies can introduce different dimensions of SEWand examine the heterogenous effects
of SEW on CEO selection.

A limitation of this study is that by focusing on internal influences, such as family
and governance factors, the external environment could be included, such as market
dynamism, market competition, and the change in digital technology. Future research
can develop a more comprehensive model that includes internal and external factors of
CEO succession in family firms to balance and compare influences from both sides.

Finally, the data are used from the unique context of Taiwan family firms. The
generalizability of this study is limited because the country-specific effects cannot be
ruled out. To increase the generalizability of findings, future research could redefine and
extend the argument of this study to other countries or regions.
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Abstract. The study aimed to explore the influence of advertising on purchasing
behavior in an online store. 43 participants (17 female) were given 1,000 euros
to navigate the store and make purchases. Eye-tracking data, questionnaires, and
semi-structured interviews were collected and analyzed to comprehend the factors
that affect the effectiveness of advertising. Results indicated that 32 participants
were classified as goal-oriented users and the semi-structured interviews revealed
that color and offers were crucial factors in attracting participants’ attention to
advertisements. The findings also showed a correlation between participants’ Big-
Five personality traits and their response to advertising annoyance, with those
lower in Openness to Experience having higher scores of annoyance towards
advertising. Additionally, a positive correlation between Extraversion scores and
a favorable attitude towards advertising was identified, and the existence of banner
blindness was confirmed. The results suggest that internet users are predominantly
goal-oriented, and that advertising plays a significant role in shaping purchasing
behavior in online stores. Future studies should aim to increase the sample size
to gain a more comprehensive understanding of the correlations with personality
traits.

Keywords: Online advertising · Eye-tracking · Big-Five model

1 Introduction

Advertising began several years ago when entrepreneurs sought a successful way to
promote their products or services. Today, advertising has become a vast industry that
is present in many aspects of our daily lives. Advertisements (ads) can be found on TV,
radio, in newspapers or magazines, on the internet, on social media, on mobile devices,
and even in emails. The term “digital marketing” first emerged in the 1990s. The first
banner advertisements appeared in 1993 on Hotwired, the first web magazine to embed
ads on its website [1]. These ads, known as “banner ads,” were sold based on the number
of “impressions” (i.e., people who viewed the ad), a model that was later adopted by
many traditional media outlets for brand advertising. In 1994, Hotwired launched the
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first banner ad, titled “Have you ever clicked your mouse right HERE? YOUWILL,” as
part of AT&T’s “You Will” campaign. This marked the start of a transformation in web
content and advertising that continues to shape the industry today.

Digital advertising is a major topic in the marketing literature and considers how
consumers respond to various aspects of digital advertisements [2]. Online advertising
can be defined as any kind of marketing message that is mediated with the help of
the Internet. Many consumers find online advertising disruptive and have increasingly
turned to ad blocking for a variety of reasons.

Using the internet, social media, mobile applications (apps), and other digital com-
munication technologies has become part of billions of people’s daily lives. In modern
society, many people spend hours connected to the internet and exposed daily to a variety
of online ads. Indeed, the development of technology is directly related to the advertising
industry and is constantly influencing it. In particular, the internet has been a milestone
in the history of advertising.

Today, banners are typically presented as either static images or multimedia objects
and are often used to encourage users to click through to a website. The goal of banners
is to grab the viewer’s attention, and they often use movement or short videos to make
them more visually appealing. As a result, banner advertisements are commonly found
on high-traffic websites. Ad networks serve as advertising agencies by finding available
advertising space on the internet and matching it with the needs of advertisers. The
technology for this whole process relates to one central ad server [3]. According to
surveys, on one hand men tend to be less patient when it comes to dealing with pop-up
banner advertisements and often seek ways to avoid them. On the other hand women
tend to be more patient and make better use of them. However, both groups agree that
banners often have negative aspects [4].

1.1 Factors that Contribute to Advertising Effectiveness

Media professional and researchers remain greatly interested in examining the influence
of media context on advertising effectiveness [5]. Media context is an important factor
for determining advertising effectiveness and it is considered that some media contexts
are more suitable for different types of advertising than others. Today one of the most
important and fastest-growing media options is through the Internet, making Internet
advertising predominant. The following factors appear mostly in research regarding the
advertising effectiveness:

• Attitudes toward the medium
• Uses of the medium
• Involvement while using the medium
• Mood states affecting media usage
• Interactivity of the medium
• Recall
• Attitude toward the advertisements
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1.2 Color in Advertising

In today’s competitive businesses world, the use of advertising is prominent to attract
potential clients [6]. Billions are spent to build, reach and influence target consumers
to buy products or services. Creating awareness is one of the most important advertis-
ing goals and companies are using a variety of constructive elements in advertising to
communicate and influence buyer behavior.

Oneof themost powerful advertising tools is color.Color advertisements are essential
for establishing the brand image and are more likely to grab users’ attention than those
without color. Over the past years, many well-known brands have been associated with
colors. In essence, color in a brand is so important that it may become its own identity.
Vodafone, Coca-Cola, Starbucks, and Facebook are such examples, as their brands are
directly associated with a specific color. Vodafone as well as Coca-Cola were directly
linked to red, Starbucks to green, and Facebook to blue. In general color affects the
psychology and behaviors of consumers. Colors based on their wavelength have been
categorized into cool andwarm colors [7]. Colors can have differentmeanings in terms of
personality traits, salient qualities, and emotions. Blue and green, which are considered
“cool” colors, tend to evoke different emotions than red and yellow,which are considered
“warm” colors. For example, red is often associated with emotions such as passion,
excitement, and danger, but in a business context, it can also be associated with power,
energy, speed, and courage. Blue is often associated with high quality, trustworthiness,
and dependability, while purple is associated with progressiveness and affordability.
Yellow is often associatedwith happiness and gray is often associatedwith dependability
and high quality. However, it’s important to note that colors can also elicit negative
meanings and reactions, such as fear, anger, intolerance, and exaggeration. In general,
warm colors tend to elicit uplifting effects such as increased blood pressure and frequent
eye blinking, although these effects are not always pleasurable. Research suggests that
cool color interiors are more appealing to customers and tend to elicit more positive
emotions than warm color interiors. A study also showed that users tend to prefer cool
colors, specifically blue versions, in websites. In this study, the colors used were chosen
based on the literature on effective color usage.

1.3 Banner Blindness

The increase in advertising saturation is high, thus the term “banner blindness” has arisen
[8]. The phenomenon of banner blindness occurs when internet users actively ignore
banner ads while exposed to them [9]. Therefore, advertisers need to find solutions to
measure and improve the effectiveness of online advertising.Another definitiondescribes
this term as the situation in which web users tend to ignore online page elements that
perceive them as ads. Banner blindness is based on selective attention, the tendency of
people to direct their attention in elements of their environment that are related to their
aims.
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2 The Big-Five Model & Measurements of Advertising
Effectiveness

2.1 The Big-Five Model

The Big-Five Model of personality is a model in trait psychology which describes indi-
vidual differences in human personality and determines the features of human thinking,
feeling, and behavior [10]. This model suggests that all people, regardless of age, cul-
ture, or gender share the same basic traits, but differ in the degree of their manifestation.
More specifically, it conceptualizes personality traits in five basic dimensions of person-
ality: Extraversion (E), Neuroticism (N), Agreeableness (A), Conscientiousness (C), and
Openness to experience (O). Common acronyms for the Big-Five are OCEAN, NEOAC,
or CANOE. Each of the Big-Five dimensions is a combination of several distinct but
closely related traits, which describe a continuum between two extreme poles.

• Extraversion: The characteristic of extroversion is sometimes related primarily to
sociability and evaluates the amount and intensity of interpersonal interactions and
ambition. People who show a high degree of extroversion are sociable, talkative,
gregarious, impetuous, ambitious, assertive, expressive, exhibitionist, and energetic.

• Agreeableness: The characteristic of agreeableness refers to the quality of the indi-
vidual’s interpersonal relationships. It is considered that people who score high in this
dimension have strong empathy; they are cooperative, kind, forgiving, compassionate,
willing, kind, trustworthy, and tolerant.

• Consciousness: Consciousness reflects dependability. People with a high degree
of conscientiousness are usually hardworking, organized, disciplined, responsible,
meticulous, ambitious, and reliable.

• Neuroticism: Neuroticism is also called emotional Stability and people with high
are usually anxious, embarrassed, insecure, angry, and worried.

• Openness toExperience:The last dimensionhas been calledOpenness toExperience
(also known as Intellect). People with a high rating of this feature are usually original,
imaginative, cultured, artistically sensitive, curious, intelligent, and broad-minded.
Lists the dominant characteristics of people with high score in each dimension of
personality.

2.2 Visual Attention and Recall

It is essential to understand how and when internet users allocate their attention to
commercial stimuli and what factors influence their attentional strategies and patterns
[11]. There are two primary measurements to evaluate advertising effectiveness: visual
attention and recall [12], as both affect brand and product awareness. Researchers can use
eye-tracking techniques to investigate how the elements of online banner advertisements
influence customers’ attention.

Not only is it a gate, but it also serves as a key coordinating mechanism that helps
to maintain information processing and other goals over time [13]. Studies have shown
that visual attention to advertising has systematic downstream effects on brand memory,
indicating its predictive validity [14]. However, it is not only attention that plays a
significant role, as people do not always remember everything they notice. Sometimes,
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an advertisement’s message is cognitively processed and remains in the consumer’s
memory, but at other times it does not [15]. One of the prevalent approaches tomeasuring
the amount of attention related to advertising is to use self-reported memory measures
by asking questions such as “Did you remember this advertisement?” or “How well do
you remember the advertisement?”.

2.3 Eye-Tracking

Eye-movement tracking is a technique that is being used to study usability issues in
Human-Computer Interaction (HCI) contexts [16]. It is important for the reader before
reading the analysis using eye-tracking data to be introduced to the basics of eye-
movement technology and be informed about several key aspects of practical guidance.
Eye tracking is a method of recording a person’s eye movements so that the researcher
knows how the user behaves during browsing related to what they saw. Researchers by
using eye-tracking techniques can answer questions like where the user looked, for how
long and can know the sequence in which their eyes change from one location to another.

Eye-tracking provides suchmeasures. Eyemovements are tightly coupledwith visual
attention, making them eminent indicators of the visual attention process, which is now
easy to assess with modern eye-tracking equipment. Eye movements are behavioral
measures of the unobservable visual attention process of prime interest. “The eyes don’t
lie. If youwant to knowwhat people are paying attention to, followwhat they are looking
at”.

An eye-tracking device can measure:

• Fixation frequency (i.e., number of eye fixations on target stimuli)
• Fixation duration (i.e., total duration of eye fixation on target stimuli)
• Scan path (fixation sequence)
• Location of the first fixation
• Time of the first fixation

3 Research Questions and Methodology

3.1 Research Questions

The goals of the evaluation include the following research questions:

• RQ1: Is the Banner blindness phenomenon confirmed in this study?
• RQ2: Are there correlations between the participants’ Big-Five characteristics scores

and the percentage of the advertisements that were noticed?
• RQ3: Are there any differences in the participants’ Big-Five characteristics scores

related to whether they are goal-oriented?
• RQ4: Are there correlations between participants’ Big-Five personality traits and the

percentage of the advertisements that were recalled?
• RQ5:Are there any correlations in participants’Big-Five characteristics scores related

to their attitude towards the advertising?
• RQ6: Were the participants goal-oriented users (regardless of their Big-Five charac-

teristics)?
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3.2 Participants and Procedure

The research was conducted at the Human-Computer Interaction Laboratory, located
within the Computer Engineering Department of the University of Patras. Participants
participated in the experiment for a duration of 20 min. Data collection was performed
over two phases during the academic year 2020–2021. A preliminary sample of partici-
pants took part in the study in 2020, and these results indicated positive outcomes [17].
Due to the COVID-19 lockdown, the study was temporarily suspended for three months
but resumed in June 2021, with all necessary safety measures in place.

A total of 43 individuals, including 17 females, participated in the study. They were
exposed to a simulated online store created for the purpose of the study. Participants
were informed that the store was not real and were given a hypothetical budget of 1,000
euros to make purchases. The scenario presented to them was as follows: “You have
been given 1,000 euros to purchase anything you desire from this online store. You may
choose to spend the entire amount or opt not to make any purchases. You have all the
time you need to complete your purchases.”

3.3 Experiment Protocol, Metrics, and Instruments

Before arriving in the laboratory, participants received an email containing details on the
experiment, possible dates they could participate, the 50-item IPIP FFM, and instruc-
tions. The 50-item Big-Five questionnaire had to be completed before their arrival in the
laboratory. Moreover, the participants were told that during the experiment they would
be going to undergo overall three questionnaires including the Big-Five one. An addi-
tional and important reason for sending this email was also to inform the participants
about the ID that they had to complete in all questionnaires. There was clearly explained
that the IDs would not be associated with their names. The reason for the existence of
the unique IDs was the correlation of the three questionnaires and the interview with the
recorded eye-tracking data. The first field in every questionnaire asked the participants
to enter their ID. For this study, a form was created which included the 50 questions.
When participants arrived at the laboratory, they signed a consent form to declare their
agreement to take part in the study. The consent form was in Greek and is shown in
Appendices. After that, they were given the second which included few demographic
and marketing questions. The most important goal of it was to determine the purchase
goals of each participant. They were asked whether they are interested in buying any
product from the available product categories in the online shop.

At this stage, participants were advised to take a comfortable position and were
requested to keep their heads as stable as possible during their browsing in the online
shop. Then participants were left free to interact with the store and “spend” their 1,000
euros. Eye-tracking data were collected during their navigation to examine how the
participants viewed the banners and the products.

A photograph from a participant that took part in the experiment during the eye-
tracking calibration is shown in Fig. 1.

The eye-tracking data also facilitate the interview that followed (the evaluator had
access to these data, helping her to ask the right questions during the interviews). When
the participants had completed their purchases, a third was given to them to examine
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Fig. 1. Participant during the eye-tracking calibration

whether, how many and at which extend was possible for the participants to recall the
advertisements theywere exposed to. The interview took placemostly to identify the rea-
sons why the participants noticed some advertisements and ignored others. And finally,
a semi-structured interview with the participants followed and was the last stage of the
experiment. An objective of this interview was also to identify discrepancies between
participants’ behavior towards advertising and understand their general attitude towards
advertising. Each participant was interviewed for approximately 10 min. The entire
interview process was recorded with the consent of each participant. The questions were
about the general experience of the participants in the online store focusing on the adver-
tisements. Indicatively some of the questions were “Did you notice the advertisements
that were in the online store?”, “Why did you look at this particular advertisement?”
or “Why did you ignore this particular advertisement?”. The questions were tailored to
each participant, according to the data collected from the eye-tracker. Figure 2 depicts
a brief visual representation of the experimental protocol. Overall, three questionnaires
and an online store were created for the purposes of this experiment. All the text in the
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questionnaires and in the online store was in Greek, except for the Big-Five question-
naire which was in English. In addition, all interviews were conducted in Greek so that
participants could express themselves in their mother tongue.

Fig. 2. Experimental protocol

4 Results

4.1 Gender and Age

Overall, forty-three participants (17 women) participated in the experiment. Their ages
ranges from [18–60].

4.2 Interests in Buying Products from Each Category

The second questionnaire aimed to determine the purchase goals of each participant.
Participants were asked if they were interested in buying any products from the available
categories in the online shop. They were allowed to select more than one option. In total,
22 participants were interested in buying books (24.7%), 20 in smartphones and tablets
(22.5%), 17 in sports and fitness products (19.1%), 11 in gaming products (12.4%), 10
in TVs (11.2%), and 9 in wearables, drones, and high-tech products (10.1%).

4.3 Daily Internet Usage and Frequency of Online Purchasing

The study examines the daily internet usage habits of the participants. The results show
that most participants (82.8%) reported spending between 3 to 10 h online daily, with
41.9% stating they spend 3–5 h daily and 41.9% stating they spend 6–10 h daily. Addi-
tionally, a small percentage of participants, 7%, stated that they are always connected to
the internet.
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Furthermore, the data related to the frequency of purchasing products online indicates
that most participants (46.5%), reported buying products online once a month, while
23.3% reported buying them once every six months. Additionally, 14% of participants
reported buying products online once a week and 9.3% reported buying them twice a
week. Lastly, 7% of participants selected the option “other” without providing further
details.

4.4 Personality Dimensions of the Participants

Participants’ scores for each dimension were determined by their responses to a ques-
tionnaire, with scores ranging from 0 to 100. Table 1 presents the descriptive statistics for
the 43 participants of the experiment for each of the Big-Five dimensions of personality.

Table 1. Descriptive statistics for the 43 participants of the experiment in Big-five

Dimension N Min Max Mean Std. Dev.

Extraversion (E) 43 25.0 85.0 60.930 15.0101

Agreeableness (A) 43 35.0 100.0 74.302 14.4371

Consciousness (C) 43 22.5 97.5 64.767 17.1288

Neuroticism (N) 43 7.5 70.0 36.919 16.4646

Openness to Experience (O) 43 30.0 70.0 50.988 9.9274

4.5 Eye-Tracking Insights

Insights from eye-tracking recordings revealed that the longer users pay attention to
a banner advertisement, the better their recognition performance. In Fig. 3, the left
image shows a gaze plot that the participant clearly looked at the advertisement, and
subsequently recalled it. Conversely, the right image shows an example of a participant
who completely ignored the advertisement on the visited page.

4.6 Banner Blindness Phenomenon

The study aimed to investigate whether the phenomenon of banner blindness occurs
(see RQ1). To do this, we analyzed the interactions of 43 participants with a variety
of clickable banner advertisements that were displayed on different pages of an online
store. Eye-tracking recordings were used to determine how many participants viewed
each advertisement. Participants were given the freedom to interact with the online shop
and make their own decisions without any restrictions or guidance. As a result, some
participants did not visit all the product category pages and some visited some product
category pages more than once. However, in this analysis, it was assumed that browsing
on a page was continuous, regardless of how many times a participant visited it.
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Fig. 3. Gaze plot examples – The participant on the left looked at the ad and, on the right,
completely ignored the ad

It is determined that a participant has noticed an advertisement if they have focused
on it for at least two consecutive fixations and a total fixation duration of at least 500 ms.
Advertisement recall is assumed to occur when participants can remember and recall the
advertisingmessage from theirmemory.This is determinedby theparticipants’ responses
in the third questionnaire, where they indicate if they remember the advertisement. The
eye-tracking recordings were examined to confirm whether a participant had seen an
advertisement or not. In the third questionnaire, participants were asked to indicate the
extent to which they can recall the advertisement.

The study identified the following categories to correlate advertisement observation
and recall:

• True Positive (TP): Participants viewed the advertisement and remembered it.
• True Negative (TN): Participants viewed the advertisement but did not remember it.
• False Positive (FP): Participants did not view the advertisement, but they reported

remembering it in the third questionnaire.
• False Negative (FN): Participants did not view the advertisement and did not

remember it.

When a participant was unable to fully recall an advertisement, stating that they
“remember seeing the advertisement, but did not remember the product shown” or “only
remember the product but could not remember details ofwhat it was like”, it is considered
not to belong to the True Positive (TP) or True Negative (TN) category. TP refers to
participants who viewed the advertisement and remembered it in the third questionnaire,
while TN refers to participants who viewed the advertisement but did not remember any
information about it. The study also examined the factors that contribute to the viewing
of an advertisement through an interview process. Total the number of participants who
accessed the page where the advertisement was and viewed the number of people who
viewed the advertisement. In theTable 2 below, the “Total” column represents the number
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of individuals who accessed the page where the advertisement was located, while the
“Viewed” column indicates the number of peoplewho actually viewed the advertisement.

Table 2. Overall data about how participants interact with the advertisements

Total Viewed TP TN FP FN

Ad1 43 22 12 6 1 6

Ad2 27 14 7 5 1 7

Ad3 31 11 4 4 0 13

Ad4 29 11 8 2 2 9

Ad5 25 12 2 6 3 7

Ad6 32 9 3 3 5 12

Ad7 28 13 2 8 2 11

Total 215 92 38 34 14 65

The study found that a high number of participants completely ignored the advertise-
ment, as indicated by the high False Negative (FN) rate, for Ad3, Ad4, Ad5, and Ad7.
The high True Negative (TN) rate also suggests that many participants were unable to
recall the advertisement, despite viewing it according to their eye-tracking recordings.
Additionally, the low rate of True Positive (TP) indicates that only a small number of
participants noticed and remembered the advertisements. Overall, there were 215 adver-
tising exposures, and a significant portion of these exposures went unnoticed and unre-
membered by the participants. To further confirm the occurrence of the banner blindness
phenomenon, the study also utilized semi-structured interviews with the participants to
gain a deeper understanding of their experiences related to advertisements in the online
store.

Twenty-one participants completely ignored the advertisements, as reported in their
interview responses, where they questioned the purpose of the experiment and whether
they had done something wrong for not noticing the advertisements. This observation
was supported by the eye-tracking recordings, which showed that these participants had
not looked at the advertisements or had fewer gaze points on them. Considering the
high rate of False Negative (FN), the rate of True Negative (TN), and the findings from
the semi-structured interview, the study confirms the occurrence of banner blindness
phenomenon, as most participants failed to recall the advertisements even when they
had viewed them.

4.7 Percentage of the Advertisements Noticed Based on Big-Five

To investigate the RQ2 about the correlations between participants’ Big-Five personality
traits and the percentage of advertisements they were noticed, a Kendall’s tau-b corre-
lation was used to test whether there is an association between two variables. Kendall’s
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tau-b correlation is considered a nonparametric alternative to the Pearson’s product-
moment correlation when the data has failed one or more of the assumptions of this test,
which is applicable in our case.

So, the test was run to determine the relationship between participants’Extraversion
(E) scores and the percentage of the ads that were seen. The correlation between the two
variables, with 43 participants, is rs = −0.178. From our ‘two-tailed’ prediction of the
relationship, it would be necessary to accept the null hypothesis that no association
exists (p = 0.110). The same result was found in all other scores, with the results
for Agreeableness (A) scores being rs = −0.062 and no association (p = 0.576), for
Consciousness (C) rs=−0.078 and no association (p= 0.480), for Neuroticism (N) rs
= 0.11 and no association (p = 0.924), and for Openness to Experience (O) rs = 0.12
and no association (p= 0.41). These results suggest that people with similar trait scores
do not necessarily share a similar percentage of ads that were seen for all the examined
Big-Five personality traits.

4.8 Participants Being Goal-Oriented Based on Big-Five

To investigate the RQ3 about correlations between the participants’ Big-Five character-
istics scores of the participants related to whether they are goal-oriented, an independent
t-test was conducted since in terms of the Shapiro-Wilk test, we can assume that the data
are approximately normally distributed for each group. This study did not show that the
groups means were statistically significant.

4.9 Percentage of the Advertisements that were Recalled

To investigate the RQ4 about the correlations between participants’ Big-Five person-
ality traits and the percentage of advertisements that were recalled, a Kendall’s tau-b
correlation was run.

So, the test was run to determine the relationship between participants’Extraversion
(E) scores and the percentage of the ads recalled. The correlation between the two
variables, with 43 participants, is rs = −0.091. From our ‘two-tailed’ prediction of the
relationship, it would be necessary to accept the null hypothesis that no association
exists (p = 0.436). The same result was found in all other scores, with the results
for Agreeableness (A) scores being rs = −0.156 and no association (p = 0.178), for
Consciousness (C) rs = −0.011 and no association (p = 0.922), for Neuroticism (N)
rs = 0.071 and no association (p = 0.540), and for Openness to Experience (O) rs =
0.090 and no association (p= 0.442). These results suggest that people with similar trait
scores do not necessarily share a similar percentage of ads that were noticed for all the
examined Big-Five personality traits.

4.10 Attitude Towards the Advertising

To investigate RQ5 about the correlations in participants’ Big-Five characteristics scores
related to their attitude towards the advertising, the participants were asked to rate their
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level of annoyance with advertising on a Likert scale of 1 to 5. A Kendall’s tau-b correla-
tion was run to determine any correlation between participants’ Big-Five characteristics
scores related to their attitude towards the advertising.

Based on the results of the study, participants who had the lowest scores in the
Openness to Experience dimension were more likely to have scores ranked higher in
the response to advertising annoyance (rs = −0.27, p < 0.05). Additionally, there also
was a positive correlation between participants’ Extraversion scores of the participants
and their attitude towards the advertising, which was statistically significant (rs = −
0.23, p < 0.05).

4.11 Overall Percentage of Participants Being Goal-Oriented

Finally, examining where the participants were goal-oriented (regardless of their indi-
vidual Big-Five traits), we found that 74% of themwere goal-oriented. Results indicated
that 32 of the 43 participants were goal-oriented as they made purchases consistent with
the product categories they expressed interest in during the second questionnaire. Par-
ticipants were probed regarding their intention to buy products from available categories
in the online store. Conversely, 11 participants were classified as non-goal-oriented as
they made purchases that deviated from their initially declared preferences.

The high proportion of goal-oriented participants provides evidence for the notion
that internet users exhibit a strong inclination towards their set goals.

4.12 Interview Findings

At the conclusion of the experiment, each participant was quizzed about their experience
with the online store and their views on advertising. The interviews provided valuable
insight into the banner blindness phenomenon and participants’ attitudes towards adver-
tising. Out of the participants, 21 completely ignored the advertisements and were sur-
prised to learn of their existence during the interview. Most participants stated that they
only pay attention to advertisements if the products advertised align with their interests
and needs. Those who did take notice of the advertisements were asked why they did
so, with reasons ranging from matching interests, recognizable brand, eye-catching col-
ors, and attractive offers. Despite this, most participants reported being highly annoyed
by advertisements while browsing and some expressed a desire to never be exposed to
advertisements again.

Regarding the participants who had a limited memory of the advertisements, the
semi-structured interview delved into what exactly they remembered and why. The
results showed that factors such as vibrant colors and compelling offers played a sig-
nificant role in attracting participants’ attention. Some participants remembered seeing
a certain color or always looking at offers. Additionally, the participants were asked if
they made any unexpected purchases. As mentioned in the previous section, based on
the eye-tracking data, 11 participants that were categorized as not being goal-oriented
online shoppers as they made purchases that did not align with their initial plans. How-
ever, during the interview, 9 of these participants explained that they wanted to spend
the hypothetical money given to them fully, leading to their deviation from their original
plans, since they felt compelled to spend all the “free money”.
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5 Conclusion, Limitations and Future Work

In this study, a simulated online store was developed with six product categories and
various clickable banner advertisements. Overall, 43 participants, including 17 women,
took part in the study. They were given 1,000 euros to buy products from the online
store and were free to navigate it. To understand the factors affecting the effectiveness
of advertising, eye-tracking data, questionnaires, and semi-structured interviews were
used and analyzed. Three questionnaires were used, including a pre-arrival questionnaire
with 50 questions on the participants’ personalities based on the Big-Five personality
trait model. Upon arrival, a second questionnaire was given to gather demographic and
marketing information and to determine the participants’ initial purchase plans. After
browsing the online store, a final questionnaire was given to assess advertisement recall.
A semi-structured interview was also conducted to gain a better understanding of the
participants’ experience with the advertisements.

Eye-tracking datawas used to determine if a participant noticed an advertisement and
if they remembered it. Advertisement recall was defined as the participant remembering
the advertisement message. Four categories emerged from the correlation of advertise-
ment observation and recall: True Positive (TP), TrueNegative (TN), False Positive (FP),
and False Negative (FN). Participants who only remembered some information about
the advertisement were not included in any of these categories. The semi-structured
interview revealed that colors and offers were important factors in attracting partici-
pants’ attention to advertisements. Most participants reported that they were more likely
to remember advertisements when they depicted products of interest. Additionally, the
results of the eye-tracking data and questionnaires were compared to determine if the
participants were goal-oriented users.

The results of this study provide valuable insight into the banner blindness phe-
nomenon and the attitudes of internet users towards advertising. Out of the 43 partici-
pants, 32 were found to be goal-oriented, making purchases that aligned with the product
categories they expressed interest in. The results of the eye-tracking data showed that a
high proportion of participants focused solely on the content of the page and ignored the
advertisements, confirming the existence of the banner blindness phenomenon. Addi-
tionally, the interviews with participants provided further insights into their attitudes
towards advertising. 21 participants reported completely ignoring the advertisements
and being highly annoyed by them while browsing. The study found that factors such
as bright colors and attractive offers played a significant role in attracting participants’
attention. These findings contribute to the existing literature on banner blindness and the
impact of advertising on online shopping behavior.

The findings indicate that there was a positive correlation between the Extraversion
scores of the participants and their attitude towards the advertising, which was statisti-
cally significant, while those with lower scores in Openness to Experience were more
likely to have a negative attitude towards advertising, as evidenced by the higher scores
in annoyance towards advertising. These findings provide a deeper understanding of how
personality traits can influence the perception and interactionwith online advertisements.

The study has a clear limitation in the number of participants. Despite an effort to
identify correlations between participants’ personality traits and various measurements,
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the small sample size resulted in limited representation of the dimensions of the Big-
Five, potentially limiting the demonstration of correlations. A future goal is to expand the
sample size, allowing for a more comprehensive examination of the correlations with
the Big-Five dimensions. Additionally, the study was conducted during the COVID-
19 lockdown, making it difficult to find participants as university courses were not in
session.
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Abstract. The classification of living organisms is essential to under-
stand biodiversity and, therefore, to support its conservation. The tax-
onomic system classifies living organisms into hierarchically organized
groups. Classification is not always a simple task, as even today tax-
onomists face the challenge that data are frequently revised, and species
may be reclassified into other groups. Visualization of hierarchies, par-
ticularly biological taxonomies, has been a relevant area of research to
support this challenge. Previous user studies determined that expert
taxonomists preferred the edge-drawing method to visualize changes
between two versions of a taxonomy, using the tool called Diaforá, which
presents a single view. In this paper we propose a visualization that con-
sists of using the coordinated multiple view (CMV) technique and focuses
on displaying only the differences between two alternative versions of a
biological taxonomy. The hypothesis is that the proposed visualization
would provide a better cognitive approach to users, facilitating the identi-
fication of taxonomic changes. The work consisted first in designing other
views and, through a user study, selecting one of them to be integrated
into Diaforá to form a CMV system. Then, a second user study was
carried out to contrast the original version of Diaforá with its extended
version. Participants performed a series of tasks and we obtained mea-
sures of effectiveness, efficiency, trust rate and overall engagement rate.
Results indicate that multiple coordinated views (CMV) improved users’
performance in identifying differences.

Keywords: Information visualization · Human-computer interaction ·
Hierarchy comparison · Coordinated multiple views

1 Introduction

The identification of changes between alternative versions of a biological taxon-
omy has been an important research topic in information visualization [15,16,20,
24,30,31]. In this work we address the issue of enhancing the user overall perfor-
mance when interacting with a multi-view visualization environment designed to
recognize differences of alternative versions of a biological taxonomy.
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Biological taxonomies are hierarchical structures where living organisms on
Earth are classified into groups according to their morphological characteristics.
Accurate species classification records are necessary for understanding biodiver-
sity and therefore to contribute conservation efforts [23]. Taxonomy is a dynamic
field of study. The constant revision, discovery and reclassification of species
bring on continuous changes to the classification; therefore, taxonomists often
face the challenge of handling large taxonomies that need to be compared in
order to correct formerly recorded data.

Previous works investigated visual methods for comparing hierarchies [15,16].
The edge drawing method was applied and tested on large taxonomic datasets
with Diaforá, which is a single view interactive tool that automatically infers
and visualizes differences when comparing alternative versions of a biological
taxonomy [30]. Although users (taxonomists) showed a high level of satisfaction
with the edge drawing method, scalability limitations were present since the
method requires the use of scrolling, which forces the user to recall a part of the
hierarchy when the hierarchies being compared are very large.

In this work, we investigated whether the use of coordinated multiple views
(CMV) [7] can improve user performance when comparing alternative versions
of a biological taxonomy. This work aims to increase achievement in the Diaforá
system by improving its visualization method in two ways: through the design
of a multiple-view approach that would contribute to faster identification of
differences, as well as the application of a visual data reduction approach that
displays only taxa (i.e., nodes) affected by changes. The proposed environment
is evaluated through user studies consisting of two stages. The first stage aims
to select the other view that would be integrated into an extended CMV version
of Diaforá. The second stage contrasts the single view approach of the original
version of Diaforá tool against the version that integrates the coordinated views.

This paper is structured as follows. Section 2 presents related work on hierar-
chy comparison and its application in the comparison of biological taxonomies.
Section 3 describes the rationale of the study and the hypothesis. In Sect. 4 we
describe the study design and methodology. Section 5 presents and discusses the
experiment results. Section 6 summarizes our conclusions and future work.

2 Related Work

The hierarchical categorization system proposed by the scientist and natural-
ist Carl Nilsson Linnaeus in 1735 [21] is still prevalent today and widely used
by taxonomists, museums, herbaria and other institutions that preserve infor-
mation about living organisms. Proper identification and classification of living
beings are of vital importance for nature conservation efforts [23,27]. The task
of maintaining these classifications is complex and involves the effort of analyz-
ing and comparing different versions of the taxonomic hierarchies. Versions arise
mainly because of the different classification criteria that experts use to organize
species and because the information is scattered throughout different sources,
which requires data integration efforts [3].
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2.1 Hierarchy Comparison

Comparison of complex entities is usual in the field of visual analytic [14]. Visual
comparison difficulty level increases in relation to the size and complexity of
the data set to be analyzed, because it is limited by the user’s cognitive and
perceptual capacity. Even though designers have many ways to visually represent
data, representations are perceived by the users in different ways [26]. Visual
perception has an important role in how the information presented is analyzed
and in the relative performance of getting the right answer when someone is
doing visual comparison tasks; for example, the identification of a maximum
delta between data series.

The problem of comparing hierarchical data structures has been a notable
area of research. Holten et al. [17] presented hierarchical edge bundling, a visual-
ization technique that allows the comparison of two hierarchies simultaneously.
Li et al. [19] propose a visualization technique that allows comparison of the
topological structure of multiple encrypted trees in a simplified graphical rep-
resentation similar to a barcode. Dong et al. [9] describe a technique called
PansyTree that merges multiple hierarchies in a single representation. Bongshin
et al. [18], present the CandidTree visualization system that shows the differences
between two hierarchical structures. Graham et al. [16] present an overview of
various techniques that allow visual comparisons of trees.

Topics from the perceptual psychology field are used to evaluate the perfor-
mance of a visual comparison representation [26]:
– Co-location: involves visual features like length, orientation, and motion,

within the same space are very useful to represent distinct features among
data sets. Comparison between two regions implicates the effort to “remem-
ber" part of the visualization in order go on with the comparison. This has a
limit given by the cognitive capacity of people.

– Symmetry: humans are specially sensitive to symmetry. That feature can
be useful when representing data sets that have a minor difference but when
you put a visualization next to the other it is easy to find the differences in
images that are otherwise mirror images.

– Movement: wired as a primitive element of human vision, this can be used to
extract information like statistics and structure. It also has a limited span of
attention from the user that rapidly decays when several elements are moving
simultaneously.

2.2 Focused and Contextual Views

To avoid overcrowded and cluttered visualizations, strategies such as
overview+detail, zooming, and focus+context are used [8]. The use of inter-
active lenses is widely extended to provide alternative visual representations for
selected regions of interest [32]. According to Björk et al. [6] the basic idea with
focus and context visualizations is to enable users to have the object of primary
interest presented in detail on the screen while giving an overview or context
of the other data at the same time. Focus and context techniques are useful
when users require both a detailed visualization and an overview of the data
simultaneously.
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2.3 Multi-view Visualizations

A multiple view system uses two or more distinct visualizations to support the
investigation of a single conceptual entity [34]. With this approach, it is possible
to provide a complementary visualization to enhance the efficiency and efficacy
of a single-view system [7]. Coordinated Multiple Views (CMV) are used in
several user interfaces were comparing and contrasting different aspects of the
data is needed. CMVs are widely used to explore and analyze large datasets.
By providing consistency and different viewpoints and user interactions, CMVs
can become a valuable tool for users to achieve a better understanding of their
data [28].

2.4 Taxonomy Comparison

Biological taxonomies [21] are structures in which known living organisms are
organized and classified. These hierarchical structures can have a significant
number of taxa (i.e., tree nodes) based on the number of individuals recorded
in each of the groups. According to Ball-Damerow et al. [4], the number of digi-
tized biological datasets is increasing and becoming openly accessible for use and
consultation by any researcher who needs them. Efforts such as GBIF, BOLDSys-
tems, SpeciesLink, and Catalogue of Life COL are among the most widely used
biodiversity databases that require constant expert review and cleaning due to
the dynamism of the field. For instance, Catalogue of Life [29] is a global ini-
tiative that collects data from over 200 expert taxonomic databases; the data
exposed through a COL annual checklist contains a peer-reviewed taxonomic
classification of a vast number of organisms and by 2020 COL was tracking 95%
of species known to science [29]. The dynamism of the data comes, for example,
from new discoveries of species to be added to the records, from experts deci-
sions to split a previously named group into several species groups or, on the
contrary, to merge several species groups into a single group, given a revision of
their characteristics.

Comparison of taxonomies is key to accomplish the data cleaning, visual com-
parison can especially support this task. Four methods for the visualization of
relationships that aid comparison between hierarchies have been distinguished:
edge drawing, matrix representation, animation and agglomeration [16]. Results
from a user study with expert taxonomists that evaluates those four methods
for the comparison of two alternative biological taxonomies indicated that the
participant users preferred the edge drawing method while performing taxon-
omy comparisons [31]. Based on these results, further work produced Diaforá,
an interactive prototype tool that supports taxonomy curation by the visual
comparison of two alternative versions of a biological taxonomy [30]. The tool
automatically identifies and presents visual keys for the identification of the
types of changes that commonly occur, such as splits, merges, and taxa rename;
for example, experts might split a group of species into several groups after
discovering that not all recorded species in the group have the same morpholog-
ical traits, and therefore should be grouped separately. Figure 1 presents Diaforá
when comparing two alternative versions of the Bryozoa phylum.
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Fig. 1. Diaforá: A visualization tool for the comparison of biological taxonomies [30].

2.5 Information Visualization Evaluation

Literature indicates that heuristics are particularly useful when evaluating infor-
mation visualization interfaces [33]. Heuristics are focused on how information
visualization techniques enable people to get a better understanding of a dataset
[36]. Heuristics evaluations are a useful method to discover possible usability
problems. Forsell and Johansson [13] propose a set of ten heuristics used to
evaluate information visualization techniques.

Evaluation is conducted through user studies. Although there is still contro-
versy on the amount of users required for these studies, some experts argue that
between 12 and 20 users is a reliable number [35] whereas other experts indicate
that 5 users is enough for a user study to test usability [25]. In our experience we
noticed that the more specialized the experts required to conduct a user study,
the more difficult it will be to find a larger number of participants.

3 Problem Definition

The edge drawing method has been preferred by taxonomists when comparing
biological taxonomies for the identification of similarities and differences [31].
However, this type of visualization has scalability issues due to the space occu-
pied by the lines that connect the nodes between the different hierarchies, as
well as by the chance that related nodes are placed out of the visual focus of the
screen. The visualization in Diaforá is presented in a single view.

This work focuses on extending the single view in Diaforá with another view
to form a coordinated multiple view (CMV) environment, and evaluating whether
users have better performance with this new visualization environment.
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4 Study Design

Let us recapitulate that the edge-drawing method –evaluated with the Diaforá
visualization environment– was preferred by taxonomists in a previous user
study. Diaforá presents a single view. To evaluate the effectiveness of using a
multiple-view environment versus a single-view environment, it is necessary to
first design and select another view. The design of the other view was done tak-
ing into account criteria that will be explained later, and the selection was done
through a user study. Once the other view was selected, it was integrated into a
new extended CMV version of Diaforá. The final evaluation takes place through
a final user study. Therefore, the study involves two stages: one to evaluate and
select the other view and one to evaluate the CMV proposal.

Instruments with questions were defined for the user studies of each stage.
Questions were based on the common tasks [31] involved when identifying dif-
ferences between alternative taxonomies. For the design of the instruments we
had the advice of an expert taxonomist, who revised the questions and did a
pilot test of the instruments online.

The datasets were carefully selected from lists in the Catalogue of Life. We
selected versions from different years (2012 and 2019) which included more than
9,000 species which qualified for the study according to the expert taxonomist’s
criteria. Also, in order to minimize bias, we selected data with a high probability
of being unknown to the potential participants (most participants were familiar
with plant species, therefore the selected datasets belong to Animalia).

For the user studies we employed asynchronous remote usability testing which
would make it easier for test subjects to participate, considering that some
experts may be overseas on different time zones and availability spans, and also
considering sanitary measures due to COVID-19 restrictions. Literature reports
a comparison between synchronous and asynchronous remote testing and authors
did not find any statistically significant differences between the number of usabil-
ity issues identified in both cases [1]. We used Loop11, an online platform that
allows for user studies, in which participants interact with the tested environ-
ment and respond to the instrument’s questions; the platform provides metrics,
such as participant’s response time for each task.

To facilitate this study, we created a user guide [12] for the system and a
video [10] that were provided to the participants when they were invited to the
study. These materials allowed participants to familiarize themselves with the
use of Diaforá as well as the proposed visualizations that would be integrated in
the CMV environment.

We evaluated the following metrics:

– Effectiveness: Percentage of correct answers. Given a set of different tasks
that require the user to identify differences between alternative versions of a
taxonomy, we want to measure the participants effectiveness rates between
both the original Diaforá and the proposed CMV Diaforá.

– Efficiency: Mean completion time and the mean times per task for each
visualization environment.



306 M. Figueroa-Montero and L. Sancho-Chavarría

– Confidence Rate: A self-reported confidence rate will be asked to the users
on a 3-point Likert scale (high, medium, low).

– Overall Engagement Rate: A self-reported overall engagement with each
environment. This will measure the cognitive connection between the user
and the given visualization. It will be evaluated by using a 5-point Likert
scale (Strongly disagree, Disagree, Neither agree nor disagree, Agree, Strongly
agree). We propose to use the reaction cards proposed in [5] to evaluate this
metric and then present the percentages across all tasks per visualization.

5 Stage I: Selecting the other view

The design criteria for the other view were based on the idea of reducing clutter-
ing and minimize scrolling; thus we focused on designs that would show only the
nodes affected by changes, assuming that the nodes that did not change were not
so relevant to visualize in the other view. We designed two visualization proto-
types that focused on showing only the nodes that had some change between 2012
and 2019 versions of the taxonomy. One prototype was based on the indented
method of hierarchy visualization of the original Diaforá version. The other pro-
totype was designed considering a radial representation of the hierarchy. These
prototypes were evaluated through a user study in order to determine which one
presents the information in an easier-to-understand way, and then incorporate
the design were participants had the best performance into a coordinated mul-
tiple views environment with the original Diaforá’s visualization. The following
subsections describe the two prototype designs, the participants on this part of
the study, the tasks that participants performed, the procedure, and the results
of the prototypes evaluation.

5.1 The Designs for the Alternative View

A. Indented design (visualization of only affected nodes)
One of the designs presented the hierarchy using indentation, which followed a
similar design pattern of the Diaforá tool, but that shows only the differences.
Figure 2 illustrates the visualization displaying the differences between two alter-
native versions of the Lycopodiopsida taxonomy taken from the 2012 Catalogue
of Life checklist and the 2019 Catalogue of Life checklist. This design includes
a summary overview of the changes. As shown by the number 1 in the figure,
there is a bar indicator that gives the user a quick overview of the changes at
each taxonomic level; additionally, the number 2 illustrates a pop-up window
that appears when hovering the mouse cursor over a taxon, showing a detailed
distribution on the selected taxonomic level.
B. Radial design (visualization of only affected nodes)
The second prototype presents the hierarchy in a radial representation. It is
focused to improve screen space usage by providing a visualization that does
not require scrolling to see the complete difference tree. Similar to the Indented
Tree explained above this visualization provides insight into the distribution of
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Fig. 2. Indented Tree Taxonomic Differences Visualization

changes for every level of the taxonomy. Notice that the outer ring can be a
full ring when the user selects the root of the hierarchy or an arc if the user is
hovering over an internal level of the taxonomy, we call this satellite bar. The
satellite bar shows the distribution of changes on any particular level of the
biological taxonomy. For example, Fig. 3 shows the distribution of changes for
the Isoetaceae family, indicating that 84.7% of changes are additions and the rest
15.3% of changes are exclusions. Also, the intensity of the color background for
every node in a gray color scale from white to black indicates the total amount
of changes for every node at any particular level. That means the darker nodes
are the ones with more changes at their taxonomic level.

5.2 Participants for the Prototypes Evaluation

We recruited six advanced students from the Forestry Engineering career of the
Costa Rica Institute of Technology, who had experience working with biological
taxonomies. Table 1 summarizes the participants’ profiles. We assigned a unique
id to each participant.

Table 1. First stage - participants’ profiles

Participant ID Major Experience (in years)

TS1 Forestry engineering 3
TS2 Forestry engineering 4
TS3 Forestry engineering 4
TS4 Forestry engineering 5
TS5 Forestry engineering 3
TS6 Forestry engineering 5
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Fig. 3. Radial visualization showing the satellite bar indicator for the Family Isoetaceae

5.3 Tasks for the Prototypes Evaluation

Participants were asked to perform a series of tasks guided by questions. The
questions are intentionally not exactly the same for each prototype evaluation
since we wanted to avoid the learning effect bias; therefore, we designed equiva-
lent questions. Table 2 lists the questions used to evaluate the radial prototype
and Table 3 lists the questions used to evaluate the radial prototype.

5.4 Prototypes Evaluation Procedure

Participants first tested the indented visualization and then proceeded to eval-
uate the radial visualization. The platform allowed participants to be guided
through the study in a way that they could make use of each prototype and
answer the questions in the same session. After each question, participants were
presented to a 3-level Likert scale evaluation about the confidence rate of giving
the correct response. After finishing the 9 questions, there was a 5-level Likert
scale evaluation about the user’s satisfaction level with the visualization, which
means an engagement rate with the visualization according to Attfield [2]. The
Loop11 platform automatically calculates the metrics.

5.5 Results of Stage I

This section presents the results obtained of Stage I of the user study, which goal
was to select the best of the proposed designs for the other visualization that would
be included fo conform the coordinated multiple view (CMV) environment.

Completion Time: As Fig. 4 shows, the tasks were completed with the
Indented design in a mean time of 27min whereas with the radial prototype
tasks were completed in a mean time of 13.88min (52% faster than the indented
tree representation). The mean difference between the two prototypes was -
12.774min.
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Table 2. Taxonomic differences indented tree prototype evaluation questions.

Index Question

1 What is the most common change in this taxonomy? (The one with most
occurrences)

2 Please identify the three families that have the largest amount of split
changes

3 What is the most common change in the Tubificidae family
4 Select Merges and look up for species Megasyllis inflata. Which species

did merged for species Megasyllis inflata?
5 Look at renames and please enter the new name for the renamed species

Quistadrilus multisetosus
6 Please enter the family with the most new species added
7 What is the percentage of added species in family Naididae?
8 How many changes are in the genus Paranais?
9 Please enter the complete taxonomy tree (Phylum to Species) of new

species Syllis boggemanni
10 Please rate this visualization prototype. Did you like the data

visualization? (5-level Likert scale)
* After every question, there is a 3-level Likert scale rating question about a

confidence level that the given answer was correct

Table 3. Taxonomic differences radial tree prototype evaluation questions.

Index Question

1 What is the most common change in this taxonomy? (The one with most
occurrences)

2 What is the percentage of splits in the Alcyonidae family?
3 Which is the most common change in the Nephtheidae family?
4 Select Merges and look up for species Lytreia plana. Which species did

merged for species Lytreia plana?
5 Look at renames and please enter the new name for the renamed species

Orbicella franksi
6 Please enter the family with the most new species added
7 What is the percentage of added species in family Actiniidae?
8 How many changes are in the genus Actinia?
9 Select Splits and look for species Aegina citrea. Please enter the complete

taxonomy tree (Phylum to Species) of species Aegina citrea
10 Please rate this visualization prototype. Did you like the data

visualization? ( 5-level Likert scale)
* After every question, there is a 3-level Likert scale rating question about a

confidence level that the given answer was correct
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Fig. 4. Indented tree tasks were completed in a mean time of 27min, and the Radial
tree tasks were completed in a mean time of 13.88min.

Effectiveness Rate: Figure 5 presents the effectiveness rate of participants
when using each design (68% effectiveness with the indented visualization and
76% with the radial visualization). The error rate was 8% lower while using
the radial tree. By running a Cochran Q test on this results we obtained the
values P= 0196706, Q = 1.66667 with α = 0.05, which means there is no
statistically significant difference between both prototypes and can be considered
equivalent on the error rate metric.

Confidence: Figure 6 shows the results on participants self-reported confidence
for each visualization. Participants rated their confidence on the answers they
provided with each design as 1: low, 2:medium, 3: high. Notice that confidence
is relatively high for both prototypes but slightly 3% higher on the Radial tree
visualization. A Friedman test on these results gave Q = 0.00000, p = 1.00000,
which indicates that both prototypes provide similar self-perceived confidence.

Engagement Rate: Figure 7 shows that both prototypes obtained a very posi-
tive evaluation on engagement rate. Participants reported a slightly better eval-
uation (33% for strongly agree) to the radial design; however, adding both Agree
and Strongly agree answers, each design obtained the same 83% positive evalua-
tion. By performing a Friedman test on these results, we obtained Q = 0.00000,
p = 1.00000, which means there is no statistically significant difference between
the engagement rate values of both prototypes.

As can be seen, the participants performed better with the Radial design, so
this was the one selected at this stage.

6 Stage II: Evaluation of the CMV

Figure 8 presents the Diaforá system displaying both visualization mechanisms,
that is, the edge drawing and the selected radial tree design. These visualizations
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Fig. 5. Effectiveness rate, indented tree vs radial tree designs

Fig. 6. Self reported confidence for each prototype

are coordinated, that means that the user actions like navigation across taxa
affects both visualizations. That means that the users always have the detail
and context about the node of the taxonomic group of interest.

6.1 Participants for the CMV Evaluation

Participants for the evaluation of the original edge-drawing Diaforá version
against the CMV version, were advanced students of the Forestry Engineer-
ing career at the Costa Rica Institute of Technology, a plant taxonomist, and a
biologist. Table 4 summarizes the participant’s profiles for this stage.

6.2 Procedure for the CMV Evaluation

Since the purpose of the study is to determine whether a coordinated multiple
view environment allows a better user performance than a single view user per-
formance, participants were asked to perform a series of tasks with the original
version of the Diaforá system, and then perform other equivalent tasks with the
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Fig. 7. Engagement rate, indented tree vs radial tree design

Fig. 8. Diaforá Coordinated Multiple Views environment displaying Annelida’s phylum
taxonomy comparison

extended CMV version of Diaforá. For this part of the study we also used the
Loop11 platform that was prepared in advance to guide participants throughout
the study. Participants had to perform tasks for the identification of differences
as well as provide feedback on their confidence and engagement levels with each
environment. Participants sessions were recorded on videos [11].

6.3 Tasks for the CMV Evaluation

For Stage II evaluation, the approach was similar to the one used for the eval-
uation of the prototypes, we designed an instrument with 10 questions, which
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Table 4. Participants’ profiles

Participant
ID

Major Experience
(in years)

TS1 Forest engineering student 5

TS2 Forest engineering student 4

TS3 Forest engineering student 6

TS4 Forest engineering student 6

TS5 Forest engineering student 6

TS6 Forest engineering student 5

TS7 Plant taxonomist 24

TS8 Forest engineering student 5

TS9 Biologist 2

TS10 Forestry Engineer 21

was revised by the expert taxonomist. Table 5 presents the questions used to
evaluate the original version of Diaforá system (the one that uses edge drawing
exclusively), and Table 6 enumerates the questions used for the extended CMV
Diaforá environment version.

Table 5. Original Diaforá evaluation questions.

Index Question

1 What is the number of excluded taxa in this taxonomic comparison?
2 What is the percentage of renames in the Nephtheidae family?.
3 Which is the most common change in the Anthozoa class?
4 Select Moves and look up for genus Cubaia. What is the original family

and the new family to which this genus belongs?
5 Look at Added and look up for the Order Leptothecata, How many added

taxa are included in this order?
6 Please enter the family with the most new species added.
7 What is the percentage of excluded species in family Acroporidae?
8 How many changes are in the genus Acropora ?
9 Select Renames and look for species Dipsastraea rotumana. Please enter

the complete taxonomy tree (Phylum to Species) of species Dipsastraea
rotumana.

10 Please rate this visualization prototype. Did you like the data
visualization? ( 5-level Likert scale).

* After every question, there is a 3-level Likert scale rating question about a
confidence level that the given answer was correct
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Table 6. Extended Diaforá evaluation questions.

Index Question

1 What is the number of merged taxa in this taxonomic comparison?
2 What is the percentage of merges in the Clausophyidae family?.
3 Which is the most common change in the Halcampidae family?
4 Select Moves and look up for genus Euphellia. What is the original family

and the new family to which this genus belongs?
5 Look at Added and look up for the Order Zoantharia, How many added

taxa are included in this order?
6 Please enter the family with most species excluded?
7 What is the percentage of excluded species in family Ellisellidae?
8 How many changes are in the genus Viminella ?
9 Select Renames and look for species Filigorgia schoutedeni. Please enter

the complete taxonomy tree (Phylum to Species) of species Filigorgia
schoutedeni.

10 Please rate this visualization prototype. Did you like the data
visualization? ( 5-level likert scale).

* After every question, there is a 3-level likert scale rating question about a
confidence level that the given answer was correct

7 Results

For the analysis of effectiveness, we used Cochran’s Q-test method, which is
commonly used when you have a group of people performing a series of tasks
where the outcome is dichotomic, which means it can be a failure or success.
The levels of satisfaction and certainty of the participants are analyzed using
the Friedman test method that is suitable for ordinal data like the Likert scale
questions [22].

Completion Time: Figure 9 shows the mean time for the single view Diaforá
version and for the CMV version. Notice that participants completed the tasks
48.72% faster with the CMV version than with the single view version of Diaforá.

Effectiveness: Figure 10 shows the participants effectiveness rate obtained
when comparing Diaforá single view version with and the results for Diaforá
CMV version. The error rate was 35% lower while using the CMV environment.
By performing a Cochran’s Q-test on the obtained results we obtained the val-
ues of P = 0.000002, Q = 22.26087, with α = 0.05 that means there is a
statically significant difference between the two Diaforá system versions.

Confidence: Figure 11 shows the participants self-reported confidence for each
Diaforá version. Confidence is higher while using the CMV version (9% higher).
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Fig. 9. Completion time results, single view vs CMV.

By calculating a Friedman test on this result we obtained Q = 2.5, p = 0.11385,
with α = 0.05 meaning that we did not detect a statistically significant differ-
ence on this metric. In practice, we found that users tended to give a high
confidence value when selecting the "don’t know" option in the exercises.

Engagement: As shown in 12 the CMV version was notably better rated for
engagement. A Friedman Test was conducted on the obtained results for the
engagement rate. Results showed that the system version used led to statistically
significant differences in the engagement rate values (Q = 10, p = 0.00157,
with α = 0.05).

Fig. 10. Effectiveness rate, Diaforá single view version vs Diaforá CMV version



316 M. Figueroa-Montero and L. Sancho-Chavarría

Fig. 11. Self reported confidence for each version

Fig. 12. Engagement rate, Diaforá Single view version vs Diaforá CMV version

8 Conclusions and Future Work

The first stage of the user study was important in order to select a visualization
that could be integrated into an extended Diaforá with coordinated multiple
views, which could then be used to do the final evaluation (single view vs coor-
dinated multiple views).

Results indicate that a coordinated multiple view (CMV) environment can
provide a significant improvement in the overall performance of users when iden-
tifying differences between alternative versions of a biological taxonomy than
having a single view. Participants showed a better performance in all metrics
(completion time, effectiveness, confidence and engagement rates) with the CMV
version. Participants performed the tasks faster with the CMV version of Diaforá,
Statistical test on effectiveness strongly points to participants having a better
performance with the CMV version. The engagement metric result is an indica-
tion that participants were satisfied with the CMV. The confidence metric did
not show any statistically significant difference between both version, which is
an indication that participants rely similarly in both versions.
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The proposed CMV visualization design provides a quick way to interact
with large taxonomies and extract statistical information like the distribution
of changes and its impact on alternative versions of biological taxonomies. The
visual identification of taxonomic differences with the CMV Diaforá environment
could be useful for database cleanup; for instance, when different databases spell
differently the name of authors. For this research we used data from the Cata-
logue of Life database, in spite that this is a very complete database, there are
other sources and providers that use different data formats; future work could
focus on a solution that allows data from several sources. Future work could also
be directed to correct the taxonomy online and generate a newer version with
all fixes that can be uploaded or shared with other taxonomic systems.

Finally, we believe it could be of value to use the CMV Diaforá environment
for further user studies that involve other types of hierarchical information.
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Abstract. This paper aims to investigate M[X]/(G1, G2)/1/VAC(J) queuing sys-
tem with a random(p) vacation policy and optional second service, where X is
the batch arrival number of customers. When no customers are in the system, the
server immediately goes on vacation. And when the server returns from a vaca-
tion and finds that at least one customer is waiting in the system, the server will
immediately provide the First Essential Service (FES). After customers complete
the first essential service, some will continue to receive the Second Optional ser-
vice (SOS). After the customer completes the FES, some customers will continue
to choose to accept the second additional equipment adjustment or maintenance
service (the probability is θ). In addition, when the server returns from vacation
and finds that no customers are waiting for service in the system, the server will
be idle in the system with a probability of p waiting for customers to enter the
system for service, but there will be a probability of (1-p) to continue vacation.
This pattern will continue until the number of server vacations reaches J times.
Suppose the server returns to the system after the Jth vacation and finds that no
customers are waiting for service in the system; the server will always be idle
in the system waiting for customers to enter the system for service. This paper
consider the servers are unreliable and can be repaired immediately, and establish
the supplementary variables of the system as well as use the supplementary vari-
ables to construct the Kolmogorov forward equation that governs the system, and
then use the supplementary variable techniques to derive the expected number of
customers, the expected waiting time and other important system characteristics
in the proposed queueing system. The relevant results can be used as the service
performance evaluation and decision-making tools that require secondary optional
services and regular maintenance in practical applications of queueing models.

Keywords: Queueing theory · Randomized vacation policy · Batch arrival
queueing model · Second optional service · Random breakdown

1 Introduction

Over the years, many queuing system analysis methods with vacation policies have been
proposed and widely used in different queuing systems. In practical production or oper-
ating environments, managers must consider related production costs or the status of
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the service system itself. In practice, the equipment must be regularly maintained or
calibrated to confirm the equipment’s accuracy, which makes the service provider tem-
porarily leave the main service system and perform other work (vacations) under normal
conditions. According to different vacation purposes, service providers will temporarily
leave the system according to different principles, so many different vacation strategy
queuing systems have been proposed, and such queuing systems have been analyzed.
Relevant research results have been successfully applied in various fields, such as prod-
uct inventory, communication, and computer network systems (Doshi [1]). Yechali [2]
and Takagi [3] are the earlier extensive and excellent research results on the vacation
queuing model. Generally speaking, service providers only partially stop their services
on vacation, but perform other supplementary tasks, such as maintenance or periodic
calibration of instruments and equipment. Servi and Finn [4] first studied the M/M/1
queuing system with working vacations. Working vacations mean that service providers
will provide services at different service rates during the vacations, and at the end of
the working vacations, the service items will be retrieved. After arriving at the queuing
system, if it is found that there are no customers in the system, the working vacation will
continue. Wu and Takagi [5] extended the M/M/1/WV queuing model of Servi and Finn
[4] to the M/G/1/WV model. The M/G/1/WV model of Wu and Takagi [5] Assume that
the time of the server in the general service state, working vacation state, and vacation
state is subject to the general allocation, and assume that if the server returns to the
system after working vacation and finds that there are still customers who need to be
served in the system, the server will Switch to normal service state to continue serving
customers.

Regarding of research on vacation policy queuing in which the server is reliable
(assuming that the system is performing services, no unexpected failures will occur),
Baba [6] first proposed that the arrival of customers is a batch arrival. The server will
perform multiple The M[X]/G/1 queuing model of the vacation strategy, Kella [7] first
proposed a queuing model with a control strategy and a vacation strategy. In addition, in
practice, the same queuing system may have a different vacation policy. Takagi [3] first
proposed a queuing model with variable vacation policy (for the promotion of single
and multiple vacation policy), Zhang and Tian [8] People have carried out the Ge/G/1
vacation policy queuing model related to discrete time. Ke [9–14] and others used the
supplementary variable technique to study the characteristics of the queuing system
in the random vacation strategy, and the number of vacations of the server has a fixed
upper limit (at most J vacations), and respectively proposed that the server is reliable and
unreliable. And the queuing system performance evaluation of the randomized vacation
strategy may delay repairs and further proposes the reliability performance index of the
queuing system, which can be used as a reference for managers for equipment work
scheduling and maintenance time, thereby improving the operational resilience of the
system. The so-called random vacation strategy means that when the server returns from
vacation and finds that no customers are waiting for service in the system, the server will
have a p probability of being idle in the system and waiting for customers to enter the
system for service. Still, there will be (1-p) probability of continuing to the next vacation.
This pattern will continue until the server takes the specified number of vacations. Ke
and Huang [15] analyzed the transient and static (steady-state) behavior of the M[X]/G/1
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model with a random vacation strategy using the supplementary variable technique and
derived related reliability indicators. Recently, Ke [16] et al. proposed M/M/c queuing
model with balking, retry and vacation policy. They analyzed the queuing model of
single and multiple vacation policy. In addition to using the matrix method, the system
characteristics and cost function are deduced, and the operating conditions of the optimal
parameters of different vacation policy are compared by numerical analysis.

The so-called queuing model paper with optional secondary services is that all cus-
tomers who arrive at the system must accept the first necessary service. When the cus-
tomers have finished receiving the first necessary service, some customers will likely
continue to accept the second kind of service. In practice, many systems have the charac-
teristics of the queuingmodel of the second optional service. For example, the equipment
to be tested (the piece to be tested) is sent to the laboratory to be tested by the testing
equipment (standard parts), and the piece to be tested is being tested (necessary ser-
vice). During the process, problems such as excessive errors may be detected. At this
time, customers can choose whether to perform additional instrument adjustment ser-
vices (selection services). The above-mentioned is an example of a two-phase optional
queuing system structure. In recent years, many studies on optional secondary services
have been proposed. For instance, Madan [17] analyzed that the service ti me of the
first necessary service is assumed to be a general distribution, and the service time of
the second optional service is assumed to be an exponential distribution. M/G/1 queu-
ing model with secondary selection service and discusses related practical application
scenarios. Medhi [18] extended the model of Madan [17] and assumed the service time
of the second optional service as a general distribution.

Krishna Kumar et al. [19] first considered the M/G/1 retry queuing system with
optional secondary service and assumed that in the first stage of service, the server
might suspend the current customer’s service and start serving another customer with
high priority. The interrupted customer will enter a retry queue and try to re-enter the
first stage of service at any time. Artalejo and Choudhury [20] extensively analyze
M/G/1 retry queuing systems with quadratically selectable services and propose some
interesting applications. Atencia and Moreno [21] proposed a discrete-time version of
the analysis based on Artalejo and Choudhury [20], assuming the system is unreliable.
Wang [23] analyzed the queuing system under the condition that the server is unreliable
and the second optional service is subject to index distribution. The research results
can also be directly carried out under the assumption that the second optional service
is subject to the general distribution. More general analysis. Choudhury and Tadj [24]
based on the results of Wang [23] and added the assumption that repairs may be delayed
after a service failure. Choudhury et al. [25] further considered the analysis of a retry
queuing system with optional secondary services, service interruptions, and customers
arriving for batches.

The batch arrival queuing model refers to the number of customers arriving each
time is a batch, and the size of each batch may be different. The batch arrival queuing
model is widely used in practical fields such as manufacturing, computer networks, and
communication systems. [26] The Poisson arrival queuing model with a fixed batch size
was considered, and [27] also conducted related research. They both consider the batch
arrival queuing model with a single working vacation and analyze the distribution of
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waiting numbers in the queuing system using matrix analysis and probability generating
function methods. [28] and [29] analyzed batch arrival queuing models with different
types of working vacations. [30–33] deduce the probability generation function and
performance indicators related to the queuing model when the server is in different
operating states.

The batch service queuing model is also widely used in practice, such as eliminating
defective items in the manufacturing system and testing electronic equipment samples
in chemical societies. Many queuing systems for batch services have been proposed.
[34] studied the batch arrival queuing model with different types of servers by using
shift operators and recursive techniques. [35] considered a queuing model with a single
server and additional batches of services, and the servers would take vacations. More
recently, [36] considered a batch queuing system with quadratically selectable services
and analyzed the transient and static queuing behavior.

The rest of the paper is organized as follows. In Sect. 2, we give a description of our
proposed queueing system and introduce the mathematical assumptions and notations
used to derive the system characteristics. Section 3 establish the supplementary variables
of the system and use the supplementary variables to construct the Kolmogorov forward
equation that governs the system, and then utilize the supplementary variable techniques
to derive the probability distribution of the system size distribution at stationary point
of time. Section 4 give a brief conclusion and the contribution of the proposed model.

2 System Description and Notations

As mentioned above, this paper is motivated by a real-world operation management
problem, and this section offers an example of the application of management for testing
and calibration laboratories.

The operation process of the general testing and calibration laboratory can be briefly
addressed below: the customer delivers the device under testing (DUT) to the laboratory
after the administrative staff receives the DUT, the laboratory supervisor dispatches the
work, and then sends the DUT to the laboratory for testing or calibrating. The customer’s
DUTmay be delivered in batches (batch arrival), and in the process of testing (necessary
service), the DUTmay be detected errors. At this time, customers can choose whether to
perform additional DUT adjustment services (optional services), which is the so-called
structure of the two-phase optional queuing system; that is, all DUT (customers) receive
an essential first phase of regular service (FES). As soon as the FES of a customer
is completed, then the customer may leave the system with probability 1-θ or may be
provided with the second phase of optional service (for example, the adjustment of
equipment) with probability θ.

Furthermore, when there is no DUT to be tested or calibrated (there is no customer in
the system), in order to maintain and confirm the accuracy of laboratory standard instru-
ments (servers), the laboratory usually arranges servers for maintenance or measurement
accuracy confirmation work, the work at this time is not the general measurement of the
DUT sent by the customer, so it can be regarded as the service provider’s vacation, and
when the servers leave is completed and returned to the formal working environment of
the laboratory, if it is found that there are DUTs waiting for testing or calibrating ser-
vices, then the testing or calibrating work will be carried out immediately, and if there is
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no DUT to be tested at this time, there will be a probability p that the servers will be idle
in the laboratory and wait for the DUT to enter for testing or calibrating services, but
there will be (1-p) probability for another servers maintenance or measurement accuracy
confirmation work (for the next vacation), this pattern will continue until the number of
servers vacations reaches J.

Suppose the standard part returns to the system after the Jth vacation and finds that
there is no DUT waiting for testing service in the working environment. In that case, the
standard part will always be idle in the system waiting for customers to enter the system
for service. During the testing process of standard parts, due to improper operation of
personnel or equipment failure, etc., the standard parts cannot continue to provide normal
testing services. At this time, the standard parts must be sent for repair. The equipment
is still pending confirmation and other reasons, and there may be delays in repairing
(cannot be sent for repair immediately).

Suppose the above-mentioned practical situation is constructed into a theoreti-
cal model. In that case, this research project is theoretically to explore M[X]/(G1,
G2)/1/VAC(J)with a random (p) vacation strategy and optional secondary servicesQueu-
ing system, where X is the number of customers arriving in a batch. When there are no
customers in the system, the server will immediately go on vacation. And when the
server comes back from vacation and finds that there is at least one customer waiting for
service in the system, the server will immediately serve the customer. The first essential
service (FES, First Essential Service) provided, after customers accept the first essential
service, some customers will choose to continue to receive the second additional service
(SOS, Second Optional Service). When customers have finished receiving the first nec-
essary service, some customers will continue to choose to receive the second additional
equipment adjustment or maintenance service (the probability is θ).

In addition,when the server comes back fromvacation andfinds that no customers are
waiting for service in the system, the server will be idle in the systemwith a probability of
p waiting for customers to enter the system for service. Still, there will be a probability of
(1-p) continuing vacation. This pattern will continue until the number of server vacations
reaches J. Suppose the server returns to the system after the Jth vacation and finds that
no customers are waiting for service in the system. In that case, the server will always
be idle in the system waiting for customers to enter the system for service. Please refer
to Fig. 1 for the relevant queuing system mechanism diagram. This paper will consider
the following queuing system: servers that fail and can be repaired immediately.

The following notations are used in this paper, where sub-index i = 1 (respectively
i = 2) denotes FES (respectively SOS).

1. N (t) ≡ the number of customers in the system.
2. λ ≡ Poisson arrival rate.
3. Xk ≡ The number of customers belonging to the kth arrival batch.
4. θ ≡ The probability that the customer may be provided with a second optional

service
5. αi ≡Poisson breakdown rate.
6. Si, Si(t), S∗

i (ϕ) ≡ Service time random variable, service time distribution function
and LST of S(t), respectively.

7. Ri,Ri(t),R∗
i (ϕ) ≡ Repair time random variable, repair time distribution function

and LST of R(t), respectively.
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Fig. 1. The concept diagram of M[X]/(G1, G2)/1/VAC(J) queuing system with second optional
service and randomized vacation policy

8. V ,V (t),V ∗(ϕ) ≡ Vacation time random variable, vacation time distribution
function and LST of V (t), respectively.

9. μi(x)dx ≡ The first order differential (hazard rate) functions of S.
10. ηi(y)dy ≡ The first order differential (hazard rate) functions of R.
11. ω(x)dx ≡ The first order differential (hazard rate) functions of V.
12. S−(t) ≡The elapsed service time. (supplementary variable)
13. R−(t) ≡The elapsed repair time. (supplementary variable)
14. V−(t) ≡The elapsed time of the jth vacation. (supplementary variable)
15. P0(t) ≡ The probability that the server is idle but available at time t.
16. Pi,n(x, t)dx ≡The probability that there are n customers in the system when the

server is busy at time t.
17. Qi,n(x, t)dx ≡ The probability that there are n customers in the system when the

server is under repair at time t given that the elapsed service time is x.
18. �j,n(x, t)dx ≡ The probability that there are n customers in the system when the

server is on the jth vacation at time t.
19. P0 ≡The steady state probability that the server is idle but available.
20. Pi,n(x) ≡The steady state probability that there are n customers in the system when

the server is busy.
21. Qi,n(x) ≡ The steady state probability that there are n customers in the system when

the server is under repair given that the elapsed service time is x.
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22. �j,n(x) ≡The steady state probability that there are n customers in the system when
the server is on the jth vacation.

In our proposed model, customers arrive in batches occurring according to a com-
pound Poisson process with arrival rate λ. Let Xk denote the number of customers
belonging to the kth arrival batch, where Xk , k = 1, 2, 3, . . ., are with a common dis-
tribution Pr(Xk = n) = Xn, n = 1, 2, 3, . . . We also define G as the generalized service
time random variable representing the completion of a customer service, which includes
both the service time of a customer and the repair time of a server. The LST of G can be
expressed as follows:

G∗
i (ϕ) =

∫ ∞

0

∑∞
n=0

e−αi t(αit)n

n! e−ϕt[R∗
i (ϕ)

]n
dSi(t) = S∗

i

(
ϕ + αi

(
1 − R∗

i (ϕ)
))

(1)

From (1), we can obtain the first moment of G given by

E[Gi] = − d

dϕ

[
G∗
i (ϕ)

]|ϕ=0 = E[Si](1 + αiE[Ri]) (2)

whereE[Si] = − d
dϕ

[
S∗
i (ϕ)

]|ϕ=0 is themean service time, andE[Ri] = − d
dϕ

[
R∗
i (ϕ)

]|ϕ=0
is the mean repair time.

3 Analysis of Stationary Distribution

This section aims to develop the equations and solutions, we first introduce the following
random variable for further development of the variant second optional service and
randomized vacation queueing model.

Y (t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if the server is idle in the system at time t,
1, if the server is busy with FES at time t,
2, if the server is busy with SOS at time t,

3, if the server is unde rrepair during FES at time t,
4, if the server is under repai rduring SOS at time t,

5, if the server is on the 1th vacation at time t, ,
...

j + 4, if the server is on the jth vacation at time t,
...

J + 4, if the server is on the J th vacation at time t.

The supplementary variable S−(t), R−(t) are introduced in order to obtain a
tri-variate Markov process {N(t),Y(t), δ(t)} where δ(t) = 0 if Y (t) = 0, δ(t) =
S−
1 if Y (t) = 1, δ(t) = S−

2 if Y (t) = 2, δ(t) = R−
1 if Y (t) = 3, δ(t) = R−

2 if Y (t) = 4.
These variables serve as crucial components in our modeling framework, enabling us to
more accurately capture the complex dynamics of the system under investigation.
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Next, the following limiting probabilities are defined:

Pi,n(x, t)dx = lim
t→∞P

{
N (t) = n, δ(t) = S−

i (t); x < S−
i (t) ≤ x + dx

}
, x > 0

Qi,n(x, y, t)dx = lim
t→∞P

{
N (t) = n, δ(t) = R−

i (t); y < R−
i (t) ≤ y + dy|S−

i (t) = x
}
, x > 0, y > 0

�j,n(x, t)dx = lim
t→∞P

{
N (t) = n, δ(t) = V−

j (t); x < V−
j (t) ≤ x + dx

}
, x > 0, 1 ≤ j ≤ J

and

μi(x)dx = dSi(x)

1 − Si(x)
,

ηi(y)dy = dRi(y)

1 − Ri(y)
,

ω(x)dx = dVj(x)

1 − Vj(x)
,

for i = 1, 2; 1 ≤ j ≤ J ,

where μi(x)dx can be interpreted as the conditional probability function of time for
completing the FES or SOS service, given that the elapsed time is x. The ηi(y)dy and
ω(x)dx can be referred to as corresponding repair and vacation density.

According to Cox [37], we can write the Kolmogorov forward equations that govern
the system under steady-state conditions for sub-index i = 1 (respectively i = 2) denotes
FES (respectively SOS) as follows:

λP0 =
∫ ∞

0
�J ,0(x)ω(x)dx + p

∑J−1

j=1

∫ ∞

0
�j,0(x)ω(x)dx, (3)

d

dx
Pi,n(x) + [λ + αi + μi(x)]Pi,n(x) = λ

∑n

k=1
XkPi,n−k (x) +

∫ ∞

0
Qi,n(x, y)η(y)dy, x > 0, y > 0, n ≥ 1, (4)

d

dx
Qi,n(x, y) + [

λ + η(y)
]
Qn(x, y) = λ

∑n

k=1
XkQn−k(x, y), x > 0, y > 0, n ≥ 1,

(5)

d

dx
�j,0(x) + [λ + ω(x)]�j,0(x) = 0, x > 0, 1 ≤ j ≤ J , (6)

d

dx
�j,n(x) + [λ + ω(x)]�j,n(x) = λ

∑n

k=1
Xk�j,n−k(x), x > 0, n ≥ 1, 1 ≤ j ≤ J .

(7)

We solve the above equations by utilizing the following boundary conditions at x =
0

P1,n(0) =
∑J

j=1

∫ ∞
0

�j,n(x)ω(x)dx + (1 − θ)

∫ ∞
0

P1,n+1(x)μ1(x)dx + θ

∫ ∞
0

P2,n+1(x)μ2(x)dx + λXnP0, n ≥ 1,

(8)

P2,n(0) = θ

∫ ∞

0
P1,n(x)μ1(x)dx, n ≥ 1, (9)
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�1,n(0) =
{

(1 − θ)
∫ ∞
0 P1,n(x)μ1(x)dx + θ

∫ ∞
0 P2,n(x)μ2(x)dx, n = 0,

0, n ≥ 1.
(10)

�j,n(0) =
{
p

∫ ∞
0 �j−1,n(x)ω(x)dx, n = 0, j = 2, 3, . . . , J

0, n ≥ 1, j = 2, 3, . . . , J .
(11)

and at y = 0 and fixed values of x,

Qi,n(x, 0) = αiPi,n(x), x > 0, n ≥ 1 (12)

with the normalization condition

P0 +
∑2

i=1

[∑∞
n=1

∫ ∞

0
Pi,n(x)dx

]
+

∑2

i=1

[∑∞
n=1

∫ ∞

0

∫ ∞

0
Qi,n(x, y)dxdy

]
+

∑J

j=1

[∑∞
n=0

∫ ∞

0
�j,n(x)dx

]
= 1. (13)

Let
us define the probability generating functions (PGF) for {Xn},

{
Pi,n(·)

}
,
{
Qi,n(·)

}
and{

�j,n(·)
}
as follows for i = 1, 2i = 1, 2

X (z) = ∑∞
n=1 z

nXn, |z| ≤ 1,
Pi(x; z) = ∑∞

n=1 z
nPi,n(x), |z| ≤ 1,

Qi(x, y; z) = ∑∞
n=1 z

nQi,n(x, y), |z| ≤ 1,
�j(x; z) = ∑∞

n=0 z
n�j,n(x), |z| ≤ 1, 1 ≤ j ≤ J .

Now multiplying (4) by zn (n = 1, 2, 3, . . .) and then adding the equations up term
by term, we obtain (for i = 1, 2).

∂Pi(x; z)
∂x

+ [a(z) + μi(x) + αi] + Pi(x; z) =
∫ ∞

0
Qi,n(x, y)η(y)dy, (14)

where a(z) = λ(1 − X (z). Similarly proceeding in the usual manner with (5)-(8), we
can finally get the PGF from below procedure (for i = 1, 2).

∂Qi(x, y; z)
∂x

+ [a(z) + ηi(x)] + Qi(x, y; z) = 0, (15)

∂Qi(x; z)
∂x

+ [a(z) + w(x)] + Qi(x; z) = 0, (16)

and

P1(0; z) =
∑J

j=1

∫ ∞
0

�j(x; z)w(x)dx+ (1 − θ)

z

∫ ∞
0

P1(x; z)μ1(x)dx + θ

z

∫ ∞
0

P2(x; z)μ2(x)dx + λX (z)P0

−
∑J

j=1
�j(0; z) − λP0.

(17)

Similarly, from (9), it yields

P2(0; z) = θ

∫ ∞

0
P1(x; z)μ1(x)dx (18)

which leads to

P2(0; z) = θP1(0; z)S∗
1 (A1(z)) (19)
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Solving the differential Eqs. (14)–(16), we have

Pi(x; z) = Pi(0; z)[1 − Si(x)]e
−Ai(z)x, (20)

Qi(x, y; z) = Qi(x, 0; z)
[
1 − Ri(y)

]
e−a(z)y, (21)

and

�j(x; z) = �j(0; z)[1 − V (x)]e−a(z)x, (22)

where Ai(z) + a(z) + αi(1 − R∗
i a(z)).

Solving the differential Eq. (6), it yields

�j,0(x) = �j,0(0)[1 − V (x)]e−λx, j = 1, 2, . . . J (23)

Multiplied (23) by ω(x) on both sides for j = J and integrating with x from 0 to ∞,
we get

∫ ∞

0
�j,0(x)ω(x)dx = �J ,0(0)γ0, (24)

where γ0 = V ∗(λ).
Inserting (24) in (11), we can recursively obtain

�j,0(0) = �J ,0(0)

(pγ0)J−j , j = 1, 2, . . . J − 1. (25)

From (25) and (3) we obtain

�J ,0(0) = λP0

γ0

[
1 + p

(
1−(pγ0)J−1)

(pγ0)J−j(1−pγ0)

] . (26)

Finally, we obtain the following from (25) and (26)

�j(0; z) = �j,0(0) = λP0

(pγ0)J−jγ0

[
1 + p

(
1−(pγ0)J−1)

(pγ0)J−1(1−pγ0)

] , j = 1, 2, . . . J . (27)

It should be noted that from (22) and (27), we can determine �j(x; z)
Using (20), (22) and (27) in (17) we have

P1(0; z) = λP0
(
1−(pγ0)J

)
V ∗(a(z))

γ0
[
(pγ0)J−1(1−pγ0)+p

(
1−(pγ0)J−1)]

+ (1−θ)P1(0;z)S∗
1 (A1(z))

z + θ2P1(0;z)S∗
1 (A1(z))

z + λX (z)P0 − ∑J
j=1 �j,0(0) − λP0.

(28)

Solving P1(0; z) from (28) and using (27), we obtain

P1(0; z) =
λzP0

( (
1−(pγ0)J

)
(V ∗(a(z))−1)

γ0
[
(pγ0)J−1(1−pγ0)+p

(
1−(pγ0)J−1)] − 1 + X (z)

)

z − S∗
1 (A1(z))(1 − θ(1 − θ))

. (29)
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From (20) and (29), it yields

P1(x; z) =
λzP0

( (
1−(pγ0)J

)
(V ∗(a(z))−1)

γ0
[
(pγ0)J−1(1−pγ0)+p

(
1−(pγ0)J−1)] − 1 + X (z)

)

z − S∗
1 (A1(z))(1 − θ(1 − θ))

× [1 − S1(x)]e
−A1(z)x,

(30)

which leads to

P1(z) = ∞∫
0
P(x; z)dx =

λP0z

( (
1−(

pγ0
)J )(

V∗(a(z))−1
)

γ0

[(
pγ0

)J−1(
1−pγ0

)+p
(
1−(

pγ0
)J−1

)] − 1 + X (z)

)

z − S∗
1 (A1(z))(1 − θ(1 − θ))

× 1 − S∗
1 (A1(z))

A1(z)
. (31)

Similarly, from (19) we can find that

P2(x; z) = θS∗
1 (A1(z)) ×

λzP0

( (
1−(

pγ0
)J )(

V∗(a(z))−1
)

γ0

[(
pγ0

)J−1(
1−pγ0

)+p
(
1−(

pγ0
)J−1

)] − 1 + X (z)

)

z − S∗
1 (A1(z))(1 − θ(1 − θ))

× [
1 − S2(x)

]
e−A2(z)x (32)

which leads to

P2(z) = θS∗
1 (A1(z)) ×

λzP0

( (
1−(pγ0)J

)
(V ∗(a(z))−1)

γ0
[
(pγ0)J−1(1−pγ0)+p

(
1−(pγ0)J−1)] − 1 + X (z)

)

z − S∗
1 (A1(z))(1 − θ(1 − θ))

× 1 − S∗
2 (A2(z))

A2(z)
.

(33)

Furthermore, since Qi(x, 0; z)(i = 1, 2) can be expressed as.

Qi(x, 0; z) = αiPi(x; z). (34)

Utilizing (20) and (34) in (21), we get

Qi(x, y; z) = αiPi(0; z)[1 − Si(x)]e
−Ai(z)x

[
1 − Ri(y)

]
e−a(z)y. (35)

Inserting (29) into (35), we obtain.

Q1(x, y; z) =
α1λP0z

( (
1−(

pγ0
)J )(

V∗(a(z))−1
)

γ0

[(
pγ0

)J−1(
1−pγ0

)+p
(
1−(

pγ0
)J−1

)] − 1 + X (z)

)

z − S∗
1 (A1(z))(1 − θ(1 − θ))

× [
1 − S1(x)

]
e−A1(z)x[1 − R1(y)

]
e−a(z)y.

(36)

Proceeding with a similar procedure, we have

Q2(x, y; z) = α2θS
∗
1 (A1(z)) ×

λzP0

( (
1−(pγ0)J

)
(V ∗(a(z))−1)

γ0
[
(pγ0)J−1(1−pγ0)+p

(
1−(pγ0)J−1)] − 1 + X (z)

)

z − S∗
1 (A1(z))(1 − θ(1 − θ))

× [1 − S2(x)]e
−A2(z)x

[
1 − R2(y)

]
e−a(z)y

(37)

Evaluating the double integral
∫ ∞
0 Qi(x, y; z)dxdy, we finally obtain
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Q1(z) =
λP0z

( (
1−(

pγ0
)J )(

V∗(a(z))−1
)

γ0

[(
pγ0

)J−1(
1−pγ0

)+p
(
1−(

pγ0
)J−1

)] − 1 + X (z)

)

z − S∗
1 (A1(z))(1 − θ(1 − θ))

× 1 − S∗
1 (A1(z))

A1(z)
× α1

[
1 − R∗

1(a(z))
]

a(z)

= P1(z) × α1
[
1 − R∗

1(a(z))
]

a(z)

(38)

Similarly,

Q2(z) = θS∗
1 (A1(z))

λP0z

( (
1−(pγ0)J

)
(V ∗(a(z))−1)

γ0
[
(pγ0)J−1(1−pγ0)+p

(
1−(pγ0)J−1)] − 1 + X (z)

)

z − S∗
1 (A1(z))(1 − θ(1 − θ))

× 1 − S∗
2 (A2(z))

A2(z)
×

α2
[
1 − R∗

2(a(z))
]

a(z)
= θS∗

1 (A1(z))P1(0; z) × 1 − S∗
2 (A2(z))

A2(z)
× α2

[
1 − R∗

1(a(z))
]

a(z)
.

(39)

Using (22) and (27) we have

�j(z) = P0(V ∗(a(z)) − 1)

[X (z) − 1](pγ0)J−jγ0

[
1 + p

(
1−(pγ0)J−1)

(pγ0)J−1(1−pγ0)

] , j = 1, 2, 3, . . . J (40)

The unknown constant P0 can be determined by using the normalization condition
(13), which is equivalent to P0 + ∑2

i=1 Pi(1)+ ∑2
i=1 Qi(1)+ ∑J

j=1 �j(1) = 1

Finally, let �(z) = P0 + ∑2
i=1 Pi(z)+ ∑2

i=1 Qi(z)+∑J
j=1 �j(z) be the probability

generating function of the system size distribution at stationary point of time, we can then
quickly obtain the expected number of customers in the system, the expected waiting
time and other important system characteristics by utilizing the probability generating
function developed in this paper.

4 Conclusions

The Kolmogorov forward equation and the probability distribution of the system size
distribution for the M[X]/(G1, G2)/1/VAC(J) queuing system with a randomized vaca-
tion policy and optional second service has been developed by using the supplementary
variable techniques. The relevant results can be used as the basis for further deriving the
expected number of customers, the expected waiting time and other important system
characteristics in our proposed queueing system, and can also be used as the service per-
formance evaluation and decision-making tools that require secondary optional services
and regular maintenance in practical applications.
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Abstract. This article presents a qualitative case study of the Norwegian seafood
industry’s sustainability communication on corporatewebsites. The research ques-
tions focused on how sustainability is communicated, and the communication
channels employed by Norwegian seafood companies. The study found that sus-
tainability is communicated through ecological certification, awareness towards
the environment and social compliance, and engagement in knowledge exchange.
The study highlights the need to create standardized language and a coherent
discourse for competitive advantages in ecologically value-added products and
digital services. Companies can use underutilized digital resources such as pod-
casts and direct online sales to consumers to improve stakeholder engagement.
The study suggests the direct and active involvement of consumers in designing
products that consumers desire, which can increase market share for the Norwe-
gian seafood industry. The limitations of the study are the lack of feedback from
small to medium-sized companies, limiting the generalizability of the findings.
The study recommends that the Norwegian seafood industry supports develop-
ing digital service resources for small and medium-sized companies to remain
competitive in the long term.

Keywords: sustainability · corporate online communication · seafood · soft
systems methodology · corpus linguistics

1 Introduction

As more consumers take an active interest in responsible seafood consumption, there is
a growing need to understand how seafood companies communicate their sustainable
seafood practices to consumers through their corporate websites. This study uses as a
case example, the seafood industry in the Nordic countries, investigating how Nordic
seafood companies communicate the concept of sustainability [1, 2].
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The Nordic countries have a long history of fisheries and aquaculture, with Norway
being a major producer of Atlantic salmon, rainbow trout, and Arctic charr. Aquacul-
ture is the fastest-growing food-producing sector and plays a central role in meeting
the increasing demand for fish and fish products. The sustainable seafood movement,
together with ecolabeling of seafood products, has made consumers increasingly aware
of responsible seafood production and consumption. Sustainable seafood is defined as
seafood that is caught or farmed in ways that consider the long-term vitality of the
harvested species, the well-being of the oceans, and the livelihoods of the fisheries-
dependent communities [3]. The Norwegian seafood industry is expected to develop
and play an important role in the global food production network and ecosystem ser-
vices. The importance of producing sustainable seafood was identified as a full pillar
of the new reformed European Union Common Fisheries Policy, and several intergov-
ernmental and non-governmental frameworks of support exist to promote sustainable
fishing practices.

Sustainability communication and corporate responsibility in the seafood industry
are essential to achieve socio-economic and ecological synergies [4]. Digital technolo-
gies and a corporate web presence are crucial for companies to communicate their sus-
tainability practices and engage with consumers in a multi-actor ecosystem framework.
As sustainable seafood production is currently high on the agenda of the Norwegian gov-
ernment, the study focuses on investigating how sustainability is communicated online
through corporate websites of companies in the Norwegian seafood industry. The main
research questions (RQs) investigated in this study are:

RQ1: How is the concept of sustainable aquaculture communicated by Norwegian
seafood companies?
RQ2: Which are the current communication channels of choice, commonly employed
by Norwegian seafood companies?

This paper is organized as follows. The Introduction section introduces the subject
of study, its background context, and defines the research challenges with corresponding
research questions. The Literature Review sets the context of the study of the need to
build a common industry or corporate language around the subject of ‘sustainability’.
This is followed by an outline of the theoretical framework used, which is systems
thinking (Soft Systems Methodology, SSM), and a corpus linguistics framework of
analysis. We then describe in the Data and Method section, how data for this study was
collected, organized, and analyzed. Finally, we present a corpus-driven set of results in
the Findings and Discussion section, with some concluding thoughts on the practical
and social implications of the findings.

2 Literature Review

2.1 Communicating Sustainability

This section of literature review discusses the challenges in communicating sustain-
ability within the seafood industry. As the world becomes more aware of sustainability
practices and ecosystem services, corporate communication on sustainability practices
is increasingly necessary to keep stakeholders informed on the sustainability status of
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the supply chain of products and services offered. Efforts to communicate sustainability
have been seen in various industries, including tourism, higher education institutions,
the food and beverage industry, and the field of digital communication and media for
rural communities [5].

Within the seafood industry, there has also been a growing awareness of sustain-
ability and sustainable seafood amongst industry stakeholders. Sustainability commu-
nication empowers stakeholders by providing information and knowledge about where
their seafood originates and how it is treated before reaching the dining tables. It also
informs interested stakeholders about how the seafood industry is complying with global
sustainability and ecological conservation efforts and puts at ease the ecological anxiety
of consumers so they can trust that they are consuming responsibly [6].

However, the seafood industry faces challenges in addressing sustainability and sus-
tainable seafood consumption due to the diverse and often low general knowledge about
the origin of the product, food authenticity, and food safety [7, 8]. The different rates of
maturity of various markets, technologies, and social values have also led to a collection
of complementary but fragmented discourse around the concept of sustainability and
sustainable seafood [9].

Additionally, due to the nature of the product, whether wild captured from oceans or
farm-raised, the discourse of sustainability in the seafood sector remains challenging to
address, particularly across regional and global markets [10]. It takes a concerted com-
munication strategy to create a consistent and coherent discourse around sustainability
towards multiple stakeholders with different agendas. Bridging industry, corporate, and
cultural values require constant meaning negotiation towards a common understanding
between stakeholders.

As such, creating a common language towards a collective understanding of sus-
tainability and ecosystem services in the seafood industry requires constant and targeted
communication. The challenges in addressing sustainability and sustainable seafood con-
sumption require a collaborative effort fromvarious stakeholders to develop a sustainable
seafood industry.

2.2 Seafood from Norway

This section of the literature review discusses the importance of sustainability in the
Norwegian seafood industry, which is the country’s second-largest export industry. To
achieve socio-economic and ecological synergies at different levels of business opera-
tions, a systems approach to sustainability is necessary, which involves leveraging syn-
ergies between multiple stakeholders and industry sectors. However, this is inherently
complex and difficult to put into business practice [11].

Digital technologies and establishing a corporate web presence allow businesses to
shift their focus from delivering physical products to value-added product services that
fulfill the demands of customers and clients [12]. In the Norwegian seafood industry, this
transformative change in business models may not be explicitly strategic or conscious
but rather one that evolves in relation to an evolving business environment.

While the industry has developed multi-tiered business models that encompass a
variety of stakeholders, a challenge remains in communicating sustainable business
practices, as this has been viewed primarily from the enterprise perspective and tends
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to exclude consideration of the potentially influencing role of social communities and
other sectors of society [13]. The evolving socio-technical landscape of the food indus-
try has placed corporate responsibility pressure on Norwegian seafood companies to
communicate their sustainability practices in fisheries and aquaculture, and to provide
transparency in their business processes [14]. Seafood companies are no longer solely
providing raw produce but are also incorporating social responsibility by communicating
about sustainability and sustainable business practices [15].

3 Theoretical Framework

3.1 Systems Thinking

The increasing influence of technology on socio-cultural and ecological systems has led
to the need for a systems thinking approach applied to solving challenges, which in this
study refers to the context of communicating sustainability in the seafood industry. A
systems thinking approach considers all the facets and variables that link the social to
the technological [16, 17]. The systems approach could be said to have its roots in the
fields of operations research and engineering in the early 20th century, where technology
was viewed as an assemblage of components that influenced each other. It gained more
ecological and organic focus in the 1980s, which applied systems thinking to the study
of emerging ecological paradigms in the field of biology. Systems thinking involves
investigating parts, wholes, sub-systems, system boundaries, environments, structure,
process, and emergent properties, as a hierarchy of systems with positive and negative
feedback systems of the observer/actors [18, 19]. In highly urbanized sociocultural envi-
ronments, individuals belong to various circles of activities and acquaintances in their
lives, and the complexity of social hierarchies leads to amore diverse range of institutions
and groups which individuals can belong and identify themselves with. Within the field
of international business studies, systems thinking has been applied to organizational,
management science, management and cybernetics research, and studies on organizing
for digital servitization and service ecosystems [20, 21].

3.2 Soft Systems Methodology and Corpus Linguistics

Within the systems thinking approach, soft systems methodology (SSM) is a conceptual
framework that can help contextualize the business environment in which sustainability
is communicated and illustrate the complex, interrelated processes of sustainable devel-
opment. Grounded at the intersections of business process modelling and the field of
systems engineering, SSM sees computer-based information systems as systems that
serve purposeful human action. Developed as a methodology within systems engineer-
ing primarily by Peter Checkland [22], SSM takes a critical perspective on traditional
‘hard’ systems thinking that is usually quantitatively defined, but rather places emphasis
on the social environments in which events occur. SSM aims to capture in a qualitatively
and holistic manner, the subtle boundaries of social reality and how businesses narrate
their corporate values. The framework considers human actors as observers of the phe-
nomenon and thus influencers and co-creators of the language community, the resulting
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experiences, and events [23, 24]. In this sense, SSM is closely aligned to the systemic
functional perspective of language in use.

Language is a systemic functional tool used in daily human transactions, conveying
realities as well as creating perspectives of realities through narratives and storytelling
[25, 26]. Yet, how language is used in the context of international business has often
been under researched in terms of its influence on enterprise performance, competitive-
ness, and social impact [27]. Corporate narratives, for example, have been found to be
important in positioning the company within the business sector through identification
of its values as well as communicating its corporate brand and identity. Communication
has also been found to be a critical component in facilitating sustainable development
goals.

Several research studies on sustainable development indicate that successful sus-
tainable development requires a multi-stakeholder, multi-perspective, or systems app-
roach with three main functional factors in the implementation process of: (i) partici-
pants – individual stakeholders, business owners, entrepreneurs, activists, leaders, etc.;
(ii) institutions at different levels of societal function – neighbourhood groups, associa-
tions, non-governmental organizations, governmental organizations, national, regional,
and global institutes; and (iii) communication channels, broadly encompassed in tech-
nology – mainstream media, internet, and social media platforms, face-to-face, etc.
[28–31].

When investigating the tri-pronged functions towards the successful communication
of sustainability, SSM and corpus linguistics are frameworks and methods that allow
for uncovering the market communication strategies of Norwegian seafood companies,
as they strive to create a communicative balance between participants, institutions, and
relevant communication channels [32, 33].

4 Data and Method

4.1 Companies and Corpus Data Creation

Information on Norwegian seafood enterprises was retrieved from the Norwegian
Seafood Federation (NSF), that is affiliated with the Confederation of Norwegian Enter-
prise (NHO). The NHO is the main representative body for Norwegian employers with a
current membership of over 28 000 enterprises that range from small to medium family-
owned enterprises (SMEs) to multinational enterprises (MNEs). The NSF represents
the interests of about 800 member companies in the fisheries and aquaculture sectors in
Norway. These enterprises often have global presence and markets, and their business
transactions occur along the entire seafood value chain from fjord to dining table.

There are currently more than 400 seafood export registered companies in Norway.
Based on annual turnover and number of employees, 17 Norwegian enterprises were
identified including 11 MNEs. The group of MNEs include the 4 largest enterprises
in salmon, the 4 largest enterprises in salmon, white fish, and pelagic fish, and the 3
largest enterprises for white fish and pelagic fish. In addition to the 11 MNEs, 6 SMEs
were identified for this study that include the 3 smallest enterprises for salmon and the
3 smallest enterprises for white fish and pelagic fish.
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To obtain a comprehensive understanding of how sustainability is communicated in
the Norwegian seafood industry, the researchers used multiple data sources for analysis.
These sources included publicly accessible information from corporate websites, annual
reports, and brochures, as well as conducting 12 qualitative interviews with individuals
in top leadership positions in these enterprises. The interviewees included individuals
with extensive experience in corporate leadership, such as Founders, Owners, CEOs,
Managing Directors, Directors of Global Marketing and Sales, and Directors of Com-
munications. Each interview lasted approximately 45 to 60 min, with a total interview
time of around 750min. The interviews were transcribed in accordance with the Gothen-
burg Transcription Standard version 6.4 and cross-checked with audio recordings. The
transcription conventions used are indicated in Table 1 and reflected in the text exam-
ples used in the study. This combination of data sources was chosen to provide a more
complete understanding of the complex phenomenon of sustainability communication
from the perspectives of various companies and stakeholders.

The methodology used in this study involved several steps for managing and ana-
lyzing the data. First, the text, images, and audio recordings that were collected were
checked for accuracy. Next, the collected texts were translated in format and stored in
a machine-readable format (i.e.,.txt files). Then, a small corpus was created from a cor-
pus, which allowed for analysis with the concordance software AntConc version 3.5.8.
The combined corpus for the large companies had 614,925 words, while the combined
corpus for the small companies had 3,234 words. This small corpus data set falls within
the definition of a specialized small corpus. Creating this corpus will be useful for text
analysis on specific topics of interest. The names of the respondents were anonymized
in the text examples provided.

The use of AntConc ensures corpus-driven findings, with as little subjective infer-
ence from the researcher’s perspective as possible [34–37]. Other functions of AntConc
include word frequency counts to uncover salient content and themes in the data.
Keyword-in-context (kwic) searches can also help identify in a systematic and systemic
manner, how the saliently identified themes and topics were used in context. It is in the
context of word use that we see how SSM and corpus linguistics frameworks of analysis
converge and complement each other. SSM as a method focuses on the sociocultural
context in which events and happenings influence each other toward a certain outlook
and outcome. In complement, kwic analysis in AntConc helps uncover nuances in mean-
ing, in how specific keywords such as “sustainability” or “sustainable” are used by the
enterprises and conveyed in corporate values. Concordance plots reflect the saliency of
the use of keywords so that it helps identifying which enterprises are most sustainable
consumption focused. For corporate websites, each corporate website was investigated
for their various communication channels. The words “communication channel” are
defined as the various means, manner, platforms, or modes by which sustainability can
be communicated such as conferences, community programs, open dialogue sessions,
financial reports etc.
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Table 1. The Gothenburg Transcription Standard 6.4 transcription conventions applied in the text
examples in Sect. 4

Symbol Explanation

$P participant, initial/s of participant

/, //, /// a short, intermediate and a long pause respectively

4.2 Ethical Considerations

The research conducted was part of the project “Market Access: Communicating Sus-
tainability,”which is part of theNofima strategic research program calledMarketAccess,
supported by the Norwegian Ministry of Trade, Industry and Fisheries, and has project
number 12361. The studywas approved by theNSD (theNorwegian Center for Research
Data, organization number NO 985 321 884 MVA) and conducted in accordance with
ethical guidelines set by the NSD to ensure confidentiality, consent, information, and
autonomy in research. The consent form emphasized anonymity, and participants were
given the right to withdraw from the study at any time. To preserve individual integrity,
the names and other identifying features of participants were removed or anonymized,
as were the names of companies.

5 Findings and Discussion

5.1 Soft Systems Methodology Findings

Focusing on the corporate websites of the Norwegian seafood companies and how they
are designed and constructed, corporate websites give users an immediate impression
upon landing at the opening webpage. Images 1 and 2 are example screenshots of the
landing webpage of a Norwegian seafood MNE (Image 1), and a Norwegian seafood
SME (Image 2). Both screenshots offer a glimpse into the products and services of
the seafood enterprise, with the MNE distinctly focusing on offering more information
and a broader range of products and services such as their explicit corporate position
about sustainability, as well as financial investment reports. The SME example distinctly
goes into direct sales contacts, with notably less information on sustainability issues,
possibly due to that in this example (Image 2), ‘sustainability’ is implicit in their pro-
duction process because their product availability is regulated by government fisheries
licenses and quotas that ensure wild fish stock sustainability during harvest. A notable
similarity between the MNE and SME is the availability of information in English and
in Norwegian, where Norwegian seafood enterprises, regardless of size, have global
market outreach. As indication of the global market reach of Norwegian seafood, other
seafood enterprises in the sample set havemultiple languages in which their websites can
be read, depending on their market operations that include Chinese (Mandarin texts),
French, German, Japanese, Portuguese, and Spanish. While English as lingua franca
is used by most Norwegian seafood companies in their corporate language practices
for their commercial websites in an understanding that the choice of language/s have
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considerable influence over the enterprise’s global outreach, language choice seems to
remain functional and market oriented. The multi-language use orientation in Norwe-
gian seafood enterprises reflects similar findings how global brands transcend borders
to connect with citizens around the world as an interconnected global economy (Figs. 1
and 2).

Fig. 1. Example screenshot of a Norwegian seafood multinational enterprise that showcases their
products, services, and communication channels.

Fig. 2. Example screenshot of a Norwegian seafood small to medium sized enterprise that
showcases their products, services, and communication channels.

The website design, including the use of colors, fonts, and images, gives visitors
an initial impression of the corporate branding and values of both MNEs and SMEs.
Table 2 presents the list of Norwegian seafood companies studied in this research, along
with the communication channels they use to convey the concept of sustainable seafood
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and their business practices, addressing the first research question. The names of the
companies have been anonymized.

Table 2. Communication channels and market communication strategies of Norwegian seafood
companies

There are thirteen potential communication channels or channels that corporations
can employ that target different business and social networks. The communication chan-
nels are often reflected on corporate webpages, and they include conferences / trade fairs,
dialogues (engagement with local communities or political leaders), initiatives (sports
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sponsorship or student involvement), news, partnerships (with local community associ-
ations or universities for research and development), programs (related to environmental
awareness or supporting economic activities of local fishing communities), report (finan-
cial reports, corporate reports), social media, video (presence on YouTube or Vimeo),
webcast, webpage, webpage: multilingual and webshop / online sales. Taken in total-
ity and in overview, these communication channels target different functional factors
in the systems approach SSM framework of reaching out to different participants and
institutions using social media on the Internet and face-to-face meetings.

The web-based presence of the Norwegian seafood companies is a digital service
provided for the purposes of stakeholder engagement. In address to RQ2, the last line of
Table 2 indicates the total number of communication channels used by the companies as
reflected on their corporate webpages. Higher total scores indicate a greater preference
or use of a particular communication channel.

For bothMNEs andSMEs, having a corporatewebpage (15 of the 17 companies stud-
ied) is an important channel for outreach. This communication channel form however is
less interactive than active engagement in? dialogues such as presence at conferences /
trade fairs (8 of 17 companies) and social dialogues with local communities or schools (8
of 17 companies). As an indication of the international nature of the Norwegian seafood
industry, 12 of 17 webpages had multilingual options, which indicates the breadth and
scope of market in which they operate. What seems highly under-utilized as communi-
cation channels are online web shops as market access, only 1 of 17 companies studied
offered direct online sales of their products in a distributor-to-consumer (D2C) context.

Other audio and digital communication channels not currently employed by the
industry are podcasts and the sharing of recipes (i.e., how should people use their product
in home cooking? How can households eat “nose-to-tail” and use wholefood products
with as little waste as possible, towards sustainable and responsible food consumption?).
Podcasts can be useful to keep the general population up to date on industry issues or
general food trends. There could be avenues for cooperation with chefs and restaurants
in podcasting recipe sharing too so that sustainable consumption could be discussed
alongside favourite or innovative ways to cook fish and seafood.

Prominent types of information found in larger Norwegian multinational enterprises
for fisheries and aquaculture webpages are:

i. financial information to stakeholders, for example, “Operation EBIT of the EUR 99
million in the second quarter for Company Alpha”

ii. large enterprise industry influence on industry standards, for example, “The 2020
Company Alpha Industry Handbook is out” and

iii. large enterprise industry standing by size and strength, for example, “We are the
world’s largest supplier of farm-raised salmon”

Corporate values and branding can reflect sustainability and sustainable seafood
practices [37, 38]. One way this is expressed is through an emphasis on responsible
seafood production, highlighting the location of production, for example, in Northern
Norway, and consistent quality of products that are “delicious, nutritious and healthy”.
This is in linewith research on product location branding, which suggests that consumers
associate certain regional qualities with the place of origin of a product. To achieve
sustainable seafood, research has linked the ethical treatment of fish during harvest,
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including better feed and less bruising of the fish, along with a quick despatch in the
process, to a higher quality product that results in less food waste. Studies have also
supported the concept that sustainable seafood practices contribute to the production of
high-quality products.

Prominent information found in small-to-medium sized enterprise websites is the
visual display of the location of their operations and how customers can use their prod-
ucts even if there are no recipes shared. In Company Sigma for example, which is a
relatively young company founded in 2011 by a sixth-generation fish buyer, sustain-
ability is communicated to stakeholders in visual images (Image 3) of their finished
food products on the website in the form of plated meals, ready-to-eat meals, and pre-
packaged single portion foods. While many Norwegian seafood enterprises have global
markets, short food supply chains are also part of their operative and communicative
strategies where the presenting Nordic style dishes on their websites encourages home-
based (domestic and regional) end-market consumers to purchase from local sources
that makes for sustainable food consumption.

SMEs also focus on sustainability and sustainable seafood by highlighting the loca-
tion of their operations in remote and well-maintained environments. The Nordic coun-
tries, particularly Norway, are distinctive due to their geographical location, with fish
growing and living in Arctic waters that are clean and unpolluted (Fig. 3).

Fig. 3. A corporate website screen shot of Company Sigma, a small to medium sized (SME)
orwegian seafood company, on the descriptions of products and accompanying images in the form
of plated meals. The text on the website can be found in both English and Norwegian.

Relative to MNEs, there is greater personal communication from SMEs directly to
consumers by giving ideas as to how their products can be turned into food at the table
(Image 3). Smaller companies also have a more personalized blog-format narrative,
in which they converse with their website visitors, sharing stories, inspirations and
aspirations. In this sense, smaller Norwegian companies seem to capitalize on their
small firm status to be more personal with their users. Personalized narratives draw
in customers and stakeholders to the company’s sustainability and responsible seafood
production and consumption narrative. This active engagement of customers as co-
creators of their products shares the responsibility of bringing sustainably produced
seafood to market.
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Distinctively absent however for SMEs are some forms of socio-economic outreach,
and digital resources, relative to their larger MNE counterparts. Exclusive to MNEs
seem to be comprehensive societal or research programs targeted at environmental con-
servation or socio-economic causes (Companies Alpha, Beta, Gamma, Delta, Epsilon
and Theta have societal and environmental related outreach programs). Few SMEs also
seem to be consistently active in multichannel social media channels such as presence
on YouTube, Instagram, Facebook, Tiktok etc. An interesting find is that one SME,
Company Pi, has a webshop, where the larger MNEs do not provide such a digital online
sales service selling director from producer to consumers on the market.

5.2 Corpus Linguistics Findings: Interviews

Generally, according to the respondents, sustainability is communicated to stakeholders
in three main ways that include:

i. ecological certification
ii. raising ecological awareness in stakeholders and consumers and
iii. active engagement with local, regional, and international governance bodies towards

better industry practices

In concrete measures that benefit stakeholders, particularly consumers who buy Nor-
wegian salmon in the grocery stores, most companies convey sustainability primarily in
the form of (i) ecological certification on product labels for their products. Environmen-
tally friendly certified aquaculture, usually by regional or international standards such
as the salmon Global Gap certificate or the ASC (Aquaculture Stewardship Council)
certificate for responsible aquaculture are explicit means by which Norwegian seafood
companies convey their commitment towards marine resources and conservation. In the
Norwegian seafood industry, a sustainably produced seafood product is mandatory. As
respondent SM from an MNE related:

$SM: even if we are a middle sized company / we are also hooked on sustainability
/ and for us we were quite early having our salmon global gap< good agricultural
practice> certified / and also nowadays we are having not all / but a very big part
of our production is also asc < aquaculture stewardship council > certified / so
the sustainability issue is of course important for everyone / both for ourselves and
our customers / so i think that is something we have to live up to

Apart from concrete certifications that appear on product labels for consumers, a
broadening of sustainability as a concept to include (ii) ecological awareness towards the
environment and social compliance is also developing in the Norwegian seafood sector.
As the fisheries sector is highly dependent on weather conditions and fish migration
patterns for harvest, employment within the industry is seasonal with most employed on
temporary working contracts. With a rising awareness on humanitarianism and proper
working conditions for those in the offshore fisheries sector, humane practices for both
fish harvesting, and human labour are beginning to be increasingly important. Global
events, and happenings in the network value chains have influences and impact on
the Norwegian seafood industry. As respondent M relates on the company’s values to
providing fish in accordance with market demand, and being a responsible employer:
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$M: so there’s been a limit to howmuch fishwe could take / but i would try tomake
the fishing season longer / and more market oriented / market oriented fishing and
then of course sustainability / we need to work with sustainability also as a social
compliance / of sustainability at the work place / and that is also becoming more
and more important for the retail sector / there was a very bad case in thailand
where people were kidnapped in myanmar and were in forced labour / and the
worst situation was they were actually tied up by chains to the vessel / so if the
vessel would / yeah / it’s like a horror movie /

There are many stakeholders who participate at various levels of society for which
sustainable seafood and sustainability are important. The multi-levelled, multistake-
holder interests for sustainable Norwegian seafood has been acknowledged by Norwe-
gian seafood companies. The third way in which sustainability is communicated is by
(iii) active engagement and looking into a ‘higher agenda’ for knowledge exchanges
in different social and political spheres. Due to a long history and expert knowledge
in aquaculture practices, Norway is often seen as advisor to other emerging interna-
tional seafood industries and companies, with possibility of influencing national and
international laws for the industry. As respondent K relates:

$K: i met a person from vietnam at the last aquaculture conference who was
very interested in the governmental part / how the government can establish a
framework regarding sustainability regulations / so i think that we’re in the same
boat because we are in salmon export for norway / and i think that the salmon
industry is important for society and the population / so both from the political
side / the governmental side and the industry side for better regulations / which is
a pre-requisite for being able to grow / you can’t grow / you can’t produce more
salmon if it is going against the sustainability regulations / and these regulations
are getting tighter and tighter / so i think as an industry as a whole / i’m not familiar
with aquaculture regimes in asia or australia or tasmania or other countries / but
to me it seems we have the strictest regulations in norway when it comes to this
/ and that drives the industry technology wise and practices wise / to improve the
sustainability aspects regarding the industry from fish welfare to environment to
food safety and of course the safety of our personnel also which is a part of our
sustainability area / and of course < name of company > as a whole / we have
a higher agenda / because all of us want to be a part of a company that takes
sustainability seriously and we also think about the future when it comes to the
future to be leading in this / both on national level but also global level /

6 Conclusion

6.1 Sustainability Communication

This study of communicating sustainability by investigation of the corporate websites of
Norwegian seafood companies has uncovered various corporate communication strate-
gies used by seafood businesses to market seafood. In addition, seafood companies also
advertise corporate social priorities such as community involvement andmarine resource



Communicating Sustainability Online 347

conservation. These findings align with previous studies in the past decade that empha-
size the need for investing in both online presence and community dialogue regarding
sustainable consumption [39–42].

It was challenging to get in touch with SMEs in the Norwegian seafood industry, and
that might prove to be a study limitation due to the lack of adequate feedback or voice
fromNorwegian seafood SMEs.Most replies givenwere that they did not see themselves
as having any voice or impact on ‘sustainability’ practices, even though all their products
were certified sustainable. As such, the data collected was necessarily from a niche set of
MNEs and SMEs, the purpose of which was to do a general cross-company comparison
of how sustainability is communicated on corporate websites.

Still, the interviewees acknowledged the significant role of Norway’s seafood indus-
try in the country’s economic development, as well as the importance of maintaining
a healthy ecosystem to support global seafood provision. Our findings suggest that all
Norwegian seafood enterprises view sustainability as a crucial component of their busi-
ness model, even though the concept of sustainable seafood is relatively new in the
industry. This finding is also aligned with the fact that Norway has ambition to be a
global producer of sustainable seafood products [14, 43, 44]. Generally, sustainability
is communicated to various stakeholders in three ways:

i. ecological certification on product labels for their products. Environmentally friendly
certified aquaculture, usually by regional or international standards such as the
salmon Global Gap certificate or the ASC (Aquaculture Stewardship Council) cer-
tificate for responsible aquaculture are explicit means by which Norwegian seafood
companies convey their commitment towards marine resources and conservation.

ii. ecological awareness towards the environment and social compliance is also
developing in the Norwegian seafood sector.

iii. active engagement and looking into a ‘higher agenda’ for knowledge exchanges in
different social and political spheres. Due to a long history and expert knowledge
in aquaculture practices, Norway is often seen as advisor to other emerging inter-
national seafood industries and companies, with possibility of influencing national
and international laws for the industry.

In terms of sustainability communication, variations can be observed among different
companies based on their size. These differences can be attributed to the various com-
munication channels utilized, such as social media platforms, internet resources (such
as webpages), news outlets, reports, and invitations to on-site arena meetings. Such
channels allow for interactive communication between the company and its audience.
The global outreach of the Norwegian seafood industry, even under global pandemic
conditions, is evident from the multilingual options available on many of their corporate
webpages, with larger multinational enterprises offering a greater choice of languages
in which their webpage content can be viewed by stakeholders [45, 46].

The SSM and corpus linguistics framework of analysis has highlighted that although
most large companies have established an online presence, there remains a gap in indus-
try knowledge and practice concerning “value-added” and “co-created” goods. This
discrepancy may have practical implications for the industry, prompting the need for
a standardized language and coherent discourse to secure a competitive advantage in
the market for seafood as an ecologically value-added products and digital services.
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Value-added goods refer to products that have been further processed from their ini-
tial state, such as “ready-to-eat” or “ready-to-cook” items. “Co-created” goods, on the
other hand, refer to products that have been co-developed with clients, customers, or
consumers, where ideas are exchanged collaboratively rather than being kept within the
company. These goods are consumer-centric, with companies soliciting ideas directly
from customers.

6.2 Practical Industry Implications

This corpus driven study demonstrates the importance of exploring and utilizing diverse
communication channels for sustainability communication.Business-to-business (B2B),
business-to-consumer (B2C), and distributor-to-consumer (D2C) networks have differ-
ent types of industry stakeholders where various communicative strategies can be imple-
mented. The Norwegian seafood industry needs to develop digital service resources for
its SMEs to maintain competitive advantage in the long term. A current challenge is
that SMEs often lack time and resources for website development and social media
engagement.

The findings suggest that prioritizing communication of high-quality products and
value-added product-services in relation to sustainable consumption could benefit all
levels of networks and enhance industry competitiveness. Online sales, web shops, and
building B2C and D2C networks are identified as specific communication channels for
stakeholder engagement and market outreach. To exploit digital resources, companies
can explore underutilized audio and digital resources such as podcasts, direct online
sales, and instructional videos.Additionally, the study identifies the potential for informal
networking and community building by sharing podcasts, instructional videos, and recipe
sharing for domestic and professional cooks. To brand the Norwegian seafood industry
regionally and globally, combining podcasts with cooking can also provide opportunities
for stakeholder engagement.

6.3 Social Implications and Further Research

The identification of a gap in the Norwegian seafood industry goods and services offer-
ings suggests that consumers could play a greater role in designing products that meet
their needs, potentially increasing domestic and international market share for the Nor-
wegian seafood industry. As the concepts of sustainable seafood and sustainability are
relatively new, future research could explore the evolving narrative and discourse on this
topic and provide better practice guidelines for the industry. Further research could also
explore the future of digital web presence for Norwegian seafood companies and the
portfolio of digital services offered.
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Abstract. More and more people pay using cashless payment methods
rather than paying cash. In addition to online stores, more and more stores
in the real world accept cashless payments, such as Apple Pay, Google
Pay, etc. However, people notice that using cashless payments makes them
spend more than necessary unconsciously. Some applications would notify
the amount of payment on the cashless payment, but they are just after-
notices and rarely draw people’s feeling to the money spent. A better
method is required to prevent wasting money before payment. In this
paper, we implement eight user interfaces to avoid waste on mobile pay-
ment applications. These interfaces would inhibit users’ payment actions
for several seconds before they make the final confirmation. We compared
the eight user interfaces through evaluation experiments with 25 partici-
pants. We found features of the user interfaces that were suitable for pre-
ventingwaste. In evaluation experiments, we gave a shopping scenario with
wasting, and we asked the participants to use the implemented user inter-
face. The participants answered the degree of effect of wasting preven-
tion about the implemented user interface. They also answered the degree
of frustration in using the assigned user interface. Experimental results
showed that the participants would escape from wasting more if the user
interface gave a pleasant task in specific periods.

Keywords: Cashless Payment · Prevention of Wasteful Spending ·
Distraction for a Few Seconds · Pleasant Task

1 Introduction

More and more people own their smartphones. Cashless and mobile payment
applications are becoming commonplace. People use Paypal, Apple Pay, and
Google Pay as their cashless payment methods. As it is possible to pay without
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cash and reduce the time of payment by cashless payment methods, these benefits
make cashless payments welcome to users.

Meanwhile, just because cashless payment methods do not involve direct
cash payments, people have less sense of having money spent. This can cause
people to spend more money than they thought [1]. Cashless payments are so
convenient that it is hard to refuse to use them. As a result, the requirement of
how to reduce unnecessary and wasteful spending while using mobile payments
is becoming a growing concern.

To prevent wasting money on cashless payment methods, users should care-
fully consider the item’s necessity. If the item is unnecessary, they should decide
not to buy it now. If they can launch the mobile payment application immedi-
ately at any moment they want to buy something, they would not have enough
time to think about that seriously. We speculate that taking the extra time
to launch the mobile payment application can bring them the opportunity to
reconsider the purchase, just like the original cash payment process of taking
bills out of pocket. People are encouraged reconsideration if they temporarily
draw attention away from the purchase. It is known that 2.8 s of inhibition has
the effect of breaking concentration and distracting people [2]. However, people
will not want to continuously use such a user interface that will inhibit their
actions. Therefore, a user interface is required to prevent waste without causing
too much stress from being interfered.

In this paper, we propose a user interface to prevent wasteful payment on the
mobile payment application. The proposed interface inhibits wasteful payment
and has less frustration for the users.

2 Related Work

We show existing work of wasteful spending prevention. One of the wasteful
spendings is food spending. Methods for prevention of food wasteful spending
were proposed [3,4]. A recipe recommendation method is proposed that shares
recipes within a group of members prevent food waste at home [5]. There is also
a study to prevent the overuse of smartphones [6]. This study proposes a method
to prevent overspending through cashless payments.

We show existing work of behavioral disruption. Behavioral disruption often
occurs when the behavior is a nuisance to others. To prevent users from posting
comments containing toxic words on social networking sites, a method for filter-
ing toxic word posts has been proposed [7]. This method can estimate and filter
words that correspond to toxic words, words that are inferred to be toxic words
based on context, and words that are cryptic or coined. Another example is the
Speech Jammer that inhibits human behavior that interferes with others [8]. In
the study, a system that interferes with a specific speaker’s speech from a remote
location controls the manner and rules of conversation and presentation train-
ing. The system uses a mechanism of delayed auditory feedback. A directional
microphone is used to delay the speech picked up by a directional microphone
and output from a directional speaker. This system can inhibit the speaker’s
speech without physical pain. This study is similar to the present study in that
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it inhibits a person’s behavior. These studies are considered to be methods to
inhibit the actions of those who want to act and protect others. In contrast, our
study would inhibit the actions of the users, and the users are protected.

3 Proposed Method

We implement eight user interfaces to prevent users from extravagance when
shopping. This chapter illustrates a model case at first that shows a targeted user
and a shopping situation. Then, we show our approach to preventing extrava-
gance. After that, we show eight interfaces implemented in the study.

3.1 Targeted User and a Shopping Scenario

John is a university student. He likes comic books and owns many of them. He
likes not only one kind of comic book but also several kinds of them. Whenever
he finds an enjoyable comic, he positively buys it. Therefore, he often needs help
with his money for eating.

One day, John decided to buy some comic books because new editions were
being released. He decided to buy four comic books, so he set his budget at 2,000
JPY (one comic cost about 500 JPY). He came to a bookstore and found the
four comic books. Unfortunately, he found a new enjoyable comic that he has
not seen before. He really wanted the comic book. So, he took five comic books
in total to the cashier. He paid for them with cashless payment and got the five
comics. When leaving the bookstore, he realized he had squandered, so he could
not have a lunch meal.

3.2 Our Approach to Preventing Wasteful Spending

In the above case described in Sect. 3.1, an extravagance was made by buying a
comic book that had not yet to be decided to buy before coming to the book-
store. This extra expense made him lose his lunch, which he should have expected
before paying. He should temporarily stop his purchase for further consideration.
However, it is difficult to inhibit his action when he is focusing on the comic book
and the payment application. Therefore, external inhibition is required to pre-
vent extravagance [8]. From past research, we noticed that a person would be
released from concentration when inhibited from his actions for about 2.8 s [2].
So, we take the approach that external inhibition is given to temporarily stop
his/her desire to buy it. The external inhibition diverts his/her attention else-
where so that he/she might consider buying it. Moreover, the external inhibition
must be less frustrating as well as prevent extravagance.

3.3 Implemented User Interfaces

We implement several user interfaces according to the approach in Sect. 3.2. The
user interface is designed to be less frustrating and prevents extravagance. In
this section, we implement eight user interfaces. The user interfaces would be
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Fig. 1. UI(1): Multiple taps for launching. It requires tapping multiple times to launch
a payment application.

Fig. 2. UI(2): Finding a correct button from dummies for launching. It requires finding
out the correct button among many fake ones.

launched before the mobile payment application launches. Users need to take
the action required by the interface before the mobile payment application can
start.

UI(1): Multiple Taps for Launching. Figure 1 shows U1(1), which requires
multiple taps to launch a payment application. The number of taps is determined
at random when launching a payment application. The more the number of taps,
the longer the period for launching.

UI(2): Finding a Correct Button from Dummies for Launching.
Figure 2 shows UI(2) that requires finding a correct button from dummies
to launch a payment application. Nine buttons are displayed, while one is
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Fig. 3. UI(3): Waiting for a fixed period to tap a button for launching. It requires
waiting a fixed period before tapping the button to launch the payment application.

Fig. 4. UI(4): Watching a movie before launching. It requires watching a movie to
launch a payment application.

correct for launching. If the correct button is tapped, the payment application
is launched. However, incorrect buttons do not allow launching.

UI(3): Waiting for a Period to Tap a Button for Launching. Figure 3
shows UI(3) that requires waiting for a period to tap a button to launch a
payment application. After the fixed period, the button is activated to be tapped.
Before activation, the button does not work.

UI(4): Watching a Movie Before Launching. Figure 4 shows UI(4) that
requires watching a movie to launch a payment application. The duration of
the video is 10 s. After watching the movie, the payment application will be
launched.
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Fig. 5. UI(5): Authentication with an e-mail address and password to launch a payment
application.

Fig. 6. UI(6): Entering the same string as that given at random. It requires inputting
the correct string to launch a payment application.

UI(5): Authentication with E-Mail Address and Password. Figure 5
shows UI(5) that requires authentication, which means a user inputs an e-
mail address and password to launch a payment application. Authentication
is required for every launch.

UI(6): Entering the Same String as that Given at Random. Figure 6
shows UI(6) that requires entering the exact string as that given at random. The
string consists of eight English characters and numbers.

UI(7): Completing a Puzzle Game. Figure 7 shows UI(7) that requires
solving a puzzle game by setting each piece to a correct position. The puzzle size
is 3 * 3.
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Fig. 7. UI(7): Completing a 3*3 puzzle game. It requires completing the puzzle to
launch a payment application.

Fig. 8. UI(8): Solving calculation problems. It requires solving three summation prob-
lems to launch a payment application.

UI(8): Solving Calculation Problems. Figure 8 shows UI(8) that requires
solving calculation problems. The type of problem is a summation. The number
of problems is three.

4 Comparative Evaluation Experiments Among
Implemented User Interfaces

This section describes comparative evaluation experiments among the imple-
mented eight user interfaces.

4.1 Purpose of the Experiment

We compared the eight interfaces’ effectiveness in preventing wasteful spending
and analyzed their frustration levels with users.
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Table 1. Scenario type used in the experiments.

No Location of store Reason to buy

1 Real store Because he/she is interested in it

2 Online store Because he/she is interested in it

3 Real store Because it is provided at reasonable price

4 Online store Because it is provided at reasonable price

Table 2. Scenario 1: shopping at a real store and buying something that a person is
interested in.

You go to buy a comic book that you want. Your budget is 2,000 JPY. At the store,
you find another comic book that you are interested in. After some hesitation, you
decide to buy the comic books that you originally planned to buy, and you find. You
bring them to the cashier.

4.2 Experimental Procedure

The experimental procedure was as follows.

1. Measure participants’ stress levels in the general state.
2. Let participants read a shopping scenario.
3. Ask participants to use an implemented user interface and imagine they are

actually paying before the cashier in the scenario they read.
4. Measure participants’ stress levels after using the user interface.
5. Ask participants to fill out a questionnaire after the experiment.

We recruited 25 university students to participate in the experiment. For
stress measurement in 1 and 4, we used Fitbit Charge 51. Fitbit Charge 5 mea-
sures a person’s stress level by Electro Dermal Activity. We prepared four types
of scenarios by considering the location of the store (actual store/online store)
and the reason why a person wants to buy it (because he/she is interested in
it/because it is provided at a reasonable price.), that are shown in Table 1. Used
scenarios are shown in Table 2, 3, 4, and 5. Five participants tested one user
interface with one scenario. Each participant answered one question about pre-
vention from wasteful payment with a 5-point scale (5 denoted the participant
decided to stop buying it, 1 represented he/she did not.)

4.3 Evaluation Method

We compared the implemented user interfaces with two points. The first one was
an average score on the questionnaire. The score of the questionnaire was given
a 1 to 5 score. The scores were averaged and compared among the implemented
user interfaces.
1 https://www.fitbit.com/global/us/products/trackers/charge5.

https://www.fitbit.com/global/us/products/trackers/charge5
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Table 3. Scenario 2: shopping at an online store and buying something that a person
is interested in.

You find a comic book you want at a discount on the Web store, so you decide to buy
it. Your budget is 2,000 JPY. While searching at the Web store, you find another
comic book you have wanted for a long time. You add the comic book you find and
that you have wanted for a long time in your basket. Then, you move to the payment
Web page.

Table 4. Scenario 3: shopping at a real store and buying something that is provided
at a reasonable price.

You go to a time sale at a supermarket. Your budget is 3,000 JPY. At the time sale,
you find a variety of foods. Everything is sold at a reasonable price. So, you add too
many foods to your basket. You bring them to the cashier.

The second was a difference in stress levels before and after using a user
interface. If the difference marks plus the score, it means the user interface gives
more stress. In contrast, a negative score means the user interface gives less
stress.

4.4 Experimental Results

Table 6 shows results about prevention from wasteful payment. The most effec-
tive interface in preventing waste was “UI(7): Completing Puzzles for Launch-
ing.”

Table 7 shows the user interface’s stress level. The interface with the lowest
stress value was “UI(7): Completing Puzzles for Launching.”

5 Discussion

We discuss three points by referring to the experimental results.

Table 5. Scenario 4: shopping at an online store and buying something that is provided
at a reasonable price.

You are looking for something good during the Prime Day sale on Amazon.com. Your
budget is 5,000 JPY. Then, you find something you have been interested in at a
discount. You add it to your basket even though it is over your budget. Then, you
move to the payment page.
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Table 6. Experimental Results of Preventing Wasteful Spending (Average of 5-point
Rating)

Real store Online store

Interested Reasonable Interested Reasonable Average

UI(1): Multiple Taps 1.4 1.6 1.2 2.4 1.55

UI(2): Finding a Correct Button 1.8 3.0 2.4 1.8 2.25

UI(3): Waiting for a Period 1.8 1.2 2.0 1.2 1.55

UI(4): Watching a Movie 1.2 2.6 2.4 3.6 2.35

UI(5): Authentication 1.2 2.8 2.4 2.8 2.3

UI(6): Enter the Same String 2.0 3.2 2.0 2.0 2.3

UI(7): Completing a Puzzle 2.0 2.6 2.6 3.4 2.85

UI(8): Solving a Calculation 2.8 1.8 1.6 2.8 2.25

Average 2.01 2.35 2.11 2.55 –

Table 7. Experimental Results of Stress using the Implemented User Interface. The
Average was the Difference between Before and After Using.

Real store Online store

Interested Reasonable Interested Reasonable Average

UI(1): Multiple Taps −0.2 −0.4 1.2 1.8 0.6

UI(2): Finding a Correct Button 1 1 2.6 1.6 1.55

UI(3): Waiting for a Period 3 −3.4 0.6 2.4 0.65

UI(4): Watching a Movie 0.8 2.2 0.6 1.8 1.35

UI(5): Authentication −0.8 3.4 1.8 2.6 1.75

UI(6): Enter the Same String −1.8 −1.4 −2.2 5.4 0

UI(7): Completing a Puzzle −2.4 0.6 0.2 −5.2 –1.7

UI(8): Solving a Calculation −5.4 2.6 −1.6 2.6 −0.45

Average −1.22 0.58 0.08 1.48 −

5.1 Prevention of Wasteful Spending

Table 6 shows that UI(7) was the most effective for the prevention of wasteful
spending. UI(7) requires solving a puzzle game to launch a payment application.
The participants enjoyed solving the game that distracted them from payment.
Therefore, they were prevented from wasteful spending.

In contrast, UI(1) and UI(3) were less effective in prevention. UI(1) requires
multiple taps, and UI(3) needs to wait for a period to tap for launching. The
button to be tapped was for launching a payment application. The participants
were engaged with the button until launching. They were not distracted by
interruptions from buying the targeted items. Therefore, they were not prevented
from wasteful spending.

From the above discussion, we found that wasteful payment could be pre-
vented if people were distracted from launching the payment application by
interruption by the user interface.
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5.2 Frustration of Using the User Interface

Table 7 shows that UI(7) was the less frustrating to use. As mentioned, UI(7)
requires solving a puzzle game to launch a payment application. Solving a puzzle
game is generally exciting and makes players fulfilled when completed. Therefore,
the participants felt less stress in using the user interface, so the difference in
stress levels was lower.

In contrast, UI(5) was the most frustrating to use. UI(5) requires authen-
tication with an e-mail address and password. The authentication needed to
be input from the keyboard. The number of inputting would be more signifi-
cant. The participants needed to concentrate on input, not make typing errors.
Therefore, the level of frustration was the highest.

From the above discussion, we found that the frustration level would be
suppressed if the task given by the user interface was exciting and fulfilled.

5.3 Difference of Wasteful Spending Prevention Between Scenarios

We discuss the differences in wasteful spending prevention between scenarios.
Table 6 shows that the effect of wasteful spending prevention at an actual

store was more significant than that at an online store. Shopping at an actual
store is more likely to make wasteful spending than those at an online store [9].
The experimental results denoted that the interruptions by the user interfaces
had more effect on shopping at an actual store.

Table 6 also shows that the effect of wasteful spending prevention for items
sold at a reasonable price was more significant than that for items interested in
by the participants. The participants commented that buying an exciting item
was not wasteful, even if their budget was over. Therefore, we must examine
intensively how to distract them from buying interested in items when their
budgets are over.

6 Conclusion

This paper proposed an approach to prevent wasteful spending in cashless pay-
ment applications. The approach uses the external inhibition user interface to
distract people’s paying behavior for several seconds to make them reconsider
their buying decision. In this paper, we implemented eight user interfaces to dis-
tract users’ attention from the payment process. In the evaluation experiments,
we gave a shopping scenario to a participant and asked the participants to use a
given user interface. Then, they answered the questionnaire about the prevention
of wasteful spending and measured their frustration levels when using the user
interface. Experimental results showed that the participants could be prevented
from wasteful spending with less frustration if a user interface gave an exciting
and fulfilling task.
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Abstract. Public educational institutions are increasingly confronted with a
decline in the number of applicants, which is why competition between colleges
and universities is also intensifying. For this reason, it is important to position
oneself as an institution in order to be perceived by the various target groups and
to differentiate oneself from the competition. In this context, the brand and thus
its perception and impact play a decisive role, especially in view of the desired
communication of the institution’s own values and its self-image, the brand iden-
tity. To this end, emotions serve as an approach to creating positive stimulation
and brand loyalty.

Keywords: Empirical research · Emotional Communication · Emotional
Interaction · Target Group Oriented Communication

1 Relevance and Status Quo

Emotions are relevant in verifying a brand’s impact and to what extent it is aligned with
the brand identity that is being applied. Surveys and interviews with the various target
groups are intended to provide information on the emotional impact of the brand of
a public educational institution. In addition, the aim is to answer questions about the
perception, emotions or the position of educational institutions in their surroundings
and to capture the different feelings of the individual target groups for the best possible
communication classification.

Over the past few years, competition between universities has intensified, which is
why competitive and also intensive behavior, as well as corresponding external commu-
nication, are becoming increasingly important. Universities recognize the necessity, not
only due to the performance-linked allocation of financial resources, but also existing
consequences with regard to the different target groups. The perception of existing and
potential target groups has a profound impact on the acceptance and position of the
respective university in society [1]. As a result, universities are currently increasingly
addressing the fact that the brand plays a significant role in positive perception and
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increased competitiveness. In addition to creating a profile at various levels, strategic
positioning is an element of distinguishing oneself among the competition. The design,
communication and being of the guiding principles, strategy and sense of brand, to name
but a few, is considered a requirement for establishing a successful university brand [2].

A brand, meaning the identification or labeling of a product, a company or an insti-
tution, not only reflects a specific quality or functional feature, but is also a sign of
self-expression, self-presentation or even selfassurance [3]. The self-image of a brand,
called brand identity, which reflects the actions of the internal target group, is mutual to
the external image of a brand, the brand image, which embodies the external perception
[4]. The significance of a brand influences information processing, judgment and, as a
result, the behavior as a consequence of brand perception. Accordingly, perception and
impact are a key factor for acceptance and awareness [3]. As a result, self-image and
image should always correspond in order to express what the brand represents and how it
should perform to the public [5]. In the field of brand management, it is therefore impor-
tant to create a positive brand image and to recognize the need for constant adjustments
in the course of change over time [3].

When it comes to determining the perceived impact, it is often easier for people
to use self-relevant functions of a brand, i.e. characteristics of the brand personality,
for describing it [3] and therefore to express the perceived emotions, which reflect the
impact of the external image to a greater extent.

2 Emotions and Their Application in Communication

2.1 Theories of Emotion

Internal and external stimuli induce alterations of the nervous system, which are
also known as emotion [6]. According to this, emotions are ubiquitous and describe
strong motivational systems for automatic situation assessment and reaction [7], which
influence over 70% of our decisions [8].

Despite their ubiquity, there is no single definition for the concept of emotion, yet
Kleinginna and Kleinginna (1981) encountered 92 different definitions in the course of
their research [9]. Vogel (2007) justifies this in terms of the broad spectrum of emotion
theories and the fact of the subjectivity and complexity of emotional phenomena [10].

The two-factor theory according to Schachter/Singer refers to the physiological acti-
vation as a result of an emotional situation, which provides information about the exis-
tence of an emotion and its intensity [11]. However, Scherer emphasizes, within the
framework of his component process model and his appraisal theory, the aspect of sub-
jectivity of emotions triggered by a stimulus. The components (organismic subsystems)
he refers to are crucial in determining behavioral responses to events. [12].

Scherer describes emotions as “an episode of interrelated, synchronized changes in
the states of all or most of the five organismic subsystems as a reaction to the appraisal of
an external or internal stimulus event that is relevant to the organism’s main concerns.“
The states of subsystems, also known as components, include cognition, physiological
regulation, motivation, motor expression, and monitoring/feeling, which evaluate exter-
nal or internal stimulus events triggered by emotions. These events are “analyzed” by
the organism in terms of their relevance which leads to a reaction. The requirement for
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doing so is the relevance of the event and its consequences for the organism and thus the
satisfaction of needs and the fulfillment of objectives [12].

According to the appraisal theory, “the importance of subjective evaluations and
appraisals” become evident and indicate the influence of personal values, goals, and
desires and the neglect of objective perception on the occurrence of emotions [12, 13].
Based on different sets of criteria, the Stimulus EvaluationChecks (SECs), which refer to
the emotion eliciting process, emotions “can be seen as a mediating interface between an
environmental input and behavioral output” [12]. Scherer states that the central appraisal
purposes justify the following four SECs [12]:

1. Relevance: How relevant is this event?
2. Implications: What are the implications of this event and how do they affect the

respective goals?
3. Coping potential: How well can the event be coped with?
4. Normative Significance: How important is the event in terms of social norms and

values?

Following the subjective assessment of a situation, the individuality of each SEC can
be recognized. These impressions are shaped by internal factors, such as the extent and
direction of motivation and individual differences, or by external factors, e.g., culture
and norms [12].

Besides considering emotional phenomena as they are considered in Scherer’s com-
ponent process model, the involvement of affective phenomena is also important for
interdisciplinary research, which is why a differentiation of affective phenomena from
emotions should be drawn on the basis of affect types as follows [14]:

• Preferences: Evaluation in terms of liking or disliking a stimulus.
• Attitudes: Enduring beliefs and dispositions; classified into cognitive, affective, and

motivational components.
• Moods: Often evoked without apparent cause; typically of low intensity, but in many

cases of long duration.
• Disposition to affect: Tendency to experience a mood or type of emotion frequently.
• Interpersonal attitudes: Triggered by specific events and rarely spontaneous assess-

ments.

2.2 Media-Generated Emotions

Emotions can be triggered and thus avoided both passively and actively, which is possible
through the use of media. Here, the two approaches, the Construct of (Tele)Presence and
the Three-Factor Theory according to Zillmann (2004) shall provide insight. Telepres-
ence describes a certain state during the experience of media content. It involves taking
the recipient to a place of virtual reality by generating emotions comparable to real-life
situations [15].

Moreover, the Three-Factor Theory indicates memories as an essential component
in emotional reactions, i.e., stimulus-response connections, which is why iconic or sym-
bolic or linguistic representations can be used as triggers. The three factors, "dispositional
or behavioral, arousing or energizing, and experience components," have different time
courses and, because of their interacting effects, produce intensified emotional responses
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and thus more intense experience [15]. Schwender (2007) also recognizes memories,
evoked by specific images and sounds, as sufficient for creating emotions [16].

Emotional elements of images evoke effects such as so-called climatic or experiential
effects. Climate effects occur peripherally and lead to an emotional image perception,
whereas dominant or centrally placed image elements create experience effects. The use
to create emotional effects by means of communication devices is done by a frictionless
application of these elements [17].

Within the perception of audio-visual media, the evaluations of an individual are
also responsible for emotional reactions, in view of adopting perspectives, the so-called
Theory of Mind (putting oneself into the mental state of one’s counterpart), empathy
and perception, and reaction of the observer [18].

We are able to understand the mental state of our counterpart or of another person.
Due to the pure imagination of the state, since it is not possible that one can have an
insight of the other person’s mind, one speaks of a theory - the Theory of Mind. Through
expressions of emotion in the mimics and gestures of a communication partner or a
person to be seen, i.e. through signs, the intentions and thoughts could be interpreted.
This way, actions in fictional stories can also be interpreted by the viewer in terms of
thinking, knowledge, and intentions [18].

Due to the human predisposition and ability to empathize with other people and
empathize with their emotional state, feelings are triggered empirically within, which
is evoked by witnessing a certain behavior of a third party, e.g., when another person
is crying. Accordingly, empathy is linked to the Theory of Mind, which allows us to
gain a glimpse of what is occurring in the minds of others. As a consequence thereof
and the empathy caused, emotions arise from experiencing emotions of others, “which
we can assume are those of the other person”. That recreation of emotions provides
comprehension of other’s sensations, thoughts, and actions [18].

Themental processing of impressions determines the different interpretations of per-
ceptions. Depending on the emotional state, the perception or processing of information
received from the environment, such as sounds, sensations of cold or heat, or lighting
conditions, varies. Our brain ascribes meaning to the impressions by transferring expe-
riences and predispositions to the perceptions. Emotions that subsequently arise during
perception are part of the interpretation of the world’s impressions [18].

2.3 Emotional Communication Policy

Communication policy has a major role in marketing and carries out the task of selecting
and determining the appropriate conditions and distribution channels. It is essential
to provide information to potential customers on the exact products offered and the
conditions, as well as to notify as to where and how they can be found.

However, communication is not just about focusing all actions on aparticular product,
service and potential customer. Proper communication also includes the consideration
of the complex environment “with which a company is in constant communication”
and which can have a significant impact on the nature of communication and ultimately
the perception of the company and its offerings. Furthermore, the environment consists
of any business relationships related to the company, which is why the goal of com-
munication policy and the appropriate orientation of all activities is the transmission
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of all product and company information to existing and potential customers. The core
should be the establishment of ideal conditions to satisfy customer needs, such as market
transparency or the creation of a decision-making framework [19].

When planning the appropriate communication policy, it is important to consider the
following questions [19]:

1. Communication subject: With whom do we want to communicate?
2. Communication object: What do we want to communicate? For example, is it about

individual products or about the company as a unit?
3. Communication process: Which procedure do we choose to communicate with

our communication partners? How should the communication relationships be
structured?

Thereby, it is helpful to work through the elements of communication policy [19]:

• Communication object (Who, Whom or What?)
• Communication target group (To whom?)
• Communication message (What?)
• Communication activity (How?)
• Communication area (Where?)
• Communication timing (When?)

Definition of Target Groups. A target group consists of all people and organizations
that should be reached by the company and whose needs should be fulfilled by means
of the portfolio. For a target group-oriented approach, addressing the entirety of the
stakeholders is generally helpful to divide them into smaller groups that are similar, for
example, in terms of their behavior, needs, interests or characteristics. Instead of focusing
solely on sociodemographic criteria such as age, gender, and place of residence, it is
advisable to include characteristics and traits and also to define a clear line of demarcation
to non-customers. The following characteristics can be distinguished, and also combined:
demographic characteristics, geographic characteristics, psychological characteristics,
group-specific characteristics [19].

Key questions for defining the target group could be [19]:

• Who do we create value for with our portfolio of offerings?
• Who are our most important customers?
• What are their needs?

Determining the target group is about identifying the people who have a need for
my offerings and are both willing and able to realise a purchase intention. When plac-
ing advertisements, relevant people affected can be divided into the following groups
according to the intensity of the advertising effect [19]:

1. Advertising addressees: Actual target group to which the advertising is directed.
2. Advertising-affected persons: Group that has been in contact with the advertising and

has thus been reached by the advertising.
3. Advertising impressions: Group that has consciously or unconsciously perceived the

advertising.
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4. Advertising rememberers: Proportion of those touched by the advertising who can
remember the advertising object and its characteristics at a later moment (actively or
passively).

5. Advertising agent: Percentage of the advertising audience that actually buys the
advertising object.

6. Advertising transmitters: Percentage of advertising recipients who do not buy the
advertising object themselves (perhaps because there is no need for it), but who pass
on the advertising content.

Nevertheless, one should note that in the field of advertising, the groups mentioned
can also overlap and, in addition, a certain amount of loss of intensity cannot be entirely
excluded, as it can never be assumed that the entire target group has been reached with
the selected advertising. Thanks to the use of onlinemarketing (online advertising, social
media marketing, etc.), it is possible, however, to significantly reduce stray losses and,
by collecting customer-specific data, to address individual messages, i.e., personalized
advertising, to the target groups. This allows real-time advertising based on click behav-
ior, and also results in immediate feedback regarding the success of the advertising and
the acceptance of the customers [19].

Precise knowledge of the target group is the basis for the company’s strategy, its range
of products and services, and the creation and establishment of a brand, which is why
the instrument of brand policy plays an important role in the context of communication
policy. Understanding what brand identity, i.e. what self-image my company has and
how I want to be perceived by the public is essential. Brand identity reflects the internal
target group’s actions and is interdependent with the brand image, which embodies the
external perception. It is important that identity and image correspond in order to create
a brand and to strengthen its meaning in the target group’s minds.

The significance of a brand has an impact on information processing, judgment and
consequently behavior as a result of brand perception, which is why both perception and
impact are the basis for the acceptance and awareness of my company and my portfolio.
Due to aforementioned, it is the task of brand management to create a positive brand
perception and to identify any necessary adjustments as a soon as possible.

3 Measuring Emotional Perception

3.1 Theoretical Models for the Classification of Emotions

There is a wide range of different methods for measuring and classifying emotions. The
methods described in this paper can be applied in the context of surveys. Important
factors are ease of use and the recognition of concrete emotions.

The Affect Grid by Russel (1989) is a single-item scale, which has the advantage
of having a short and repeatable procedure. Other scales, usually multi-item checklists
or questionnaires, are comparatively more time-consuming and complex in design. The
Affect Grid allows the assessment of two affect dimensions; pleasure and displeasure
or arousal and sleepiness. It is suitable for identifying discrepancies and their impact or
monitoring mood patterns and effects [20].
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The Circumplex Model simplifies individuals’ ability to describe the characteristics
of, for example, a brand personality by providing predefined terminology. Surveys enable
the identification and measurement of emotions by means of self-description, among
other methods. People are aware of emotions, which is why they can be defined visually,
described verbally or classified according to one of Russell’s dimensions (see Fig. 1)
[21].

Fig. 1. Russell’s circumplex structure of emotions (1980) [21].

Moreover, Peters and Slovic (2007) studied affective asynchrony and among them
different types of measures, based on differentiated conceptualizations. This involves
considering affective attitudes that are influenced by emotions, such as “holistic reactions
to objects” or reactions triggered by spontaneous impressions of the object, “bipolar or
unipolar structures, or discrete emotional evaluations, e.g., angry, happy, or a general
valence, e.g., good, bad” [22].

Separating positive and negative affects permits better prediction or understanding
of attitudes and behaviors. Often, people are not aware of their “own “true” attitude
towards an object or situation” and rather construct a, resulting from existing internal
and external indicators, value. [22] Past research has been conducted according to the
following scheme [22]:

• “Please think about the word ‘church’ for a moment.
• When you hear the word ‘church’, what is the first word or image that comes to mind?
• Still thinking about ‘church’, what is the next word or image that comes to mind?
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• What is the third word or image …?”

A further recording of physical changes unifies the three components subjective,
physiological and behavioral following Sokolowski [23], one of the most common
methods for measuring emotions.

Nevertheless,BIASeffects cannot be excluded, especially in procedures of subjective
experience aspects such as questionnaires. There are risks of demand characteristics and
the time lag between the emotion’s arising and answering or completing a questionnaire,
which iswhy stimuli cannot be directly attributed [24]. Similarly, implicit procedures that
take physiological measures into account have the possibility of bias, since, depending
on the physical measure, e.g., skin conductance, it is just possible to infer a person’s
physical reaction and not the emotion that was evoked during perception [10].

3.2 Methodology for the Assessment of Emotional Impact According to Slovic

The affective component of attitudes should be conceptualized and measured. Measure-
ments were made in three studies based on different conceptualizations and were then
compared.Affective attitudes can be (1) holistic responses to objects or responses derived
from spontaneous images of the objects; (2) bipolar or unipolar in structure; and finally,
(3) discrete emotional evaluations (e.g., angry, happy) or more general valenced evalu-
ations (e.g., good, bad). The results also provided support for the hypothesized effect of
affective asynchrony. In particular, reduced affective measurement, which requiredmore
reflection, was shown to cause the correspondence between the affective component and
the intended behaviors/attitudes. The measurements were conducted as follows [22]:

Measure 1. Participants rank their feelings toward the image they have of an object
by choosing from a range of numbers −2 (very negative) to + 2 (very positive).

Measure 2. Unipolar picture-taking, picture-based, unipolar, and valenced. Partici-
pants describe their feelings about an object on a scale from 0 (not at all negative) to −
2 (very negative) and on a scale from 0 (not at all positive) to + 2 (very positive). This
allows one to rank feelings that are both positive and negative about an object.

Measure 3. Holistic, bipolar, and valenced assessment. Participants choose between
two bipolar valenced pairs (dislike/like and bad/good) and decide on a scale from−3 to
+ 3.

Measure 4. Holistic unipolar valenced ratings. Using four unipolar valenced terms
(like, good, dislike, and bad), feelings toward the object are to be ranked on a 4-point
scale ranging from 1 (disagrees/describes) to 4 (fully describes).

Measure 5. Holistic, bipolar, discrete emotion rating measure. Participants rank their
emotions using a 7-point scale ranging from −3 to + 3 for eight bipolar discrete emo-
tion pairs (i.e., love/hate, unhappy/joyful, sad/happy, pleased/annoyed, anxious/calm,
relaxed/tense, interested/bored, and angry/satisfied). In addition, the left/right orientation
of the positive/negative pairs has been alternated.

This paper includes a consideration of emotional communication and findings from
two empirical studies to classify the emotional impact of an exemplary public educational
institution. The Peters and Slovic approach was used as a design framework.

Subjects. This initial study was conducted with the university’s stakeholders. Internal
stakeholders are students of the university as well as employees and professors, whereas
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external stakeholders are pupils, the society and companies. A total of data has been
collected so far from 108 company contacts, 168 pupils, 106 students, 147 employees
and professors, and currently 91 people of the society.

Questionnaire. Study 1 served to collect terminology for describing public educational
institutions using the example of a given university. In this way, a first impression of the
perception on the different target groups, i.e. pupils, students, employees and professors,
companies and society, became apparent. The survey, which was conducted with the
online tool LimeSurvey, first asked the respondent whether he or she knew the university,
so that any subsequent correspondence between knowledge and perception could be
investigated. The respondent was invited to think of the institution, describe it in three
words, and indicatewhat emotionswouldbe associatedwith the institutionwhen thinking
of it. The survey resulted in the following collection of terms. They contain of the most
recent analysis of data from the surveys of companies with 314 mentioned terms, pupils
with 304 mentioned terms, and students with 189 mentioned terms.

Results. We identified the eight most frequently mentioned terms of each target group
(see Table 1) and use them as the basis for Study 2, which addresses the emotional
classification of these terms. Differing from the research of Peters and Slovic, who had
the object and the associated thought evaluated by the same person, an evaluation is
provided by the other target group in each case. The reason given is that a questioning
of the same person is not possible anyhow due to the anonymous online survey and,
in addition, the investigation of a cross-target group effect, and thus not a purely target
group-specific classification, is being pursued.

Table 1. Overview of the most frequently mentioned terms describing the respective University.

Term Number of
denominations

Percentage of
Frequency by
Participants

Percentage of Frequency
by Total of Words

Companies

innovative/innovation 20 18,52% 6,37%

regional 14 12,96% 4,46%

modern 12 11,11% 3,82%

open minded 11 10,19% 3,50%

down-to-earth 11 10,19% 3,50%

professional 11 10,19% 3,50%

organized 12 11,11% 3,82%

reliable 10 9,26% 3,18%

(continued)
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Table 1. (continued)

Term Number of
denominations

Percentage of
Frequency by
Participants

Percentage of Frequency
by Total of Words

Pupils

modern 43 25,60% 14,14%

organized 28 16,67% 9,21%

informative 16 9,52% 5,26%

interesting 13 7,74% 4,28%

big 13 7,74% 4,28%

friendly 11 6,55% 3,62%

easy to navigate 11 6,55% 3,62%

practice-oriented 10 5,95% 3,29%

Students

modern 16 15,09% 8,47%

cooperative 8 7,55% 4,23%

diverse 6 5,66% 3,17%

beautiful 6 5,66% 3,17%

technical 6 5,66% 3,17%

friendly 5 4,72% 2,65%

familiar 5 4,72% 2,65%

organized 5 4,72% 2,65%

Study 2 reflects the setup by Peters and Slovic, except for more detailed intros
and wording of the questions, see Fig. 2. This is due to the fact that the survey is
carried out online and not in person, so any uncertainties and follow-up questions cannot
be addressed. In addition, there is an increased risk that the respondents might not
understand the intention of the question and therefore be unable to answer it because of
their non-specialist background.

While the data from this study is still currently being conducted and analyzed, some
challenges and difficulties are already apparent at the time of the surveys and will be
considered below.
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Fig. 2. Excerpt of the questionnaire in German.

4 Discussion and Final Evaluation

In the framework of our research on the emotional impact of public educational insti-
tutions, two studies were conducted with the different target groups. These are pupils,
students, the staff, companies (as an environment and in the context of cooperation) and
society. Each stakeholder group perceives the public educational institution and has an
influence on its affect. Thus, in order to choose the appropriate communication policy, it
is necessary to build an understanding of each, yet so different, target group, their needs
and behavior.

To reach the large number of people, we performed a written online survey for both
studies, in accordance to Slovic. In the first study, respondents were asked for their image
regarding the institution by using adjectives to describe it. Finding terms to describe that
image they had of the institution (external image of the brand) proved to be of no difficulty
for them. The results also showed an increased similarity in the choice of terms and allow
initial assumptions regarding a cross-target group classification of the external image.

The second study, however, was more complex, dealing with the emotional classifi-
cation of the terms, as described in Sect. 3.2. Because of the written and thus impersonal
survey, there were challenges on behalf of the participants in comprehending the ques-
tions and therefore a "correct" classification. Talking to some respondents showed that
they found it difficult to attribute emotions and emotional orientations to the terms or an
object. Thiswould have requiredmore detailed explanations and guidance in responding.
However, such risk occurs when conducting an online survey, which is not face-to-face,
and must be taken into account when interpreting the results.

Creating a suitable offer, addressing the needs of customers and establishing an
external image that matches the self-image, the company’s own identity, requires an
understanding of the market and, more importantly, of the target group. This paper
indicates the relevance of an emotional orientation of the communication policy and
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the active inclusion of the target group. Beyond that, the use of different methods and
models enables target group-oriented communication, a suitable advertising presence
and more personal interaction with customers.

However, the research also revealed the complexity of emotional factors and the dif-
ficulty in using written surveys. Due to the aggravated conditions of contact restrictions
during the realization, future studies should be adapted in their design and procedure.

In the case of public educational institutions, which have a large number of dif-
ferent target groups that are extremely diverse in their characteristics and factors, the
focus should be directed at one or two essential target groups that are decisive for
entrepreneurial success. By focusing on fewer target groups, a final examination of the
effect of implemented communication activities based on the results on this target group
is both easier and more effective for the development of optimized marketing activities.
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Abstract. In an era of knowledge-based economy, commercialized research and
globalized competition for talent, the creation of innovation ecosystems and inno-
vation networks is at the forefront of cities’ efforts. The success of both top-down
implemented innovation district and community-level innovation ecosystems is
complex and has not been well examined. Yet, limited data shed light on the asso-
ciation between indicators and innovation performance on a smaller scale than
regional. In this context, public authorities, private organizations, and academics
respond to the question of themost promising indicators that can predict innovation
with various innovation scoreboards. The present paper initiates the discussion by
focusing on the following research query: Inwhatmanner canwe harness real-time
big datasets from unconventional sources to detect novel indicators of innovation
and augment the prevailing toolkits for assessing innovation? For this purpose,
the city of Boston has been selected as a case study to reveal the importance of
its neighborhood’s different characteristics in achieving high innovation perfor-
mance. The study uses a large geographically distributed dataset across Boston’s
35 zip code areas,which contains various business, entrepreneurial-specific, socio-
economic, and other types of data that can reveal contextual urban dimensions,
with the ultimate goal to incorporate the new innovation indicators derived from
the non-traditional datasets into an integrated assessment framework. Addition-
ally, to depict the level of innovation in specific zip code areas, novel metrics
associated with innovation locations are put forth. The findings of this analysis
seek to establish a new innovation index that can generate innovative analysis
models applicable in various scenarios. Leveraging the knowledge extracted from
non-traditional datasets, the objective is to provide valuable insights for strategic
decision-making, resource allocation, and the management of innovation endeav-
ors. This study contributes to the ongoing discourse on innovation by introducing a
new theoretical framework that elucidates the connections between urban context,
socio-economic characteristics of cities, and innovation performance.
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1 Introduction

Over the last decades, innovation has increased its importance within the pattern of eco-
nomic growth, moving to the central stage of economists and policymakers concerning
the factors that enable the process. According to the “innovation-based growth theory”,
economic prosperity results from increase in knowledge, scientific and technological
improvements, along with the development of an effective private-public partnership.
The origin of the innovation-based growth models goes back to Romer [1–3] where
growth is driven by specialization and increasing division of labor. Innovation perfor-
mance is therefore considered a crucial determinant of competitiveness and national
progress in the 21st century globalized economy [4]. Cities and innovation are nowa-
days strongly linked. The emerging trend of innovation districts globally is another
indication of cities’ efforts to become a favorable globalized environment for innovation
to prosper.

Although there are research studies attempting to examine the dynamics that lie
behind the creation of an innovation district, less emphasis has been given on the syner-
gies and socio-economic characteristics of the actors coexisting in the district or being
involved in its development process. The existing empirical studies are qualitative case
studies, such as those by Spigel in Canada [5] and Mack and Mayer in the US [6] and
studiesmeasuring innovation ecosystemswith quantitative data, such as the study byÁcs
et al., 2014; and Radosevic and Yoruk, 2013 [7, 8] and several others mostly focusing
on national and regional level [9, 10].

This research area still lacks empirical evidence at a smaller than regional scale,
and more specifically at the functional region and city level. Several scholars support
that there is substantial variation between different localities of the same region [11,
12]. Local innovation indexes are considered to be useful sources of information for
policymakers, given the fact that microregions appear to have specific strengths and
weaknesses in terms of innovation and therefore they face specific problems and require
differentiated policies even within a given region [13, 14].

Autant-Bernard & LeSage have also identified that innovation performances change
dramatically between different areas within a region [15]. In the same direction, Porter
supports the idea that a country’s innovative capacity depends on the more specific
innovation environments present in a country’s industrial clusters, whether firms invest
and compete on the basis of new-to-the-world innovation depends on themicroeconomic
environment in which they compete, which will vary in different fields [16].
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Other studies have also highlighted the significance of location in fostering innova-
tion within an ecosystem. The article “The Geography of Innovation” by Mark P. Feld-
man, published in 1994, explores the relationship between geography and innovation,
focusing on the spatial patterns and processes of innovation [17]. Feldman emphasizes
that innovation is not evenly distributed across geographic areas but exhibits spatial
concentration. Feldman discusses the role of geography in shaping innovation systems
and identifies various factors that contribute to spatial patterns of innovation, but also
emphasizes the importance of spatial proximity in facilitating knowledge flows, inter-
actions, and collaboration among actors involved in innovation. Geographic proximity
enables the exchange of tacit knowledge, and the development of social networks, which
are crucial for innovation.

Feldman’s article emphasizes that understanding the geography of innovation
requires considering both the internal dynamics of regional innovation systems and the
external linkages and interactions with other regions. Globalization and the exchange
of ideas, technologies, and resources across regions, institutions and innovation clus-
ters play a significant role in shaping innovation patterns. By studying and leveraging
these dynamics, policymakers and researchers can develop strategies and policies to
support and enhance innovation within specific regions, leading to economic growth
and development.

Audretsch and Feldman support that the geography of innovation and production is
influenced by the presence and extent of R&D spillovers [18]. They argue that knowl-
edge spillovers are more likely to occur and have a greater impact when firms or institu-
tions are in proximity to each other. This proximity facilitates face-to-face interactions,
knowledge exchange, and collaborative activities. The authors also discuss the role of
localized factors, such as the availability of specialized inputs, skilled labor, and support-
ing infrastructure, in shaping the geography of innovation and production. They argue
that these localized factors contribute to the agglomeration of economic activities and
create clusters of innovative firms or industries in specific regions.

In the article “The New Economics of Innovation, Spillovers and Agglomeration: A
Review of Empirical Studies”, Feldman focuses on the concept of knowledge spillovers,
which refers to the unintended transfer of knowledge and ideas between firms or indi-
viduals [19]. Feldman reviews empirical studies that investigate the extent and impact of
knowledge spillovers on innovation and economic performance. These studies provide
evidence that proximity between firms or individuals facilitates knowledge flows and
enhances innovation outcomes.
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In this context, the ‘innovation ecosystem’ concept has grown in popularity during
the last twodecades. This term refers to the collective network of researchers, institutions,
organizations, and resources within a specific geographical area. The interaction and col-
laboration among these elements are crucial for innovation to flourish.When researchers
can build upon each other’s knowledge, inventions, and discoveries, it creates a positive
feedback loop where innovation begets more innovation.

For instance, an ecosystem that fosters collaboration and knowledge exchange by
providing shared research infrastructure, which allows both university and private sector
researchers to work together, can potentially achieve a higher rate of innovative output.
This collaborative environment enables researchers to leverage diverse perspectives,
expertise, and resources, leading to more breakthroughs and advancements. In contrast,
an ecosystem that invests a similar number of resources but lacks effective collaboration
and operates with rigid institutional boundaries or silos may impede innovation.

In summary, it gets clear that the success of individuals is influenced not only by
their own abilities but also by the collaborative and knowledge-sharing environment
created by the ecosystem. The configuration of the ecosystem, including the interactions
between its components and the norms that govern them, can significantly impact the
overall rate of innovation within that ecosystem.

Boschma and Frenken argue that economic geography should embrace an evolution-
ary framework to better understand the dynamics and processes of economic develop-
ment [20]. They highlight that traditional economic geography has mainly focused on
static spatial patterns and has not fully captured the dynamic nature of economic systems
and their evolutionary trajectories. Furthermore, the authors address the methodological
challenges of incorporating an evolutionary perspective into economic geography. They
argue for the use of quantitative methods, such as spatial econometrics and agent-based
modeling, to capture the complex dynamics and interactions between economic agents
and spatial contexts and better understand the processes of economic development and
spatial patterns. In the same direction, our study focuses on assessing the dynamic char-
acteristics of the innovation ecosystem, such as the concentration of diverse populations
and land uses.
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1.1 Research Goals

The current paper firstly discusses literature on innovation assessment in order to define
the research question context and the innovation strategies cities put into action to become
ecosystems for innovation and entrepreneurship. It builds upon previous efforts to iden-
tify new ways and more efficient technological tools to understand the dynamics of
neighborhoods with high innovation performance [21]. A previous study suggested that
the existing metrics-based toolkits focus mainly on innovation indexes from a top-down
perspective and hardly measure at a smaller than the regional scale, almost neglecting
the fact that innovation is mainly built from bottom-up processes.

This study focuses on innovation success factors at the urban functional area and
city level, given the fact that these are generally seen as the most adequate levels of
analysis in terms of proposing policy [22, 23] and nurturing entrepreneurship [24–26].
We aim to develop an integrated assessment framework by incorporating the new inno-
vation indicators derived from the non-traditional datasets into an integrated assessment
framework. By combining these new indicatorswith existingmetrics andmethodologies,
we aim to create a holistic approach to evaluating innovation. This framework should
provide a comprehensive view of the innovation landscape and support decision-making
processes. Innovation trends evolve rapidly. By utilizing real-time, dynamic big datasets,
we could establish a system to monitor the identified innovation indicators on an ongo-
ing basis, then create alerts or dashboards to track changes, detect emerging ecosystems,
and identify potential opportunities or risks. The insights gained from the non-traditional
datasets can inform strategic decisions, resource allocation, and innovation management
efforts, uncover new patterns and trends.

Our analysis section is divided into three parts corresponding to three scales of
inquiry. Initially we provide a short literature review on innovation success factors and
more specific initiatives implemented by the city of Boston towards this direction. Then
Boston’s neighborhoods were looked at zip-code level in regard to their business activity.
We elaborate on the creation of a dataset consisting of the start-up activity, business
permits with the census id of each business, merged with other socio-economic data
published by the Census Bureau and other Boston GIS files. We propose a model that
captures key factors that have strong influence on innovation performance across the
different neighborhoods. After explaining the method, we check the results and generate
a few tables and maps emphasizing Boston’s neighborhood characteristics and their
correlations with high business activity and start-up presence.
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This study uses a big data analytics strategy as our main method, ultimately resulting
in a critical explanation of our own proposals for detecting innovation determinants. In
support of this effort, data has been collected from several open-source web mapping
and other types of platforms for entrepreneurship, demographics, socio-economic data,
and land use.

Finally, in the findings section, we briefly explain the outcome of this paper, to
respond to our research question. The immediate locale of each neighborhood was
explored to weigh the advantages and disadvantages of their respective environments
for entrepreneurs and innovation activity, but also the socio-economic characteristics,
in a way to better understand the high concentration of innovation hubs, incubators,
accelerators at specific areas of the city. By highlighting the different neighborhoods’
distinctive socio-economic features, strengths, and shortcomings, we aim at providing
a conceptual discussion of the notion of a new Innovation Index and elaborate why and
how entrepreneurship shows systemic characteristics at the local level.

More specifically, the paper sets out the findings of the study as follows: Sect. 1
introduces the topic of the existing innovation indicators and the level of innovation
assessment and identifies the gap for empirical evidence at the urban functional area
(local) level. (Sect. 1.1); The section also describes the main research goals and proposes
a theoretical framework that will provide support to policymakers to improve the current
tools they use to better understand the success of innovation districts (Sect. 1.1). Section 2
analyzes the indicators already discussed in literature (Sect. 2.1), which are considered
important ingredients for successful innovation districts. It also contains an analysis of
Boston’s neighborhoods as local clusters of innovation (Sect. 2.2) and discusses previous
studies assessing Boston’s neighborhoods in terms of their entrepreneurial and socio-
economic characteristics. Section 3 attempts at introducing a new method for analyzing
innovation determinants by incorporating publicly available datasets with the creation of
a customized dataset concerning innovation. For this purpose, information was scrapped
from the web and queried from different apis. Those extracted features are used as
innovation indicators and their connection with the available socioeconomic data is
examined at the zip-code level. It also contains an overview of all open-source datasets
and features used for this analysis (Sect. 3.1) and visualizations of all the study’s key
findings that indicate feature collinearity and neighborhood patterns (Sect. 3.2). Section 4
discusses the main constraints we faced during our research presented in Chapter 3.
It concludes with recommendations for improving our method for the prediction of
innovation determinants.
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2 Previous Studies Assessing Innovation Determinants at the Local
Scale: Literature and Theory Framework

After exploring the broader issues related to the necessity of measuring innovation per-
formance at the local level, we will now delve into the specific factors that determine
innovation, as mentioned in the literature. A previous study has evaluated various inno-
vation indicators compiled by renowned institutions such as the GEDI Institute (Global
Entrepreneurship Index), the European Observatory for Clusters and Industrial Change,
the Kauffman Foundation Research Series on City, Metro, and Regional Entrepreneur-
ship, the World Economic Forum, Global Innovation Index (GII). Several institutions
provide rankings for countries based on their innovation performance, considering var-
ious indicators such as research and development (R&D) investments, patent filings,
and knowledge transfer. Even though most of the institutions focus on national, there
are few that provide an Innovation Index at the city level, such as the one developed
by 2thinknow. This index helps identify cities that foster an environment conducive
to innovation and highlights emerging innovation hubs. Additionally, Innovation Cities
Program, initiated by the Intelligent Community Forum (ICF), focuses on identifying
and promoting cities that exhibit high levels of innovation and sustainable economic
growth.

Regarding the successful spatial aspects of innovation, the Brookings Institution
offers insights into the emerging urban model known as the “innovation district” [42].
These districts are defined as geographic areas where leading anchor institutions and
companies cluster and interact with start-ups, entrepreneurs, business incubators, and
accelerators. They are characterizedby their compactness, accessibility to transit, techno-
logical connectivity, and the availability of mixed-use housing, offices, and retail spaces.
Central buildings within the community serve as inclusive hubs for local entrepreneurs,
while new housing developments cater to residents of varying income levels. Skill
training centers also contribute to the success of these districts by providing residents
with technology-focused education that aligns with the employment opportunities in the
district.
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The strength of innovation ecosystems heavily relies on the attraction and retention
of talent, the cultivation of an entrepreneurial and risk-taking culture, the presence of
research and innovation infrastructure, and the collaboration of compatible and comple-
mentary stakeholders within the system. Key actors, often referred to as orchestrators,
play a crucial role in shaping the development of innovation ecosystems, both directly
and indirectly. The Quadruple Helix Model of innovation, originally conceived by Elias
Carayannis and David Campbell, identifies four major actors in the innovation sys-
tem: science, policy, industry, and society. On one hand, higher education institutions
serve as anchors that foster an entrepreneurial environment. Local governments encour-
age an entrepreneurial approach that promotes risk-taking and grassroots participation
in addressing key city issues. Intermediary actors form a well-established networking
structure that supports entrepreneurial collaboration, cross-fertilization, and co-creation
at multiple scales. Additionally, local authorities contribute to urban regeneration initia-
tives that complement economic development efforts and provide civic-led spaces for
grassroots collaboration and cooperation within society [27].

Innovation ecosystems are influenced by various policy agendas at the local, regional,
national, and international levels, including initiatives like the UN 2030 Agenda for
Sustainable Development. Internationalization is another crucial element for develop-
ing competitive, sustainable, and successful strategies in local and regional innovation
ecosystems [28].

2.1 Innovative Neighborhoods of Boston: Socio-Economic and Entrepreneurial
Neighborhood Characteristics

The Greater Boston area is currently one of the most innovative locations in the US local
development landscape, thanks to its high agglomeration of educational institutions
and industries. The entire urban region, which is recording the highest rate of growth
anywhere in theUS [29], is increasing its capacity to attract the interest ofmajor investors.
Over the last three decades, the cities of Boston and Cambridge, public and private
investments have prioritized the boost of sectors such as education, financial services,
life sciences, and the high-tech industries, which today represent themain clusters within
the entire urban region. Greater Boston is a huge metropolitan area that includes the
counties of Suffolk and Middlesex. The municipalities of Boston and Cambridge are
located within it. In 2016, the Greater Boston area was the foremost location in the
U.S. for fostering entrepreneurial growth and innovation [30]. This ranking is based on
how well the top 25 US metropolitan areas “attract talent, increase investments, develop
specializations, create density, connect the community and build a culture of innovation”
[20].
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While the San Francisco Bay Area dominates most categories in various indices, it is
noteworthy that “Boston claims the top spot due to its collaborative community and the
declining quality of life experienced by many of its residents.” The survey also reveals
that the Bay Area ranks relatively low in terms of quality of life (22nd), likely influenced
by the rising cost of living. Conversely, Boston is the second-ranked city compared to the
Bay Area in most traditional startup activity metrics, but local entrepreneurs emphasize
stronger connections with universities, institutions, and citizens. The cities of Boston
and Cambridge serve as prominent hubs for higher education institutions, startups, tech
industries, and research centers, creating an ideal urban ecosystem for innovation and
attracting highly skilled creative workers, innovators, and investors. Additionally, the
local government plays a crucial role in fostering the growth of the innovation ecosys-
tem by offering services, funding, and resources for businesses and entrepreneurs (e.g.,
the Cambridge Entrepreneurship Assistance Program, the Cambridge Small Business
Enhancement Program). They also implement planning initiatives and establish new
spaces to support the local innovation community.

There are several public-private partnerships involving collaboration betweenBoston
city’s government and private-sector that aim to enhance innovation. Financing a project
through a public-private partnership can allow a project to be completed sooner or make
it a possibility in the first place such as the District Hall, Roxbury Innovation Center. On
the other hand, Cambridge Innovation Center, Masschallenge are considered successful
private –led initiatives, while Kendall Square, Seaport District, Dudley Square have been
initiated as public-driven regeneration initiatives.

LifeTech Boston
In 2004, the Boston Planning Development Agency (BPDA), previously known as the
Boston Redevelopment Authority (BRA), initiated a policy initiative called ‘LifeTech
Boston.’ This marked a crucial milestone in the development of a new redevelopment
model, eventually leading to the establishment of the first Innovation District in Boston.
The ‘LifeTech Boston’ initiative aimed to create a supportive ecosystem for life sci-
ences and technology companies, fostering innovation and economic growth in the city.
However, it was the subsequent ‘Boston Innovation District’ (BID) that emerged as the
most significant component of this original strategy. Launched in 2010 under the lead-
ership of the Menino administration, the BID was a comprehensive planning initiative
that aimed to transform a specific area of Boston into a vibrant hub for innovation and
entrepreneurship [31].
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Boston Innovation District
The BID project aims to create a complex neighborhood that mimics the success of
22@Barcelona, with the ultimate goal to attract financers, resources, and talent. The
BID project was conceived to redevelop the South Boston Waterfront, an underutilized
area of 1,000 acres that previously hosted industrial activities and parking and transform
it into a thriving hub of innovation and entrepreneurship together with new residential,
commercial, and retail spaces (about 7.7 million sq. ft.) with a mixed-use configuration.
The BID sought to leverage the city’s existing strengths, such as its renowned higher
education institutions, research centers, and entrepreneurial talent, to attract and nurture
innovative companies. The Boston Innovation District continues to evolve and progress,
with ongoing efforts to shape the area into a dynamic and collaborative environment
for businesses and entrepreneurs. The district offers various incentives, resources, and
infrastructure to support the growth of innovative industries, including tech startups,
creative enterprises, and research-driven organizations.

The establishment of the Boston Innovation District through the ‘LifeTech Boston’
initiative and subsequent planning efforts has been instrumental in fostering a thriving
innovation ecosystem in the city. It has created opportunities for collaboration, knowl-
edge exchange, and economic development, further solidifying Boston’s reputation as a
prominent center for innovation and entrepreneurship [32].

District Hall
District Hall opened in 2013 and was founded through a unique public-private partner-
ship in response to the City’s call. First project in their 23-acre master plan for Seaport
Square. The city invited the Cambridge Innovation Center (CIC) to create an active
innovation hub concept. CIC then developed the initial concept and design, as well as
provided construction management and financial support for the project. CIC has ongo-
ing responsibility and holds the lease for the property. The Venture Cafe’ Foundation
was involved in the initial planning process and continues to manage operations and
programming since 2013. District Hall also plays a role in supporting and promoting
Boston’s innovation ecosystem. It hosts various programs and initiatives aimed at nur-
turing entrepreneurship, providing resources and support to startups, and connecting
entrepreneurs with mentors and investors. It serves as a platform for showcasing inno-
vative ideas, products, and services, contributing to the growth and vibrancy of Boston’s
innovation community [33].
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Cambridge Innovation Centers
Cambridge Innovation Centre (CIC) and the Venture Cafe’ Foundation were both
founded by Tim Rowe, the former in 1999 as an incubator, the latter in 2010 as a
social experiment. CIC is a private entrepreneurial activity based on renting shared and
flexible office spaces with an innovative style. It currently hosts over 700 companies
across two buildings, located in Kendall Square and in downtown Boston, about 500 of
which are start-ups. One of the key features of CIC is its emphasis on building a vibrant
and interconnected community. CIC brings together entrepreneurs, investors, mentors,
and industry experts under one roof, facilitating networking opportunities and knowl-
edge sharing. The community aspect of CIC is often viewed as a valuable resource for
startups, as it enables them to connect with like-minded individuals, seek advice, and
form partnerships. In addition to office space, CIC offers various support services and
resources to assist startups and entrepreneurs in their journey. This includes access to
educational programs, mentorship initiatives, fundraising assistance, and connections
to strategic partners and investors. CIC’s goal is to provide an ecosystem that nurtures
innovation, accelerates growth, and helps its members thrive [34].

Kendall Square
Kendall Square is a former brownfield located in Cambridge (MA), opposite the Charles
River. It started in 1868 as an industrial district and consolidated this function with the
opening of the first underground line nearby. The presence of theMassachusetts Institute
of Technology dates to 1916. Following the Second World War, the area entered an era
of decline, which the Cambridge Redevelopment Authority (CRA), established in 1955,
sought to reverse also through the clearance of 29 acres of land for the accommodation
of NASA. Kendall Square is home to numerous leading academic and research institu-
tions, including the Massachusetts Institute of Technology (MIT), Harvard University,
and several biotechnology and pharmaceutical companies. The area has a rich history
of scientific and technological advancements, with many groundbreaking discoveries
and innovations originating from institutions based in Kendall Square. The neighbor-
hood has evolved into a hub for startups, entrepreneurship, and venture capital invest-
ment. It offers a thriving ecosystem that fosters collaboration, knowledge exchange, and
networking among professionals, researchers, and innovators. The close proximity of
renowned educational institutions and research centers creates opportunities for partner-
ships and the commercialization of cutting-edge ideas and technologies. Kendall Square
is characterized by its modern architecture, with numerous office buildings, research
facilities, and high-tech companies occupying the area. In recent years, Kendall Square
has also seen significant urban development, with the addition of residential spaces, retail
establishments, restaurants, and green spaces. This mix of amenities creates a lively and
dynamic environment, attracting a diverse community of residents, employees, students,
and visitors [35].
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Nubian Square (Formerly Dudley Square)
The ‘Neighbourhood Innovation District’ (NID) is an on-going public strategy launched
in 2014 by the government of Boston City Council. The main goal of this initiative is
to encourage and spread innovation and technology within low-income neighborhoods
to improve small business growth and local economic development. Following specific
criteria mentioned in the innovation district literature (transit access, affordable office
space, arts and cultural amenities, involvement of non-profit organizations) and consid-
ering the features of the area (e.g., the presence of higher-education institutions, vacant
lots, transportation nodes) the location for the first experiment was chosen to be the
‘Dudley Square-Upham’s Corner Corridor’, a vibrant zone within the Roxbury neigh-
borhood. Today it is known asNubian Square and it hosts community events, art exhibits,
and performances that celebrate the cultural heritage and contributions of the Roxbury
community. The area is also home tomany local businesses, including restaurants, shops,
and community organizations that contribute to the neighborhood’s character and vitality
[36].

Roxbury Innovation Center
Roxbury Innovation Center (RIC) was created through a public-private partnership with
the City of Boston and The Venture Café Foundation. Its mission was to support local
economic development, in Roxbury, Dorchester andMattapan by empowering and guid-
ing innovation and entrepreneurship, as viable career options. Since opening in late 2015,
RIC has provided a diverse variety of resources for small business owners of all stages
and industries, through instructional workshops and courses, networking events, and
office hour mentorship. One of the key objectives of the Roxbury Innovation Center is to
promote diversity, equity, and inclusion in the innovation and entrepreneurship ecosys-
tem. The center actively seeks to engage and support underrepresented entrepreneurs,
including women, people of color, and individuals from disadvantaged backgrounds. It
aims to create an inclusive and accessible environment where all community members
can access the resources and opportunities needed to succeed [37].

MassChallenge
Headquartered in the United States with locations in Boston, Israel, Mexico, Rhode
Island, Switzerland, andTexas,MassChallenge strengthens the global innovation ecosys-
tem by accelerating high-potential startups across all industries, from anywhere in the
world for zero-equity taken. As MassChallenge’s flagship location, MassChallenge
Boston has brought together corporates, policymakers, and innovation leaders to support
and inspire the next generation of innovators. Over the past eight years, it accelerated
more than 1,000 startups from across the world. The organization operates multiple
programs across different locations, including Boston, Israel, Mexico, Switzerland, and
Texas. Each program typically lasts several months and includes workshops, mentoring
sessions, pitch competitions, and access to a network of potential investors and partners.
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In addition to its accelerator programs, MassChallenge hosts various events and
initiatives aimed at fostering collaboration and innovation within the startup ecosys-
tem. This includes conferences, networking events, and hackathons that bring together
entrepreneurs, investors, and industry professionals to share ideas and create meaningful
connections [38].

3 Innovation Indicators at the Local Urban Scale: Visualizing
the Relationships Among Features and Innovation Performance

The MAPS-LED project is a previous study in the same direction, which emphasizes
innovation as a critical element for the further development of the cities. More specifi-
cally, the project proposes a cluster mapping strategy that tries to localize the economic
clusters to understand better innovation at the neighborhood level. The report of this EU
funded project published in 2019 marked different areas of Boston’s greater area related
to the respective cluster hosted. For this current study, we are considering Boston’s
innovative neighborhoods, and other standard neighborhoods, based on the MAPS-LED
project (MAPS-LED project n.d.).

TREnD project, another EU funded project tries to shed light on Boston’s resilience
strategies, resulting in a better and more inclusive transition process for the adoption of
the green innovative technologies. The project “Navigating the green transition during
the pandemic equitably: A new perspective on technological resilience among Boston
Neighborhoods facing the shock” published in 2023, conceptualizes this transition
process as an evolutionary path [25].

3.1 Scope, Methods, and Data Collection

This current study starts with detecting innovation patterns at Boston’s functional urban
area (FUA), which refers to a geographic area that encompasses a core city and its
surrounding commuting zones or hinterland, where people typically reside and commute
to the core city for various economic, social, and cultural activities. It aims at contributing
to the current research efforts in innovation ecosystems by providing a dynamic model
to demonstrate the correlations between the innovation performance and neighborhood
characteristics. The project’s methodological framework strongly relies on exploring a
significant number of observations to diagnose underlying correlations and connections
of the socioeconomic data to innovation indicators and illustrate the interdependencies
in entrepreneurial activity and social characteristics. The study introduces the use of big
data analytics to support the innovation performance measurement at this subregional
level. It also explores new ways such analyses may afford more opportunities than were
previously examined by innovation assessment toolkits.
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Thus, having this in context to answer the research questions stated earlier, we
used the Boston Permits dataset published by Boston Area Research Initiative (BARI)
to capture appropriate information about neighborhoods’ tendency toward investing in
business projects. The permit database is an excellent data source to capture the Boston
changes during seven years. Benefiting the quantitative and georeferenced observations,
it would be facilitating to get the pulse of the city according to the level of projects.

For the purpose of creating an innovation index, available data on the web was
utilized. Specifically, the Google Maps api, OpenStreetMap api, and indeed api, were
used. For the google api, the keywords shown in Table 2 were used and all the locations
were gathered with their corresponding unique id, number of ratings, and average rating
measuring user satisfaction and the overall quality of the establishment or location of the
building with entrepreneurial activity (ranging from 1 to 5 stars, with 5 stars being the
highest possible rating). The data is available for each individual keyword, however the
concatenation of all the keywords is considered and presented as the most indicative. It
is worth pointing out that each location that corresponds to a unique id was considered
only once even though it could appear in multiple keyword searches. The number of
locations is the most indicative as it is directly expressing the number of businesses that
are relevant to innovation, but the total number of ratings and the mean rating provided
additional insights, the average rating of the zip code was weighted by the number of
ratings for each location.

In addition, the OpenStreetMap api was used to augment the dataset with locations
of innovation. The use of keywords was not possible but rather the category of the
building was used specifically the following tags were used to query locations in Boston:
(company = startup, office = coworking, office = research). Unfortunately, the dataset
was not covering the whole range of zip code areas, however as expected the area where
those locations existed coincided with the areas which had the highest presence in the
Google Map dataset. Even though the dataset is not as complete it is worth investigating
as it is an open source that also provides the evolution over time and links the locations
of innovations directly and not through a keyword that could be misleading.

Finally, data from the website www.indeed.com was collected, a site where job
postings are available. Specifically, all jobs related to technology were collected and
they were assigned to a specific zip code where the job was located. Unfortunately, most
of the job postings were not including the exact address which were disregarded as there
was no available zip code, the solution of geo-decoding was considered but has not been
implemented yet. The dataset was not covering all the zip codes of the municipality
of Boston, but the location with the most job offering coincided once again with the
location where the highest innovation activity was shown from google maps.

Summary of Variables
The building permits include variables that can be grouped into three categories: business
characteristics, all of which are original to the data; geographic information, which
includes variables introduced by BARI to make the data more easily compatible with
other data sources; and types of work, categorized by BARI based on the types of permits
granted. For the purpose of this study only permits that were considered commercial or
mixed use were considered.

http://www.indeed.com
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The census data was provided in census tract and it was aggregated to zip code areas,
and as for the data collected from the Google and Openstreetmap the exact location was
available and therefore a spatial merging was performed with the polygons of Boston
zip code areas. An overview of the data used is given in Table 1.

Table 1. Features and source used for supporting the dataset.

Entrepreneurship - Innovation
Activity

Social Data Economic Data

Start-up locations (gmap) Race (Census Bureau) Median Income(Census
Bureau)

Start-up locations
(openstreetmap)

Vacancy (Census Bureau) Median Household value
(Census Bureau)

Start-up locations (crunchbase) Job openings (indeed)

Business Permits (BARI)

Table 2. Keywords used for the google search.

innovation hubs clustering innovation center startups

innovation districts open innovation tech hub technology park

incubator accelerators regional innovation co-working space

3.2 Research Findings

The purpose of this study is first to identify and quantify through an index or indexes of
the innovation performance of each area. This was achieved through the data gathering
for locations with innovation impact, and it was performed as described above. The
values collected from Google maps were considered to be the most appropriate as they
provide similar results with other proposed values, they are more reliable for areas with
low innovation presence and can be reproduced easily for other areas in the USA or in
a different country.
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Specifically in Fig. 1 the correlation of three proposed innovation metrics with the
socio-economic data is presented, those are namely the number of innovation locations,
the number of average ratings, and the total number of ratings of all the locations in the zip
code area. The first observation that can be made is that there are no high collinearities,
this could rise from the heterogeneity of the studied areas as some are purely residential
and some are business districts. Once the dataset is augmented with more areas it would
be interesting to consider those two types of areas separately.

Fig. 1. Matrix. Correlation coefficient is indicated by color.

Even though the correlations are relatively small (-0.5 - 0.3) the correlation matrix
provides some interesting insights. There is a negative correlation of Black and Hispanic
population with innovation locations, while a positive correlation between White popu-
lation and innovation locations could be understood better when looking at Fig. 2. The
locations where the number of innovation locations are high is in the city center where
the business district is and it happens to have a higher percentage of white population
as shown in Fig. 4, which can be explained historically and due to the elevated average
price of the households in the central area. Another correlation that can be ascribed to
the fact that most of the innovation locations are in business districts is its correlation
with vacant spaces. Due to the volatility of the real estate market in business areas it
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Fig. 2. Map indicating concentration of business activity, intensity indicated by color and the
significance level by size (darker color indicates higher number of concentrated businesses).

makes sense that there are more vacant locations, something also seen in Fig. 3 where a
map of vacant spaces is presented.

The number of constructions permits is positively correlated with the number of
innovation locations, a bidirectional explanation can be provided as the more innovation
locations and startup companies are attracted to an area the more construction permits
and from the other side the areas with most business activity and therefore construction
will attract more companies of which some will be related to innovation. An interesting
finding that cannot be easily explained is the negative correlation of the average rating to
the construction permit activity of an area, this should be studied further in more areas,
as this could be an artifact from cases when the rating is not representative when the
number of ratings is small for each location.
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It is really interesting how the innovation indexes are correlated among them. The
first is that the rating is negatively correlated with the number of ratings, which could be
explained as the rating is not representative if there are not enough ratings as mentioned
above. The positive correlation of the number of locations and number of total reviews
was anticipated as the number of locations increased the bigger the chance of review to
be provided. However, the reason the correlation is low 0.3 and not almost collinear as
someone could have assumed is because the number of innovation locations is linked to
the average number of ratings per location therefore a super-linear relationship of number
of locations and number of total reviews exists. This could be explained as collaboration
among the innovators, because this leads to bigger visibility and presence in the local
community that would possibly rate those locations. This implies that the areas where
innovation is blooming will create a hub that would later attract more innovators and
this becomes a positive feedback loop.

Fig. 3. Map indicating location of vacant units in themunicipality of boston; darker color indicates
higher number of vacancies.
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Fig. 4. Map indicating White population as a percentage of total populations.

The fourthmapwas created in this context to depict concentration of startups’ activity
across the same neighborhoods but using this time the open-source dataset created for the
Start-up cartography project [39]. This map provides a visual representation of the dis-
tribution and concentration of start-up activities, such as research and development, and
entrepreneurial ventures. While the maps show similar levels of innovation, it suggests
that the neighborhoods being compared exhibit comparable levels of innovative output
or entrepreneurship. This might indicate that the downtown neighborhoods have similar
conditions or factors that foster innovation, such as supportive infrastructure, access to
resources, a skilled workforce, or a culture of entrepreneurship. Additionally, similar
levels of innovation on the maps may also reflect the presence of effective knowledge
sharing and collaboration networks among organizations within these neighborhoods.
Overall, the similarity in the levels of innovation observed on themaps implies clear inno-
vative and entrepreneurship capacities and performance among the areas being studied
(Figs. 2 and 5).
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Fig. 5. Map indicating concentration of start-up business activity, intensity indicated by color
and the significance level by size (darker color indicates higher number of concentrated
entrepreneurship activity), source: Start-up Cartography project.

4 Conclusions and Next Steps

First, we analyzed the data in the spatial context to perform an illustration of innovation
activitymapping for policymakers of Boston city.We observed clustering phenomena by
downtowns and adjacent neighborhoods’ tendency on higher innovation activity among
23 Bostonian neighborhoods. Exercising innovation heat maps, based on data coming
from different sources, helped us cross check the communities that outperform and
concentrate the highest number and ratings of businesses, highest number of investments
in business permits etc. As discussed in Sect. 3.2 we found that Downtown, Wharf
District, North End, Back Bay, the top performing zip codes in terms of innovation, are
areas where the most civic buildings are located (see Fig. 1).

Second, high innovation/entrepreneurial activity can contribute tomore dynamic and
appealing communities that can result in greater property values. By equally supporting
all neighborhoods to invest in the development of new mixed-use, business projects,
the renovation and beautification of existing ones, the city of Boston could mitigate
the disparities among districts in the same city. Even though in the past, the city has
supported several initiatives to encourage and spread innovation and technology within
low-income neighborhoods such as the ‘Dudley Square-Upham’s Corner Corridor’, a
vibrant zonewithin theRoxbury neighborhood, aswell as theRoxbury InnovationCenter
(RIC), these neighborhoods don’t appear to have the same dynamic as the downtown
located areas.



A New Perspective on the Prediction of the Innovation Performance 397

Third, the maps are created to call for more attention on structurally weak neighbor-
hoods by policymakers and the communities to think again. However, for the next steps
of this research, we suggest a comparison analysis approach, which would use the Great
Boston metropolitan area and compare it with another area of similar scale. This would
allow us to provide more meaningful insights to local authorities. We would also suggest
a normalization of the business permit data, using a measure of “x USD per business”
spent on business-related projects. In this way, we could capture neighborhoods’ size,
population, and business density patterns to find a uniform measure in comparing them.

Fourth, we drew districts’ socio-economic diagrams capturing vacant units, concen-
tration of White population as a percentage of total populations etc. We believe there
is more room for investigating community-level and opportunities at a larger scale, the
metropolitan area of Boston due to the diverse populations in terms of ethnicity and
race across the different cities. An analysis on the initial features across Boston’s neigh-
borhoods revealed significant opportunities for identifying innovation determinants. A
question that remains unanswered is what other variables could capture the innovation
activity.

Looking only at the white population ratio, vacancy and business concentration
mapping is a starting point for our study. In a future study, it would be worth it focusing
more on different ethnicities and races, land use and amenity locations.A following study
should consider incorporating data extracted by social media activity, such as twitter,
foursquare etc., mobility data but also data regarding internet and energy use (Fig. 5).

Author Contributions. Conceptualization, E.O; methodology, E.O, D.B.; investigation, E.O,
D.B.; writing - original draft preparation: ,E.O

writing—review and editing E.O; project editing, project administration,
All authors have read and agreed to the published version of the manuscript.
Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.

Data Availability Statement. https://www.google.com/maps
https://www.openstreetmap.org/#map=4/38.01/-95.84
https://www.indeed.com
https://www.census.gov

Conflicts of Interest. The authors declare no conflict of interest.

References

1. Romer, P.M.: Endogenous technological change. J. Polit. Econ. 98, S71–S102 (1990)
2. Romer, P.M.: Increasing returns and long-run growth. J. Polit. Econ. 94, 1002–1037 (1986)
3. Romer, P.M.: Growth based on increasing returns to specialization. Am. Econ. Rev. 77(2),

56–62 (1987)
4. OECD: Innovation and growth rationale for an innovation strategy. https://www.oecd.org/sti/

39374789.pdf
5. Spigel, B.: The relational organization of entrepreneurial ecosystems. Entrep. Theory Pract.

41(1), 49–72 (2017)

https://www.google.com/maps
https://www.openstreetmap.org/#map=4/38.01/-95.84
https://www.indeed.com
https://www.census.gov
https://www.oecd.org/sti/39374789.pdf


398 E. Oikonomaki and D. Belivanis

6. Mack, E., Mayer, H.: The evolutionary dynamics of entrepreneurial ecosystems. Urban Stud.
53(10), 2118–2133 (2016)

7. Ács, Z.J., Autio, E., Szerb, L.: National systems of entrepreneurship: measurement issues and
policy implications. Res. Policy 43(3), 476–494 (2014)

8. Yoruk, E., Radosevic, S.: Entrepreneurial propensity of innovation systems: theory, method-
ology and evidence. Res. Policy 42(5), 1015–1038 (2013)

9. European Commission: European Innovation Scoreboard: Innovation performance keeps
improving in EU Member States and regions. https://ec.europa.eu/commission/presscorner/
detail/en/ip_21_3048

10. Leendertse, J., Schrijvers, M., Stam, E.: Measure twice, cut once: entrepreneurial ecosystem
metrics. Res. Policy 51(9), 104336 (2022)

11. Sternberg, R.: Regional dimensions of entrepreneurship. Found. Trends R Entrepreneurship
5(4), 211 (2009)

12. Fritsch, M., Wyrwich, M.: The long persistence of regional levels of entrepreneurship:
Germany, 1925–2005. Reg. Stud. 48(6), 955–973 (2014)

13. Anselin, L.V.: Local geographical spillovers between university research and high technology
innovations. J. Urban Econ. 42(3), 422–448 (1997)

14. Bajmocy, Z.: Constructing a local innovation index: methodological challenges versus statis-
tical data availability. Appl. Spat. Anal. Policy 6, 69–84 (2012). https://doi.org/10.1007/s12
061-012-9080-5

15. Autant-Bernard, C., LeSage, J.: Quantifying knowledge spillovers using spatial econometric
models. Reg. Sci. 51(3), 471–496 (2010)

16. Porter, M.E.: The Competitive Advantage of Nations. Free Press, New York (1990)
17. Feldman, M.P.: The Geography of Innovation. Kluwer Academic Publishers, Dordrecht

(1994)
18. Audretsch, D.B., Feldman, M.P.: R&D spillovers and the geography of innovation and

production. Am. Econ. Rev. 86(3), 630–640 (1996)
19. Feldman, M.P.: The new economics of innovation, spillovers and agglomeration: a review of

empirical studies. Econ. Innov. New Technol. 13(5), 355–377 (2004)
20. Boschma, R., Frenken, K.:Why is economic geography not an evolutionary science? Towards

an evolutionary economic geography. J. Econ. Geogr. 6(3), 273–302 (2006)
21. Oikonomaki, E.: Enabling real-time and big data-driven analysis to detect innovation city

patterns and emerging innovation ecosystems at the local level. In: Streitz, N.A., Konomi, S.
(eds.) HCII 2022, vol. 13325, pp. 404–418. Springer, Cham (2022). https://doi.org/10.1007/
978-3-031-05463-1_28

22. Bradley, J., Katz, B.: The Metropolitan Revolution: How Cities and Metros Are Fixing Our
Broken Politics and Fragile Economy. Brookings Institution Press, Washington, D.C. (2013)

23. Spigel, B.: Entrepreneurial Ecosystems: Theory Practice and Futures. Edward Elgar Publish-
ing (2020)

24. Feld, B.: Startup Communities: Building an Entrepreneurial Ecosystem in Your City. Wiley,
Hoboken (2012)

25. Feldman, M.P.: The entrepreneurial event revisited: firm formation in a regional context. Ind.
Corporate Change 10(4), 861–891 (2001)

26. Fazio, C.E., Guzman, J., Liu, Y., Stern, S.: How is COVID changing the geography of
entrepreneurship? Evidence from the startup cartography project. Working paper series, vol.
w28787 (2021)

27. Carayannis, E.G., Campbell, D.F.: ‘Mode 3’ and ‘quadruple helix’: toward a 21st century
fractal innovation ecosystem international. J. Technol. Manag. 46(3/4), 201–234 (2009)

28. Rissola, G., Hardliner, J.: Place-based innovation ecosystems. a case-study comparative
analysis. Publications Office of the European Union, Luxembourg, EUR 30231 EN (2020)

https://ec.europa.eu/commission/presscorner/detail/en/ip_21_3048
https://doi.org/10.1007/s12061-012-9080-5
https://doi.org/10.1007/978-3-031-05463-1_28


A New Perspective on the Prediction of the Innovation Performance 399

29. Kahn, K., Barczak, G., Ledwith, A., Perks, H., Ledwith, N.: An examination of new product
development best practice. J. Prod. Innov. Manag. 29, 180–192 (2012)

30. U. C. o. C. Foundation (2016). "https://www.uschamberfoundation.org/innovation-that-mat
ters

31. LifeTech Boston. https://biotechtuesday.com/content/boston-lifetech
32. https://www.smartcitiesdive.com/ex/sustainablecitiescollective/case-study-boston-waterf

ront-innovation-district/27649/
33. D. H. Boston. https://districthallboston.org
34. Cambridge Innovation Center. https://cic.com
35. Kendall Square. https://kendallsquare.org
36. Visit Nubian Square. https://www.visitnubiansquare.com
37. Roxbury Innovation Center. https://roxburyinnovationcenter.org
38. MassChallenge. https://masschallenge.org
39. Andrews, R., Fazio, C., Guzman, J., Liu, Y., Stern, S.: The startup cartography project:

measuring andmapping entrepreneurial ecosystems. Res. Policy 51(2), 104437 (2022). ISSN:
0048-7333

40. Sohrabi, P., Oikonomaki, E., Hamdy, N., Kakderi, C., Bevilacqua, C.: Navigating the green
transition during the pandemic equitably: a newperspective on technological resilience among
Boston neighborhoods facing the shock. In: Bevilacqua, C., Balland, P.-A., Kakderi, C.,
Provenzano, V. (eds.) New Metropolitan Perspectives: Transition with Resilience for Evolu-
tionary Development, pp. 285–308. Springer, Cham (2023). https://doi.org/10.1007/978-3-
031-34211-0_14

41. MAPS-LED project. https://www.cluds.unirc.it/project/project-mapsled/
42. The Brookings, The rise of Innovation Districts (2014). https://www.brookings.edu/articles/

rise-of-innovation-districts/

https://www.uschamberfoundation.org/innovation-that-matters
https://biotechtuesday.com/content/boston-lifetech
https://www.smartcitiesdive.com/ex/sustainablecitiescollective/case-study-boston-waterfront-innovation-district/27649/
https://districthallboston.org
https://cic.com
https://kendallsquare.org
https://www.visitnubiansquare.com
https://roxburyinnovationcenter.org
https://masschallenge.org
https://doi.org/10.1007/978-3-031-34211-0_14
https://www.cluds.unirc.it/project/project-mapsled/
https://www.brookings.edu/articles/rise-of-innovation-districts/


Interruptions in the Workplace: An Exploratory
Study Among Digital Business Professionals

Fabian J. Stangl1(B) and René Riedl1,2

1 Digital Business Institute, School of Business and Management, University of Applied
Sciences Upper Austria, Steyr, Austria

{fabian.stangl,rene.riedl}@fh-steyr.at
2 Institute of Business Informatics – Information Engineering, Johannes Kepler University Linz,

Linz, Austria

Abstract. The use and role of digital technologies can bring significant bene-
fits to individuals, organizations, and businesses, such as ubiquitous access to
information, rapid communication, and productivity gains. Technological change,
however, also poses challenges for Human-Computer Interaction (HCI), includ-
ing increased and unexpected interruptions caused by digital technologies while
performing tasks in the workplace. To mitigate the negative consequences of
interruption overload, companies need to develop strategies, so that employees
can work effectively and efficiently. Against this background, we conducted an
exploratory study to allow digital business professionals to describe their general
perception and management of interruptions. The research results reveal that most
interruptions can be classified as either an intrusion (35%) or a distraction (28%).
Although beneficial outcomes of work interruptions can be observed, they have
an overall detrimental impact on both psychological well-being and work per-
formance, with the strongest negative impact on work performance (29%). The
analysis also revealed that most digital business professionals predominantly deal
with an interruption immediately while the primary activity remains temporarily
unfinished (43%), or they finish the primary activity first before starting the inter-
rupting activity (43%). This exploratory study concludes with contributions and
implications for research and practice, thus providing a valuable foundation for
future research activities on interruption science.

Keywords: Interruption ·Work Interruption · Interruption Perception ·
Interruption Management · Interruption Types · Interruption Consequences

1 Introduction

The use and role of technology has always been at the heart of Human-Computer Inter-
action (HCI) and has been studied by both researchers and practitioners in a variety
of domains [1]. The traditional focus of HCI research is on humans and how humans
interact with technology in the best possible way, with the ultimate goal to make tech-
nologies intelligent so that perceived ease-of-use reaches a maximum, thereby positively
affecting user satisfaction and further downstream variables such as task performance
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[2]. Indeed, digital technologies can bring significant benefits for individuals, organiza-
tions, and businesses, such as ubiquitous access to information, rapid communication,
and productivity gains [3–5]. The technological environment is also one of the areas
where the dynamics of digitalization can be noticeably observed, such as the informa-
tion and communication technologies (ICT) used in the professional environments [6].
For example, during the COVID-19-induced lockdowns, companies had to quickly adapt
web-conferencing systems such as Microsoft Teams or Zoom so that employees could
continue with their daily tasks and activities [7]. By adopting and leveraging digital
technologies, companies can benefit in terms of productivity, effectiveness, and effi-
ciency [8], which has also been demonstrated on a macroeconomic level [9]. To this
end, companies need to continuously evaluate and adapt their business infrastructure
to take advantage of improvements in digital technologies [10]. This can be particu-
larly challenging for small and medium-sized enterprises, which generally have limited
human and financial resources to successfully understand and adopt the uses and role of
digital technologies [11].

The rapid pace of technological change and the ubiquity of technology also pose new
challenges for HCI research that need to be investigated to ensure beneficial interaction
between humans and technology in business, management and organizational contexts
[2]. Indeed, due to the development and increasing use of technology and acceleration
worldwide [12], the phenomenon of interruptions caused by digital technologies, here-
after referred to as IT-mediated interruptions, has received increasing attention in both
scientific research and practice. In the following, we present some exemplary research
findings to emphasize the importance of knowledge on IT-mediated interruptions [13–
18]. For example, research revealed that IT devices interrupt employees four to six times
per working hour [19]. Also, case studies in companies have found that information
workers switch between tasks on average every 3 [20] to 11 min [21] due to interrup-
tions, with multiple interruptions occurring during the performance of a single task [22].
Aside from the occurrence of interruptions, research indicates that between 25% [18, 21]
to 41% [23] of all interruption cases result in an original task not being resumed at all.
In this context, Leroy and Glomb [24] tellingly write that “[c]ompleting tasks without
interruptions has become a luxury” (p. 380).

A prominent example of IT-mediated interruptions are computer-mediated commu-
nication (CMC) interruptions, which can be caused by digital collaboration tools such
as Microsoft Teams or Slack [25]. Such interruptions, however, are a common feature of
today’s workplace, as it enhances communication and facilitates decision making [16,
26, 27]. At the same time, the proliferation of digital technologies in the workplace has
also contributed dramatically towork-related interruptions [28], which can lead to higher
stress levels and negative effects on performance and productivity (for a review, please
see [29]). Tomitigate the negative consequences of such overload caused by IT-mediated
interruptions, companies need to develop strategies, such as various measures to control
the frequency of ICT-induced interruptions, so that employees can work effectively and
efficiently [28, 30].

Digital business professionals are a group of human beings who are confronted with
the constant influx and rapid spread of digital technologies in recent years. Following
Bharadwaj et al. [10] and Woodard et al. [31], we define digital business professionals
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as individuals in the work area of digital business (e.g., digital business manager) who
predominantly use digital resources (e.g., digital collaboration tools) to contribute to
value creation. To achieve competitive advantages and strategic differentiation within
the digital business strategy, they often focus on design capital, which is typically designs
for digital artifacts (e.g., software components and their associated interfaces and data
structures), and designmoves, which are strategic actions that enlarge, reduce, or modify
design capital (e.g., development of a newproduct or service). Theirwork is characterized
by the continuous and intensive use of ICT, which is why they can be considered ICT
competent. This definition also considers two types of users depending on how familiar
they are with the digital world, namely digital immigrants (i.e., born before 1980) and
digital natives (i.e., born after 1980) [30, 32, 33], originally introduced by Prensky [33].
Digital immigrants are “thosewhowere not born into the digital world – they learnt to use
information systems at some stage in their adult lives” [32, p. 711], and digital natives are
“those who have grown up in a world where the use of information and communications
technology is pervasive and ubiquitous” [32, p. 711]. Note that research has shown
mixed results regarding the generational differences of IT use and ICT competency
between these two types of users [30]. Given their general expertise in dealing with
digital technologies, though, one may assume that digital business professionals have
experience in dealing with rapid technological change and the ubiquity of technology.
Indeed, they work in an information-rich digital media environment and are constantly
exposed to ICT, which seems to be a nurturing ground for HCI research.

The continued growth and use of digital technologies in the workplace has many
implications, and also important ones in the organizational context. One phenomenon
that has been increasingly observed in recent years in scientific research and practice
is the constant-checking of ICT as an individual habit in the search of new information
[34] or to stay up to date at work [35, 36]. Constant connectivity through collaboration
tools is thereby a factor that can lead to ICT-induced stress, which in turn can reduce
job satisfaction and lead to lower organizational and long-term commitment [37]. In
this context, higher computer self-efficacy is a crucial difference in the perception and
management of interruptions [30, 37], as it may enable individuals to appropriately
interact with digital technologies [38]. Against this background, the purpose of this
study is to gather a deeper understanding of workplace interruptions among individuals,
who are constantly exposed to digital technologies due to their information-rich digital
media environment and who are expected to exhibit higher levels of computer self-
efficacy compared to other professionals. Hence, we aim to explore the following main
research question (RQ) in this paper: How do digital business professionals perceive
and manage interruptions in the workplace?

The remainder of this paper is structured as follows. Section 2 describes the research
background, which consists of a definition of interruption along with the literature back-
ground of our study. Section 3 then details the research methodology of our qualitative
research design. The corresponding subsections provide information on the sample, the
data collection, and the analysis procedure. In Sect. 4, we present the results of our
exploratory study. Section 5 follows with a discussion of the contributions and impli-
cations along with limitations of our study. Finally, in Sect. 6, we provide a concluding
statement.
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2 Research Background

To define an interruption, we rely on the definition of Puranik et al. [39], who define
an interruption as “an unexpected suspension of the behavioral performance of, and/or
attentional focus from, an ongoing work task” (p. 817). Notably, the authors derived
their definition from an analysis of previous work interruption definitions from 247 pub-
lications [39]. However, this definition implies that the primary task of an individual
is interrupted by an unexpected event, which requires processing of the interruption at
behavioral level (e.g., interruption requires response like cookie acceptance response)
and/or cognitive attention (e.g., interruption during text-reading by online advertise-
ments). In this study we explore an individual’s overall exposure to interruptions over
the course of their work. Our research constitutes exploratory research, and its purpose is
to lay a foundation for future research activities on interruption science [40]. Specifically,
we aim to address three gaps in the extant literature that are relevant to both scientific
research and practice, which we describe below.

Reviewing the previous literature on interruptions reveals that interruptions can be
described based on various attributes [40]. Indeed, the origins of research on interrup-
tions go back to the pioneering experimental investigations and publications of Kurt
T. Lewin and his experimental research program in the 1920s (e.g., [41–43]). Dur-
ing this long period, different perspectives on the conceptual and descriptive structure
of interruptions have emerged, allowing interruptions to be distinguished from each
other. For example, interruptions can be distinguished between technology-mediated
or non-technology-mediated interruption, high-rated (interruption is critical) or low-
rated interruption (interruption is uncritical), during working hours interruption or out-
side working hours interruption and internally initiated interruption by an endogenous
event (e.g., mind wandering) or externally initiated interruption by an exogenous event
(e.g., phone ringing) (for an overview of the various attributes of an interruption, please
see [40]). To distinguish between these different interruption attributes, there are sev-
eral classification concepts (for an overview, please see [44]). As an example, Jett and
George [45] proposed a typology that categorizes work interruptions in an organiza-
tional context into four types. The first type of work interruptions are breaks, which are
endogenous events that result in time off fromwork to accommodate personal needs and
the rhythm of the day (e.g., take time to have lunch). The second type are discrepan-
cies, which are endogenous or exogenous events that reveal a discrepancy between task
performance expectations and actual performance of primary task activities and draw
attention to the source of the inconsistency (e.g., individual receives feedback relevant
to task performance). The third type are distractions, which are exogenous events that
trigger psychological reactions due to external stimuli or secondary activities that inter-
rupt focused attention on primary task activities (e.g., individual is exposed to noise
while performing a task). Finally, the fourth type are intrusions, which are exogenous
events that temporarily interrupt the execution of primary task activities due to an event
that is irrelevant to task performance (e.g., unscheduled phone call). Another example
is Addas and Pinsonneault [13], who proposed a taxonomy of IT-mediated interrup-
tions based on the relevance (i.e., the interruption is relevant or irrelevant to the primary
task), and structure of their content (i.e., the interruption is either system-generated or
mediated by the system and activates different cognitions and actions). Given the above
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interruption attributes, we aim to classify the specific types of interruptions that can
arise at the workplace of digital business professionals. Hence, we address the following
RQ1: What specific types of interruptions can be classified among digital business
professionals?

Experimental research on interruptions has been conducted for various purposes. As
a result, research has revealed detrimental consequences of interruptions related to per-
formance, including forgetting to complete primary task after the interruption, delays
in resuming the primary task, and decreased task accuracy [46]. Other studies found
that interruption can lead to significant psychological consequences. For example, the
pioneering study by Maria A. Rickers-Ovsiankina [42] investigated the resumption of
interrupted actions and found that there is a tendency to resume an interrupted action
when it has not yet been completed. Such findings can have significant personal (e.g.,
work-family conflict [47], work-life conflict [48], or workplace exhaustion [49]) and
organizational consequences (e.g., increased users’ resistance behavior when imple-
menting new information system [50]) if employees are mentally unable to separate
themselves from work [49]. For example, it has been observed that employees increas-
ingly use voluntary work-related technology use during non-work time [48, 51, 52] to
accomplish unfinished tasks, thus interrupting their recovery processes [53]. Although
interruptions are therefore predominantly associated with negative consequences, there
is also research that demonstrates that interruptions can also have positive consequences.
For example, Zijlstra et al. [54] found that interruptions can break through a growing
sense of boredom and can lead to an increase in positive feelings and a decrease in strain.
Also, Sonnentag et al. [55] found that perceived responsiveness to CMC interruptions
(i.e., online messages) and perceived task accomplishment promoted feelings of hav-
ing completed work and resulted in positive feelings in the evening. Another study by
Murray & Khan [56] found that interruptions at the beginning of a task tend to have no
effect on task performance. Hence, we address the following RQ2 to explore the con-
sequences of interruptions on psychological well-being and work performance among
digital business professionals: How do interruptions affect psychological well-being
and work performance of digital business professionals?

Research on interruptions has explored a variety of issues. One of these issues also
relates to managing interruptions, to understand how individuals deal with an interrup-
tion when their ongoing work needs to be suspended. To this end, research has identified
methods of how individuals deal with interruptions. For example, Kirmeyer [57] iden-
tified in an observational study on police radio dispatchers three different coordination
methods for interruption processing. In sequential processing, the primary activity is
processed first, before starting the interrupting activity. In preemption, the interrupting
activity is processed immediately, while the primary activity remains temporarily unfin-
ished. Finally, in case of simultaneity, the interrupting activity and the primary activity
were processedwith rapid task switching to accomplish both activities. Another example
of research into coordination methods for dealing interruptions is the research ofMcFar-
lane [58, 59], who analyzed existing literature from several different disciplines relevant
to the design of user interfaces for HCI. He identified four methods of how individuals
deal with interruptions. For example, individuals can deal with the interruption imme-
diately (i.e., the individual deals with the interruption immediately while the primary
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activity remains temporarily unfinished), negotiated (i.e., the individual can negotiate
how to deal with the interruption), mediated (i.e., the individual delegates the interrup-
tion to a mediator who decides how to deal with the interruption), or scheduled (i.e., the
individual decides when to deal the interruption). Notably, the coordination methods of
McFarlane [58, 59] have also been validated in empirical research [58–62]. Since our
research is exploratory, we investigate how professionals in digital business deal with
interruptions in the workplace. Hence, we address the following RQ3 to explore pro-
cessing behavior among digital business professionals in more detail: How do digital
business professionals deal with interruptions?

3 Research Methodology

For our exploratory study of work interruptions among digital business professionals,
we chose a qualitative research design with interviews as the data collection method and
qualitative content analysis to analyze the interviews. The interview itself consisted of
four sets of questions. The first set of questions was related to demographic information
about the interview participants, and their use of ICT in the workplace. Here, we also
informed participants of an understanding of ICT on the basis of the examples adopted
from Ayyagari et al. [63]. In the second set of questions, interviewees were asked to
describe their perception of interruptions over the course of their work to classify spe-
cific types of interruptions and the resulting consequences on psychological well-being
and work performance. The subsequent third set of questions examined how interrup-
tions are managed and how professionals deal with them. Participants were asked how
they coordinate interruptions at work and what strategies they generally use to address
interruptions. As a foundation for developing interview questions to explore general per-
ceptions of work interruptions and management methods to deal with them, we used a
recently developed taxonomy of interruptions, which describes different attributes of an
interruption based on research on interruptions [40]. The fourth and final set of questions
dealt with an estimation of interruptions and opinions about ICT in the workplace.

3.1 Interview Participants

Prior to the interviews, two additional interviews were conducted with other researchers
to validate our interview guide. These researchers are also knowledgeable in the field of
digital business. Some minor adjustments were then made based on their suggestions.
Appendix 1 provides the final set of interview questions.

Overall, seven interview participants agreed to take part in this study. The interview
partners were recruited through the personal network of one of the authors of this paper.
Out of these interviewees, 1 was female and the age ranged from 25 to 33 years (mean
[±SD] age: 27,7± 2.56 years; median 27 years). Each participant had a master’s degree.
The participants were recruited from Austrian companies in different business sectors,
including IT (4), industry (2) and consulting (1), and work in a range of roles relevant
to digital business, such as Digital Marketing Manager (2), Head of Marketing & PR,
Product & Project Manager, Project & Online Marketing Manager, Support for Opera-
tions & Sales for E-Business and Technology Consultant (1 in each case). Their work
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experience ranged from 3 to 15 years (mean [±SD]: 7.86± 4.78 years; median 7), with
job levels ranging from professional (6) to senior management (1). For ICT use at work,
we used a 5-point Likert scale (1 represents “Never”, 5 represents “Always”), with the
examples adopted from Ayyagari et al. [63]. To assess the total ICT use at work, we
conceptualized the variable “Total ICT Use at Work”, which contains all the ratings of
the different ICTs per participant at daily work. The participants had an overall high
level of ICT use in the workplace (mean [±SD] ICT use in number of 4.39 ± 1.15;
median 5 in number of ICT use). Table 1 presents the information on demographics and
ICT use in the workplace.

Table 1. Demographics and ICT Use in the Workplace of Interview Participants

Information Type Variable Distribution 
Demographics Gender 1 (14%) female; 6 (86%) male  

Age Mean [±SD] age: 27,7 ± 2.56 years; median 27 
years 

Education Master's degree (100%) 
Business Sector 1gnitlusnoC

Industry 2
4TI

Work Area Digital Marketing Manager 2
Head of Marketing & PR 1
Product & Project Manager 1
Project & Online Marketing Manager 1 
Support for Operations & Sales for E-Busi-
ness 

1

Technology Consultant 1
Years of Work Experi-
ence 

Mean [±SD]: 7.86 ± 4.78 years; median 7 

ICT Use in the
Workplace  

Mobile Technologies Mean [±SD]: 5 ± 0.0; median 5 
Network Technologies Mean [±SD]: 4.86 ± 3.78; median 5 
Communication  
Technologies 

Mean [±SD]: 4.43 ± 1.13; median 5 

Enterprise / Database 
Technologies 

Mean [±SD]: 3 ± 1.73; median 3 

Generic Application  
Technologies 

Mean [±SD]: 4.43 ± 0.78; median 5 

Collaborative  
Technologies 

Mean [±SD]: 5 ± 0.0; median 5 

Other Work Specific 
Technologies 

Mean [±SD]: 4 ± 1.41; median 4 

Total ICT Use at Work Mean [±SD] ICT use: 4.39 ± 1.15; median 5 ICT 
use

3.2 Interview Procedure

Prior to the start of the interviews, all participants were contacted individually by one
of the authors of this paper. The main purpose of this briefing contact was to encourage
participants to think about the interruptions they experience in their workplace, with a
particular focus on howandwhy they typically perceive and dealwith these interruptions,
and how often they experience them in an average day. Also, participants were assured
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complete anonymity throughout the data collection and analysis period and were given
the opportunity to clarify any questions they had about the purpose and goal of the study.

To ensure the quality of the data on interruptions, we asked participants to respond
in writing to interview questions after a typical workday. This allowed them to freely
allocate their time to responding to the questions. This also ensured that the quality of
the answers was not affected by lack of time and that the response rate was 100% for
all questions in the interview guide. However, participants were also given the opportu-
nity to answer the questions verbally, although each participant preferred to answer the
questions in writing. As part of the interview process, additional time was arranged with
participants after data collection to allow them to ask questions or make clarifications
as needed. This debriefing also served to thank participants once again for their time.

3.3 Interview Data Coding and Analysis

To analyze the collected interview data, a content analysis approach was chosen. The
analysis of the interview data was done in a straightforward manner [64] and included
the development of a category system as first step [65]. For this purpose, the interview
material for the qualitative content analysis was first screened with the aim of extracting
a specific structure from the material. During this process, we used the taxonomy of
interruptions with the various attributes of an interruption [40] and specific literature on
research findings from research on interruptions as a guide for identifying constructs.
For example, we used the typology of work interruptions by Jett and George [45] or
the different coordination methods for dealing with interruptions by Kirmeyer [57] to
develop an initial structure for our category system. This guiding structure was then
iteratively applied to the interview material with the goal of developing a preliminary
category system. To this end, all textual elements were extracted, resulting in about
100 generated codes. These codes were then structured along the identified context-
specific constructs (i.e., interruption types, interruption consequences, and interruption
management) with corresponding definitions from research on interruptions and formed
into the category system using examples from thematerial. The procedure for qualitative
content analysis of our interview material is thus a theory-oriented and rule-bounded
procedure for the systematic investigation [65].

To assess the applicability of the results of our coding process, we asked in the second
step an independent expert to assign examples of the interview material to our proposed
codes. Among the examples, this independent evaluator disagreed on only one code.
The disagreement was then resolved in a brief discussion. Table 2 provides the category
system derived from this exploratory study.

In the third step, both authors of this paper independently coded the interviews with
the category system and entered the results into a spreadsheet. This research approach is
similar to that of Russell et al. [66], who exploratorily investigated how individuals cope
with e-mail interruptions by using a spreadsheet and numerically noting all answers
that referred to a particular code in their category system. In this way, the number
of corresponding answers can be summed with a frequency of reports per code and
compared with the other codes. However, as outlined by Russell et al. [66], interview
participants can give answers that refer to multiple codes, since codes are not mutually
exclusive. Also, each interview participant may have given several answers that can refer
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to different codes. For this reason, the calculated frequencies only refer to a summary of
how many times an answer (i.e., code) was given in the interview data and with which
frequencies. Nevertheless, by extracting all textual elements, we were able to consider
100% of the interview material.

The fourth and final step was to compare and verify the results of the coding process,
which also allowed an assessment of the intercoder agreement between the two authors
of this paper. The intercoder agreement was calculated following established procedures
of Cohen [67] andwas 92%, above accepted thresholds (< 61%, [68]). However, to reach
full consensus on the coding of the interview data, both authors discussed discrepancies
in coding and clarified those codes where they disagreed.

Table 2. Overview of Category System on Interruption Constructs

Category Code Definition Reference

Interruption Types Break Endogenous event that
results in time off from work
to accommodate personal
needs and the rhythm of the
day (e.g., take time to have
lunch)

[45]

Distraction Exogenous event that triggers
psychological reactions due
to external stimuli or
secondary activities that
interrupt focused attention on
primary task activities (e.g.,
individual is exposed to noise
while performing a task)

[45]

Intervention Exogenous event that reveals
a discrepancy between task
performance expectations
and actual performance of
primary task activities (e.g.,
individual receives feedback
relevant to task performance)

[13]

Intrusion Exogenous event that
temporarily interrupts the
execution of primary task
activities due to an event that
is irrelevant to task
performance (e.g.,
unscheduled phone call)

[13, 45]

(continued)
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Table 2. (continued)

Category Code Definition Reference

Interruption Consequences Negative Performance
Outcomes

The subject’s work
performance is negatively
affected by the interruption
(e.g., interruptions lead to
decreased task accuracy)

[46]

Negative Psychological
Outcomes

The subject’s psychological
well-being is negatively
affected by the interruption
(e.g., interruptions lead to
work exhaustion)

[49]

Neutral Outcomes The subject’s work
performance or
psychological well-being is
not affected by the
interruption (e.g.,
interruptions tend to have no
effect on performance at the
start of a task)

[56]

Positive Performance
Outcomes

The subject’s work
performance is positively
affected by the interruption
(e.g., interruptions lead to a
work strategy change)

[54]

Positive Psychological
Outcomes

The subject’s psychological
well-being is positively
affected by the interruption
(e.g., interruptions lead to the
triggering of positive
emotions)

[55]

Interruption Management Preemption The interrupting activity is
processed immediately,
while the primary activity
remains temporarily
unfinished

[57]

Sequential Processing The primary activity is
processed first, before the
interrupting activity is started

[57]

Simultaneity The interrupting activity and
the primary activity are
processed with rapid task
switching to accomplish both
activities

[57]

Kindly note that a) we have decided to use the term “intervention” in line with Addas and Pin-
sonneault [8], who based it on the original definition of “discrepancy” by Jett and George [45];
and b) references to the consequences of interruptions serve to highlight an exemplary finding of
research on interruptions.
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4 Research Results

In this section, we present the main findings of our content analysis, guided by our
three RQs. We also include interviewee statements that offer insights into the general
perceptions andmanagement ofwork interruptions among digital business professionals.
Kindly note that the interviews were conducted in German and the exemplary statements
were literally translated. Appendix 2 provides additional results, such as interviewees’
estimates of frequencies of work interruptions, that were not a primary focus for this
exploratory study.

4.1 What Specific Types of Interruptions Can Be Classified Among Digital
Business Professionals?

Our qualitative content analysis indicated that most of the interruption types are either
intrusions (e.g., unscheduled phone calls during task performance) or distractions (e.g.,
receipt of online messages perceived as irrelevant during task execution). The result
of the content analysis on interruption types is shown in Table 3, together with some
exemplary statements.

Table 3. Result of Content Analysis and Exemplary Statements on Interruption Types

Code Distribution Exemplary Statement

Break 15% “Occasional breaks from tasks are also necessary. I like to plan my
free time activities during this time.”

Distraction 27.5% “Our company operates a very transparent information policy. As a
result, we receive irrelevant online messages around the clock,
which regularly interrupts my attention to work.”

Intervention 22.5% “Interruptions can be helpful because they contain, for example,
critical feedback for an ongoing project or similarly important
information.”

Intrusion 35% “Occasionally, someone comes into my office and says there’s
cake, or I’m invited for coffee.”

4.2 How Do Interruptions Affect Psychological Well-Being and Work
Performance of Digital Business Professionals?

Our qualitative content analysis revealed that most of these interruptions were perceived
negatively and can affect individual’s psychological well-being and work performance.
For example, it wasmentioned that such interruptions have negative consequences on the
workflow. In this context, one interviewee has deactivated communication technologies
for severalweeks during concentratedwork, because otherwise the aspiredflowstate can-
not be achieved. Yet, our data also reveal that interruptions are also perceived positively.
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For example, interruptions can improve work performance because they can include
relevant information about work tasks. The result of the content analysis on interruption
consequences is shown in Table 4, together with some exemplary statements.

Table 4. Result of Content Analysis and Exemplary Statements on Interruption Consequences

Code Distribution Exemplary Statement

Negative Performance Outcomes 28.5% “Interruptions can distract me from the
current task and thus disrupt the workflow.
This causes the task to take longer.”

Negative Psychological Outcomes 25% “Due to interruptions, I have been
deactivating or turning off communication
technologies during concentrated work for
the past three to four weeks, as I kept
getting pulled out of work and not getting
into a flow.”

Neutral Outcomes 17.9% “I neither feel disturbed by interruptions,
nor do they affect my work performance.”

Positive Performance Outcomes 10.7% “Interruptions are helpful because they
usually provide me with additional
information about work tasks.”

Positive Psychological Outcomes 17.9% “I’m grateful for interruptions because
they give you important information about
a project or a current problem.”

4.3 How Do Digital Business Professionals Deal with Interruptions?

Our qualitative content analysis indicated that most interviewees predominantly deal
with the interruption immediately while the primary activity remains temporarily unfin-
ished (i.e., preemption), or they finish the primary activity first before starting the inter-
rupting activity (i.e., sequential processing). Also, interviewees have a low tendency to

Table 5. Result of Content Analysis and Exemplary Statements on Interruption Management

Code Distribution Exemplary Statement

Preemption 43% “If the interruption is more important than the current
activity, I take care of it immediately.”

Sequential Processing 43% “When I finished my work, I take care of the
interruption.”

Simultaneity 14% “If my workday allows it or has just started, I take care
of the interruption at the same time.”
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dealwith the interrupting activity and the primary activity by switchingbetween the activ-
ities (i.e., simultaneity). The result of the content analysis on interruption management
is shown in Table 5, together with some exemplary statements.

5 Research Discussion

The research results provide a valuable foundation for future research activities on
interruption science [40]. Based on our results, we describe below contributions and
implications along with limitations that could provide opportunities for future research.

5.1 Contributions and Implications

We contribute to research by providing a practical perspective on the general perception
and management of interruptions by classifying specific types of interruptions, quanti-
fying the resulting consequences for psychological well-being and work performance,
and examining how interruptions are managed. In our exploratory study, we focused on
digital business professionals because their information-rich digital media environment
should give them experience in managing work interruptions that arise primarily from
the ubiquitous availability of digital devices and tools and the ambiguous contemporary
use of these devices and tools in the workplace. Through qualitative content analysis,
it was possible to obtain empirical insights into perceptions and management of inter-
ruptions. In this process, we also considered the conceptual and descriptive structure
of interruptions derived from prior research [40]. Overall, our research methodology
represents a methodologically sound approach to the systematic study of interruptions,
parts of which can be used for further research.

The main implication for research is that our developed category system can serve
as a foundation for further empirical research. In this context, it can be insightful to
focus on similar or different target groups. For example, an empirical study found that
medical doctors on average perceive 10.58 interruptions per hour and nurses 11.65
interruptions per hour [69]. Such a high number of interruptions could, for example,
lead to a different frequency distribution of the consequences or the management of
interruptions, or also to new types in the classification of interruptions. This couldmake it
possible to compare target groups basedon the number of interruptions.With the category
system we developed (see Table 2), we contribute to the research on interruptions by
taking a comprehensive view of interruptions.

From a practical perspective, our exploratory study illustrates the importance of sci-
entific discourse on interruption. Indeed, the results of our qualitative content analysis
revealed that in most cases, the execution of the primary tasks of digital business pro-
fessionals is temporarily interrupted by intrusions or distracted due to external stimuli
or secondary activities that interrupt focused attention on primary task activities (see
Table 3). It can be said that interruptions can disrupt the routine flow of work as one
shifts from automatic execution of routines to conscious processing of information [70].
Csíkszentmihályi [71] indicates that the optimal experience at work is in a psychophys-
iological flow state, which he describes as “the state in which people are so involved in
an activity that nothing else seems to matter; the experience itself is so enjoyable that
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people will do it even at great cost, for the sheer sake of doing it” (p. 4). In fact, an
empirical study has shown that the psychophysiological flow state can also lead individ-
uals to complete a demanding task with moderate parasympathetic activity (decreased
HRV activity) [72]. Interruptions, such as incoming online messages via collaboration
technologies (i.e., CMC interruptions), disrupt flow, negatively affecting work perfor-
mance in complex tasks [73] and generating work-related stress [74]. As an implication
for practice, research activities and findings from research on interruptions, such as
influencing factors (see Table 8) or recommendation (see Table 9) in managing inter-
ruptions, are therefore particularly valuable as they can contribute to the experience of
flow. As an example, in a recent study by Nadj et al. [75], it was found that even frequent
interruptions do not have a negative impact on flow during task performance if they
provide task-relevant information. Nonetheless, since this study constitutes exploratory
research and recommendations were not the primary focus of this study, the purpose
of this study was to provide a foundation for future research activities on interruption
science [40] by providing a practical perspective on the general perception and man-
agement of interruptions. Thus, further empirical investigation of specific attributes of
interruptions can provide society and businesses with important insights into how best
to manage interruptions.

5.2 Limitations

Our work is not free of limitations. First, one limitation of our exploratory study is
the sample size. However, the approach to developing our category system followed a
theory-oriented and rule-bounded procedure to subsequently systematically analyze the
data from our collected interviews. We therefore note that a larger sample size could
lead to further refinement of the category system in terms of interruption types and inter-
ruption management, as well as possible changes in the existing frequency distribution.
Second, we asked interview participants to respond in writing to interview questions
after a typical workday. Although this procedure allowed them to freely allocate their
time to answer the questions, it is possible that certain interruption attributes could not be
fully explored. For example, interviewees estimated the average number of IT-mediated
interruptions during a typical workday to be quite low, with a maximum of 20 interrup-
tions per day (see Table 7). Empirical research on the interruption frequency revealed
that IT devices and programs interrupt an individual about 70 times per day during the
completion of actual work tasks [13]. Although examining the frequency of interrup-
tions during a typical workday was not the primary focus of this study, the difference
in perception of interruptions may be due to age, gender, or computer self-efficacy in
managing IT-mediated interruptions [30]. Future research addressing the above limita-
tions could therefore provide further insights into the perception and management of
interruptions.
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6 Concluding Statement

The goal of this exploratory study was to allow digital business professionals to
describe their general perception and management of interruptions. Specifically, our
study presents a theory-oriented researchmethodology (derived from insights from prior
research on interruptions such as the taxonomy of interruptions [40]) along with rules
for systematically examining the collected qualitative data by following an established
methodology for data coding and analysis [65]. This approach allowed us to classify
specific types of interruptions, quantify the resulting consequences for psychological
well-being and work performance, and examine how interruptions are managed. Over-
all, this exploratory study lays a valuable foundation for future research activities on
interruption science [40]. Indeed, the systematic investigation of interruptions helps to
address “any negative impact on attitudes, thoughts, behaviors, or body physiology that
is caused either directly or indirectly by technology” [76 p. 5]. It will be rewarding to
see what insights future research will reveal.

Acknowledgments. This research was funded by the Austrian Science Fund (FWF) as part of the
project “Technostress in Organizations” (project number: P 30865) and by the Austrian Research
PromotionAgency (FFG) as part of the project “Interruption” at theUniversity ofApplied Sciences
Upper Austria. Also, we would like to thank the digital business professionals who participated
in this study.

Appendix 1: Overview of Interview Questions

Table 6. Overview of Interview Questions

Question Set Question

Demographic Information
and ICT Use in the Workplace

Can you please briefly introduce yourself and
describe your daily work routine in your company
(e.g., job title, work area)?

With which gender do you identify?

Please indicate your age

Do you live in Austria? If no, in which country do you
live?

What is your highest completed education?

In which business sector do you work?

How many years of professional experience do you
have?

(continued)
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Table 6. (continued)

Question Set Question

Please rate how often do you use the following
information and communication technologies (ICTs)
in your daily work (5-point Likert scale; 1 represents
“Never”, 5 represents “Always”)?
• Mobile technologies (e.g., Cell phone, Laptop)
• Network technologies (e.g., Internet, Intranet, VPN)
• Communication technologies (e.g., e-mail,
voicemail)

• Enterprise / Database technologies (e.g., SAP or
Oracle applications)

• Generic application technologies (e.g., Word, Excel,
PowerPoint)

• Collaborative technologies (e.g., Instant Messaging,
Video Conferencing)

• Other work specific technologies

How many years of experience do you have using
ICTs in the workplace?

Interruption Perception Are you regularly interrupted in your work by ICTs?

What kind of interruptions do you mainly experience
during your working hours? Please give some
examples

What do these interruptions mean to you in a
professional life? For example, do these interruptions
help you perform your work because they are
relevant? Or are these interruptions rather
unimportant for you in a professional context? Again,
please give a few examples

How do you feel when you are interrupted in your
work? For example, can interruptions affect your
work performance, or do you feel disturbed by them?
Please give examples

Interruption Management How do you behave when you are interrupted? For
example, do you try to take care of the work and the
interruption at the same time, or do you take care of
the interruption first before resuming the original
task? Please give examples

Are there also interruptions that you need to take care
of immediately? If so, what factors influence this
decision? Please give examples

(continued)
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Table 6. (continued)

Question Set Question

What do you do if you cannot complete your work in
the scheduled working time due to the interruptions?
Do you complete these tasks the next day during
working hours or on the same day outside regular
working hours? Are there any specific factors you
consider when making your decision? Please give
examples

Do you have any other tips or tricks on how to best
handle interruptions?

Interruption Estimation
and Opinion on ICT in the Workplace

On average, how many times per day are you
interrupted by ICTs (e.g., an instant message via
Slack or Microsoft Team) while completing an
ongoing task?

On average, how much time do you lose from your
workday due to interruptions?

On average, how much time per week do you need to
complete your work tasks outside of regular working
hours due to interruptions?

What do you think about the use of ICTs in the
workplace in general?
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Appendix 2: Additional Results

Table 7. Estimation of Perceived Interruptions at the Workplace

Question Amount Distribution

On average, how many times per day are you interrupted by
information and communication technologies (e.g., an
instant message via Slack or Microsoft Team) while
completing an ongoing task?

Unable to estimate 29%

<5 14%

<10 14%

<15 29%

<20 14%

On average, how much time do you lose from your workday
due to interruptions?

Unable to estimate 14%

<30 min 29%

<60 min 43%

<90 min 14%

On average, how much time per week do you need to
complete your work tasks outside of regular working hours
due to interruptions?

Unable to estimate 14%

<30 min 43%

<60 min 29%

<180 min 14%

Table 8. Insights into Influencing Factors for Immediate Management of Interruptions

Influencing Factor Exemplary Statement

Current Workload of Interruption Receiver “It depends on whether there is a lot or little to do
now as well as how far the working day has
progressed.”

Interruption Consequences “If the web store goes down, I would immediately
take care of the interruption, otherwise we could
lose sales.”

Interruption Content “When I am waiting for feedback that leads to the
completion of an important activity, it is brought
forward.”

Interruption Duration “In case of a short interruption that only slightly
delays the schedule, I take care of the interruption
and try to complete the planned work afterwards.”

Interruption Task Type “Operational activities with customers need to be
handled immediately in the best case.”

Status of Interruption Initiator “When I receive instructions from my CEO, I
immediately take care of the interruption.”
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Table 9. Insights into Personal Recommendation for Managing Interruptions

Recommendation Exemplary Statement

Communication Rules “Companies could establish communication rules that govern
when an employee must be available.”

Education and Training “A company must support employees in creating an awareness of
the resulting illnesses and, with appropriate support, ensure a
certain vitality in everyday work.”

Self-Management “You have to decide for yourself which interruptions you pay
attention to immediately and which ones you ignore for the time
being.”

Task Prioritization “There are tasks that are more important and therefore should be
prioritized in terms of interruptions.”

Task-Oriented Use of ICT “For important tasks, I use only the programs I need to perform
the task and disable all other notifications.”

Usage of “Do Not Disturb” “I find MS Teams’ “Do Not Disturb” mode or Microsoft’s ability
to disable notifications for a certain amount of time when you
want to work in a focused manner very useful.”
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