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Abstract. Chinese market penetration rate of automated driving systems (ADS)
is increasing rapidly. Users are willing to try ADS, but the negative feeling is
along with the substantial experience as well. One reason is the gap between users
experience and expectation of ADS function, which was formed based on the
market information. The other reason is ADS cannot meet different individuals’
driving preferences and habits in short term.

As a consequence, users might decrease their trust with ADS, therefore reduc-
ing the usage frequency and losing opportunities to rebuild trust. This counteract
with the original intention of ADS, which is to improve driving safety.

In the human-machine cooperativeADS, trust repair is necessary formaintain-
ing the trust between the human and the system; in terms of method, anthropomor-
phic in-vehicle voice communication can enhance the degree of trust. However,
there are scarce amounts of studies regarding these two concepts.

Regarding the circumstance, our research proposes a trust repair strategy that
is centered on voice communication in ADS. Based on existing ADS technical
capabilities, our goal is to improve users’ trust and experience with ADS in the
early stage of use.

Through market user research, our team systematically summarized the
types of scenarios and reasons for the reduction of trust in ADS as the basis
of our research. Furthermore, based on the concept of trust repair, a voice-
communication-based interaction strategy for ADS is established, and specific
dialogues are designed. Finally, a scenario simulated user test (N = 60) was con-
ducted to verify the effectiveness of the strategy: this trust repair approach can
significantly improve users’ trust in the early use of ADS and their subjective atti-
tudes to use it.Overall, the results provide a newperspective anddirect implications
for ADS and in-vehicle voice assistant designers.
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1 Introduction

The adoption of Automated Driving System (ADS) is steadily increasing, with sales of
Level 2 ADS vehicles in the Chinese market reaching 2.88 million in the first half of
2022, up 46.2% year on year.
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ADS aims to reduce driving stress and enhance safety. However, a recent survey
of Chinese consumers found that 39% expressed concerns about how to handle ADS
malfunctions, indicating uncertainty in the transition frommanual to cooperative driving
with [1] ADS. User trust is directly related to automation usage, as shown in a study by
Lee and See [2]. Lack of trust in autonomous vehicle systems is a frequently cited reason
for driver reluctance to use them, according to recent surveys[3, 4]. Supporting appro-
priate trust is critical in avoiding misuse and disuse of automation [2, 5, 6]. Therefore,
trust is a critical factor in the ADS experience.

Trust consists of initial trust and dynamic trust[7]. A common strategy to increase
the likelihood of using ADS is to establish initial trust through pre-teaching or providing
guidebooks.Dynamic trust, which changes duringADSdriving, is the focus of this study.
The study considers how users update their level of trust during the learning phase[8]
and how the design of the HMI affects users’ dynamic trust and human-machine team
performance.

Negative interactions are found to have a greater impact on dynamic trust than posi-
tive interactions[9].During the learningphase, a negative experience can cause a decrease
in trust or even lead to users abandoning the use of ADS, as researched by Fredrick
Ekman[8]. There are two advantages to dynamically repair trust in the vehicle. Firstly,
users can continuously understand the capabilities of ADS by receiving timely infor-
mation and encountering different situations with relevant explanations. Secondly, ADS
can receive real-time data, such as user behavior, emotional state, and environmental
changes, and provide more precise explanations and caring communications. To effec-
tively repair users’ trust and improve their experience, we propose to implement a voice
assistant communication strategy in ADS. Therefore, we first ask the following two
general research questions.

RQ1: How can trust in ADS be repaired through voice communication?
RQ2: How do users’ trust and attitudes towards ADS vary with and without trust

repair strategies?

2 Research

2.1 Negative Experience and Reduction of Trust

An in-depth interview was conducted in the early stage of this research with 10 Chinese
users. All of them had purchased a new car equipped with an ADS within half a year
and had some basic knowledge and experience of the ADS. Based on the interviews,
four main factors were identified regarding costly acts and negative experiences:

The Imperfection of Conditional ADS Functionality. In some situations, ADS may
suddenly exit, and its performance in complex road conditions is unstable.

Mismatched Driving Style due to Differences in System and Individual
Preferences. In a short period of time, automatic driving functions may not be able
to match the driving habits and preferences of different individuals. The limited settings
offered by manufacturers may not be adaptable to different dynamic scenarios. The
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resulting tense experience may lead users to take over driving, which can reduce their
trust in ADS and decrease the frequency of use [10].

Cognitive Bias and “Disappointment”. Users’ initial cognitive understanding of new
technologies often comes from the media and may lead to high expectations. During the
early stage of usage, understanding and summarizing the system logic and boundaries
can be challenging and time-consuming due to the complexity of the ADS function.
Additionally, some users may not be interested in the underlying logic. Unchecked high
expectations can cause frustration, a decrease in trust [11], and disuse, if the system fails
to meet users’ expectations during actual experiences [12].

Lack of Transparency and Communication Channels. The primary issues are con-
centrated in the following areas: a lack of understanding of specialized terminology
and symbols, unclear identification of the specific reasons for system failures, and an
inability to predict system behavior. There are few convenient channels for obtaining
accurate information, causing users to rely on community or online searches for help.
Furthermore, effectively describing the problems remains a challenging task.

2.2 The Main Factors Affecting Trust Repair in ADS

Beneficial Acts. According to the Transactional Model of Trust Repair by Ewart, bene-
ficial acts can repair trust, which are perceived as positive or pleasant interactions by the
human[13]. For ADS, such beneficial acts may include improved performance, recog-
nition of costly acts, empathetic responses, clear explanations for system’s behavior,
maintaining a positive tone, demonstrating learning capabilities, and making promises
for future improvements[13].

Timing. First, humans have learned to trust the system that exhibit expected or pre-
dictable behavior[14]. To align users’ expectations to a more objective level and reduce
feelings of frustration, it can be helpful to inform themof the system’s limitations and rea-
sons in advance. Second, when users encounter negative experiences or have inquiries,
active communication canbe employed to provide timely and accurate responses. Finally,
in highly stressful situations, such as sudden takeovers, providing complex explanations
may increase safety risks. Therefore, the timing of post-explanation after costly acts is
crucial in such situations.

Voice Communication. Anthropomorphization is an approach to trust repair [13]. By
explaining complex and technical operations in a more accessible way, users are more
likely to trust the system. Through interviews, it was found that some users asked an
experienced co-pilot about ADS-related questions during the learning phase. The voice
assistant can combine vehicle data to support fuzzy search and provide instant feedback,
enabling users to ask questions such as “What was that sound just now?” or “What does
that icon mean?” Moreover, considering the multitasking in driving, the speech style
used in voice assistance needs to be direct and concise.
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2.3 Communication Strategy of Trust Repair in ADS

In conclusion, a communication strategy for an in-vehicle voice assistant was proposed
as a mean of repairing trust in ADS (Fig. 1). This strategy was complemented by a
specific conversation design tailored to typical ADS scenarios. The objective of this
proposal is to enhance users’ trust and overall user experience during the initial phase of
use effectively, based on the same technical capabilities. The effectiveness of the repair
strategy and dialogue design was validated through comparative testing.

Fig. 1. In-vehicle communication strategy for ADS based on trust repair theory.

3 Method

3.1 Questionnaire

The online survey questionnaire consists of five scenarios, each divided into two groups.
One group includes the use of a voice assistant to repair trust (TR), while the other (NTR)
does not.

Scenario 1 (S1): Driving home on a rainy night. In the TR, the voice assistant reminds
users in advance: "the weather is bad and may affect the performance of the ADS." A
message is also displayed on the dashboard when user turns on the ADS. In NTR, there
is no voice prompt.
Scenario 2 (S2): An unfamiliar icon appears on the dashboard and the user asks the voice
assistant for help. In NTR, the voice assistant will assist in opening the user manual page,
while in TR, the assistant will directly explain the meaning of the icon to the user.
Scenario 3 (S3): While driving on an elevated road, if the vehicle system detects that
the user is trying to maintain a distance from a large vehicle, the voice assistant in the
TR will inform the user that the system has learned about their driving habits and will
execute it in the future. On the other hand, the NTR does not have any voice prompts.



Trust Repair of Automated Driving System: A New In-Vehicle 103

Scenario 4 (S4): When the preceding vehicle changes lanes, the automated driving
vehicle may quickly accelerate to close the distance, which can cause discomfort for
the user due to consecutive acceleration and sudden braking. In both TR and NTR, the
system detects the user’s discomfort and adjusts the acceleration strategy accordingly.
However, in TR, the voice assistant informs the user that it has recognized the discomfort
and changed the accelerationmode. After discomfort was reduced, the assistant confirms
with user by saying "the same driving mode will be maintained in the future”.
Scenario 5 (S5): Due to the inability to accurately recognize unclear lane markings on
the elevated road, the ADS exits directly and requires the user to take over the vehicle
immediately. Both TR and NTR will display message on the dashboard without any
communication (see Fig. 2 a). When the user’s cognitive load is reduced or the vehicle
comes to a stop, TR’s voice assistant provides explanation to user (see Fig. 2 b). NTR
does not provide any further communication or explanation.

Fig. 2. Pictures of scenario 5 in the questionnaire.

3.2 Procedure and Measurement

In the questionnaire, the participants were instructed to imagine themselves using a new
ADS and experienced both TR and NTR in five different scenarios. The user experience
was evaluated by two criteria: "Attitude" and "Trust". The attitude questionnaire was
designed based on a 7-point semantic differential scale and divided into 4 dimensions
(from 1 to 7 points): “Complicated - Simple”, “Obstructive - Supportive”, “Foolish
- Intelligent” and “Conservative - Creative”. The trust scale, adapted from Choi and
Ji [15], measured 3 dimensions: TRU1 - “The system is dependable”, TRU2 - “The
system is reliable” and TRU3 - “Overall, I can trust the system”. The questionnaire has
distributed a total of 60 copies, with the Cronbach’s α coefficient being 0.959, the KMO
value being 0.742, and Bartlett’s sphere test being χ2=2353.706, p < 0.05, which is
indicated to be suitable for analysis.
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4 Result

4.1 The Effect of Trust Repair Strategies on Trust

Table 1 demonstrates that the trust repair strategies (TRS) have a significant impact on the
trust of the participants (p= 0.01< 0.05), particularly for the participants over 46 years
old. The results indicate that the age of the participant had a significant influence on trust
repair (p = 0.03 < 0.05).

Table 1. Result of Paired Sample T-Test on trust.

Groups Mean SD Difference t p

Pair1 TR-TRU1 5.45 1.59 0.47 2.087 0.041*

NTR-TRU1 4.98 1.78

Pair 2 TR-TRU2 5.17 1.66 1.65 4.392 0.000**

NTR-TRU2 3.52 1.94

Pair 3 TR-TRU3 5.18 1.63 0.48 2.039 0.046*

NTR-TRU3 4.7 1.87

Note. * p < 0.05 ** p < 0.01

4.2 The Effect of Trust Repair Strategies on Attitude

Over all, the participants in the study found that the communication based on TRS
was helpful, and the post-explanation voice had a significant impact on their trust in the
system.As shown inTable 2, theTRShad a significant impact on theParticipant’s attitude
in S5. Specifically, when the user was required to take over urgently, the post-explanation
voice increased their trust in the system.

Table 2. Results of Paired Sample T-Test on attitude for 5 scenarios.

S1 S2 S3 S4 S5

Simple 0.78*
(4.93–4.15)

0.32
(5.2–4.88)

0.02
(5.25–5.23)

-0.37
(4.8–5.17)
0.33
(5.3–4.97)
0.23*
(5.3–5.07)
0.35
(5.3–4.95)

0.7*
(4.75–4.05)
0.75*
(5.12–4.37)
0.6*
(5.15–4.55)
0.78**
(5.03–4.25)

Supportive 0
(4.98–4.98)

0.17
(5.48–5.32)

0.37
(5.63–5.27)

Intelligent 0.25
(5.1–4.85)
-0.12
(4.55–4.67)

-0.08 0.17
(5.67–5.5)
0.25
(5.48–5.23)

Creative (5.28–5.37)

-0.02

(5.17–5.18)

Note. The values are: Difference (TRmean - NTRmean) * p < 0.05 ** p < 0.01
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The strategy of enhancing the transparency of ADS to restore trust is effective in
improving users’ overall evaluation of the system’s supportiveness. The results of S1
indicate that the repair strategy significantly improved users’ perception of the inter-
action as being simpler. However, it did not demonstrate a significant difference in
creativity and supportiveness compared to NTR. Based on the results of S4, participants
felt significantly simpler, but more complicated in TR.

5 Conclusion and Discussion

5.1 Conclusion

In general, TRS improves users’ trust and subjective evaluation in using ADS. Users
feel supported in all the scenarios, proving the communication strategy is effective.

The timing of voice assistant communication should take into account the user’s
real-time emotions and cognitive load, especially in emergency situations such as taking
over control (scenario 5). Additionally, it is important to provide explanations for ADS
failures, which can help users gain a clear understanding of the system’s limits and
capabilities.

Directly providing feedback can significantly simplify and enhance the user experi-
ence (S1). The voice design strategy should address users’ cognitive issues more instinc-
tively to reduce the learning cost. Due to the inability to predict user intents accurately,
there was no improvement in the dimensions of intelligence and creativity (S2). S4made
it more complicated for users, possibly because it introduced onemore round of dialogue
compared to the NTR.

There is also a notable increase in trust and attitude scores towards the ADS,
especially among participants aged 46 years old and above.

5.2 Limitation and Future Work

The study has several limitations. Firstly, the survey was conducted through online ques-
tionnaires, which may not fully represent real-life scenarios. Participants responded to
pictures and scenario descriptions, while voice conversations were represented in text
form. Future research should incorporate real vehicle environments and live voice assis-
tant conversations. Secondly, measuring initial trust and trust after negative experiences
could provide a better evaluation of the effectiveness of the repair strategy. Thirdly, the
appropriate level of user trust was not discussed, and communication between ADS
and humans should be restrained to avoid over-trust. Lastly, the study found age differ-
ences in the effectiveness of trust repair strategies, but future comparative research could
investigate the impact of other demographic characteristics such as gender and driving
experience.
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