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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday lives, as
an ever-growing number of human activities are progressively moving from the phys-
ical to the digital world. This process, which has been ongoing for some time now,
was further accelerated during the acute period of the COVID-19 pandemic. The HCI
International (HCII) conference series, held annually, aims to respond to the compelling
need to advance the exchange of knowledge and research and development efforts on
the human aspects of design and use of computing systems.

The 25th International Conference on Human-Computer Interaction, HCI Interna-
tional 2023 (HCII 2023), was held in the emerging post-pandemic era as a ‘hybrid’ event
at the AC Bella Sky Hotel and Bella Center, Copenhagen, Denmark, during July 23–28,
2023. It incorporated the 21 thematic areas and affiliated conferences listed below.

A total of 7472 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1578 papers and
396 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will be
included in the ‘HCII 2023 - Late Breaking Work - Papers’ volumes of the proceedings
to be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2023 - Late Breaking Work - Posters’
volumes to be published in the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2023 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
sincere appreciation to Abbas Moallem, Communications Chair and Editor of HCI
International News.

July 2023 Constantine Stephanidis
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Preface

With the rapid technological advances of mobile communications, mobile applications
are not only changing people’s living style but also changing organizations’, indus-
tries’, and governments’ operation, management, and innovation in a new way, which
further impacts the economy, society, and culture all over the world. Human-computer
interaction plays an important role in this transition.

The 4th International Conference on Design, Operation and Evaluation of Mobile
Communications (MOBILE 2023), an affiliated conference of the HCI International
conference, addresses the design, operation, evaluation, and adoption of mobile tech-
nologies and applications for consumers, industries, organizations, and governments.
The purpose of this conference is to provide a platform for researchers and practitioners
from academia, industry, and government to discuss challenging ideas, novel research
contributions, and the current theory and practice of related mobile communications
research topics and applications.

The papers accepted for publication this year offer a comprehensive overview of the
prevalent themes and subjects in the field of mobile communications. In particular, in the
domain of mobile UX and interaction design the accepted papers discuss topics includ-
ing users’ behavior, mobile design, mobile communication, and user personalization.
A considerable number of papers address the topic of voice assistants and conversa-
tional Artificial Intelligence (AI), focusing on design and evaluation aspects, as well as
on decision-making in conversational AI, opinion building of argumentative dialogue
systems, and anonymity in voice assistants. Finally, articles in this volume showcase
examples of mobile applications, detailing their design and overall user experience.
Emphasis is placed on application domains where mobile apps have gained significant
traction, including but not limited to education, healthcare, and eCommerce.

One volume of the HCII 2023 proceedings is dedicated to this year’s edition of
the MOBILE conference and focuses on topics related to mobile user experience and
interaction design, design and evaluation of Voice User Interfaces and conversational
AI, as well as mobile Information Systems in education, healthcare, eCommerce, and
beyond.

The papers of this volume were included for publication after a minimum of two
single-blind reviews from the members of the MOBILE Program Board or, in some
cases, from members of the Program Boards of other affiliated conferences. We would
like to thank all of them for their invaluable contribution, support, and efforts.

July 2023 Gavriel Salvendy
June Wei
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Users’ Sophisticated Information Search
Behaviour

Adel Alhejaili1,2(B) and James Blustein1

1 Dalhousie University, Halifax, NS, Canada
adel.alhejaili@dal.ca, jamie@ACM.org

2 Taibah University, Medina, Saudi Arabia

Abstract. Smartphone use has become a part of many people’s every-
day life. Over the past years, the number of smartphone users has
increased significantly. Understanding how and why users select apps
to install is essential for app developers, designers and store owners.

Using a multi-method design, we combined an observational lab study
with qualitative and think-aloud protocol to explore the users’ scrolling
behaviour when choosing which apps to install.

This work argues, showcases and explains that users’ behaviour is
dynamic and constantly changing throughout the app search process.
Our findings indicate that users adjust and adapt to accommodate the
implications of the acquired knowledge gained from the environment.

Keywords: HCI Theories and Methods · Apps · Decision-making ·
Information Search · Laboratory experiment · Search adaptation ·
Learning from search

1 Introduction

Before downloading any app, users type the search keyword for the desired app
in the app store’s search bar. Based on the entered keyword, screen size, and
app store, a list of 2 to 7 apps is displayed to users [13], which is the starting
point of the decision-making process [10]. Then, in the “information-gathering
stage” [10, p. 129], if users are interested and think this app seems relevant to
their needs, they can open the app description page to view more details about
the app or consider other information cues. The last step is when users decide
whether to install the app [13].

People undertake different strategies when making choices based “on the size
and complexity of the available options” [30, p. 94]. “People can adjust their
rate of information processing (i.e., acceleration), may choose to filter incom-
ing information (filtration), or may queue information for later processing” [7,
p. 95]. To some extent, the nature of the information is considered to be “elusive
and hard” to explain since it is used differently by different people in different
contexts. [2, p. 147].

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Salvendy and J. Wei (Eds.): HCII 2023, LNCS 14052, pp. 3–17, 2023.
https://doi.org/10.1007/978-3-031-35921-7_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35921-7_1&domain=pdf
http://orcid.org/0000-0003-4347-054X
https://doi.org/10.1007/978-3-031-35921-7_1
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Our preliminary analysis [1] created a model of how users choose apps,
discussed the heuristic decision-making processes and applied data mining
approaches for pattern discovery to investigate the relationships between the
information cues. As part of a bigger research project in the app domain, we
provide additional analysis.

This research aims to showcase the users’ scrolling behaviour when choos-
ing which apps to install, addressing and providing an overview of the following
aspects: information search and processing, choices and decision-making, prob-
lem recognition, evaluation of alternatives, search adaptation, and learning from
search [5,7,12,14,22,23,28,30,31].

This work contributes to the growing area of understanding users’ search
behaviour in the following ways: First, we found that when users’ searched for
apps, they were not restricted by the default information (e.g., no scrolling)
available on the app search results screen of the app store. In fact, in 39%
of the app search instances, participants have scrolled past the default screen.
Second, based on our observations, we found a significant difference between
participants who employed different scrolling behaviour when searching for apps.
Third, we used multiple theories that guided us throughout this work, creating
a new perspective of users’ scrolling behaviour in the app domain. Fourth, we
found that when users look for apps, they adjust and adapt to accommodate the
implications of the acquired knowledge gained from the environment. Fifth, our
research suggests that developers must design their apps and content carefully
because the salience of certain information cues may lead users to select specific
apps over others.

2 Background and Related Work

We provide an overview of prior research regarding the theories and models of
the following domains: information search and processing, choices and decision-
making, problem recognition, evaluation of alternatives, search adaptation, and
learning from search [5,7,12,14,22,23,28,30,31].

2.1 Information Search and Decision-Making Process

The most common method for discovering apps is through app stores operated
and maintained by smartphone platform providers [9,19]. The app selection plat-
forms present a list of apps to the users based on the used search terms. However,
the “information about the complex algorithms used to determine what apps
appear higher in a search than others is not publicly known” [21, p. 2].

Usually, when users search for apps in the app stores, they have specific
targets in their minds, such as the app name or keywords [20]. Apple reported
that 70% of their app store visitors have used the search bar to find apps and
that 65% of the downloaded apps occur after searching [3,20]. The remaining
35% of the app store downloads are for users who might be scrolling and looking
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through the app lists to judge the information presented by the app publishers
[20,24].

In most information-seeking contexts, people can inspect several results.
Users can only sometimes find the information they require with a single search.
If they select an app that is not useful, they can quickly return to the results
list and look for another option [4]. Users change their used keyword terms to
create subsequent searches after viewing the results from the last used terms
[29], called reformulation.

There are many models describing the consumer decision-making process.
One model created by Solomon et al. [28] consists of several steps:

(1) problem recognition, where there is a need of a product or an app in our
context,

(2) information search, where consumers are searching for options,
(3) evaluation of alternatives, where consumers evaluating and comparing

options to make the best choice,
(4) product choice, where the consumer select the desired option and,
(5) the outcomes of the chosen choice.

Solomon et al. [28] stated that since the importance of decisions varies, peo-
ple’s effort in each stage differs. The decision-making process does not require
going through all the above steps since it involves some degree of information
search and deliberations based on the degree of people engaged in these decisions
[24,28]. Solomon et al. [28, p. 354] reported that it is common sense that peo-
ple “do not undergo” the “elaborate sequence” whenever buying something. If
people do that, they would “spend their entire lives making these decisions” [28].

2.2 Information Processing and Decision Theory

One essential “assumption about the nature of information processing” is that
“people rarely process” it under “perfect conditions” [31, p. 196]. Some con-
straints are related either to the environment (external, e.g., the complexity of
the information) or people’s cognitive abilities (internal, e.g., prior knowledge)
[27,33].

When making complex decisions in the web environment, in addition, to
coping with the amount of information available, people tend to prefer simplified
decision strategies that only incorporate some of the available information into
their decision available at hand [33]. This type uses, to some extent, the “least
effort principle,” which assumes that “people prefer less effort to more effort,
not because they are lazy, but because they are economy-minded processors
who spend their cognitive resources only when they are truly needed” [6, p. 38].

When encountering a “small number of well-understood alternatives,” people
generally tend to “examine all the attributes of all the alternatives and then make
trade-offs when necessary.” However, “when the choice set gets large, we must
use alternative strategies, and these can get us into trouble” [30, p. 94].

For example, when faced with two choices, a reasonable strategy would be
looking at all the alternatives and how they differ in terms of their attributes and
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then making some decisions based on the importance of such attributes as app
reviews, size and screenshots. This type of strategy is called in the choice litera-
ture as a “compensatory,” in which, for example, the (app reviews) attribute has
a higher value that compensates for the (app size) attribute that has a low-value
[30]. Noticeably, the same strategy cannot be used in a different context, where
the set of options are larger, and it is harder to evaluate each option. Instead,
one might simplify this task using the “elimination by aspects” strategy. First,
a decision needs to be made regarding choosing which attribute is important,
setting up a cutoff level, and eliminating all the options that do not satisfy the
standard of the desired attributes [30]. In this process, attribute by attribute is
evaluated until a choice is reached or the set of finalists’ features is narrowed
down enough to move on to compensatory evaluation [30]. Similarly, the anchor-
ing strategy [32] is “the tendency to relay heavily, or anchor, on one piece of
information in order to arrive at a decision” [26, p. 915].

People do not choose randomly between the equated alternatives. In con-
trast, they choose the superior option on the more important dimension, which
appears to provide a compelling reason to choose [16]. “Reason-based conception
of choice” focuses on the reasons that seem closer to how people think and talk
about when making choices. When facing a difficult choice, people try to come
up with reasons for and against each option at hand because most would only
sometimes attempt to estimate the overall values of those options [16, p. 1112].

2.3 Adaptation in Search

Adaptation in the decision-making process is greatly affected by the time pres-
sure, which affects how the information is examined. “Several types of adapta-
tions” have been found, such as “acceleration, selective filtration, and the use of
less information” [7, p. 96].

“People can adjust their rate of information processing (i.e., acceleration),
may choose to filter incoming information (filtration), or may queue information
for later processing.” Acceleration can take the form of a participant working
faster to complete the task, spending less time on each stage of the decision-
making process, processing more information at the same time, or reducing the
amount of time spent on each piece of information” [7, p. 95]. Participants may
filter or select according to what they already know, seek more general informa-
tion, or focus on the most reliable or salient attribute [7].

Overall, it has also been found that people seeking information are selective
in the information they use to decide, either filtering information to focus on
a subset of the available information or choosing different information sources
[7]. They also may “shift their search strategy by more shallowly inspecting
search results, more superficially processing found information, or by satisficing”
[7, p. 95].
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2.4 Learning from Search

Learning occurs throughout the search process as users plan, formulate and
modify their search, and select and interact with all the information sources,
while “gaining new or modifying and reinforcing existing knowledge” [22, p. 202].
In behavior science, it refers to “any change in behaviour which comes about as
a result of experience [12, p. 39]. “Consumer behaviour is a process of learning;
it is modified according to the customer’s past experience and the objectives he
or she has set” [12, p. 41]. Sometimes, they tend to supplement their knowledge
with external searches, in which they might obtain information from different
resources such as advertisements and friends’ recommendations [28].

3 Research Objective

Our earlier work examined the heuristic decision-making processes while partic-
ipants navigated through the app store by observing the information cues they
considered when searching for apps [1]. The concepts of heuristics, information
search and processing, decision-making and choices theories are intertwined.

Prior work conducted by Dogruel et al. [10] reported that half of their par-
ticipants did not scroll past the default list of 5 apps in the app search results
and that participants were mainly restricted by what is available on the default
information on the app search screen.

This research aims to provide insights into the users’ scrolling behaviour and
how far they will go when searching for apps. The theories and models introduced
earlier inform and guide our research discovery, especially the interpretations of
the collected data.

Based on earlier work, our research seeks to address the following questions:

– Do users scroll beyond the default app screen looking for apps?
– How far will the users go?
– Does the total number of apps seen on the app selection page influence or

affect users’ scrolling search behaviour?
– Do the information cues presented by app developers in the app stores impact

or affect users’ scrolling search behaviour?
– Does prior knowledge affect users’ scrolling search behaviour?
– Do users always choose the highest-rated apps?

4 Method

4.1 Participants

In this study, twenty-six students were recruited through the university e-mail
lists as a convenience sample from a Canadian university with ages ranging
from 18 to 40 years. Participants had to be 18 years old and own an Android
smartphone to participate. The participants received $10 compensation for par-
ticipating.
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4.2 Procedure

Using a multi-method design [8], we combined an observational lab study with
qualitative and think-aloud protocol followed by semi-structured interviews to
explore the users’ scrolling behaviour when choosing which apps to install [11,
17,18]. Also, we collected demographic information via a short questionnaire.
Participants completed the study in about 30 min.

For the app selection tasks, participants were asked to help out a hypothetical
friend who asked for advice to find two specific apps for given scenarios. The
researcher gave two scenarios out of five for the following categories: Nutrition
and health, Music, Twitter, Flight tracking, Scanning receipts, and Word games.
When participants verbalized their advice of the app name for the selection task,
they were given an Android smartphone to complete the tasks, and they were
told to imagine it was their friend’s smartphone. The complete study guide is
reported in [1].

4.3 Measures

To guide our research discovery, we adapted some coding rules from the work
of Dogruel et al. [10] while analyzing users’ scrolling search behaviour when
choosing apps. The complete guide of those rules can be found in [1]. For this
work, we have recorded the following variables during each app search:

(1) The total number of apps seen by participants on the app search results in
the app store with and without scrolling (e.g., five apps by default at the
time of the study).

(2) The total time of the app search task from seeing the first app till the
conclusion of the app search process.

(3) The time spent before selecting the first app for viewing.
(4) The lowest and the highest average ratings1 of the list of apps displayed on

the app search results in the app store.
(5) The rating of the selected app.
(6) Participants’ scrolling behaviours were recorded using built-in software.
(7) The participants given advice was used to determine prior knowledge.
(8) Other variables were gathered, but reported as a part of another study [1].

In addition to the collected variables, it is important to note that the total
number of app search instances was 84. For the statistical test analysis, we used
Chi-square to report any significant differences. Also, we used the letter N to
represent the total number of occurrences. Zeros used in Figs. 1 and 2, indicate
that some participants did not see the app search results page and went directly
to the app description page itself after initiating the search task by writing a
keyword for an app. Furthermore, the ID represents the participant number.
Lastly, the discussed theories guided us throughout the research discovery.

1 When refer to the average rating on a five-point scale as the rating from here on.
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5 Results

First, we describe users’ search behaviour in terms of scrolling, how far they will
go, influence or affected by the number of apps seen in the search results and
the impact or effect of the information cues when searching for apps. Second, we
shed some light on users’ scrolling search behaviour concerning their given advice
and prior knowledge of the given scenario. Third, we report our observations
regarding the ratings of the lowest and highest apps in addition to the ratings
of the selected apps. Lastly, we detail and reflect on the impact of adopting
multiple theories and models regarding users’ scrolling search behaviour.

5.1 Users’ Scrolling Search Behaviour

When investigating users’ search behaviour to find an app, it is crucial to consider
their scrolling behaviour. This behaviour involves the total number of apps seen
on the app selection page and the impact and effect of the information cues
(e.g., app reviews). Figure 1 shows that the range of the number of apps seen by
participants on the app search results varied from seeing nothing (e.g., opening
the app page directly based on the user search keyword) to seeing up to 54 apps
before making up their minds to select an app to view.

Interestingly, we found that participants have scrolled past the default screen
in almost 39% (N = 33 out of 84) of the app instances. This shows that some
participants, within a few seconds, had decided to view their first app to evaluate,
while others spent up to one minute and 45 s scrolling through the apps list to
view an app.

For example, the search behaviour of ID22 differed from other participants.
Before even starting the search process of inputting a search keyword to look
for an app, this participant went to Categories, then Top Free, and then scrolled
down until he found an app that matched the given scenario. That participant
stated that they would reach 54 apps in the app list, and if they could not find
what they were seeking, they would start the search process using the Google
Play Store search bar.

Based on the previous observations, the chi-square test revealed a difference
(p = 0.007 < 0.05) between the participants and the total number of apps seen
on the app search results, which confirms that participants employed different
scrolling behaviours while searching for apps.

Information Cues Effect on Users’ Scrolling Search Behaviour. One of
the aspects that might extend or shorten users’ scrolling behaviour is the quality
of the information cues presented in the app stores.

For example, the participant with ID19 took 1 min and 45 s before choosing
an app to view and saw 15 apps in total in the app search results. Then, he
checked the short description of an app called Smart Receipts. They read “track
expenses, scan receipts, create PDF reports all from your phone,” and then said
“I think this one is appropriate.” It was interesting that, from one cue and within
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only 19 s, he decided to install the app because this short description was well-
written by the app developer/company, which summed up all the aspects that
this participant needed in the app.

For the participant with the ID8, the first cue they considered in both app
search tasks was the app logo. For the first app they chose, it only took them
23 s. For the second task, while scrolling through the app search results, he said
that he “has broad assumptions of their logos; they look all right.” It took that
participant 48 s, perhaps a bit longer than his first task2, and the number of apps
they saw on the search results was 16. Interestingly, when he was asked why he
considered the app logo in both tasks, he said, “it looks professional, especially
if it has the look of that it was designed by a graphical designer, something like
that; they have been more committed on their app.”

Overall, the information cues in the app store environment have a consider-
able impact on their users [15], and it can trigger a change in users’ behaviour
while scrolling or judging the app content.

Fig. 1. The overall distribution of the frequency and percentage of the number of apps
seen on the app search results page.

5.2 Prior Knowledge

We describe whether the participants followed the suggestion they were given of
the category to consider when they were asked if they have specific app names

2 We have not yet tested for a statistically significant difference between these times.
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in mind before the app selection tasks based on the given scenarios. We wanted
to see if prior knowledge would affect users’ scrolling behaviour when searching
for apps.

We found that fourteen participants did not have any app names in mind for
the given scenarios. Some participants suggested some app names but searched
for other apps. What was interesting is that a few participants suggested to
search for a possible function that the app has to have based on the given
scenario such as cam scanner.

Recall that our earlier work reported seven instances of the factor knew the
apps where participants installed familiar apps [1]. In five instances, participants
installed familiar apps in one of the search tasks, and in two instances, one
participant installed apps that he already knew in both tasks.

The time spent to install an app ranged from 22 s to two minutes and a
half. In five cases, the time spent was measured in seconds as the following: 22,
32, 49, 61, and 72. On the other hand, the participant with the ID9 spent two
minutes and a half because he initially suggested an app but searched for another
and then decided to install what he suggested. The participant with ID15 spent
over two minutes. At first, he suggested a word game app, then while he was
searching, navigating the app categories, he saw 42 apps in total on the app
selection results. He stated that he recognized an app from the search results
that he heard in the newspaper and installed it.

Overall, due to the low number of occurrences, we could not further inves-
tigate the effect of prior knowledge on the users’ behaviour when searching for
apps even though there are some indications that the installation process is, to
some extent, quicker.

5.3 App Ratings

One of our research questions was observing participants if they would always
choose the highest-rating apps. We first report the overall frequencies for the
following variables: lowest rating displayed, highest rating displayed and the
rating of the selected app.

The rating variable was divided into three parts: the rating of the selected
apps and the lowest and highest ratings displayed on the app search results. We
have observed participants in these three domains. We wanted to see if the app
rating displayed on the app search results would influence their app selections.

The lowest displayed rating was 2.9, as Fig. 2a shows, and the highest dis-
played rating was 4.8, as Fig. 2b displays. It’s important to note that, as we have
mentioned earlier that some of our participants have gone directly to the app
page description without displaying the app search results and because of that,
the zero percent is shown in Fig. 2a and Fig. 2b.

Figure 2a displayed that the highest percentage of our participants have seen
the app rating 3.9 with 17% (N = 12) of the cases followed by the app rating 3.6
with 16% (N = 11) of the cases. Apps rated 4 and 4.3 had the same percentage
of 10% (N = 7) each. On the other hand, Fig. 2b showed that 28% (N = 20)
of the cases were for apps with a rating of 4.5. Twenty percent (N = 14) of the



12 A. Alhejaili and J. Blustein

Fig. 2. Distribution of the lowest and highest ratings displayed on the search results.

Fig. 3. The overall distribution of the rating of the selected app.

cases have seen apps with a 4.6 rating, followed by 18% (N = 13) for apps with
a rating of 4.4.

For the rating of the selected app as seen in Fig. 3, 22% (N = 16) have chosen
an app with a rating of 4.3, and similarly, apps with a rating of 4.4. Interestingly,
4% (N = 3) of our participants have seen an app on the search results with a rating
of 4.8, the highest app rating in our sample. That does not necessarily mean that
it would influence participants only to choose the highest ratings available since
none of them has selected an app with a rating of 4.8. Indeed, with 1.5% (N = 1),
one participant had chosen an app with a rating of 3.8.

More importantly, we thought we might find significant differences between
participants concerning the three above variables. Regarding the rating of the
selected app, the Chi-Square test found no difference between participants (p =
0.467 > 0.05). However, Chi-Square tests found significant differences between
participants regarding the lowest and highest displayed ratings on the app search
results (both p = 0.001 < 0.05).
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5.4 Applicability of the Discussed Theories

In this section, we reflect on why we included multiple theories. We provide an
overview of the aspects we learned from the “Return to the First” heuristic [1],
information search and processing, choices and decision-making, problem recog-
nition, evaluation of alternatives, search adaptation, and learning from search.

Concerning the consumer decision-process model created by Solomon et al.
[28] as mentioned in Sects. 2.1 (p. 2) and 2.2 (p. 3), our earlier work found [1] that
a few participants stated that they first must have a problem that creates the
need to download an app that would solve the issue (problem recognition). For
example, the participant with the ID5 stated “I will see what problem this app
would solve for me before installing anything.” Also, our earlier work reported
that some participants evaluated multiple alternatives (apps) before deciding
to install one and in 8% (N=7) out of the 84 instances of viewing apps, some
participants returned to the first app they had initially considered [1].

Regarding the information search and processing, decision theories, and the
constraints in the environment regarding the complexity of the information pre-
sented mentioned in Sect. 2.2 (p. 3), some participants would use the “least effort
principle” when evaluating the app information cues. As we mentioned, from
observing one information cue (e.g., app description), the participant with ID19
concluded his search task by installing the app. He did not need to look for
other apps because what he found matched his needs. On the other hand, other
participants were engaged in thorough comparative analysis when searching for
apps till they found what they needed.

In terms of choices and the adaptation in search (selectivity or filtration),
as reported in Sects. 2.2 (p. 3) and 2.3 (p. 4), we found that while participants
were searching for apps in the app selection platform, they sometimes changed
the information cues that they initially considered by adding or disregarding
some of them since they had already used them previously [1]. Similarly, it is
somewhat related to the “elimination by aspects” strategy, anchoring strategy,
and the reason-based conception of choice concerning the importance of one
attribute (information cue). All of them can be combined and employed in the
same context in which the number of features is reduced when they evaluate
other choices by focusing only on a single dominant feature [25]. For example,
one participant indicated that he would discard choosing an app if it does not
have a specific functionality (e.g., a QR code reader).

With respect to the aspect of learning from search is reported in Sect. 2.4
(p. 5), we found that users gather information along the search process that
may aid them in narrowing their search of the apps they are comparing or are
interested in downloading.

In summary, these theories have changed our perspective regarding users’
decision-making strategies and their scrolling behaviours while selecting which
apps to install.
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6 Discussion

In this section, we discuss some of our interpretations of the reported results.
Everything in the environment (app stores in our context) does not have the

same impact because it influences users’ scrolling search behaviour when looking
for apps. We showcased that the length in the browsing sequences that precede
downloads indicates that some users deliberately browse options and consider
multiple information cues for comparison before selecting an app to download
[1,14]. On the other hand, based on the quality of the information cues, some
participants found that focusing on only one cue was enough to determine the
app’s quality. It shows that when needed, participants use different strategies to
cope with the amount of information presented in the app store by evaluating
multiple alternatives or filtering and selecting specific salient cues to reach a
decision.

More importantly, we found that the app ratings do not matter because it
is based on the app quality in terms of the information cues and the efforts the
app developer/publisher or company put in when designing their apps. It can
be seen that, although participants have seen some apps with high ratings, still,
it did not affect them in choosing those apps because none of the participants
chose the highest-rated app with a rating of 4.8.

Overall, this analysis indicates that users adjust and adapt to accommodate
the implications of the acquired knowledge gained from the environment. Their
search behaviours can be unexpected.

7 Limitations

The studies of information-seeking behaviour and decision-making theories did
not agree on the types of search activities that users tend to engage in while
seeking information [2]. This could be related to the unpredictable behaviour of
users when searching for apps because anything in the environment can trigger
a change in their scrolling search behaviours.

Also, one of the limitations is that we could not find a single theory that can
be applied or applicable to fit users’ search scrolling behaviour. Because of that,
we cannot determine the type of decision-making or strategy followed. To some
extent, we are just trying to present our perspectives and interpretations of how
users search for apps.

8 Future Work

In this work, we attempted to understand users’ search scrolling behaviours when
choosing apps. Still, further research is needed to include “users’ characteristics
(e.g., expertise, background, and topic knowledge)” since it may affect their
search behaviours [4, p. 27].

Lastly, we aim to investigate further the importance and salience of some
information cues because some users apparently prefer and value specific cues
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over others based on what they learned during their search. The importance of
information cues shows the app’s quality, and it can determine its success or
failure.

9 Conclusion

Everything in the app store environment can impact and influences users’
behaviours. Using a multi-method design, we combined an observational lab
study with qualitative and think-aloud protocol to explore the users’ scrolling
behaviours when choosing which apps to install. We used and combined multiple
theories that guided us throughout this work, creating a new perspective in the
app domain.

Interestingly, users might not choose apps with high ratings since they focus
on the app’s quality represented by the information cues. Therefore, app devel-
opers and publishers need to pay attention when designing their apps because
one single information cue could be why users install their apps.

In conclusion, our work showed that users’ behaviour is dynamic and con-
stantly changing throughout the app search process. They can adjust and adapt
to accommodate the implications of the acquired knowledge gained from the
environment.
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Abstract. Workarounds are required to assist in interpreting the
received message information in developing android applications that
use notifications. The applications require making decisions on how to
utilize the received notification.

Arguably, notifications are the most dynamic objects that may appear
at any time, and it is vital to decide which notifications are expand-
able. This work proposes a formal model for expanding notifications for
Android applications.

The model utilizes two algorithms that cooperate in evaluating errors
in the status-Bar-Notifications (SBN) and decides on the expansion of the
notification. This model-based decision-making increases the efficiency
of discriminating the expandable notifications from the non-expandable
ones using the linear classification based on the frequency distribution
of dynamic values inside a Status-Bar-Notification.

Keywords: Android notifications · status-bar notifications ·
Model-based decision making · expandable notifications

1 Introduction

Notification is described as a vocabulary broken down into small bits of infor-
mation. A large number of applications use this feature to present a variety of
information in the text format [8].

Formally, notifications are presented since the first iteration of the operating
system’s Application Programmable Interface (API) and are developed to appear
in different formats. However, notifications have suffered many updates since the
first android interface [8].

Developing applications that use notification inside Android can be divided
into two categories: create and receive. The act of creating a notification is well
documented over many articles in sites, books, and forums, but to intercept a
notification to read its contents is more demanding due to its specificity [7].

To access information on other applications, understanding the legal issues
is necessary. Due to privacy and security reasons, android has the proxy to filter
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the information that can be utilized for third-party development. This exported
information it’s the formal model-based parcel known as Status-Bar-Notification
(SBN).

SBN is a combination of static and dynamic mechanisms, and a service to
filter the intercepted/received notification [1]. Due to the enforcement of these
mechanisms, the interpretation of these bits of information ended up being
unnecessarily complex. The creation of notification is not the focus of this arti-
cle, but it is necessary to understand the input data while creating so that it
is partly accessible inside an SBN’s value [8]. Considering that, to objectify the
use of those dynamic accessible data received by the application a study of the
values presented inside SBN and the additional semantic data using data science
techniques were used to develop a formal model.

Fig. 1. Status Bar region is also known as the notification drawer

The status bar is the region of the phone screen where information is pre-
sented in the application framework level of the android system process, the
drawer commonly accessed by a swipe-down gesture started at the top corner of
the screen area is visible in the Fig. 1. Information about time, battery, cell sig-
nal, and other specifics are present in the region. Everything presented in there
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is accessible for the developer to use until dismissed by the app or the user. This
data is delivered via SBN in small bits of dynamic and static information.

Fig. 2. Status Bar Notification Model

Figure 2 presents the Status-Bar-Notification formal model and its static and
dynamic information. The static portion represents data from the source that
posted the notification inside the drawer, while the dynamic portion represents
displayed content.

Table 1 provide information about the data available in the status-bar-
notifications. The data is composed of static and dynamic data, as explained
below:

Static data:

1. “Pkg” and “onPkg” values represent the application that initializes the noti-
fication.

2. “Uid” is the fixed id of the installation of the application on the phone.
3. “User” is a formal model representing the currently logged user on the phone.

The “experimental analysis” section is explaining how was handle the infor-
mation present in the bundle.
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Table 1. Static and dynamic data inside Status-Bar-Notification.

Method Values Definition

Static Pkg, onPkg, Uid, user Every data that remains fixed with an information

that point to the user logged on the cell phone and the

notified application

Dynamic Tag, notification, postTime,

id, overrideGroupKey

Dynamic data is everything that is to be displayed

inside the notification drawer and everything that

changes from message to message

Dynamic data:

1. “post-time” value is the millisecond of when the notification was posted.
2. “Groupkey” value is a concatenation of many texts (pkg, id, tag, uid, and

many more) that allows the location of the displayed information, it is a more
detailed and specific version of the id parameter. As it is a more detailed id,
it is ideal for tracking issues.

3. “Notification” value is every metadata to be displayed is inside a builder
named extras. The builder contains information regarding what the app
inputted for the notification being displayed. Information regarding text val-
ues, images values, and action values.

The rest of the paper is organized as follows. The legal obligations about noti-
fication data collection is detailed in the Sect. 2. Next, The proposed approach
is explained in Sect. 3, followed by the experimental results in Sect. 4. Finally,
Sect. 5 provides the conclusions and future work in this direction.

2 Legal Obligations

The research of a notification involves collecting data of hundreds of third-party
apps. To understand its messages might get in conflict with copyright law and/or
competition law [6]. This articles studies do not involve interpretation of explicit
values in text or images encrypted or not. Thus, images and its related values
collected will not be covered. The proposed study only involves patterns in which
the information is received in the dynamic portion of an easily accessible bundle
inside the Status-Bar-Notification.

3 Proposed Approach

Developing the applications that contain notification can be divided into two
categories: create and receive [3]. The notification creation is well documented [7],
however, to intercept a notification and its contents requires specificity: filtering
the relevance and legal obligations in Sect. 2.

This work develops a formal model-based usage of accessible and non-
accessible content followed by the expansion of the notification. A large amount
of data is collected for the model development that classifies these notifications,
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and the relevant data is filtered using an empirical approach. We developed
a formal model-based algorithm to reconstruct the notification in a controlled
environment. Next, a linear classification model for the expandable and non-
expandable notifications.

The model-based approach uses two algorithms to decide the expansion of the
notification, and they coordinate with each other for decision-making. Firstly,
the listener service intercepts the notification, which is sent to get evaluated for
status bar notification errors and is processed as in Fig. 3(a). Then, the approach
follows the process as in Fig. 3(b) to expand the dynamic notification.

Firstly, we present the working of the error evaluation of the proposed method
in Fig. 3(a) and explained next.

Fig. 3. The block diagram of the working of the proposed method.

1. The listener intercepts the notification;
2. SBN reference is sent for the notification usage;
3. Next, all the static values are saved, which are classified using the binary

classifier;
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4. Next, the notification is checked for the string value;
5. If the notification checked is not in a string format, the value is converted

to String.
6. Next, the value in a string format is saved.
7. Next, the notification is checked for the visibility of a Boolean value;
8. If the visibility value is not found, the value inside notification usage is set

to default as false;
9. If the visibility value is found. The value inside notification usage is set as

the same found;
10. Next, the notification saves the most common dynamic values such as “text”

and “title”;
11. Next, the notification is checked for the string value;
12. If the notification checked is not in a string format, the value is converted

to String.
13. Then, “Text” and “Title” are saved in a string format.
14. Next, the notification is check for the “template” and “bigText” values.
15. If none of the values are present, the value inside notification usage is set

as false;
16. If one of the values are present, the value inside notification usage is set as

true;
17. If one of the values are present, all other dynamic values are saved inside a

bundle;

Next, the working of the proposed method is explained as shown in Fig. 3(b),
which intecepts the notification, and sends for error evaluation to the Notification
usage application, and if there is no error, it follows to the classification of
expandable and non-expandable notification.

1. The listener intercepts the notification;
2. The notification is sent to a Activity inside an Intent;
3. The Main Activity checks the intent for errors as shown in Fig. 3(a), and is

already explained above;
4. If an error is found, the process ends here;
5. If an error is not found, the activity’s list view generates a new item;
6. Next, the list view checks check for the “template” and “bigText” values;
7. Then, if the value is true, a new item for the list view is generated with a

badge in its bottom right corner is created;
8. If the value is false, a new item with no badge is created;
9. The most common values inside the notification are used to fill the TextViews.

4 Experimental Evaluation

The devices used in our experiments were the Galaxy S20 5G and the Galaxy
M62. For training and evaluation of the both the algorithms, a Samsung Book
4 GB RAM Intel R© Celeron R© is used. The application is created using android
studio1, and Kotlin is used as a programming language for efficiency2.
1 https://developer.android.com/studio.
2 https://kotlinlang.org/.

https://developer.android.com/studio
https://kotlinlang.org/
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Fig. 4. Data collected for analysis in percentage

4.1 Data Collection

A total of 7412 Status-Bar-Notification were used to record their dynamics
values. Figure 4 shows the percentage of frequency of those 44 unique values
recorded 97372 times. Each unique value is highlighted in a color-coded pattern.

The blue color shows the most common values that were received, of those
4, “Text” and “Title” are explicitly stated as the main parameters to compose
a notification [3,4].

In an orange tint, the “template” and “showWhen” are represented, which
specifies values stating if a notification should be displayed for the user and how
to be displayed, furthermore in a red tint that is a parameter correlated to the
“template” one that complement those in a blue tint when the user expands a
notification inside the drawer [3–5].

Those in a green tint correspond to situational cases. In a light green are
values that correspond to chat-based features and in a dark green that are the
ones that correspond to upload and download feedback for the user [2,4].

Finally, in a gray tint in Fig. 4 are the uncommon values and are discarded.
This filtered data is used to train the linear classifier, where data from 5929

status-bar-notifications is used for training and data from the other 1483 status-
bar-notifications is used for evaluation.



Model-Based Usage of Androids Status-Bar-Notification 25

Fig. 5. Table representation of data collected using tabulate library

The relevant challenges towards a formal model-based usage of a Status-Bar-
Notification are twofold: 1) patterns of additional semantic data; 2) Evaluation.

4.2 Patterns of Additional Semantic Data

Relevant information analysis of the status-bar-notification, needs a study of
pattern present inside the additional semantic data. Using union-find techniques
on collected sample, a data frame was created for binary search.

Moreover, it is recommended to utilize binary classification based on the
collected data for the classification of the expandable and non-expandable noti-
fications.

To summarize, chat rooms, search engines, system messages, multimedia
recording, and multimedia viewing have dynamic data keys manipulated and
counted to determine the ones with the highest frequency in percentage. Based
on the frequency of those 27 valid values in Fig. 5, they were grouped in three
and were correlated to direct the research. Each group serves as a feature
for expandable and non-expandable notification classifier. These three groups
include 1)common; 2)uncommon; and specific as shown in Fig. 6.
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Fig. 6. Three-group subdivision.

The correlation in Fig. 7, uses the grouped data presented in Fig. 6. Figure 7
shows the correlation of the notification data, and it shows a discriminate behav-
ior of expandable and non-expandable notifications. Hence, the grouped data is
used to train a classifier for expandable and non-expandable notifications.

4.3 Evaluation

For the evaluation of the proposed approach, we use two measures: 1) R2, which
measures the correlation of the grouped values with the ground-truth data, and
2) Root Mean Square Error (RMSE) of the grouped values with the ground-truth
data.

The classifier is evaluated using R2 and RMSE method. The linear classifier
for expandable and non-expandable notifications has R2 score of 0.792 on the
training set and 0.829 on the test set, whereas, RMSE of 0.221 on the training
set and 0.203 on the test set.
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Fig. 7. Correlation heat map between values.

5 Conclusions

This paper proposed a formal model-based usage of accessible notification con-
tents, that discriminates the expandable and non-expandable notifications. It
uses empirical approach for the selection of features used by the classifier. Fol-
lowing this, a formal model-based algorithm was developed that reconstruct
notifications in a controlled ambient. A linear classifier is trained on the filtered
feature data. For the test, the features are extracted using the same process and
passed to the classifier make an inference.

The results from the direct usage of the information given by Android’s
Proxy, known as Status-Bar-Notification, proves that a series of checks is nec-
essary to find the relevant content and to prevent a number of exceptions. The
developed algorithm succeed in decreasing the number of exceptions, however,
improvements are required for a better performance and for error reduction.
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Abstract. By mining the needs of land renting and land transfer groups, analyz-
ing the correlation between user needs and functional requirements, obtaining the
absolute weight of functional requirements, designing a leisure agriculture app
that meets user needs and has a good user experience, and improves rural land
use. Utilization rate and operational efficiency help rural revitalization and devel-
opment. Based on the Kano model, through questionnaires and user interviews,
determine the demand elements of the land transaction crowd, draw a user expe-
rience journey map, and establish a demand framework to prioritize functions.
Through the quality function deployment theory (QFD), the mapping relationship
between user needs and functional characteristics is established, and the QFD
quality house is established. Design the information framework, interactive pro-
totype, interface vision, and operation experience of the leisure agriculture APP,
and verify the feasibility of the model and design practice with the SUS scale. The
comprehensive application of the Kano-QFD model establishes a demand frame-
work for leisure agriculture APP with high accuracy and objectivity and proposes
a reasonable and usable innovative design scheme, which provides direction and
reference for solving similar design problems. Taking the design of the leisure
agriculture APP as an example, the effectiveness of the integration of Kano and
QFD is verified, and an optimization idea is provided for the design of the leisure
agriculture APP.

Keywords: QFD quality function deployment · Kano model · leisure
agriculture · rural revitalization

1 Introduction

With the deepening of urbanization, the attractiveness of traditional rural culture is
increasing day by day. Rural tourism, agricultural sightseeing, farming experience, fruit
andvegetable picking, etc. have attracted a largenumber of urban residents.Rural tourism
is an important strategy for rural development. It can not only increase the income of
rural residents, and solve the “three rural” problems to a certain extent, but also meet the
psychological needs of urban residents to experience rural life. Rural land construction
is an important part of promoting the development of rural tourism, and it is also a solid
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foundation for promoting rural revitalization. Rural land has the characteristics of low
land cost, original ecology, and large area. It is a unique feature of villages. Developing
rural abandoned or idle land and realizing the effective use of land resources is conducive
to promoting the coordinated development of urban and rural economies.

At present, most studies on land are from the perspective of economics and manage-
ment, and there are few kinds of literature on land from the perspective of design. Wang
Chunjie et al. [1] analyzed the impact of local governments’ differentiated investment
attraction on urban innovation and pointed out that industrial structure, environmental
pollution, and industrial agglomeration are important factors for the government’s dif-
ferential investment attraction. Ma Hongxuan [2] pointed out that rural land circulation
is conducive to improving the scattered and extensive land management model, opti-
mizing the allocation of land resources, and promoting the rapid development of the
local economy. In the same way, Zhang Xi [3] discussed the improvement of the land
transfer transaction mechanism and the protection of the legitimate rights and interests
of farmers’ land. Zhang Zhanlu et al. [4] proposed that land development rights trans-
actions should be encouraged and properly promoted, the market-oriented allocation of
land resources should be promoted, the channels for the flow of land elements between
urban and rural areas should be opened up, and the integrated development and synergy
of land, capital, and labor should be promoted.

2 Kano-QFD Design Method Explanation and Research Process

The Kano model was proposed by Japanese scholar Kano Noriaki in order to improve
satisfaction with products and services. It is used to mine user needs and core problems
that need to be solved, and solve similar problems by analyzing the relationship between
quality characteristics and user satisfaction [5]. As a qualitative research method, this
model first obtains the functional requirements of the leisure agriculture APP through
user research, distinguishes the priority and type of requirements, and divides the require-
ments into must-have requirements M, expected requirements O, and attractive require-
ments A. There are five types of indifferent demand I and reverse demand R. Second,
analyze the influence value of the demand and construct an influence matrix. Finally,
obtain user needs through market research and user research, fill in the questionnaire
data into the evaluation form, calculate the Better-Worse value, construct a quadrant
map, and clarify the design requirements and function priorities.

QFD (Quality Function Deployment Theory, also known as House of Quality) was
proposed by Japanese scholar Yoji Akao. It is a research method for quantitative analysis
of needs [6], which uses diagrams to quantify the degree of correlation between user
needs and functional attributes. Through the scoring of the demand technologymatrix by
the expert group, the impact value of product functions on user satisfaction is calculated
in detail, the user needs are transformed into product functions, and the design scheme
is derived.

The combination of the Kano model and QFD helps to visualize and parameterize
the user needs to be obtained from the research, and to clarify the design entry point. Use
the Kano model to preliminarily classify user needs, use QFD to quantitatively analyze
the classified user needs and transform the design direction, and build a quality house.
Design requirements – output design scheme process (see Fig. 1).
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Fig. 1. Design and research process of leisure agriculture APP

3 Demand Acquisition Based on Kano Leisure Agriculture APP

3.1 Acquisition of User Needs

The mining of user needs is the design entry point for the innovative design of leisure
agriculture apps. The purpose of the Kano questionnaire survey is to understand the
real needs of users. Through in-depth research on target users and user interviews, fully
understand the user’s operation process for leisure agriculture apps, and disassemble
each stage, behavior, and scene of user use in detail, design a user experience journey
map, discover user pain points and convert them to design opportunity points, the user
experience journey map is shown in Fig. 2.

Fig. 2. User Experience Journey Map of Leisure Agriculture Apps
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3.2 Kano Research

There are two main types of questionnaire surveys for leisure agriculture APPs: looking
for land and looking for tenants. Since urban users are usually busy at work, few people
live in rural areas for a long time, mainly to experience agricultural culture or learn rural
planting knowledge. General short-term rental. Another type of tenant mainly wants to
contract land, plant or manage fruit trees or vegetable gardens, etc., and needs to rent
for a long time. However, landowners often have idle land or orchards due to travel or
work and need to find someone to manage them so as not to be abandoned. Through in-
depth interviews with the target users of the leisure agriculture APP, the first-level needs
of users are sorted into information authenticity, soil quality assurance, land survey,
agricultural guide, agricultural product sales, life sharing, quick screening, peripheral
services, and cultural experience.

First, design the Kano questionnaire based on the above-mentioned first-level needs,
and ask the respondents about the individual needs of users from the forward and reverse
directions to determine the weight of the needs. Set the corresponding scores as 4, 2, 0, –
2, and –4 through the five dimensions of satisfaction, desire, indifference, tolerance, and
disgust to measure the impact of different needs on user satisfaction. Secondly, classify
the interactive needs of the respondents on the leisure agriculture APP, construct the user
demand influence matrix.

A total of 324 questionnaires have been released, and the targets are rural users who
need to rent land and urban users who need to rent land. Among them, 234 people have
experience in land planting and 100 people have no experience in land planting. If the
information is excluded and the incomplete questionnaire is filled out, it is valid. 315
copies were recovered, with an effective recovery rate of 97%. The questionnaire has 9
measurement dimensions and 19 questions, including a question about whether there is
land planting experience. It meets the requirement of the Kano model that the sample
size is 5–20 times the number of questions (Table 1).

3.3 Calculation of the Importance of User Needs

The quantitative parameters of the Kano model were designed through the leisure
agriculture APP questionnaire:

Wj =
√
X

2
j + Y

2
j (1)

In X j represents the user satisfaction score when the requirement is not met, and
Y j represents the user satisfaction score when the requirement is met, Wj Indicates
the importance of the function. Combine Better-Worse Taxonomy divides user needs
according to Kano need types, expected needs (X > 2, Y > 2), necessary needs (X >

2, Y < 2), Charisma needs (X < 2, Y > 2), neutral demand (X < 2, Y < 2), neutral
requirements have no impact on users.
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Table 1. Average satisfaction of leisure agriculture APP users

User needs Satisfaction without
functionality X j

Satisfaction with
functionality Y j

Importance Wj Sequence

True
information

1.72 4.22 4.56 2

Soil quality
assurance

1.85 4.61 4.97 1

Land
inspection

1.74 3.55 3.95 6

Agricultural
guide

2.53 3.63 4.42 4

Farm for sale 1.26 4.32 4.50 3

Life sharing 2.42 2.51 3.50 9

Quick filter 2.13 3.64 4.22 5

Peripheral
services

1.98 3.31 3.86 8

Cultural
experience

1.54 3.57 3.89 7

4 Analysis of APP Functional Requirements Based on QFD

4.1 Mapping and Analysis of Functional Requirements

Based on the analysis of user needs and the Kano model, the user demand weight
and first-level demand element indicators of leisure agriculture APPs are obtained, and
the first-level functional requirements of QFD are mapped, and the first-level func-
tional requirements are refined and decomposed to obtain the second-level functions.
Requirements to ensure maximum satisfaction of user needs, as shown in Table 2.

4.2 Correlation Matrix of User Needs and Functional Characteristics

User requirements and quality characteristics are the core components of theQFDHouse
of Quality, which can intuitively and effectively reflect the relationship between require-
ments and functions, and realize user requirements to the greatest extent. The left side of
the House of Quality is user demand elements, the roof is functional characteristics, the
ceiling is the relationship between functional characteristics, the room is the relationship
between demand and function, and the right wall is the market competitiveness index
comparison between this product and competing products, and the floor is the importance
of engineering measures. In the house of quality of leisure agricultural APPs, the degree
of correlation between requirements and functions is recorded as strong correlation 5,
moderate correlation 3, weak correlation 1, and irrelevance 0 from high to low, and is
scored by the expert group (Table 3).
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Table 2. Expansion of functional elements

Primary demand elements Level 1 Functional
Requirements

Secondary Functional
Requirements

C1 True information F1Certification
Information

F11 Data review

F12 Information Release

C2 Soil quality assurance F2 Soil identification F21 Intelligent Recognition

F22 Soil Science

C3 Land inspection F3 Broker F31 Remote viewing

F32 Site visit

C4 Agricultural guide F4 Interface navigation F41 Operation navigation

F42 Agricultural
Encyclopedia

C5 Farm for sale F5 Online store F51 Sell online

F52 Business cooperation

C6 Life sharing F6 Circle friends social F61 Online dating

F62 Agricultural dynamics

C7 Quick filter F7 Personalized
recommendation

F71 Recommendation

F72 Credit Rating

C8 Peripheral services F8 Land surrounding F81 Market traffic

F82 Hydropower
management

C9 Cultural experience F9 Book an experience F91 Service package

F92 Learning experience

4.3 Functional Requirements Weight Calculation

The weight of functional requirements is an important indicator to reflect the priority
level of functions. By calculating the degree of correlation between a single functional
requirement and a requirement element, the weight value of the functional requirement
is obtained. The formula for calculating the weight value of each functional requirement
is:

Hj =
n∑

i=1

WiRij(j = 0, 1, 2, 3, ......m) (2)
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The importance of the functions is sorted by the weight values required by the
functions, as shown in Table 3 above. The sale of agricultural products, quick screening,
certification information, cultural experience, and land inspection are important parts of
the APP information architecture design.

5 Leisure Agriculture APP Design Practice

5.1 Information Architecture Design

Based on the analysis and data of Kano-QFD preliminary research, the functional char-
acteristics in QFD are transformed into the core functions of the leisure agriculture
APP, and the abstract functions are concretized. Designed the usability of the informa-
tion architecture from three aspects: environment, process, and operation, classify and
cluster the functions, and use the nodes of the tree diagram as the basic unit of the
information architecture to facilitate users to quickly find specific functions. Improve
the efficiency and satisfaction of APP use. The information architecture design of the
leisure agriculture APP is shown in Fig. 3.

Fig. 3. Information architecture design of leisure agriculture APP

5.2 Interface Visual Design

Based on the interactive prototype of the leisure agricultural APP, analyze the usability
of the product in terms of use environment, task process, and operation behavior, and
improve the satisfaction of user operation. By analyzing the user’s psychology and
the nature of the APP, the color matching of the APP is positioned in a fresh, bright,
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simple, and eye-catching green flat design style, and the main function buttons are
highlighted, the secondary information is weakened, the user’s visual burden is reduced,
and the physical area of the button is strengthened, increase fault tolerance and function
feedback, and ensure the effectiveness of function clicks. The visual design of some
leisure agriculture APP interfaces is shown in Fig. 4.

Fig. 4. Visual Design of the Leisure Agriculture APP—Kunling Interface

5.3 Design Evaluation

Design evaluation is an all-around evaluation of the scientific interaction logic, interface
design aesthetics, and user operation fluency of leisure agriculture apps. Through the
SUS scale, 5 positive questions and 5 reverse questions are set [7], and the testers rate the
product from 1 to 5. By selecting 20 typical users to test Kunling APP and completing
the SUS scale, the test questions and scoring results are shown in Table 4.

Through the base item Xi-1, the even item 5-Xi, the conversion scores of all items
are added and then multiplied by 2.5 for calculation, the total score of the SUS scale is
77.75, and the grade is B + in the SUS score curve, which shows that the system has
good usability.
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Table 4. Appraisal on Interface Design of Leisure Agriculture APP—Kunling

Measurement
items

Strong
disagree

Different meaning Generally Agree Firm
agree

Average Score

1. I am willing to
use leisure
agriculture APP
frequently

0 3 3 8 6 3.85

2. I don’t think the
system needs to be
this complicated

5 10 3 1 1 2.15

3. I think the
system is easy to
use

0 4 2 5 9 3.95

4. I need help from
others to use the
system

8 7 3 2 0 1.95

5. I found that the
different functions
of the system are
well integrated

1 1 2 4 12 3.90

I think there are
too many
inconsistencies in
the system

9 4 3 4 0 2.10

I think most
people can quickly
learn to use this
system

0 1 2 6 11 4.35

I found the system
very clumsy to use

12 6 1 1 0 1.55

I feel confident
using the system

0 0 3 6 11 4.40

I need to learn a lot
to use the system

9 5 4 2 0 2.15

6 Conclusion

This study proposes to apply the Kano model and QFD house of quality in the interface
design of a leisure agriculture APP. By transforming user needs into functional require-
ments and then into design requirements, and carrying out the design practice of the
leisure agriculture APP, the Kano-QFD model is verified in the interactive usability of
interface design. In the demand mining stage, use research interviews and user expe-
rience journey maps to initially extract user needs. In the requirements classification
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stage, user requirements are refined and classified based on the Kano model, and the
importance of requirements is distinguished. In the functional requirements stage, based
on the QFD house of quality, the functional requirements are quantitatively analyzed and
the relationship matrix between user requirements and technical functions is established
to calculate the weight indicators of functional characteristics. In the design practice
stage, the functional requirements are built as an information framework, the main func-
tional structure of the leisure agriculture APP is controlled, and the interactive prototype
design and visual interface design of the leisure agriculture APP is carried out. In the
design evaluation stage, the SUS scale is used to evaluate the satisfaction of the leisure
agriculture APP, and the interface design is further improved.
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Abstract. This article intends to sort out and analyze the model types and cur-
rent status of human-computer interaction in mobile applications and explore and
discuss the communication methods of human-computer interaction in mobile
applications. Today’s mobile applications, accompanied by the anthropomorphic
and immersive design of the system, have built a bridge of communication and
interaction between the sender and the receiver, making it possible for users to
build social relationships in the virtual field, bringing users and the media closer.
At the same time, it also provides the possibility to shorten the distance between
users, users and communities in the virtual field. For users, mobile applications
are no longer machines or tools. Driven by the human-computer interaction mode,
mobile applications have become personal and emotional “partners”, participating
in various life scenes and emotional connection activities of users. The human-
computer interaction mode of mobile applications based on emotional communi-
cation has comprehensively improved the user’s sense of immersion, participation,
and experience, and also puts forward higher requirements for the design of future
mobile application products. New technologies generate and realize new interac-
tion modes, and new technologies better enhance the user experience of mobile
application human-computer interaction. New technologies also provide more
possibilities for the down-spreading of mobile application human-computer inter-
action modes. At the same time, the communication effect in the human-computer
interaction mode of mobile applications has been improved.

Keywords: mobile application · dissemination · human-computer interaction ·
method

1 Introduction

1.1 Modes and Types of Human-Computer Interaction in Mobile Applications

With the rise of mobile applications, people have undergone unprecedented changes,
whether it is the blowout growth that is currently presenting, or the online and offline
social participation and interactive activities through it. The important role has made the
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user participation of mobile applications the focus of today’s media research. Openness,
immersion, and sharing are undoubtedly the most significant features that distinguish
the mobile communication era from the traditional media era. Throughout the evolution
and development of the human-computer interaction mode of mobile applications, the
human-computer interaction from the simple task feedback of “user button-machine
response” in the past has evolved into a more humanized and intelligent emotional
communication [1]. In view of this, human-computer interaction is no longer a one-
way, straight-line, and fixed communication, but a two-way, complex, and changing
interaction. It is necessary to make extensive use of cognitive science, psychology, com-
puter science and other disciplines for interdisciplinary research to achieve innovative
development of communication methods [1].

The human-computer interaction modes of mobile phone applications include:

1. Graphical interaction: users can understand the functions of the application program
more clearly through image means such as icons, pictures and titles, and dissemi-
nate content through picture display, so that users can obtain more comprehensive
information.

2. Sound-based interaction: it provides user instructions and feedback information in
the form of voice, making it easier for users to identify and receive information more
conveniently and quickly.

3. Touch-type interaction: you can operate applications by touching or click menus and
icons on the screen with fingers, and carry out man-machine communication in an
easier way. The content is disseminated through the user’s touch or click, and the
form is concise and unified.

4. Voice-based interaction: users can easily control the application program through
voice commands, allowing users to perform interactive operations without touching
the screen.

5. Action-based interaction: Through input methods such as actions and gestures, users
are allowed to operate applications to achieve an interesting interaction mode [2].

There are three types of mobile application human-computer interaction modes:
command-based interaction, direct operation, and dialogue-based interaction [3].

Command-based interaction is a mobile application human-computer interaction
mode that uses a series of command line instructions to enable users to interact with
computers. This mode allows users to enter instructions and let the computer execute
instructions and then return results. Usually, this mode uses a text interface, but there
are also some mobile applications that can interact using voice commands.

Direct operation is amobile application human-computer interactionmode, referring
to users operating applications by touching the screen, pressing buttons, rotating wheels
or other operation devices without needing to control the application through text input
or input instructions. Users only need to operate simply to complete an operation. This
mode makes it easier for users and is more accepted.

Dialogue-based interaction is a type of mobile application human-computer inter-
action mode, which is a text-based interaction mode. Users can communicate with the
computer system through text input, and the system will also reply to user commands or
inquiries in the form of text. The biggest advantage of this mode is that users can input
any information theywant through text input without the restriction of verbal commands,
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and they can still communicate with the computer system when they are not familiar
with the system [4].

1.2 The Importance of Research on Human-Computer Interaction Models
in Mobile Applications

Mobile applications rely on mobile networks and other emerging media technologies
(such as 5G, cloud technology, AI, etc.), combined with mobile hardware terminals
(such as mobile phones, tablet computers, etc.), to provide users with knowledge, con-
tent, and other functional services. Style [1]. The importance of mobile applications
lies in their ability to help businesses better understand customers, provide services
more effectively, and optimize customer experience. Mobile applications can provide
real-time information updates, customized services and interactive experiences, thereby
enhancing client engagement, increasing customer satisfaction, and improving service
efficiency. It not only provides users with timely information and services, allowing
users to obtain the required information more conveniently, but also greatly improves
the user experience with mobile applications, providing effective functions and inter-
esting applications to meet the needs of users. Mobile applications can help companies
expand their brand image, allow consumers to better understand the company, increase
brand awareness, and attract more customers. At the same time, mobile applications
can help companies better implement marketing activities, improve marketing effects,
and attract more potential customers. They provide customers with better services, help
customers understand the company and products more conveniently, so as to improve
customer satisfaction. In short, mobile applications are of great significance to enter-
prises, which can greatly improve the business efficiency of enterprises, increase brand
awareness, improve customer satisfaction, and thus obtain more profits.

Mobile application human-computer interaction, which is also known as HMI
(Human-Machine Interface), is an interface that can interact between users and com-
puters, and it can conduct human-computer dialogue, so that users can interact more
naturally, with easier communication and control. The importance of human-computer
interaction in mobile applications lies in improving user experience. Mobile application
human-computer interaction can reduce the complexity of users’ operations, allowing
users to operatemore simply and efficiently when using the apps, thereby improving user
experience. It also increases user engagement. The use of mobile application human-
computer interaction can achieve user participation, which plays an important role in
improving user participation and usage time. And help to increase user loyalty. The use
of mobile application human-computer interaction can make users closer to the apps,
enable users to master the apps faster, and make it easier for them to integrate into
the apps, so that users have higher loyalty in the app. The human-computer interaction
of mobile applications is helpful for the promotion of the apps. Promoters will decide
whether they have confidence in the app based on their experience and reputation of the
apps. This depends on mobile application human-computer interaction, and only such
interaction can make users more comfortable when using the apps.

In short, mobile application human-computer interaction allows users to better con-
trol and use mobile applications, thereby improving user experience. It helps users use
applications more easily, greatly reducing time spent and improving work efficiency. In
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addition, human-machine interaction can also improve application security and relia-
bility. By improving the user interface, making it easier for users to use while helping
to achieve better accessibility of applications, it helps to integrate mobile applications
more elegantly into real-world environments.Mobile application human-computer inter-
action can also realize the energy efficiency optimization of equipment, so that it can
more effectively achieve the target task. It helps to collect user behavior data. By ana-
lyzing user behavior data, we can gain a deeper understanding of user needs, so as to
provide better personalized services.

1.3 Current Research on Human-Computer Interaction Models in Mobile
Applications

In recent years, the research on the human-computer interaction mode of mobile appli-
cations has received more and more attention, and researchers from different disciplines
have also actively participated in it to explore more effective human-computer interac-
tionmodes.Human-computer interaction technology onmobile devices, while providing
users with a better experience, also brings a series of new technical challenges.

First of all, the screen size of mobile devices is small, the display content is large, and
the user interface ismore complex,which puts forward higher requirements for the design
of the interactionmode. Secondly, mobile devices have a variety of input devices, such as
touch screen, keyboard, mouse, etc., but these devices often have their own limitations,
making the design of user interface and interaction design more challenging.

In order to cope with the above challenges, the research on the human-computer
interaction mode of mobile applications mainly focuses on the following points: one is
the intelligent interaction mode, which uses machine learning, natural language process-
ing and other technologies to improve the intelligent interaction capabilities of mobile
devices [4]; the other is the visual interaction mode, which uses technologies such as
virtual reality and augmented reality to enhance the visual interaction capabilities of
mobile devices; the third is the cognitive interactionmode, which uses technologies such
as cognitive computing and intelligent perception to enhance the cognitive interaction
capabilities of mobile devices [4].

At present, more andmore researchers are paying attention to the research of human-
computer interactionmode inmobile applications, and some progress has beenmade, but
there are stillmany technical problems to be solved. For example, how to achieve efficient
human-computer interaction onmobile devices?How to design a better human-computer
interaction mode for different types of users? How to deeply study the integration of
various technologies to improve the quality of human-computer interaction?

2 Research Content

2.1 Content and Communication Mode of Human-Computer Interaction Mode
in Mobile Application

Human-computer interaction mode refers to the interaction mode between users and
electronic devices in the development of touch screen mobile applications [5]. It is an
interaction mode based on touch operation and visual interface, which allows users to
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interact with software systems more naturally and simply. The content of the human-
computer interaction mode includes: designing scalable visual elements; providing nav-
igation menus; responding to various terminal devices; designing to adapt to user oper-
ations and instructions; setting shortcut keys for complex operations; providing visual
feedback for touch operations.

The communicationmodes of mobile application human-computer interactionmode
are divided into four categories. Visual communication: graphical design enables users
to understand the functions of the application more intuitively, such as icons, animations
and texts, as well as clear buttons or graphical interfaces, to achieve visual communi-
cation. Language communication: man-machine dialogue makes users understand each
function of the application and how to operate them. Tactile communication: it makes
users feel its functions through various gestures and haptic feedback of the devices.
Mixed communication: it combines visual communication, language communication,
tactile communication and other communication methods to make users more intuitive
understanding of user experience and other content.

2.2 Communication Methods in the Human-Computer Interaction Mode
of Mobile Applications

In the current human-computer interaction mode of mobile applications, speech recog-
nition technology is widely used. Speech recognition technology, also called speech
recognition or speech processing, is a robotics technology from speech to computer
recognition. It mainly completes speech recognition by converting speech into text,
which usually includes voiceprint recognition, language recognition and interference
intervention suppression and many other technologies [6]. It allows mobile applications
to use voice to interact with users to perform various tasks such as users place orders, per-
form search queries, etc. For example, many devices can be controlled by voice dialogue.
Users can use intelligent audio assistants to query weather, location and time informa-
tion, and can also use voice to search and browse content such as news, music, etc.,
and to help users perform a series of operations, such as send messages etc. For optimal
recognition accuracy, there are many factors to consider to ensure that users can easily
access voice features, including hardware constraints (handset, mic or other device),
voice quality, and more. It also requires a rigorous speech recognition process to ensure
real-time, high accuracy, such as customwake-up sentences, recognition rate inspection,
automatic correction, etc. Today, many large companies, such as Baidu, Google, etc.,
are providing services for users to improve the accuracy of speech recognition.

Virtual button technology is an emerging human-computer interaction technology,
which is mainly used in mobile applications. It uses touch technology to make the inter-
action between the user and the device faster and more convenient, and the user can
realize the button function with a single tap or swipe in the application [7]. The main
application of the virtual button technology is when the space of the mobile device is
limited, the virtual button can enable the user to complete the button function in a very
small space, without losing too much space without real buttons. In addition, the virtual
keys usually have more functions, and can be displayed on the screen in a visual form,
making the operation more convenient. In addition, virtual button technology can also
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provide users in different fields with more convenient and intuitive operation proce-
dures, greatly improving user experience. Of course, virtual buttons can also provide
other functions, such as enhancing security and performance, and improving interactive
experience and performance through a flexible hierarchical structure.

At present, the visual recognition technology in the human-computer interaction
mode of mobile applications refers to the application of visual information (such as
image or video information) to identify and identify objects in the scene, so as to achieve
information access and effective operation. These technologies primarily use machine
learning to analyze large amounts of image data in order to better recognize and manip-
ulate objects [2]. At present, visual recognition technology is gradually being applied to
fields such as smart home, smart security, automatic driving, and virtual reality, and has
become an increasingly popular interaction mode for human-computer interaction. For
example, in the application of smart home scenarios, users can use visual recognition
technology to enable smart homes to recognize objects in the home and perform oper-
ations and services. In autonomous driving technology, visual recognition technology
is an indispensable core component. It can interpret the environmental information in
front of it and better control the direction and speed of the vehicle. Visual recognition
technology allows mobile applications to realize intelligent interaction. Through visual
recognition technology, eye movements and entire facial movements can be tracked,
eye tracking, object recognition and other functions can be realized, so that users can
communicate intelligently with devices through mobile applications.

2.3 Characteristics of Human-Computer Interaction Modes in Mobile
Applications

At present, the human-computer interactionmode ofmobile applicationsmust be limited
by the size of the mobile phone screen to achieve a smoother and more efficient user
experience. For the screen size, the mobile application designer should grasp the size,
it should not be too large or too small, save the screen space as much as possible,
reduce the size of the control as much as possible, grasp the space ratio, maintain a good
interface layout, and use small icons and fonts to save screen space. At the same time, it is
necessary to adopt simple and clear controls, simplify the user operation process, reduce
the number of user operations, minimize user input with technologies such as automatic
input and voice input to reduce user input operations and improve user experience [7].

For mobile applications, touch operation has become one of themost important oper-
ation modes. Touch operation can greatly improve the convenience of human-computer
interaction. Users can operate through an easy and fast shouting symbol, thereby enhanc-
ing user experience. Some well-designed mobile applications can realize one-step oper-
ation, and the operation can be easily completed with one finger operation, which greatly
saves the user’s operation time and makes the user experience more convenient; on the
other hand, some interactions such as sliding to zoom and scrolling slide technology also
brings great convenience to users. Users no longer need to click buttons or select menus.
Users only need to swipe the screen to operate, which greatly improves the operation
speed and efficiency of mobile devices.

Mobile application human-computer interaction mode has become an important
part of mobile application development, aiming to provide users with a more convenient
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operating experience. After continuous technological improvement, the adaptability of
mobile phone applications is getting better and better. The adaptability of mobile appli-
cations is reflected in the fact that users can adjust the size or style of the operation
interface according to their own preferences, so that users can have a better experience.
For example, in the Alipay APP, users can adjust different user interfaces according to
their preferences for better browsing and operation. Users can also adjust the position of
the buttons to make the interface layout more reasonable. In addition, the adaptability
of the mobile phone application is also reflected in its optimization for different sys-
tems to ensure smoother use. For example, in the Android system, the application can
intelligently switch between different screen sizes to support different models of mobile
phones, and adaptive network environment to ensure that the application can be used in
a low-speed network environment.

2.4 Influence of Human-Computer Interaction Mode in Mobile Application

The downward communicationmode ofmobile application human-computer interaction
mode can help designers better understand the user behavior of mobile applications,
and help them better design software interfaces that meet user habits and needs; it can
help developers better understand mobile applications. It can help them design more
efficient applications; it can help companies discover business opportunities related to
the effective way of disseminating mobile applications, which can effectively improve
the economic benefits of enterprises; it can help the government to adjust consumer
behavior, in order to achieve more effective dissemination of mobile products, improve
consumer satisfaction and consumption levels.

In short, the research on the communication mode of mobile application human-
computer interactionmode is of great significance, and it has a positive effect on improv-
ing the economic benefits of enterprises, helping the government to adjust consumer
behavior and improving consumer satisfaction.

3 Research Methods

3.1 Factors Affecting the Communication Effect of Mobile Application
Human-Computer Interaction Mode

There aremany factors that affect the communication effect ofmobile applicationhuman-
computer interactionmode, including the advantages of mobile application products; the
formulation and implementation of market activities; the choice of mobile application
promotionopportunities; the relationship betweenusers andmobile application products.
There are a large number of products in the mobile application market, especially social
applications. Marketing activities are an important channel of communication, such as
socialmedia, search engine promotion, etc. If the formulation and execution ofmarketing
activities are in place, the communication effect can be effectively improved. In different
seasons, there are different consumption and purchase characteristics, and the promotion
timing of high-quality mobile applications will affect the communication effect to a
certain extent. High-quality mobile application products will have a high-quality user
experience, and there will be good word-of-mouth communication among users, thereby
greatly improving the communication effect.
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3.2 Ways to Improve the Communication Efficiency of Mobile Application
Human-Computer Interaction Mode

First, the usability and ease of use of human-computer interaction modes need to be
improved.Use simple, intuitive, and easy-to-understand operating procedures to improve
user experience; use the intelligence of mobile applications to provide personalized ser-
vices; use interactive guidance, combined with graphics and images, to make it easier for
users to understand and operate; usemultiple languages to improve the penetration rate of
mobile applications; combine user behavior, mine user preferences, and increase appli-
cation usage; combine the characteristics of mobile applications to improve application
visibility and communication efficiency.

Second, take full advantage of social media advocacy. Use social media platforms
to disseminate and publicize mobile applications and take advantage of social commu-
nication effects; use social media platforms to promote mobile applications to increase
the exposure of mobile applications; use the characteristics of social media platforms to
formulate marketing strategies to improve the spread of mobile applications efficiency;
actively participate in discussions on social media platforms, provide users with effective
after-sales service and technical support, and improve user experience; track hot spots
on social media platforms, adjust marketing strategies in a timely manner, and improve
the communication efficiency of mobile applications.

3.3 Methods to Improve the Communication Effect of Mobile Application
Human-Computer Interaction Mode

a) To improve the communication effect of the human-computer interaction mode of
mobile applications, new interaction modes can be adopted, such as designing more
touch controls, adding voice recognition, visual recognition and new intelligent con-
trols, improving the human-computer interaction experience and enhancing the user’s
sense of immersion. Immersionmeans that the system connects all the morphological
environments selected and used by the participants across domains and media, and
finally forms a participant-centered, ubiquitous media scene that breaks the sequence
of time and space, so that users can be more focused and selfless in the chain of
communication activities. In this process, the participants “wholeheartedly” enter
the media field, and this process is affected by three factors: space, authenticity, and
participation [8]. At this stage, the human-computer interaction of mobile applica-
tions based on emotional communication has comprehensively improved the user’s
sense of immersion, participation, and experience with full-scenario, multi-channel,
and strong arousal, and it also puts forward higher requirements for the design of
future mobile application products.

b) Improve the application interface: adopt a more concise and intuitive interface, and
add more animations to provide users with a better operating experience. Adopt
smooth animation to ensure the appearance of mobile products is generous and sim-
ple; eliminate redundant operations, simplify the operation process, and improve the
operation experience; provide intelligent prompts to provide users with a convenient
operation experience. Design a clear menu to facilitate users to perform visual hierar-
chical inspection; improve gesture operations according to some interaction modes,
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so that users can get rid of intermediate steps and complete the operation process
faster. The visual design of mobile applications should be simple and refined. The
selection of icons and the processing of pictures should have friendly value-added
services, such as color pattern, interface size and logo, etc. In addition, Colors should
also be coordinated, otherwise it will degrade the overall user experience. The color
selection should be related to the function of the application in a graphical form to
convey information.

c) Improve user experience: provide timely feedback on user operations, provide more
personalized services, and allow users to have more functions to choose from. Rea-
sonably organize the operation process to reduce user operation steps as much as
possible; ensure the quality of network connection, improve the form of expression,
and improve the response speed; adopt multi-screen adaptation technology to ensure
that the new functions are naturally coordinated with the original functions, allowing
users to operate more easily and freely; optimize module and component design,
enrich user experience, and continuously improve product quality.

d) Improve application usability: provide users withmore functions, improve the usabil-
ity of applications, and make it easier for users to master usage methods. Use multi-
terminal cross-platform hybrid development technology to realize the interaction
between the client and the server, making the user experience smoother.

e) Increase application promotion efforts: through social media, advertising, film and
television and other channels, increase application promotion efforts to improve
communication effects.

3.4 Communication Strategy of Mobile Application Human-Computer
Interaction Mode

The strategy of the human-computer interaction mode of the mobile application must
be precise and accurate, answer the user’s questions in a timely and accurate manner,
and reduce the user’s waiting time. The strategy of mobile application human-computer
interaction mode must have strong usability, including operation friendliness, cross-
device/network adaptability, etc. The strategy of mobile application human-computer
interaction mode should be able to improve and optimize the interaction between users
and applications, and strengthen the interaction between users and applications. The
strategy for the human-computer interaction mode of mobile applications should try
to protect the security and privacy of users’ personal data, and use users’ personal
information in a reasonable and legal manner. The strategy for the human-computer
interaction mode of mobile applications should be highly customizable, and can be
personalized according to different user needs to provide better services.

3.5 Optimization of Communication Strategy of Mobile Application
Human-Computer Interaction Mode

The optimization of the optimization strategy for the dissemination ofmobile application
human-computer interactionmode should focus on improving user experience.Optimize
user experience, research through systematic analysis of user behavior habits, improve
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user experience of mobile applications, improve application fluency, set up more intel-
ligent voice and image interaction design, strengthen user cognition, etc. By optimizing
the design, it is easier and more enjoyable for users to use mobile applications, and
the user experience is improved, so that it is easier for users to accept and spread the
application. At the same time, the content of the application will be strengthened, so that
users will have more surprises when using the application, making it more interesting
and meaningful to use, thereby stimulating users’ desire to spread the application [1].
Provide interactive functions as much as possible: By providing interactive functions,
enrich the social elements of the application, so that it is easier for users to discover
new content and interactive functions when using the application, and it is easier to
trigger spreading behaviors. And by optimizing the application promotion channels, the
application can be spread to more users more effectively, so that the application can be
known by more users in a shorter period of time, and it is easier to trigger the spread
behavior.

3.6 Optimization of User Interaction Experience in Mobile Application
Human-Computer Interaction Mode

The human-computer interaction mode of the mobile application should ensure that the
interface design of the application is simple and easy to use, which is convenient for
the user to operate better, so that the user can obtain a better experience. In the appli-
cation design, add interactive functions as much as possible, such as voice interaction,
touch interaction, etc., so that users can better control the application. Strengthen the
intelligence of applications, such as intelligent search, to make it easier for users to find
the information they need, or to implement the function of dynamic recommendation,
so that users can obtain information more usefully. Strengthen the security of mobile
applications, prevent user privacy leakage and information loss, and ensure user safety.
Methods are as below:

a) Optimize the interaction design of mobile applications: adopt a more concise user
interface design and use an interaction mode that is closer to the user, such as using
simpler interaction methods such as sliding and clicking, which are easier to operate.

b) Optimize the user experience of mobile applications: Make the user experience of
mobile applications as close to users as possible, such as adopting more friendly
prompts, richer animation effects, and more complete search functions, etc., all help
to reduce user operations Difficulty, improve user experience.

c) Optimize the functions of mobile applications: realize mobile application functions
more comprehensively, such as adding more functional modules, more complete
security policies, more flexible user processes, etc., to provide users with richer
functions and more convenient user operations.
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d) Optimize user services of mobile applications: provide more comprehensive user
services, such as providingmore convenient customer service, continuously optimize
and improve applications, and better meet user needs.

In short, a simple and clear menu structure, friendly prompt information, simple
operation, easy-to-operate interface, and rich animation effects can make the human-
computer interaction experience of mobile application interface design better. The inter-
face design of mobile applications should be as simple as possible, highlighting the main
functions,minimizingmenu clutter, so that users can quicklyfind the functions theywant.
Provide timely and friendly operation prompts to users, such as prompts for input errors,
prompts for login failures, prompts for success, etc., to help users better understand and
master operations, and improve user experience. Minimize cumbersome operations as
much as possible, so that users can complete operations quickly and effectively. For
example, providing functions such as one-click login and one-click registration can
effectively improve user experience. The interface design of mobile applications should
be as simple as possible, and complex dialog boxes should not be present, otherwise it
will confuse users and affect operation efficiency. Use as few controls as possible and
present functionality in a concise manner to improve user experience. Rich animation
effects: Appropriate animation effects can make the mobile application interface more
beautiful, more interesting, and improve user experience.

3.7 New Technologies Improve the Experience of Communication in Mobile
Applications in the Human-Computer Interaction Mode

a) Using multi-touch technology: multi-touch technology allows users to use multiple
fingers to touch the phone interface. In thisway, complex operations can be completed
more easily and the operating experience can be improved.

b) Augmented reality technology: Augmented reality technology can be used to display
virtual elements in 3D form, and users can operate the 3D graphics of augmented real-
ity with their fingers just like manipulating real objects to realize the interactive mode
of touch. Through virtual reality technology, users can experience the thrilling 3D
virtual environment, allowing users to have a better and more profound experience.
Research multimedia technology, carry out more efficient codec processing for mul-
timedia content on mobile devices, integrate virtual reality technology, build a more
realistic environment simulation, better improve mobile application performance,
and enhance user experience and immersion.

c) Using voice technology: develop a voice recognition system, and users can use oral
instruction technology to issue instructions, which can complete tasks more quickly
and realize intelligent human-computer interaction. Through intelligent voice inter-
action technology, users can greatly simplify the operation process of using mobile
phones, reduce the burden on users, and increase users’ sense of immersion when
using mobile phones.

d) Using visual technology: It can provide a virtual camera similar to a camera, and
show the image captured by the mobile phone to the user. In this way, the user can
use his own vision to obtain information in the virtual reality, and more directly
understand the relevant information of the mobile phone application. For example,
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mobile users can use their own photos as avatars when using apps provided by some
partners, thereby improving the interaction with the app and enhancing the user’s
sense of immersion.

e) Using somatosensory technology: The accelerometer can make mobile users more
interesting andmeaningfulwhen using theirmobile phones, andmake the user experi-
ence more immersive. Through somatosensory technology, users can directly control
mobile devices, enhance their interaction with devices, and enhance immersion.

3.8 New Technology Emerges to Realize New Interaction Mode

Develop new interactive designs, such as faster touch mode and mouse sliding, which
can allow users to complete operations faster; use machine learning to provide users
with personalized content: use machine learning and deep learning technology, accord-
ing to user behavior habits and preferences, recommend targeted content; use existing
technologies to implement new mobile applications: provide users with a good sense of
experience through language recognition, AR, VR and other technologies; use intelli-
gent robots to enhance user experience, based on voice, vision, etc. Technology allows
intelligent robots to interact with users, enhance empathy, and realize new interaction
modes.

1. Augmented Reality (AR) and Virtual Reality (VR): AR and VR can provide users
with interactive and real-time natural user experience, allowing users to enter a more
coherent virtual world [9]. They help mobile users take advantage of the virtual
environment for understanding and learning, as well as for simulation and imitation
practice.

2. Intelligent Recommendation Systems: Intelligent recommendation systems can accu-
rately recommend relevant content basedonusers’ historical browsing records, aswell
as based on their portraits, behavior analysis and neural networks [10]. It can pro-
vide users with more personalized services and faster search results, thereby greatly
improving the user experience.

3. Motion Interfaces: Motion interfaces can be operated by shaking and gestures, allow-
ing users to control the device more freely, further reducing the operating threshold
and improving user experience.

4. Natural Language Processing (NLP): Natural language processing allows users to
search and query through natural language dialogue [11], making user interaction
with OnLine more natural and realizing true virtual reality.

5. Speech Recognition/Automation: Speech recognition and automation technologies
allow users to use text, pictures, videos, and voice on mobile devices to complete
tasks more quickly and efficiently, improving mobile user experience.

4 Conclusion

Based on the analysis of the existing human-computer interaction mode, combined with
theuser experience requirements ofmobile applications, the human-computer interaction
mode required for the communication mode of the mobile application is determined, and
the improvement measures of the communication mode are proposed to improve the
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communication efficiency. The down-communication method of the mobile application
human-computer interaction mode can effectively improve the user experience, and can
also improve the flexibility and usability of application functions. It is a faster and more
effective way to disseminate information and provide services tomeet the needs of users.
The communication mode of mobile application human-computer interaction mode can
improve the communication effect according to the methodology provided in this paper,
improve and optimize the interaction between users and applications, and strengthen the
interaction between users and applications, but it needs to be optimized according to
the actual situation. Different ways of dissemination of human-computer interaction in
mobile applications eventually produce different products and services that consumers
want on mobile applications.
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Abstract. Rescue robots can play an important role in disaster situa-
tions, such as locating people for evacuations. This paper demonstrates
how to transform an affordable consumer robot, such as the Loomo Seg-
way, into an intelligent rescue robot. Our proof-of-concept shows how
LoomoRescue can autonomously browse offices to locate people and how
to detect their vital signs through posture and heart rate detection in
real-time. Our indoor localization is a SLAM approach based on an exter-
nal UWB position system plus a movement correction with an ultrasound
sensor in combination with an IMU. The accuracy of linear movement
showed minor deviation with an average error of 1.65%, while the angular
movement showed an error of 2.43%. We classify three types of critical
postures with an average detection rate of 78.33% within a distance of
1–20 m. Our optical heart rate detection is 87.3% accurate to the ground
truth. We envision that such an affordable robot can be used for evacua-
tion purposes as it may be part of the standard inventory in the future.

Keywords: Rescue Robot · Computer Vision · Optical Vital Sign
Detection · Posture Recognition · SLAM · Autonomous Navigation

1 Introduction

Throughout the past decade, the use of rescue robots in disaster scenarios has
been increasing [1]. These robots especially provide a benefit in scenarios that
pose a threat to humans. Rescue robots play an important role in searching
and locating trapped survivors. Different form factors have been developed for
these purposes, such as robot dogs, drones, and other wheeled robots [2]. These
devices can be crucial in searching for victims or merely supporting us with
understanding conditions in inaccessible areas.

The current state-of-the-art in rescue and assistive robots demonstrate that
significant research exists concerning assistance robots. However, particularly
rescue robots are usually expensive and demand high robustness, speed, versatil-
ity, and ease of use for the piloting human in accordance to an extensive review
by Delmerico et al. [1]. Ways to enable an affordable and consumer-available
robot that already matches many of these requirements becoming a rescue robot
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Salvendy and J. Wei (Eds.): HCII 2023, LNCS 14052, pp. 53–73, 2023.
https://doi.org/10.1007/978-3-031-35921-7_5
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Fig. 1. LoomoRescue can be useful for disaster situations, such as when evacuation is
necessary. The robot is fully autonomous and can systematically navigate through a
floor, looking for possible victims. Further, LoomoRescue is able to understand whether
the person may be in a critical condition by detecting vital signs through posture
and heart rate. Finally, LoomoRescue can communicate with the victim or send a
notification to a rescue team.

that acts autonomously to identify victims’ health status in real time remains an
unanswered question. We envision low-cost rescue robots to be a part of public
facilities to enable support in disaster situations, such as building evacuations
(Fig. 1).

To demonstrate this, we developed a rescue robot based on an affordable
consumer robot, the Loomo Segway1. We posed two research questions. Firstly,
how can we enable an autonomous navigation? Secondly, we sought to investigate
whether it was possible for Loomo to understand a human’s critical activity?

We developed a proof-of-concept that transforms an affordable consumer
robot into a rescue robot by enabling:

– Simultaneous Localization and Mapping (SLAM) [3] and path planning using
a multi-sensor fusion approach incorporating an IMU, Ultrasonic sensors,
and an additionally equipped Ultra Wide Band (UWB) based multi anchor
localization system [4],

– Optical vital sign detection using a posture recognition approach by using
Google’s ML kit [5], as well as a heart rate detection by using an Eulerian
Video Magnification (EVM) approach [6] to magnify subtle changes in skin
colour.

Our main contribution is to integrate these different techniques into an affordable
consumer robot that demonstrates that it can be converted into a rescue robot.
According to Wobbrock this concerns an artifact contribution [7].

2 Related Work

There is a great body of related work, as this project intersects multiple areas.
We selected some exemplary projects from the field of search-and-rescue robotics
and human activity recognition that somewhat represent the state-of-the-art.
1 https://www.segway.com/loomo/.

https://www.segway.com/loomo/
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2.1 Search-and-Rescue Robots

Over the past few decades, several kinds of rescue robots have been developed.
Though, research on rescue robots mainly focuses on localization and control
systems. In 2019, Delmerico et al. [1] conducted an extensive review on the
current state and future outlook of rescue robotics. Delmerico et al. categorized
rescue robots into Ground Robots (e.g., Legged robots [8], Tracked and wheeled
robots [9]), Aerial Robots (e.g., Drones [10,11], Swarms [12]), and Marine and
Amphibious Robots (e.g., Snake-like Design [13]). In the following, we will discuss
some related work in more detail.

Kiyani et al. [14] developed a prototype of a search-and-rescue robot that
has the ability to locate itself in a known environment and to locate victims and
transport them to safe zones. This is at least a proof-of-concept of an Arduino-
driven mini-robot in a lab environment, but which is far away from reality.

A system that has been tested in an actual fire container house was proposed
by Young-Duk in 2009 [15]. Here, a fire rescue robot is remotely controlled
using Bluetooth and RF communication. Firefighters may deploy the robot in a
hazardous fire scene through a remote control guiding the robot for a possible
evacuation. The controlling firefighter receives information from the robot in
the form of image feedback and sensor data. Additionally, the firefighter can
communicate with the victims through the robot’s speaker, and thus, guide them
out of the scene. The robot relies on explicit control and is not autonomous.

Another search-and-rescue robot system for underground coal mine rescue
is proposed by Zhao et al. [16]. Here, the robot is remotely controlled using
Wifi and a fiber-optic cable and used to explore a coal mine shaft and to col-
lect environmental information. The operating control unit incorporates an elec-
tronic compass, a gyroscope, two wheel encoders, and four infrared sensors. The
infrared sensors are used to measure the distance of the robot to the wall to
prevent unwanted crashes. The other sensors are used to deduce the motion tra-
jectory and form part of the positioning function. Further, the authors use the
image information from a camera to correct the position of the robot manually.
Still, the robot is mainly piloted by a human and not fully autonomous.

Another remotely guided control system for rescue robots is developed by
Mano et al. [17]. Depending on the tasks and working environment, it can switch
efficiently between remote control mode and auto-detect mode to take full advan-
tage of the robot’s functions using a SLAM-based map building. Functioning-
wise this project comes closest to ours.

There are also researchers using the same type of robot used in this research,
the Segway Loomo. For instance, Gollasch et al. [18] extended the Segways soft-
ware API, and Steiner et al. [19] developed a ROS framework to improve Loomo’s
navigation for greater stability and speed.

To summarize this subsection, we would like to look at two comprehensive
overviews by Murphy et al. [20] and Delmerico et al. [1]. Both point to the need
for rescue robots, demanding that they be robust, fast, versatile and, above all,
highly user-friendly in use. Many rescue robots are prototypes, not consumer-
ready and of high expense. Furthermore, these robots are to be piloted by a
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trained user. In our research, we aim to demonstrate how to convert a highly
developed consumer-ready robot, which is affordable and stable into a rescue
robot that can even work autonomously, not requiring trained pilots.

2.2 Human Activity Recognition

The research field of human activity recognition is broad and incorporates a
vast variety of approaches to detect the human’s activity [21], such as through
wearables [22], and other distance sensing techniques and technologies, such as
camera-based sensing [23]. As Loomo has a camera, which we utilize for sensing
posture and heart rate, we focus on these two aspects in the following subsections.

Posture Recognition. Human posture detection is one of the important appli-
cation in human activity recognition. Often, machine learning approaches are
utilized to recognize the posture of the entire body via camera/image sensing.
Accurate recognition has shown to be a fundamental problem in computer vision
in recent years [24]. There is extensive literature on this topic, as evidenced by
the works of Bissacco et al. [25] and Dimitrijevic et al. [26].

Human posture detection and comprehensive analysis are required in different
applications, such as motion analysis, monitoring, human-robot interaction, and
medical rehabilitation. Anitha and Priya [27] build an automatic monitoring
system for the elderly by sending an alert when an unusual posture is detected.
Hernández [28] used posture detection in monitoring the exercises and providing
useful information for Robotic-Assisted rehabilitation therapies.

Cao et al. [29] present the first real-time multi-person system, named Open-
Pose, that collectively identifies key points of the human body, arms, face, and
feet (a total of 135 key points) in an individual’s image. The main functionalities
of 2D and 3D real-time multi-person keypoint detection, single-person tracking,
and calibration toolbox are used. Bazarevsky et al. [30] developed a lightweight
neural network to estimate human pose detection, which can also be used for
real-time mobile devices. Their development has been integrated into Google ML
Kit [5] and can be utilized by any mobile device via ML Kit’s API. The API’s
high reliability rendered it an optimal choice for our research.

Heart Rate Recognition. Heart rate recognition is vital to understand the
user’s condition and thus is an objective in human activity recognition. Optical
recognition of heart beats is possible as blood circulation creates a periodic
change in the human body, although it is not perceivable to the eye. In 2011,
Poh [31] used this weak signal captured by an ordinary RGB-camera to design
a “magic mirror”, which can reveal the user’s heart rate. The theory of Poh’s
magical mirror is to use the change of light when blood flows in the human
body [32]. The greater the amount of blood passing through the blood vessels,
the more light is absorbed by the blood, and the less light is reflected from
the surface of the human skin. Therefore, the heart rate can be estimated by
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time-frequency analysis of the images. This is the main idea also denoted as
Photoplethysmography (PPG).

However, this change of color in the skin is subtle and hard to capture by
most cameras. In this case, can have to “magnify” these unobservable changes
in the image to a magnitude sufficient to be observed by the naked eye. In 2012,
Wu et al. [6] started from this perspective and proposed an algorithm called
Eulerian Video Magnification (EVM) to reveal temporal variations in difficult
or impossible videos to see with the naked eye.

Several works are developed based on this algorithm to detect heart rate
successfully. Bosi et al. [33] used this algorithm to estimate heart rate using
Microsoft device KinectTM version 2.0. Similar to Gambi et al.’ work [34], which
also develop a heart rate detection on Kinect 2.0 camera, but further validated
this method and compared it to classical wearable systems. Chambino et al. [35]
developed an Android-based application for real-time monitoring of vital signs.
We adopted this implementation for our research.

3 LoomoRescue

3.1 Concept

Robots that assist humans is an age-old vision and still an ongoing trend in
human-robot interaction research. In this work, we would like to research whether
current state-of-the-art consumer technology, the Segway Robot Loomo, can be
utilized as a rescue robot. Therefore, our research is guided by two overarching
research questions:

RQ1: How can we enable Loomo to autonomously navigate through an environ-
ment?

RQ2: How can we enable Loomo to understand human’s critical activity?

3.2 Requirements

To answer our research questions, we set out certain requirements that Loomo
should be able to provide.

Requirement 1: To answer the first question on autonomous navigation, we need
to teach the rescue robot to understand its location in an environment. To fulfil
this requirement, the robot provides a number of embedded sensors that can
be utilized, such as the ultrasonic sensor, hall sensor, and inertia measure unit.
Combining these sensor will, in theory, enable the robot to navigate without
crashing and possible to organized a structure, such as a floor plan, once the
robot explores an indoor-environment. The feasibility of that has already impres-
sively demonstrated by Chen et al. [36]. In a hazardous scenario, there may not
be time for time-expensive exploration and thus, a floor plan might already be
provided to the rescue robot. In this case, the robot is required to exactly locate
itself in that floor plan.
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Requirement 2: To answer the second research question, we need to enable Loomo
to find a person and understand the physical condition of a person. There are
several ways to incorporate such functions, such as by listening (microphone), or
looking (camera) through an environment. To judge on whether a person’s status
is critical, the robot requires to have an understanding of typical human activity
and anomalies. Loomo may be required to understand whether a person lies on
the floor and whether the emitted vital signs, such as heart rate, respiration,
and micro-vibrations, are abnormal. This is required to work instantaneously in
real-time.

3.3 Design Decisions

To match the requirements, we need to make certain design decisions.

Decision 1: LoomoRescue needs to be effective and thus we decide to provide the
robot with a floor plan. The problem of any robot is that it cannot locate itself in
this environment without a positioning system. This results in robots not being
fully autonomous. To overcome this, we equip Loomo with an external UWB
position system, which consists of a tag carried by Loomo and tags distributed
all over the floor.

Decision 2: The posture of the human body is an obvious sign to understand
physical wellness. Therefore, we found it important to dynamically detect and
analyze the posture of the human body. This should be performed visually by
Loomo’s camera. Loomo should be able to classify dangerous postures, such
a person lying on the floor. Therefore, an advanced posture detection will be
implemented in this work. Further we decided to enable Loomo to detect heart
rate, which is an important vital sign.

3.4 Implementation

Loomo Device. Loomo, firstly released in November 2016 and also known
as the Segway Robot, is a combination of a self-balanced vehicle (SBV) and a
companion robot. Loomo is 640 mm in height, weights 17.5 kg and has a battery
capacity of 310 Wh. In programming mode, the robot and can go up to 8 km/h,
otherwise it can go faster. Loomo uses an Intel quad core CPU with 2.4 Ghz,
and 4 GM RAM. The OS is based on Android that is programmable, movable,
and expandable by Segway Robotics – a Mobile Robot Platform Kit [37]. The
developer version enables to create a fully functional, stable, reliable, convenient,
and easy-to-use robot development platform.

The provided Software Development Kit (SDK) enables developers to con-
trol the base functions at an abstract level, which include: the control, initializa-
tion, and configuration of the Intel RealSense camera; Speech recognition includ-
ing pre-defined commands, base locomotion commands, the access to sensors, a
connectivity package to enable linking a mobile device, and an emoji library
that contains pre-defined “human-like” sounds and eyes that will be drawn on
Loomo’s display. On top of that there is the possibility for a hardware extension
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that allows mechanical and electrical engineers to design and attach additional
components to the robot. Since Loomo is ran by an Android System, we can
also access a number of raw sensor data, such as the IMU, which is important
in this project.

Loomo’s Sensors. Loomo provides a number of sensor, which are essential for
its functioning and for further development. These include: a RealSense RGB-
Depth camera (30 FPS), a HD camera (1080p, 104◦ wide-angle), a microphone
array composed of five mics, a touch sensors on the head, ultrasound sensor,
hall sensors embedded in the wheels, two IMUs in the robot body and head. For
our implementation, we particularly processed the raw data of the Ultrasound
sensor and the IMU.

Ultrasound Sensor: An ultrasonic sensor converts sonic signals into electrical
signals. Ultrasound is a sound wave with a frequency of more than 20 kHz, which
travels at 343 m per second in air at 20 ◦C. It is usually designed to measure the
distance between an object and the transreceiver that emits ultrasonic waves at
40 kHz [38]. The principle is to measure the latency between the emitted and
received echo signal. This is also denoted as time of flight (ToF), which enables
us to calculated the exact distance [39].

Inertial Measurement Unit (IMU): The IMU is a compound sensor, which usu-
ally consists of three linear accelerometers which measure acceleration, three
gyroscopes which measure angular velocity rate [40]. Such type of IMU is also
denoted as a 6-axis/DoF IMU. To encounter sensor drifts, a 9-axis/DoF includes
a three-axis geomagnetic sensor, which can be used to correct the angular veloc-
ity sensor by the absolute pointing of the geomagnetic field to give accurate
readings [41].

Reference Localization System and Communication via the MQTT
Protocol. To ensure reliable self-localization of Loomo, we resort to a multi-
anchor localization system based on Ultra Wide-Band signals (UWB), which

Fig. 2. Position estimation of the reference localization system applying two-way rang-
ing and multilateration.
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can be easily integrated in an office building. Such multi-anchor system is based
on the two-way ranging methodology (TWR) for distance estimation between a
given tag connected to the Loomo and each anchor node installed static in the
room geometry.

By using TWR, the anchors do not need to be synchronized in time, which
decreases the amount of hardware interconnection between them. For each
anchor separately, the transmission delay τtag between tag and anchor is esti-
mated as shown in Fig. 2a). For establishing TWR between one anchor and the
tag, this anchor sends a Poll -message to the tag at time t0 to initialize the TWR.
The message includes an ID indicating the anchor unambiguously. The message
is received at the tag at time t1. After a certain processing time, the tag sends
at time t2 a Response-message to the anchor, which is received at time t3. After
processing this message, the Final -message is sent at time t4 including the stored
time stamps t0, t3 and t4 in the message’s payload. The tag received this message
at t5. The transmission delay, which is calculated at the tag’s microcontroller
results to:

τtag =
(t3 − t0) − (t2 − t1) + (t5 − t2) − (t4 − t3)

4
=

2t3 − t0 − 2t2 + t1 + t5 − t4
4

(1)

Due to the constant transmission velocity, namely the speed of light with
c0 ≈ 3 ·108 m/s, the distance results as multiplication of delay τtag and c0. Since
only the distance to the tag is known, but not the direction, an distance radius
for each anchor node returns.

Fig. 3. User Equipments (UE) communicating via MQTT protocol.

As shown in Fig. 2b), a position where the object is most likely to be located is
obtained by multilateration, the iterative overlay of the different distance radii in
the tag’s microcontroller. Since the exact position of the anchor nodes is known
by the tag, the overall position of the tag is calculable. Overall, the system results
in an estimation accuracy of ±20 cm in the currently installed state, which is
why we use it without hesitation as a reference value for Loomo similarly as
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shown by Leugner et al. [42]. Built-in sensors from Loomo can further be used
to increase accuracy.

To connect the Loomo with the tag’s position estimation, we establish a con-
nection including the Message Queuing Telemetry Transport protocol (MQTT).
The MQTT is from the field of IoT-applications and enables the wireless data
exchange of two or more User Equipments (UE) without initializing the com-
munication between the UEs itself.

The general structure of the MQTT is shown in Fig. 3. It consists of a MQTT
Broker in the center, which serves as a data hub. If a UE publishes data to
the broker, the data itself is stored at the broker with a corresponding topic,
consisting of a head topic and subtopics, which are ordered hierarchically. So,
the data is indicated unambiguously. If new data with a topic is published by
the same or another UE, the older data is deleted. So, no long term data storage
including storage management is needed. Every UE connected to the MQTT
broker is able to subscribe to specific head topics or subtopics. Then it receives
all data stored at the MQTT with the specific topic close directly after storage.
With MQTT connection of the tag, the Loomo and a remote PC, we are able to
integrate the UWB multi-anchor system as reference to the Loomo.

Feature Extension 1: Localization and Movement. The localisation sys-
tem is key to guide the robot traverse the map, where the participation of sensors
plays an important role. For the localization, there is an ultrasound sensor, IMU,
and UWB, which was explained above. Given the 9-axis IMU may only have
accurate and stable angle data we need to find a way to fuse it with the ultra-
sonic sensor and the UWB positioning system, creating a correction method for
Loomo’s positioning. Previous works have showed how to impressively correct
GPS by adding an IMU [43] in real-time. Other works demonstrated position-
ing correction with acoustic sensing using the Doppler-Shift [44] and utilizing
acoustic sensing under device motion from a robot [45]. Another technology to
accomplish indoor navigation and localization is using radar, as nicely showcased
by Yue et al. [46].

3.4.4.1 Internal Localization and Move Control: The original control command
in the Loomo SDK API provides ultrasound data, which are as accurate as even
reflecting wheel movement for instance. This inference of movement, however,
creates a large error when processing it in this form. Therefore, we also utilize
the IMU in combined to improve the PID algorithm for the movement control
(see Fig. 5). Both, the ultrasound sensor and the IMU have a quick update rate
of 50 milliseconds. This is a high response rate and thus suitably to meet the
demand of real-time movement control.

3.4.4.2 External Localization: It would be sufficient to control robot’s movement
though the method explained above. However, there is a problem: the calcula-
tion of current position heavily depends on the former position. Since sensors
present drifts and inaccuracies, the errors will accumulate with time and show
too great deviation after a while. Thus an external positioning system is intro-
duced to improve the positioning accuracy and to correct the error. The UWB
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Fig. 4. Flow diagram depicting the decisions while moving through a floor.

positioning system, as mentioned above, can be used as an additional source
of information that provides coordinates, while it supports full map navigation
functionality. In this setup we have two independent localization systems work-
ing respectively. The external UWB system will guide the robot traverse the
floor through waypoints. However, entering a room, for instance, requires higher
accuracy than ±20 cm and therefore, we fall back on internal sensors to avoid
LoomoRescue bumping against the door frame. Figure 4 shows a flow chart on
how our navigation is designed.
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Fig. 5. PID Block Diagram: The PID algorithm is to utilize the feedback of position
data to fix the input of Loomo’s motors. There are three elements for the feedback
calculation. The P element can simply multiply the error with a coefficient, which
gains a quick response value. The I element mean the integral errors in a time period,
so it enables fine-tuning of the robot over short distance. The element of D estimates
the trends of movement and thus can perform an adjustment of the speed.

Feature Extension 2: Human Activity Recognition. To fulfil our require-
ments set out, we are required to develop an addition function for Loomo, so
it can understand the human activity. As discussed earlier, to identify a critical
vital state, we decided to include a detection of posture as well as a heart rate
detection. With these features, Loomo Robot would be enabled to estimate the
condition of the person.

Since Loomo is unable to touch the person, we decided to use a vision-based
approach. To not re-invent the wheel, we will rely on established machine learn-
ing libraries: OpenCV [47] and the ML Kit by Google’s to enable on-device
machine learning [5]. Both libraries offer android packages, which can be inte-
grated with Loomo. To get OpenCV properly running, we required to included
an additional Java Native Interface (JNI) that would execute C++ code.

Fig. 6. Showing three classified of the implemented posture detection. The skeleton is
colored in accordance to the criticalness, when the video feed is displayed at the Loomo
device. (Color figure online)
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3.4.5.1 Posture Detection: Google’s ML kit’s pose detector provides us with up to
33 landmarks that are generation from an image at which a human is identified.
The implementation works in real-time once provided the video feed from the HD
camera. To classify postures, which is the main objective of our pose detector,
the relative placements of these landmarks are calculated in a plane rule-based
manner similarly as demonstrated in the PhD Thesis of Rithik Kapoor [48]. This
way, we categorized three critical stages of postures, as illustrated in Fig. 6:

– Normal: Representing a category of posture that is usually not considered
as dangerous, such as standing straight on the ground.

– Warning: Representing a category of posture which might mean this person
needs additional help in an emergency scenario. As “warning” we classified
someone that remains sitting in an emergency scenario such as an event of a
fire.

– Danger: Representing a category of posture that is usually considered as dan-
gerous. We classified any postures as “danger” at which a person is somewhat
lying on the ground, including any postures the person shows an awkward
horizontal posture.

3.4.5.2 Heart Rate Detection: Our heart rate detection contains three major
steps: A) Face detection, B) Eulerian Video Magnification (EVM) magnification,
and C) Photo-Plethysmography (PPG) signal processing.

Fig. 7. Heart rate detection on Loomo when toggled on the video feed.

In step A, we use the OpenCV library to detect the face as the Region
of Interest (ROI) from each video frame. We initialize a cascade classifier to
identify faces based on a pre-trained model (lbpcascade frontalface.xml) that
can be obtained through the official OpenCV website. The application basically
extracts a rectangle area that contains the ROI.
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In step B, we look at these sub-frames, which will be processed by the EVM
algorithm. The EVM performs a spatial filter to decompose the frames by blur-
ring, differentiating, and down sampling the image with a Gaussian pyramid.
After obtaining the different spatial bands, a temporal filter is implemented on
each spatial band to select bands of interest by frequencies. In our case, we want
to amplify the heart rate signal and select fL = 0.4 to fH 4 Hz (24 to 240 bpm)
for bandpass filtering, which is approximately the range of human heart rate.
This seems to be the appropriate cutoff frequencies as shown in related work
[6]. Finally, we amplify the change in color and add the magnified result to the
origin frame.

In step C, the raw Photo-plethysmography (PPG) signal that was obtained
by the color-magnified result, will be sent to further processing, which includes
signal smoothing and a peak detection.

We utilize the average green channel from the magnified video frame
sequence, which is smoothed by a moving average filter aiming to reduce random
noise while retaining its peaks as follows

y [i] =
1
n

j=0∑

n−1

x [i + j] (2)

where y is the output signal, x is the input signal, n is the length of queue.
The moving average filter views the successive sampled data as a queue of fixed
length n. After inserting a new data, the first data of the above queue is removed,
the remaining n-1 data are moved forward in turn, and the newly sampled data
are inserted as the tail of the new queue. Then the arithmetic operations are
performed on this queue and obtain the ith output result. The Loomo robot has
a self-balance movement, which is a periodical forward and backward movement.
This makes the relative position of the light source to change constantly in a cer-
tain interval, which needs to be considered and removed from the data. Finally,
the estimated heart rate is calculated by finding the peaks of the smoothed PPG
signal. Assume the number of series of frames is L, the frame rate is calculated
in FPS, and there are N peaks detected in this series of frames. The heart rate
in beats per minute (BPM ) is computed as follows:

BPM = 60
N × FPS

L
(3)

The result of implemented heart rate detection is displayed in Fig. 7.

4 Evaluation

To quantify the effectiveness of our implementation, we ran an evaluation on our
added features: Localization and Human Activity Recognition (posture & heart
rate detection).
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4.1 Feature Extension 1: Localisation

In terms of localisation, we have two parts in total. The UWB positioning system
is used for global positioning and navigation on the map, while each movement
in the local area is controlled using the robot’s built-in ultrasonic sensor in
combination with the IMU using the PID algorithm. The UWB system has
already been experimentally determined to have a mean error of ±20 cm in
an indoor environment following studies by Leugner et al. [42] and Schmidt et
al. [49]. Therefore, the performance of the robot’s internal navigation will be
evaluated here.

Test of Linear Movement. In the test of linear movement, we have two
conditions. First we let the robot travel 1 m along a straight line and afterwards
2 m. For both conditions, we measured the distance from its starting point and
calculated the error. The purpose is to test the accuracy of a single move and
the effect of different distances on the accuracy.

As shown in Table 1, through eight trials, when the robot advances 1 m, with
the help of our sensor approach, its endpoint difference averages at 2.01 cm. At
the second condition, the average difference was at 2.58 cm when advancing 2 m.
A paired t-Test T(7) = −0.64, p = 0.27, showed the deviations occurring at 1 m
(M = 2.01 cm; SD = 1.16 cm) and at 2 m (M = 2.58 cm; SD = 1.69 cm) to be
not statistically different. The average error of 1.65 % is substantially smaller
than that of the UWB positioning system. However, the UWB system does not
accumulate errors over time.

Test on Angular Movement. Since the UWB positioning system does not
measure angles, the global and local angle indications are all dependent on the
IMU, which require high accuracy. In our angular movement test, we let the
robot rotate 45◦ and 90◦ on the ground, while we marked the starting and
ending positions in order to calculate the errors.

Table 1. Linear Movement Test

Trial Expected Distance: 100 cm Expected Distance 200 cm

Actual (cm) Delta (cm) Error (%) Actual (cm) Delta (cm) Error (%)

1 99.6 0.4 0.4 197 3 1.5

2 98.2 1.8 1.8 202.8 −2.8 1.4

3 100.6 −0.6 0.6 195.4 4.6 2.3

4 96.4 3.6 3.6 198.7 1.3 0.65

5 102.8 −2.8 2.8 194.9 5.1 2.55

6 101.4 −1.4 1.4 202.6 −2.6 1.3

7 97.0 3 3 200.5 −0.5 0.25

8 97.5 2.5 2.5 199.3 0.7 0.35
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Table 2. Angular Movement Test

Trial Expected Angle: 45◦ Expected Angle: 90◦

Actual (◦) Delta (◦) Error (%) Actual (◦) Delta (◦) Error (%)

1 44.23 0.77 1.71 88.85 1.15 1.28

2 43.36 1.64 3.64 90.46 −0.46 0.51

3 41.34 3.66 8.13 89.8 0.2 0.22

4 44.19 0.81 1.80 91.45 −1.45 1.61

5 43.33 1.67 3.71 91.55 −1.55 1.72

As shown in Table 2, through five trials, the average difference of the robot
was 1.71◦ at 45◦ of rotation. When Loomo rotates 90◦, the average difference
is at 1.07◦. A paired t-Test T(4) = 1.002, p = 0.18, showed the deviations
occurring at 45◦ (M = 1.71◦; SD = 1.17◦) and at 90◦ (M = 0.96◦; SD = 0.6◦)
to be not statistically different. We consider the overall deviation of 1.34◦ of
angular movement to be quite high. Even if the error of angular measurement
accumulates over an extensive time period of use, we have the UWB system to
correct the location.

4.2 Feature Extension 2: Human Activity Recognition

Posture Detection. As we used a related work, namely Google’s ML kit, to
extract the feature points and human skeleton, there is no point in evaluating
their trained model, which seems sophisticated to us. The implementation runs
stable and in real-time. Our rule-based classification also showed great accuracy,
but which showed difficulties at different distances between human and robot.
Therefore, we measured the detection accuracy with four different distances.
Each posture was executed in four distances. This was repeated 20 times, which
resulted in 240 trials in total. The result is displayed in the Table 3.

Table 3. Successful detection rate by distance in percent (20 trials each).

Distance d (m) Normal (%) Warning (%) Danger (%)

d <1 75 15 25

1 ≤ d < 5 85 75 70

5 ≤ d < 10 90 85 80

10 ≤ d < 20 70 75 75

From the table, we can obtain that the probability of getting an accurate pose
within a certain measurement distance seems to be different. However, there is no
statistical detection difference between all three postures (F2,6 = 1.71; p = 0.26)
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following a one-way ANOVA for correlated samples. The average success rate
is 68.3% (SD = 23.5%) among all distances. Not considering distances shorter
than 1 m, the average detection rate raises to 78.33% (SD = 7.1%).

It is striking that the successful detection seems to be compromised with dis-
tances below 1 m. This is indicated by a one-way ANOVA for correlated samples
(F3,6 = 1272.22; p = 0.039) and finally evidenced by a post-hoc analysis using
a Tukey HSD Test. The detection rate is significantly lower in distances < 1 m
than distances between ≤ 5 m and < 10 m (p < 0.05). No further differences
were found.

Generally, it become obvious that sufficient detection with too close distances
may not be guaranteed. The reason is that the identification of the posture is
accomplished by calculating the relative position of the detected landmarks.
Therefore, this detection and identification work well when the needed body
landmark is included in the frame. However, if some of the body landmarks are
not captured by the input frame, the information about his landmark will be
missing. Thus, reducing the success rate of the obtained results. The detection
error caused by missing landmarks is particularly noticeable at short distances
because the camera cannot capture the whole body of the inspector well.

Heart Rate Detection. To gain insights into the performance of Loomo’s
newly acquired heart rate detection, we ran a study with 13 participants (Com-
puter Science students aged between 21 and 26). As ground truth of heart rate,
we used a Pulse Oximeter and the Apple watch Gen. 5, which showed almost no
difference and is in line with the findings from Pipek et al. [50]. For each user
we conducted a single measurement. The study results are shown in Table 4.

Table 4. Study results: Showing the calculated heart rate by Loomo against the ground
truth [in bpm]

Participant P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13

Loomo (bpm) 83 65 74 78 69 67 75 68 70 74 61 73 67

Ground Truth (bpm) 110 81 75 96 81 72 88 82 80 80 66 78 76

Difference (bpm) −27 −16 −1 −18 −12 −5 −13 −14 −10 −6 −5 −5 −9

The study results show a mean deviation of -10.84 heart beats per minute.
Loomo’s calculated heart rate is 87.3% accurate to the ground truth. We ran
a Bland-Altman analysis, which ensured no bias to exist. This is confirmed by
a Pearson correlation, which showed a positive correlation coefficient, with an
average of r = .83 (SD = .69). All participants demonstrated a statistically
significant positive relationship (r > .7, p < .05 ). However, it must also be stated
that the heart rate sometimes showed wide range, differing of up to 27 beats,
which is almost 25% (P1). Also striking is that Loomo provided a constantly
lower heart rate than the actual ground truth. We suspect our noise filter to
have canceled out the rather weak heart beats. Although this heart rate detection
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method is not able to extract the exact pulse signal, Loomo still achieves the
goal of identifying vital signs, which is the overarching goal in this research.

5 Discussion

In this section, we would like to critically discuss the limitations of our work and
to provide possible approaches to overcome these:

Classifying Critical Postures: Currently, we drove a quick’n dirty approach to
classify three critical stages of posture by calculating the relations of the pose
landmarks to each other. Although this approach showed to be fine, one could
employ a training a simple ML-model, such as using a simple C4.5 decision tree.

Coping with Loomo’s Self-balancing Movement: Since Loomo is standing on two
wheels only, it deployes a bouncing back and forward movement to avoid the
robot to fall over. These periodic movements impact all sensor data. There are
several approaches that can be used to eliminate these signal in the sensor data,
such as deploying a butterworth filter, a principle component analysis, etc.

Valid Vital Signs: Collecting accurate vital signs, such as the correct heart rate,
is a challenge. For a remote PPG signal detection, like ours, we see a variety of
environmental factors, such as changing ambient light, shadows, natural move-
ment of user, etc. that can impact the measurement significantly. In our use case
clinical valid data is not required, however, it is desirable.

Improving Heart Rate Detection: The simple moving average filter seems not to
be the perfect choice to handle the raw PPG signal. This is because rather weak
heart beats might be smoothed to much this way. A better approach might be
the signal peak detection algorithm, such demonstrated by Jang et al. [51].

Increasing Number of Add-ons: Loomo already provides rich functionality with
the standard sensors provided. Adding a variety of unique sensors to Loomo
might open up new application field or enhance Loomo’s capabilities to make
autonomous decisions. For instance, attached gas sensors may provide crucial
information on the environment. Moreover, using electric field sensors can help
deciding whether danger by electric dives occurs or whether human body activity
is present.

Deployment in Reality: In this research, we provided a proof-of-concept imple-
mentation, showcasing future opportunities. In reality, however, a greater num-
ber of studies and development is required. For instance, it is unclear how the
form factor of a dual-wheeled robot like Loomo can overcome obstacles. In a
disaster situation, such as when a certain gas like carbon monoxide is released,
Loomo could help in finding survivors. However, in an earth quake situation
when a building structure is destroyed, Loomo is likely to fail in making its way
through rough terrain. Further it is unclear how false-positives and true-negatives
are handled, such as missing out on finding an immobilized person, because a
body part might be covered. Another problem is finding the face in unconven-
tional positions. Therefore, it is at least questionable whether a future robot
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can yet to be fully autonomous or whether human remote control is required for
support.

Robust Infrastructure: A future implementation is required to have a robust
communication system that needs to be put in place, on a software and hard-
ware level. High bandwidth seem to be a basis for video-streaming that may be
essential in a disaster scenario, so the robot can also be remotely controlled by
a rescue team. Further some type of position system is required to be in place,
which may account to as an additional cost as well as being another source of
potential error.

Intelligent Path Planning Algorithm: What is the quickest way? Advanced path
planning may be required to enable to robot to make intelligent decisions on
its own without being remotely controlled, such as when a network connection
broke down. Is there a safe area? Where is the robot going once followed?

Improving Navigation by SLAM: In this project, the effects and possibilities of
multi-sensor fusion are tried in the direction of a fire-fighting robot. However,
because of the involvement of external position system. There is high require-
ment of deployment environment. Plus, a receiver mounted makes the robot too
large in size. So a better substitution of UWB position system is visual SLAM.
With the help of in-built camera, visual SLAM can decrease the demand of
environment and make robot more flexible during task.

Feature Point Extraction: The feature points are extracted between frames by
ORB method, which is an algorithm that can figure out the same points in
two pictures continuously taken [52]. Feature point extraction matters both in
SLAM and posture recognition that when doing image processing we can only
take feature points in account, and thus reduce computation burden greatly.

6 Conclusion and Future Work

The Loomo Segway is one of the few consumer robots that offer high mobility,
increased computing power, and sensing capabilities. Unfortunately, Loomo is
only used for entertainment purposes and does not make use of its potential.
Yet, in addition to a follow function that works questionably well, the device is
only controlled manually, while it cannot understand a persons condition. In this
paper we showcased a new application, a proof-of-concept of an affordable rescue
robot that may be deployed in evacuation scenarios. We demonstrated how to
instrument Loomo, in order to navigate autonomously through an indoor space.
Further, we showed how to estimate a victims activity state, by classifying their
posture and detecting their heart rate, both by using an optical RGB camera
approach. We evaluated the detection quality of our approach and conclude as
follows to our research questions. RQ1: We can enable Loomo to autonomously
navigate through a known environment by equipping it an external UWB posi-
tion system and driving a SLAM-approach. RQ2: We can we enable Loomo to
understand the human’s critical activity by extracting posture and heart rate
information from the RGB-camera feed.
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By combining these two techniques, in future rescue robots can be improved
by not only reducing the cost but also enhancing their ability to recognize the
victim’s health condition. Particularly the application of SLAM algorithms allow
robots to autonomously perceive and explore their environment, which is a future
direction for investigation. Combined with path planning algorithms, unmanned
autonomous search-and-rescue robots seem promising. We see the application in
evacuation scenarios where the robot sends the location of injured people to the
rescue team. Its unmanned nature means that it can be deployed in hazardous
environments and with multiple units to effectively increase search and rescue.
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Abstract. In this era of digital technology, the use of technology in daily life has
increased the amount of time spent in front of screens. Time and timing issues have
become important for all of us. This project aims to develop a self-management
application that allows users to customize their user interfaces based on their
personality preferences. In this project, the Myers-Briggs Type Indicator (MBTI)
personality testwill be used tomeasure and evaluate users’ personality preferences.
A survey questionnaire was conducted to understand users’ preferences. This
project managed to determine the user interface preferences of the MBTI users.

Keywords: User interface ·MBTI · Human personality types

1 Introduction

In this age of information technology, people are becoming increasingly connected to
the world around them. The adoption of technology in our daily activities increased the
time that people spend in front of the screen. The mobile phone has changed the way
people communicate and work. Time and timing issues have become more and more
important to all of us. In these last two decades, people have had a faster pace of life.
They make things faster, reducing their time spent and compressing actions such as
eating faster, sleeping lesser, or making a phone call while having lunch. It shows that
people have a limited way to deal with time at work – poor time management. There
are several methods of time management like tips and techniques to determine which
goals to pursue in the short term, how to translate these goals into immediate tasks, how
to plan and prioritize tasks daily, and how to focus on completing tasks without any
interruptions.

Besides, there are so many things that people can do or work with only using their
mobile phones. These had become a day-to-day routine for the people. While they are
doing a task or studying, people will receive updates and notifications from different
applications such as social media from the mobile phone which may be caused an
overwhelming distraction. They spend a lot of time on social media which can divert
their concentration and focus from some tasks [1]. People easily get attracted by other
applications instead of the teaching or working application tools. This may have caused
them to form poor time management and procrastination habits. Based on the journal by
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Häfner and Stock [2], good timemanagement can lead to an increase in perceived control
of time and a decrease in perceived stress. Hence, there is plenty of time management,
task management, and productivity applications launched to help people manage their
time and task well.

2 Literature Review

2.1 Mobile Application

In recent years, the mobile phone is no longer only a communication tool but has also
become an essential part of people’s communication and daily life. Amobile application
is a set of programs that runs on the mobile phone to perform certain tasks for the mobile
user. There is a global positive impact of the mobile application. Mobile applications
are running on mobile phones which are moveable and easy to use. Mobile application
not only benefits users but also plays an important role in the business field. Many busi-
ness companies started to use mobile applications to earn revenue. Software developers
develop applications with different programming language codes such as Java for the
android platform and Switch for the iOS platform.

There are many mobile applications developed for people in different areas use
like communication, entertainment, utilities, e-commerce, etc. Some of the applications
downloaded by users are task manager, notepad, social networking, diary, translators,
etc. At first, people only used a mobile application to receive a call, do simple calcu-
lations, set alarm clocks, etc. As technology becomes more and more advanced, more
applications were developed and are designed to help people in their daily life. For
example, people can turn on their air conditioner using their mobile application before
they reached home. Most people from developed countries can’t imagine leaving with-
out a mobile phone [3]. There are many similar mobile applications developed every
year. People begin to compare those applications by their features, UI designs, price, etc.
Developers begin to receive bad reviews from the users due to the ugly UI designs or
bad features. Therefore, developers nowadays should focus more on their application’s
UI designs to satisfy users’ requirements.

2.2 Human-Computer Interaction (HCI)

Human-computer interaction (HCI) researchers have been paying attention to mobile
platforms, and touchscreens have changed mobile user interface and interaction design
[4]. HCI was founded in 1982. It is the interaction between humans and computers and
become an important component of Information Technology (IT). This interaction is
mainly done at the user interface. It is a practice of understanding the differences in
how humans use technology. The goals of HCI are to achieve functionality, usability,
enhanced user experience, and how to design and implement IT systems that satisfy
human users [5]. It helps to make interfaces that increase productivity and enhance user
experience.

The core terminology in HCI is usability. Usability is known as “user-friendly”. It
ensures that the products meet the three outcomes which are: (1) the product is easy for
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users to become familiar with while using the first time, (2) the product is easy for users
to use, (3) the product is easy for users to remember the user interface and how to use it
[4]. It helps products to improve users’ performance and achieve their goals. Interaction
between users and computers occurs at the user interface. Interaction design means
designing interactive products like software to support people in their daily and working
lives. Designing a user interface needs to know both human and machine sides because
the HCI is concerned with the interaction of humans and computers [6]. Hence, user
interface design is very important in developing technology such as mobile applications.

2.3 User Interface Design (UI)

As digital technology keeps developing at a rapid speed, the human-computer interface
is becoming more and more complicated in its operation. A human-computer interface
is also called a user interface (UI). UI is the main key of the HCI and communication in
a device. UI represents the software to the user. It communicates with the user on behalf
of the software application. It is more advantageous for an application that has these
interface design concepts such as attractive, clear, concise, familiar, and efficient [7].
According to Guntupalli [8], a UI design should be tested across several platforms to
make sure that it displays all the information as originally designed when it is seen by the
users. Users should be given clear and familiar help instructions so that the new users of
the system can be used it easily. Besides, the interface should be nice-looking and easy
to be used as users may use this application daily. For example, introverted personality
person prefers to have a design that is seen as comfortable, or insecure [9]; they prefer a
cooler background color display on the application. Users will use the application more
frequently if it matches their preferences.

Therefore, it is necessary to create a suitable UI that can match the user’s prefer-
ence. As Wartiningsih from [10] claimed humans with different personalities especially
extroverts or introverts, will prefer different learning styles that might influence their
learning activities. The same goes for UI designs, different users with different per-
sonality types will prefer different UI designs that might improve their efficiency [20].
Due to the increasing number of electronic products, the work of UI designers is more
comparable to the work of the artist today, UI interface design is not just beautifying the
applications. A beautiful UI interface allows users to have a great experience and bring
more benefits to the company. UI interface designers need to consider more from users’
perspectives like how to design a user-satisfied and comfortable UI interface to provide
a more satisfying experience for users [11].

2.4 The Myers-Briggs Type Indicator (MBTI)

The personality test was trending these few years. By doing personality tests, people
tend to know more about themselves and can know which situations are ideal for them.
The Myers-Briggs Type Indicator (MBTI) is one of the most famous personality tests
that is constructed by two Americans, Katharine Cook Briggs and her daughter Isabel
Briggs Myers [11]. It is derived from Carl Jung’s theory of psychological types.

16 personality types assigned have a four-letter acronym that represents the appro-
priate set of preferences which are “E” for extroversion and “I” for introversion; “S” for
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sensing and “N” for intuition; “T” for thinking and “F” for feeling; “J” for judging and
“P” for perceiving. For example, INFJ stands for Introverted, Intuition, Feeling, Judging.
Figure 1 shows the 16 types of MBTI personality.

Fig. 1. 16 Types of MBTI Personality

Many companies conduct these personality tests while interviewing new workers.
The company can understand an employee’s true character after doing the personality
tests [12]. They are able to assign the employee to a suitable position or determine
whether they are suited for this company. It helps the company to reduce employee
turnover and increase productivity. The MBTI has been widely used and validated in
the education field also. Students are able to know themselves more after doing this
personality test. They can choose their preferred field based on their personality results.

Therefore, this project aims to develop a self-management application that allows
users to customize their user interfaces based on their personality preferences. In this
project, theMyers-Briggs Type Indicator (MBTI) personality testwill be used tomeasure
and evaluate users’ personality preferences. A survey questionnaire was conducted to
understand users’ preferences. The goal of this project is to determine the user interface
preferences of MBTI users.

3 Problem Statement

In this technology-based world, rapid technological advancement is happening so
quickly. The use of technology has become essential for humans in their daily lives.
Technology has changed the way humans used to communicate in the workplace. Peo-
ple can use smartphones to do many works. For example, the arrival of smartphones and
mobile chat applications has brought communication to a new level. Users are able to
communicate with others anytime instead of wasting time going to a place to meet their
customers. There are many productivity applications available such as project manage-
ment, time management, and task management that help users to organize their things
well. However, there are some issues faced by users in these existing applications.

The problem with the existing application is some of the applications are not free
to use. Users need to pay before downloading and using the application. Also, some
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applications can only allow users to use for three months for free, after that, users must
purchase to continue using the application [13]. Thus, many people will decide not to
use these kinds of applications. Without these ‘helpers’, it may lead users have poor
productivity and poor time management for their daily work.

Another problem with the existing application is there are no existing applications
that provide a personality-based user interface. As from the journal by O. Nov and O.
Arazy (2013) [14], user interface (UI) is not only personalized across users but also
tailored to a user’s particular attitude at a point in time. For instance, extroverts prefer
warm (yellow-red) colors as their background color; introverts prefer cool (green-blue)
colors as their background color [15]. These personality traits may affect users’ interface
design preferences and their productivity [19].

Besides the problem above, some existing applications are dissatisfied with users.
The reasons are the poor design of the user interface and the complexity to use [16].Aswe
discussed before, UI interface designers need to consider more from users’ perspectives
like how to design a user-satisfied and comfortable UI interface to provide a more
satisfying experience for users [17]. For example, users are dissatisfied with the UI
design of the application, which may reduce users’ productivity. Users who do not
have the motivation to use the application to do the task may lead to procrastinating
[18]. Therefore, user interface design plays a very important role while developing an
application to meet users’ needs.

4 Analysis and Synthesis

A survey about interface design with personality types of self-management systems
is conducted for collecting data. Google Form is used for this survey to collect data
from respondents. The survey’s google form link is shared with colleagues, and friends
and will be posted on social media platforms like Course Networking, and Facebook.
All respondents will answer the survey through the google form. The purpose is to
understand end users’ requirements so that the product will meet their needs. A total
number of 80 respondents completed the survey through Google Form. There are two
sections to this survey. The first section is the demographic section. This section will
be collecting respondents’ age, gender, education level, and MBTI Type. The second
section is the main section where the respondents will be required to select features
and user interface design such as font type, font size, theme color, and layout based on
their preferences. The data collected from the respondents were analyzed and discussed
below:

The results show that there are 67 out of 80 respondents (83.8%) from the age group
of 18–23, 10 respondents (12.5%) from the age group of 24–29, and followed by 3
respondents (3.7%) from the age group of 30 & above. Besides, there are 54 female
respondents (67.5%) and 26 male respondents (32.5%) who answered the survey. Most
of the respondents are from the undergraduate level. There are 53 out of 80 respondents
(65%) who hold a Bachelor’s Degree.

Figure 2 shows the MBTI personality types of each respondent. There are a total
of 16 types of MBTI personality types. The pie chart is then converted into a table for
better understanding and analysis.
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Fig. 2. MBTI Personality Types of Respondents

Table 1. Number of Respondents in each MBTI Personality Types

MBTI Personality Types Number of Respondents

ENFJ 8

ENFP 10

ENTJ 1

ENTP 4

ESFJ 10

ESFP 4

ESTJ 2

ESTP 1

INFJ 10

INFP 7

INTJ 2

INTP 3

ISFJ 11

ISFP 3

ISTJ 2

ISTP 2

Grand Total 80

Table 1 shows the number of respondents in eachMBTI personality type. The highest
number of respondents comes from the ISFJ personality group typewhich has 11 respon-
dents (13.8%). The second-highest number of respondents in personality group types are
ENFP, ESFJ, and INFJ which have the same number of respondents. Each of them has
10 respondents (12.5%) in their personality group type. Besides, there are 8 respondents
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(10%) who come from the ENFJ personality type which has the third-highest number
of respondents.

Table 2. Number of Respondents in Preference Font Type

Font Type Number of Respondents

Inconsolata (Monospaced) 7

Just Another Hand (Script) 31

Playfair Display (Serif) 30

Roboto (Sans Serif) 5

Yeseva One (Display) 7

Grand Total 80

Table 2 shows the preferred font type by respondents. There are 31 respondents
(38.7%) who prefer to set their font type as Script family font (Just Another Hand). The
second-highest font type that respondents preferred is from Serif family font (Playfair
Display) which has 30 respondents (37.5%).

Table 3. Number of Respondents in Preference Font Size

Font Size Number of Respondents

12 pt 15

14 pt 24

16 pt 28

18 pt 10

20 pt 3

Grand Total 80

Table 3 shows the number of respondents who preferred font size in the application.
As the table has shown above, there are 28 respondents (35%) who prefer a font size
of 16 pt which is the highest number of respondents in preference font size. The next
preferred font size is 14 pt which has 24 respondents (30%). On the other hand, there
are only 3 respondents (3.7%) who prefer a font size of 20 pt.

According to Fig. 3 and table 4, there are 30 respondents (37.5%) who prefer to have
palette 1 as the application’s theme color. Next, 26 respondents (32.5%) prefer to have
a palette 5 as the theme color.

Based on Fig. 4 andTable 5, there are 44 respondents (55%) preferred to set the layout
of the application as layout 1. There are 14 out of 80 respondents (17.5%) who voted
for layout 2 and followed by layout 3, layout 4, and layout 5, which has 8 respondents
(10%), 7 respondents (8.8%), and 7 respondents (8.8%) respectively.
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Fig. 3. Theme Color Palettes

Table 4. Number of Respondents in Preference Theme Color

Theme Color Number of Respondents

Palette 1 30

Palette 2 13

Palette 3 5

Palette 4 6

Palette 5 26

Grand Total 80

Fig. 4. Layout Design
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Table 5. Number of Respondents in Preference Layout

Type of Layout Number of Respondents

Layout 1 44

Layout 2 14

Layout 3 8

Layout 4 7

Layout 5 7

Grand Total 80

Fig. 5. Users’ Preferences Features

Figure 5 shows the features that users would like to have in the application. The
top three features will be implemented into the application. The most voted features are
notetaking which allows users to take note of anything important to them. There are
53 responses (66.3%) who voted for this feature. Next is customized theme color that
allows user to choose their own preferred color which has 43 responses (53.8%) and
followed by a timer that allows users to set time and focus on the tasks without any
phone distraction which has 42 responses (52.5%).

Based on the overall results and findings from the survey, the highest number of
respondents are come from ENFP, ESFJ, ISFJ, and INFJ. Thus, these 4 personality
types will be chosen for the development of the application. Each user interface will be
designed based on their preferences which are font type, font size, theme color, layout,
and features.
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5 System Design

5.1 Use Case Diagram

Figure 6 shows the use case diagram of the application. It shows that the application
has only one actor which is the user, and what activities can be performed in the appli-
cation. Users need to log into their accounts in order to perform all the activities in the
application.

Fig. 6. Use Case Diagram

5.2 Application Design

Figures 7, 8, 9, and 10 show the user interface of the sign-up and sign-in screen from
different personalities. For example, the INFJ user interface will be palette 1 in color,
layout 5, 16pt font size, and serif font family. The design from each MBTI type is
designed based on users’ preferences.

When users have chosen their personality type, it will go to the sign-up page. Users
can register an account here. Their information will be saved into the firebase database.
If the user already has an account, the user can click on the yellow text below the sign-up
button, it will go to the sign-in page.
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Fig. 7. ENFP User Interface

Fig. 8. ESFJ User Interface

Fig. 9. ISFJ User Interface
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Fig. 10. INFJ User Interface

6 Evaluation

User Acceptance Testing (UAT) is known as beta testing. It is done by the end-user
to verify or accept the application before launch. In this project, there are 4 end users
from different educational backgrounds and different MBTI personality types which
will be represented as User A, User B, User C, and User D to protect their confidential
information. There are 25 features for users to test. The result shows that all users can
run all the features in the application.

Fig. 11. Results of User-Friendliness of The Application
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Fig. 12. Results of The User Interface of The Application

Fig. 13. Results of The Application’s Loading Time

Figures 11, 12, and 13 show the results of the user-friendliness, user interface satis-
faction, and loading time of the application. Overall, the results show that the users felt
the application is easy to use, the user interface is quite satisfactory, and the loading time
is quite fast from page to page. Besides that, the users are asked to give some feedback
and suggestions after testing the application. The results were shown in the table below
(Table 6), with each row considered as a user.

In summary, all features in the application are runnable. The users are satisfied with
the user interface, loading time, and easy to use. There are some suggestions from the
users which will be considered in the further improvements of the application to develop
a more user-satisfying application.
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Table 6. Feedback and Suggestions on Each Application’s Page

Login page Register
page

Profile page Note page Timer page Customize
page

Good Can ask for
more
information

Cannot change
profile image

Cannot edit or
delete the note

Good Can add a
‘back’ button

Good Good Can show
more
information

Cannot delete
or edit the note

Cannot set my
own time

The other page
didn’t change
the color I
chose

Nice Nice Can add
‘upload profile
image’
function

Unable to
delete note

Cannot set my
own time

Can add more
color choices

Nice,
suggestion:
can put our
own profile
image

Nice Can add
upload profile
image function

Unable to
edit/delete
note

No comment The tab color
didn’t change
on the other
pages

7 Conclusion and Future Work

7.1 Conclusion

In conclusion, this project managed to determine the relationship between user interface
design and personality type based on MBTI, to design and develop a self-management
mobile application with users’ preference user interface design, and to evaluate the
existing application. The aim of this project is to develop a self-management application
based on MBTI users’ preferences and user interface. Literature reviews and studies of
existing applications have been conducted to determine their issues. A survey has been
conducted to determine and analyze the user interface preferences of MBTI users. The
proposed application – Luvlife is implemented using the Android Studio platform and it
is suitable for Android-based mobile devices. It has managed to achieve all objectives in
this project and managed to solve all the existing application problems. The app is free
to use, has a personality-based user interface, and a user-friendly user interface. But the
application is not perfect enough, there are still a lot of parts that need to be improved.
It can be further improved in the future based on the users feedback who participated in
the user acceptance test (UAT).

7.2 Future Work

In future work, all recommendations and feedback by users will be considered for further
improvements and enhancements. The application can be supported not only onAndroid-
based mobile devices but also on IOS-based mobile devices. Besides, the application
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will be supported in multiple languages so all users from different countries can use the
app. The application will also add more features in the future. Some of the examples are
users able to upload their profile image in the application, users able to delete, edit, and
view the note, and users able to set the timer’s time. Last but not least, the application
will be improved by allowing users to have more choices while customizing their user
interface such as more selection in background or toolbar color, being able to change
another similar font type, and able to select other layouts designs.

References

1. Siddiqui, S., Singh, T.: Social media its impact with positive and negative aspects. Int. J.
Comput. Appl. Technol. Res. 5(2), 71–75 (2016). https://doi.org/10.7753/ijcatr0502.1006

2. Häfner, A., Stock, A.: Time management training and perceived control of time at work. The
J. Psychol. 144(5), 429–447 (2010). https://doi.org/10.1080/00223980.2010.496647

3. Islam, R., Islam, R., Mazumder, T.: Mobile application and its global impact. Int. J. Eng.
Technol. (IJEST) 10(6), 72–78 (2010)

4. Punchoojit, L., Hongwarittorrn, N.: Usability studies onmobile user interface design patterns:
a systematic literature review. Adv. Hum.-Comput. Interact. 2017, 1–22 (2017). https://doi.
org/10.1155/2017/6787504

5. Draganova, A., Doran, P.: Use of HCI components into IT courses. Int. J. Inform. Educ.
Technol. 3, 245–248 (2013). https://doi.org/10.7763/IJIET.2013.V3.273

6. Jalil, A.B.,Kolandaisamy,R., Subaramaniam,K.,Kolandaisamy, I.,Khang, J.Q.G.:Designing
a mobile application to improve user’s productivity on computer-based productivity software.
J. Adv. Res. Dyn. Control Syst 12(03), 226–236 (2020)

7. Yellin, B.: Human-computer interaction and the user interface, Education.dellemc.com.
https://education.dellemc.com/content/dam/dell-emc/documents/en-us/2018KS_Yellin-
Human-Computer_Interaction_and_the_User_Interface.pdf (2018)

8. Guntupalli, R.C.C.: User interface design: methods and qualities of a good user interface
design (2008)

9. Karsvall, A.: Personality preferences in graphical interface design. In: Proceedings of the
second Nordic conference on Human-computer interaction – NordiCHI‘02 (2002). https://
doi.org/10.1145/572020.572049

10. Wartiningsih, H.D.S.: Adaptive e-learning model in learning personality characters (2020)
11. Lei, J.: The application research of “Chinese style” elements in UI Interface Design (2019)
12. Hendriks, F.: Jung Personality Types. Toolshero. https://www.toolshero.com/psychology/

jung-personality-types/#:~:text=Jung%20first%20introduced%20his%20personality,life%
20attitudes%3A%20introversion%20and%20extraversion (2018)

13. Evernote Reviews & Product Details. https://www.g2.com/products/evernote/reviews
14. Adewale, O., Osajiuba, O., Agbonifo, O.: Development of amyers-briggs type indicator based

personalised e-learning system. Int. J. Comput. (IJC) 35, 101–125 (2019)
15. Choungourian, A.: Introversion — extraversion and color preferences. J. Projective Tech-

niques Pers. Assess/ 31(4), 92–94 (1967). https://doi.org/10.1080/0091651X.1967.10120401
16. Sunsama Reviews & Product Details: https://www.g2.com/products/sunsama-sunsama/rev

iews#survey-response-5025276
17. Subaramaniam, K., Ern-Rong, J.L., Palaniappan, S.: Interface designs with personality types:

an effective e-learning experience. Evergreen 8(3), 618–627 (2021). https://doi.org/10.5109/
4491654

https://doi.org/10.7753/ijcatr0502.1006
https://doi.org/10.1080/00223980.2010.496647
https://doi.org/10.1155/2017/6787504
https://doi.org/10.7763/IJIET.2013.V3.273
https://education.dellemc.com/content/dam/dell-emc/documents/en-us/2018KS_Yellin-Human-Computer_Interaction_and_the_User_Interface.pdf
https://doi.org/10.1145/572020.572049
https://www.toolshero.com/psychology/jung-personality-types/#:~:text=Jung%20first%20introduced%20his%20personality,life%20attitudes%3A%20introversion%20and%20extraversion
https://www.g2.com/products/evernote/reviews
https://doi.org/10.1080/0091651X.1967.10120401
https://www.g2.com/products/sunsama-sunsama/reviews#survey-response-5025276
https://doi.org/10.5109/4491654


Developing Interface Designs with Personality Types 89

18. Huang, K.-Y.: Challenges in human-computer interaction design for mobile devices. In: Pro-
ceedings of the World Congress on Engineering and Computer Science, vol. 1, pp. 1–6
(2009)

19. Subaramaniam, K., Ern-Rong, J.L., Palaniappan, S.: Interface designs withMBTI personality
types. In: Proceedings ofMechanical Engineering Research Day. Melaka, Malaysia. pp. 178–
179, 16 Dec 2020

20. Subaramaniam, K., Palaniappan, S.: Learners’ perception on integration of human personality
types on mobile learning platform. In: Salvendy, G., Wei, J. (eds.) HCII 2021. LNCS, vol.
12796, pp. 329–343. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-77025-9_27

https://doi.org/10.1007/978-3-030-77025-9_27


Auto-Tagging User Traits in the Context
of Smartphones

Srija Sistla, Nikitha Jayakumar(B), Smrithi K., G. B. S. Akhil, and Nitin V. Pujari

PES University, Banashankari Stage III, Bangalore 560085, India
nikithajayakumar311@gmail.com, nitin.pujari@pes.edu

Abstract. In the past few decades research has been done on the prediction of
personality traits of users from social media to enhance users experience while
using social media applications. Most often we tend to be more upfront with our
smartphones and personalise it to suit our dailymoods and emotions. These sensor-
rich devices can easily be repurposed to collect rich and extensive records of their
users’ behaviour. Questionnaire based personality tests pose certain challenges
as test takers may not be able to accurately answer the questions due to various
personal or professional reasons on a survey. Employing a methodology based
in the context of smartphone application usage data is an attempt to increase the
accuracy in identifying the user’s personality traits as this data will bemore closely
related to the user’s changing behavioural pattern over a set of time periods.

Keywords: Human Behaviour · Machine Learning · App Usage · Usage Stats ·
Big Five Personalities · Personality Traits · Recursive Feature Elimination ·
Decision Trees · Random Forest · Gradient Boosting

1 Introduction

Over the past decade, novel methods of collecting data have opened up more opportuni-
ties for research on humanbehaviour. Personalmobile devices and online social networks
provide real-time data to study human behaviour and interaction. Data-driven inferences
regarding individuals’ personality traits provide vast opportunities for research.

The data collected from smartphones provide more information about an individual
than what can be retrieved from an individual’s social media presence. The wide range
of sensors on a smartphone coupled with the device’s logging abilities, for example,
app-usage logs, location, communications, screen activity, website tracking can all be
lucratively captured via an application to record users’ behaviours on a daily basis not
only on the devices that belong to the individuals but also those individuals’ devices that
are in close proximity to them. This kind of data has much potential for psychological
research to the extent that such research has already yielded valuable findings. The find-
ings include studies relating communication data and physical activity to an individual’s
mental wellness and emotion. However, behavioural data obtained from smartphones
also contain private and personal information. Thus, this data must be collected, pro-
cessed and analysed responsibly after getting informed consent from the smartphone
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user. The data collected has to be minimal without violating the privacy of the user.
Here, a model is developed that can identify and tag users’ traits based on the users’
application usage on their An-droid smartphones. It only gathers the statistics of the
application usage without monitoring the user’s activity within the application. The data
once collected from smartphone users with their permission is analysed and annotated
to a certain personality trait. To this effect, the classification considered is the Big Five
personality classification.

One of the most widely used and proven questionnaire-based studies is the Big Five
Personality traits. TheBigFive traits are a classification for personality traits used reliably
and extensively in many fields to capture personality description. The theory identifies
five factors: conscientiousness, agreeableness, neuroticism, open-ness to experience and
extraversion. Each trait represents a continuum. This means that an individual can fall
anywhere on the continuum for each trait. To determine the traits, an individual will be
asked to agree or disagree, on a scale of 1 to 5, to each phrase that is presented as a
question. Based on the answers provided, results show where the individual lies on the
spectrum for each trait. For example, the result can showahigh score in conscientiousness
and low score in extraversion.

Research has also shown that about half of the variation of traits amongst individ-
uals results from their genetic inheritance and the other half from their environment.
Studies have also found that conscientiousness, extraversion, openness to experience
and neuroticism are traits that are relatively stable from childhood through adulthood.
These traits are shown to be able to predict a variety of life outcomes: health, rela-
tionships, political participation, purchasing behaviours, academic performance and job
performance.

However, the results of these questionnaire-based tests are directly proportional to
the honesty levels of the users’ answers and the effectiveness of the questions in capturing
users’ behaviour. Often, it is considered disappointing as these tests only rephrase the
users’ answers and are entirely dependent on how self-reflective the users are. [5] Thus,
this work is our attempt at accurately predicting the Big Five personality traits of the
users from their smartphone usage data without having to fill any questionnaires unless
preferred to by the user.

2 Related Work

The individuals’ personality dimensions in this paper can be predicted from 6 classes of
behaviour: communication, social behaviour, music consumption, app usage, mobility,
overall phone activity, day and night time activity, etc. The results are cross-validated
to show which of the Big Five personality dimensions are predictable and which pat-
terns of behaviour are indicative of which dimension. The models for prediction used
are Nonlinear Random Forest and Linear Net Elastic. The results after performing the
analysis show that the nonlinear random forest model outperformed the linear elastic net
models on average in both prediction performance and the number of successfully pre-
dicted criteria which clearly indicates that there is a non-linear correlation. The proposed
models in this paper are able to predict personality for openness, conscientiousness, and
extraversion. It is seen that the scores for agreeableness could not be predicted at all.
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The class of communication and social behaviour is very important for the prediction of
personality trait dimensions, but app usage details and day and night time activity are
also deemed to be important [1].

In this paper, they analyse smartphone usage data based on application categories
and use it to predict the personality traits that are determined using the IPIP 50-item Big
Five questionnaire. It enables them to observe that communication-oriented applications
and games have a direct relation to a person’s traits. Their dataset originates from Carat,
which is an open source mobile data gathering platform. It ensures the anonymity of
the volunteers worldwide who are interested in partaking in citizen science. Principal
component analysis is used by them to pick out the apps contributing well to the gener-
alisation capacity of their model. Random Forest Regression turned out to give the best
accuracy for apps and app categories, though DNN and SVR gave comparable results.
The predictionmodel is built using application categories instead of just applications and
is found to reduce the level of aggregation and make it more robust. Besides achieving
a great goodness fit result of 86–91%, they are also able to study the effect of individual
categories on each of the big five traits, establishing a deeper understanding. [2].

This paper works on a scalable machine-learning approach to predict personality
traits based on seven different categories of applications like social media apps, messag-
ing apps, gaming apps, music and video apps, shopping apps, photography apps, mobile
finance apps and mobile personalization apps. The relationship be-tween behavioural
factors and personality traits are mostly non-linear. The Random Forest algorithm is
used in the modelling due to its ability to capture both linear and non-linear relation-
ships and it usually performs better than other models in terms of prediction accuracy. In
addition, Random Forest provides insights on what factors are more important in model
generation and it does not overfit, which makes this model less sensitive to variance. [3].

Using the information available in smartphones, such as web usage, music, vid-eo,
maps and proximity information along with SMS and call logs, they have devised an
automatic method using supervised learning to classify user traits based on the big five
personalities, with an accuracy of about 80%. They analyse the correlations between the
big five traits as well as the values of the individual traits to obtain the central tendencies.
For feature selection, they only consider the features that show strong correlations to a
degree of p < 0.1. All the variables are then de-correlated and the principal component
analysis is being used to preserve only the dimensions that contributed to 99% of the
variance. The results obtained by them regarding the correlations reinforced the results
obtained in the past work, like showing that internet usage is correlatedwith introversion.
They achieved an accuracy of 75.9% in classifying the user traits. They use a shorter
version of the self-perceived personality questionnaire, consisting of only 10 itemswhich
seem to bemore viable in preserving the volunteer’s interest, data collectionmodel being
passive and non-intrusive further helps in gaining more of the volunteers’ interest and
acceptance [4].

3 Methodology

Anapplication to collect data of theuser anddisplay the resultswasbuiltwhich consists of
three functionalities. The three functionalities implemented as modules were personality
test module, allow data collection module and the personality pre-diction module.
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3.1 Personality Test Module

The personality test module administered a questionnaire that aligns with the standard
Mini-IPIP test. It comprised 20 questions with 5 options for each question. The questions
were framed in the context of the problem statement. The personality predicted for
each user is part of Big Five personality traits. Four questions of the questionnaire
corresponded to a trait. Each of these questions were assigned positive keyed or negative
keyed values. The results of the questionnaire were a percentage value determining each
of the five traits. The personality test results were stored in a Firestore database. The test
results were used as a target variable to only train the personality prediction model since
supervised machine learning models were used as the prediction models.

3.2 Data Collection Module

The data collection module collected information regarding the application name, pack-
age name, access counts, usage time and event type of all the apps used by the user on
their devices. The device usage data was collected for the duration of a month and it
was stored in the Firestore database. Only details relevant for personal-ity prediction
like the access counts, usage time and application name were extracted to be sent to the
pre-processing phase. The app was allowed to extract device usage data only if the user
gave permission to allow usage tracking on their devices. This step was necessary to
collect usage data from the user. Each time the user wants the data to be updated, such
that the personality prediction will be based on their current usage data, the users will
have to click on the allow data collection button again. This would prompt the user to
allow usage tracking if the permission had been revoked by the user at an earlier stage.

3.3 Dataset

The datawas collected from140 users out ofwhich 108 users provided information about
the personality test and app usage data. 32 users were not comfortable with sharing their
app usage data. Since the volunteers were mostly based out of college there was a
possibility that the data might be biased towards the ages be-tween 18–30.

There were 950 distinct apps from all users. Of these, 70 apps did not have a pre-
defined category. For such apps, a category had been allotted to it manually.

The results obtained from the personality test were assigned classes based on their
quintile ranges for the purpose of classification (Table 1).

For each trait : (Sum of scores) ∗ 5

The score above is normalised as(score − 4)/(20 − 4) ∗ 100.

Categorised according to the quintile range.

The app usage statistics dataset was then merged with the personality test dataset
and anonymized by removing the sensitive data (Fig. 1).
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Table 1. Quintile Ranges and Labels for Extraversion.

Label Quintile

E1 0–20

E2 20–40

E3 40–60

E4 60–80

E5 90–100

Fig. 1. Merged dataset

3.4 Personality Prediction Module

The third functionality is the personality predictionmodule. A supervisedmachine learn-
ing model was trained to predict personality traits of a user based on their de-vice’s app
usage data. As part of the pre-processing, the applications used by all users in the dataset
were categorised into 42 distinct categories as recognised by Google Play Store. A
Python package by the name ‘play-scraper’ was used for categorization of the apps.
For exploratory data analysis (EDA), graphs were plotted to under-stand the correlation
between each of the personality traits and the various app categories.

For every app, there were 2 attributes recorded – total usage time and access count.
Using these two attributes a third attribute was derived.

Average usage time = Total usage time/Access counts

For feature selection, two different methods were tested: filtering based and wrapper-
based methods. Here, the features being selected were the categories of the apps. Under
filtering-basedmethods, the k-best algorithm using f-values andmutual information gain
methods was explored. Under wrapper-based methods, RFE (Re-cursive Feature Elim-
ination) was implemented. As the dataset is relatively smaller, wrapper-based methods
gave better accuracy and hence was chosen as the method for feature selection.
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Every trait had 6 different sets of best features based on the aggregate values, the
aggregate values considered were – mean of total usage time, sum of total usage time,
mean of usage counts, sum of usage counts, mean of average usage time which was
defined as total usage time divided by the usage counts, sum of average usage time.

After finding the best category – aggregate for each trait, that is the most relevant
aggregates for each category, the features were then combined and another round of RFE
was performed to find the overall best features for each trait. A graph of accuracy vs
number of features was plotted for each trait.

For the classification model, each of the Big 5 traits were assigned 5 labels based
on their quintile range. A classification model was then designed for each trait inde-
pendently. As the features were non-linear, a non-linear random forest was used with a
gradient boosting algorithm to improve the accuracy. To find the optimum number of
trees for each trait, we iterated through a loop and a graph of accuracy vs number of
trees was plotted.

Before training the model, the data was first oversampled using Random Over-
sampler to balance the classes in order to avoid the bias. After oversampling, the data
was then normalised by passing it through the Standard Scaler model as the ranges for
each attribute were different. Once the data was normalised, it was then sent through a
gradient boosting algorithm with n-number of decision trees to train the model.

Algorithm.

1. Create dataset where users are the rows and application aggregate statistics are
columns

For every user:

For each app used:

Extract total usage time

Extract access counts

Calculate average usage time using

Average usage time = Total usage time / Access counts

Identify category as defined by Google Play Store

2. Using the above dataset, create new dataset where users are the rows and aggregate
statistics of the app categories are the columns

For every user:

Apps are grouped by their categories

Within each category, calculate:

Sum of usage time of all apps in the category

Sum of access counts of all apps in the category

Sum of average usage time for all apps in the category

Mean of usage time of all apps in the category

Mean of access counts of all apps in the category
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Mean of average usage time for all apps in the category

3. The 6 aggregate statistics listed above are the features used to determine the features
that are most relevant for each category. 2 methods were used:

Filtering based k-best algorithm

Wrapper based Recursive Feature Elimination (RFE)

As dataset is small, Wrapper based RFE gave better accuracy and thus chosen for
feature selection

4. Identify the best feature for each category from the initial round of RFE.

For the second round of RFE, features are combined, to find the best features for
each trait.

For each trait:

Plot graph of accuracy vs. number of features

5. Oversample data using Random Oversampler to balance classes.

Normalise data using Standard Scaler model as ranges for attributes were different

6. For each trait:

Classification model is designed as Non-linear random forest with gradient
boosting algorithm

Plot graph of accuracy vs. number of trees

4 Results and Discussion

4.1 Exploratory Data Analysis

Exploratory Data Analysis (EDA) was performed with graphs that were plotted for each
personality trait against certain categories to understand the categories significance on
each trait.

Extraversion.
The metric used for the above analysis was the sum of all the usage time the user spent
on all the apps in the given category (Fig. 2).
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Fig. 2. Graph for Extraversion

From the above graph, it could be inferred that more extraverted people tend to spend
more time on Dating, Photography apps. Less extraverted people prefer spending more
time on Art and Design and online Shopping related apps.

Social gatherings and events for the week can be recommended formore extra-verted
people whereas art-based events and apps can be recommended to less intro-verted
people.

Agreeableness
The metric used for the above analysis was the mean of the average time spent on all the
apps in a category. Average time is defined by dividing the total usage time of an app by
its access counts (Fig. 3).

Fig. 3. Graphs for Agreeableness
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From the graph below, it could be inferred that more agreeable people on average
spend less average time on Social, Travel and Video player apps. More agreeable people
prefer spending more time on apps in categories of Game Casual and Dating.

For users who score lower on agreeableness, more frequent suggestions can be made
on Travel and Video Player apps, based on the history of their app usage.

Neuroticism
The metric used for the analysis was the mean of counts for the graph on the left and
mean of total usage time for the graph on the right (Fig. 4).

Fig. 4. Graphs for Neuroticism

Apps in categories of Social and Communication are accessed more often by people
who show high neuroticism traits. They also prefer to spend more time on Music and
Audio apps whereas the people showing lesser neuroticism traits spend more time on
Personalization apps.

For users with higher neuroticism traits, themes with soothing colours and ringtones
can be set on their smartphones.

Openness
Apps in categories of Art and Design, Entertainment, Food and Drink, are seen to be
used by people who are more open and Social apps are used by less open people (Fig. 5).

Users of Food and Drink apps who score high on openness with new restaurant
suggestions and for those who score less on openness, restaurants that they have visited
in the past can be shown.

Entertainment apps include event ticket booking apps. People who score high on
openness can be recommended events different from those they have purchased tickets
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Fig. 5. Graphs for Openness

for in the past whereas people who score low on openness can be recommended events
similar to the ones they have purchased tickets for in the past.

Conscientiousness
The metric used for the below analysis was the mean of the average time and mean time
that the user spends on all the apps in a category (Fig. 6).
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Fig. 6. Graphs for Conscientiousness

It could be inferred that the apps in categories of Education, Finance, News andMag-
azines, Medical are shown to be used by people who show the most conscientiousness
traits.

More content about current affairs and finance can be displayed to these users with
higher consciousness levels. For users with lesser conscientiousness, planners can be
made based on their calendar and phone usage (Table 2).
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Table 2. Results from EDA Graphs.

Trait Level of Trait Application Category

Extraverted Higher More time on Dating, Photography

Extraverted Lower More time on Art & Design, Shopping

Agreeable Higher Less time on Social, Travel, Video Player
More time on Game Casual, Dating

Neuroticism Higher More time on Music, Audio
More frequency on Social, Communication

Neuroticism Lower More time on Personalization

Openness Higher More time on Art & Design, Entertainment, Food and
Drink

Openness Lower More time on Social apps

Conscientiousness Higher More time on Education, Finance, News & Magazines,
Medical

4.2 Feature Selection

By plotting a graph between accuracy and number of features for each trait the following
observation was noted (Table 3).

Table 3. Number of Features for Each Trait.

Trait Number of Features

Extraverted 17

Agreeable 14

Neuroticism 34

Openness 24

Conscientiousness 46

For Extraversion the 17 features were found to be – ‘Business – mean of counts,
Music and audio – mean of count, Communication – sum of counts, Education – sum of
counts, Game action – sumof counts, Photography –mean of time, Social –mean of time,
Tools – mean of time, Tools, Tools – sum of time, Productivity – mean of average time,
House and home – sum of time, Lifestyle – sum of time, Photography – mean of average
time, Photography – sum of time, Travel and local – sum of time, Entertainment – mean
of average time, Maps and navigation – mean of average time’.

For Agreeableness the 14 important features were found to be – ‘Productivity –
mean of counts, Communication – sum of counts, Music and Audio – sum of time,
Business – mean of average time, Lifestyle – mean of average time, Productivity – mean
of average time, Social – mean of average time, Travel and Local – mean of average
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time, Health and fitness – sum of average time, Lifestyle – sum of average time, News
and Magazine – sum of average time, Social – sum of average time, Photography – sum
of average time, Tools – sum of average time’.

For Neuroticism the 34 important features were found to be – ‘Music and audio –
mean of count, Photography – mean of count, Productivity – mean of count’, Social –
mean of count, Tools – mean of count, Travel and local – mean of count, Video players –
mean of count, Art and design – sum of count, Books and reference – sum of count,
Business – sum of count, Communication – sum of count, Dating – sum of count,
Education – sum of count, Photography – sum of count, Shopping – sum of count,
Travel and local – sum of count, Video players – sum of count, Tools – mean of time,
Travel and local – mean of time, Food and drink – sum of time, Game action – sum of
time, Game adventure – sum of time, Game arcade – sum of time, Game card – sum of
time, Lifestyle – sum of time, Medical – sum of time, News and magazines – sum of
time, Personalization – sum of time, Business – mean of average time, Finance – mean
of average time, Food_and_drink – mean of average time, Game action – sum of time,
Game_adventure – sum of time, Game arcade – sum of time, Game card – sum of time,
Lifestyle – sum of time, Medical – sum of time, News and magazines – sum of time,
Personalization – sum of time, Business – mean of average time, Finance – mean of
average time, Food and drink – mean of average time, Social – mean of average time,
Video players – mean of average time, Communication – sum of average time’.

For Openness the 24 important features were found to be – ‘Lifestyle – mean of
counts, Photography – mean of counts, Productivity – mean of counts, Social- mean
of counts, Art and Design – sum of counts, Business – sum of counts, Comics – sum
of counts, Dating sum of counts, Social – sum of counts, Travel and Local – sum of
counts, Video Players – sum of counts, Game Sports – mean of time, Lifestyle-sum
of time, Music and Audio – sum of time, Travel and Local – sum of time, Art and
design – mean of average time, Communication – mean of average time, Food and
Drink – mean of average time, Lifestyle – mean of average time, Music and audio –
mean of average time, Travel and Local – sum of time, Art and design – mean of average
time, Communication – mean of average time, Finance – sum of average time, Food and
drink-mean of average time, Lifestyle – mean of average time, Music and Audio – mean
of average time, Business – sum of average time, Communication – sum of average time,
Entertainment – sum of average time’.

For Conscientiousness the 46 important features were found to be – ‘Music and
audio – sum of count, Productivity – sum of count, Travel and local – sum of count,
Video players – sum of count, Business – mean of time, Communication – mean of
time, Education – mean of time, Entertainment – mean of time, Finance – mean of time,
Game action – mean of time, Game racing – mean of time, Health and fitness – mean
of time, Lifestyle – mean of time, Medical – mean of time, Photography – mean of
time, Social – mean of time, Tools – mean of time, Education – sum of time, Music
and audio – sum of time, Business – mean of average time, Medical – mean of average
time, Music and audio – mean of average time, Social – mean of average time, Events –
sum of average time, Finance – sum of average time, Food and drink – sum of average
time, Game action – sum of average time, Game arcade – sum of average time, Game
board – sum of average time,Game card – sum of average time, Game Casual – sum of
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average time, Game educational – sum of average time, Game puzzle – sum of average
time, Game sports – sum of average time, Game strategy – sum of average time, Health
and fitness – sum of average time, House and home – sum of average time, Lifestyle –
sum of average time, Maps and navigation – sum of average time, Medical – sum of
average time, Photography – sum of average time, Productivity – sum of average time,
Shopping – sum of average time, Social – sum of average time, Sports – sum of average
time, Tools – sum of average time’.

4.3 Modelling Accuracies

The modelling accuracies were calculated by correlating the personality traits obtained
through smartphone usage statistics with the personality traits calculated from standard
personality questionnaires answered by the users (Table 4).

Table 4. Modelling Accuracies.

Trait Number of Trees Accuracy

Extraverted 23 72.2%

Agreeable 29 73.9%

Neuroticism 86 85.1%

Openness 45 93.5%

Conscientiousness 90 71.4%

4.4 User Interface

See (Figs. 7, 8 and 9).
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Fig. 7. Personality Test Results Fig. 8. App Usage Statistics

Fig. 9. Personality Prediction Results
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5 Conclusion

On exploring the device usage and settings of various gadgets, the data pertaining to
laptops and desktops was found to be inconclusive. Thus, the scope of the problem
statementwas narroweddown to smartphones alone.As themost affordable and available
smartphones today are Android based, such smartphones were the focus of our study.

Application usage statistics data is readily available on the smartphone and can be
retrieved with minimal to no data breach which makes it the ideal for use to find the
personality traits of the user. On correlating this data to the user’s Big 5 Personality traits,
significant trends were found. This resulted in successful prediction of the users’ per-
sonality traits with an accuracy above 70%. This accuracy was calculated by correlating
the personality traits obtained through smartphone usage statistics with the personality
traits calculated from standard personality questionnaires answered by the users.

This research has potential applications in marketing as it automatically extracts
each users’ broader behaviours and preferences for personalised experiences. It could
also over time replace the conventional questionnaire-based personality tests. This work
represents an initial step and substantial research work in this field remains.

6 Future Work

This research project can be extended by collecting the data over longer periods of time,
as it could give more accurate temporal representation of users’ behaviour. Further, we
could expand our dataset to include a more diverse population in terms of age, gender as
well as iOS users. The features can be extended to include the age, gender and geographic
location of the user for better understanding and prediction. The prediction model would
be trained better if a larger sample size is used.
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Abstract. Advances in the development of devices with handwritten
input, and the emergence of deep learning have led to the rapid devel-
opment of handwriting recognition applications, but the methods and
implications of handwritten interaction on the Lock Screen of the smart-
phone, taking into account usability, are still not sufficiently considered
in existing studies. In this paper, we propose a novel method for the quick
processing of handwritten input and delivering results without explicitly
starting the presumed application associated with an action. Handwrit-
ten input is processed either with or without requiring authorization,
depending on the sensitivity of the implied action. The method comprises
the initial handwritten input processing to locate and extract textual
information, then entity extraction from the recognized text, and device
context identification. The extracted entities and the current device con-
text are analyzed to identify the action imposed by the user, to process
the input, and to obtain and deliver the results in a single or a few steps.
The proposed method is suitable for integration with the first screen of
the device, also known as the Lock Screen, but it can also be utilized in
applications based on handwriting input. The user study demonstrates
that the proposed method accelerates the time to completion (TTC) of
the most common actions by 20% compared to traditional input when all
the necessary steps are required to be explicitly performed by the user.

Keywords: Digital Ink · Handwriting recognition · Lock Screen · User
Study · Usability

1 Introduction

In recent years, mobile phone lock screens have become an important part of
human-computer interaction, as they are the first interaction point between users
and devices. Research in this area has been ongoing for several years and has
aimed to understand the ways in which lock screens can be designed to enhance
the user experience, while also considering factors such as usability, security [1],
efficiency, user behaviour and preferences [12], and the effectiveness of various
lock screen features [11].
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One key area of research has been on the use of personalization and cus-
tomization on lock screens to increase user engagement [22]. This includes the
use of personalized lock screen widgets to display important information such as
time, date, notifications, etc. Another research area has focused on the usability
and efficiency of lock screens, such as the use of different approaches for unlocking
the mobile phone and accessing features. Studies have investigated the impact of
an approach used for unlocking design on the speed and accuracy of accessing the
functions of mobile phones. The traditional approach to accessing the function
after unlocking the smartphone is when the user manually launches an applica-
tion and enters the data, which meets strict formatting recommendations. Often
it leads to multi-step routines to perform simple actions, such as the calculation
of mathematical expressions, creating contact, and schedule management. Usu-
ally, it can take up to tens of seconds to unlock the screen, find the necessary
application, and perform a simple action when the user deals with the habitual
device, while up to several minutes on the device with a less known interface.
Using these interfaces is sometimes frustrating and annoying [11] for the user
and can lead to poor user experience.

At the same time the ubiquity and continued growth of mobile devices
equipped with a stylus, and the breakthrough of advanced machine learning
algorithms of handwriting recognition, have led to exploring new applications
and scenarios for using handwriting input and developing new user interfaces.
Previous research has shown that handwriting interfaces are preferred in many
domains, especially for learning [14]. Moreover, handwriting can express the main
ideas in a more concise and complete way compared to typing [18]. But the area
of handwriting interfaces for lock screens is still not sufficiently considered in
existing studies.

In this paper, we propose a Handwriting Assistant (HA) that allows the
user to perform a set of actions directly from the smartphone’s Lock Screen.
The intended action is extracted from the handwritten input, thus eliminating
the need to input extra information. The main goal of this study is to evaluate
the proposed concept of a HA in terms of usability and compare it with other
approaches, including a voice assistant and a standard approach, which involves
the search and launch of the corresponding application.

2 Related Works

Recent research has advanced various aspects of both handwriting input and
screen unlocking in mobile applications. Investigation in handwritten interfaces
has focused on the development of advanced machine learning algorithms that
can accurately recognize the handwriting of different users in different languages
and scripts. Other studies have explored the use of handwritten input for tasks
such as text input [26], math equation solving [24,25], and creative expres-
sion [10].

Another field of study is related to user interface design and usability.
Research aimed at usability studies users’ preference for pen-based interfaces



108 V. Zaytsev et al.

for certain types of input data [6], preference for direct-writing interfaces with-
out switching between input boxes [9], and user’s request for stylus operation
area to cover the whole display [13]. A number of works investigate user per-
ception of recognition errors [3] or interface usability in special scenarios, for
example, text entry by children [17], or handwriting for in-vehicle information
systems [27].

Modern Lock Screens can show notifications or important information,
quickly launch applications, and even manage content. But at the same time, its
main function is to authenticate the user. Therefore, the main research focus is
on authentication methods such as PINs, stroke-based patterns, signatures [20],
biometric methods (fingerprints, face, gaze), and implicit authentication [16]
(combination of contextual and behavioral authentication factors). There are
well-presented studies that provide comparisons of unlocking methods from dif-
ferent aspects such as usability and security [1,11]. Some studies analyze the user
behavior of interacting with a locked screen. In [12], the authors have analyzed
contextual antecedents to Lock Screen checks and types of interaction with the
locked smartphone. The authors of the paper [2] proposed the concept of inter-
action with the Lock Screen, in which the user can perform small actions. They
showed that about a quarter of all user interaction sessions with the phone are
short actions that take less than one minute. Another interface for perform-
ing microtasks on the Lock Screen has been introduced in the work [21]. The
authors of the work [15] have proposed a method to perform a function from the
Lock Screen using handwritten input, where each function is associated with the
corresponding handwritten gesture. The “Screen off memo” function introduced
a Lock Screen for entering full-fledged handwritten notes [19]. Developing this
idea further, in [23] the authors proposed a method for the quick processing
of handwritten input and providing results without explicitly starting the pre-
sumed application associated with an action. It is this development that formed
the basis of this study.

3 Lock Screen with Handwriting Assistant

We present here a concept of a Lock Screen with Handwritten Assistant with a
simple interface as a single note-taking canvas that launches when the stylus is
ejected from its slot in the smartphone.

The general overview of the proposed approach is shown in Fig. 1. The system
operates with a handwritten note, as an input, which is presented as an ordered
set of handwritten strokes. The user can input handwritten notes that may
include text and other elements such as pictures, sketches, schemes, etc. To
separate text elements from other non-text strokes, at the first stage, we perform
layout analysis which includes grouping and classification of the input strokes
sequence into text and non-text. At this step, we utilize bi-directional gated
recurrent unit neural network architecture and batch processing modes [5]. If
the handwritten note does not contain text elements, it will be saved in separate
storage since authentication was not performed.
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Fig. 1. An overview of the proposed approach.

Handwritten strokes that have been classified as text are passed to the sec-
ond stage with handwritten recognition. The text recognition module is imple-
mented using a BLSTM neural network [7] for the input sequence labelling and
Connectionist Temporal Classification as a loss function [8]. In the next step,
the recognized text is used to classify the message and extract information.
Implementation of this step relies on named entity recognition and pattern tem-
plates [4].

Some actions require authentication before changing the user’s data. Such
authentication could be done in the background while the user writes a note
(for example, if face authentication is supported) or implemented as a separate
authentication step. Since not all personal devices support a digital pen, we
used pre-provisioned prepared devices to perform tasks related to handwriting.
Therefore, the branch related to authorization was disabled for this study. Mak-
ing changes based on the user intent classification is the last step that utilizes
the operating system API. An example of the user scenario is shown in Fig. 2.
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Fig. 2. Lock Screen Handwriting Assistant.

Owing to the presented approach, a prototype application for a mobile device
with an embedded stylus has been developed in order to perform the experimen-
tal study.

4 Experimental Study

Our goal was to answer the following research questions to ensure a deeper
understanding of the demand for the proposed concept of the Lock Screen HA,
as well as convenience compared to other available methods:

1. How effective is solving different tasks with the help of a HA in comparison
with the standard approach?

2. What are the strengths and weaknesses of the HA on the Lock Screen?
3. What actions are expected to support by the HA?
4. How convenient is the use of the HA compared to voice?
5. What factors and conditions influence the choice of input type: HA, voice

assistant, or standard approach?

In order to answer these questions we conducted a user study. At the begin-
ning of the session, we asked participants to fill out a baseline (pretest) survey.
After completing the practical session the participants were asked to take part in
a follow-up survey. The questionnaires and tasks were prepared in the Ukrainian
language. The practical part of the study began with a brief description of the HA
but without a detailed explanation of intents structures. If participants could not
guess each intent structure or had some issues with the application, an instructor
was ready to help. The users were asked to accomplish the tasks in three ways:
standard input, voice input, and using the proposed method. Due to the Voice
assistant’s limited support of the Ukrainian language, only two subtasks for
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Voice input were available. The participants were provided with smartphones
equipped with a built-in stylus (Samsung Galaxy S22 Ultra) and an installed
application for automatically collecting detailed information about user activity
during task completion. To measure TTC for the standard approach, the video
screen capture is used.

4.1 Tasks

In terms of user intent, we have identified the most common types of short hand-
written notes and the corresponding actions: planned/scheduled events, contacts,
shopping memos, simple mathematical expressions, and To-Do lists. It was also
found that most of such notes usually contain only meaningful information. For
example, contact information is written in a compressed form and contains only
the person or organization’s name and phone number. Such a notation is usu-
ally easy to understand and can be recognized and routed to the appropriate
application on the user’s device for further processing.

Based on our findings, we prepared the following set of tasks in order to
obtain the statistical data:

1. Calculate math expression. An example:

The bill in the restaurant for a group of friends was 4198
UAH (Ukrainian hryvnia), also they decided to tip 450 UAH.
The total amount was equally divided between five people.
How much does it cost for each person?

2. Add a new contact. An example:

Add a new contact Viktor Meyer with a phone number
0986479801

3. Set an alarm clock. An example:

Set an alarm to 7:50

4. Create a schedule. An example:

Create the event 28.01 11:30 Meeting with partners

5. Set a timer. An example:

Set a timer for 2 minutes 10 seconds

In Fig. 3 an example of the HA task solving (Fig. 3a) and the completed HA task
(Fig. 3b) are demonstrated.
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Fig. 3. The HA: tasks examples.

4.2 Survey

The baseline survey includes questions about demographics, how often a partic-
ular input method is used by the participant and his preferences. The follow-
up survey contains questions for subjective assessments for various methods of
input in terms of learnability, efficiency, reliability, security, and social comfort.
These assessments were collected by offering a set of statements (e.g. “I thought
the input method was easy to use”). Participants were invited to express their
agreement on a 5-point scale for each statement. In addition, this questionnaire
contained open-ended questions to tell us what the participant liked in the pro-
posed method, what was uncomfortable, and what should be added, improved,
or refused. At the end of the questionnaire, it was proposed to evaluate different
ways of interaction depending on various circumstances (for example: at home,
at work, during a meeting, etc.).

5 Evaluation and Results

Overall, 30 people took part in the user study. Questionnaires, standard input
and handwritten input tasks were completed by all the participants. Whereas,
voice input tasks were completed by 28 participants (one participant refused to
perform the voice input task, and one participant could not complete it being
offline due to the blackout). In Table 1 demographics of the participants are
presented.

5.1 Efficiency

Since time is the most objective measure of efficiency for the input interface and
access to the functions of a mobile phone from the point of view of the user, we
consider time to completion (TTC) as the main metric of efficiency. For each task,
we measured TTC in two variants: total TTC, and TTC of the best attempt. In
some cases, a task is not completed in one attempt due to some errors. So, total
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Table 1. Participant demographics.

Participants 30

Age 1 16–19 years

9 20–29 years

9 30–39 years

8 40–49 years

1 50–59 years

2 60–69 years

Gender 9 female

21 male

Occupation Tech 20

Non-tech 10

TTC measures the time of all attempts, while the best TTC measures only the
last, successful attempt. The main reasons for failed attempts were recognition
errors or errors related to interface misunderstanding. The average total TTC
for each task is shown in Fig. 4a and the average best TTC is demonstrated in
Fig. 4b. The results of the Wilcoxon Signed Rank Test in Table 2 demonstrate
a statistically significant difference between completion times of standard and
handwritten inputs for each task. As one can see, for the best attempt, the HA
is on average more effective than standard input for each task: 21.3% faster for
adding a contact, 27.4% faster for a calculator, 47.5% more effective for adding
an event to calendar, 60.4% and 53.2% faster for timer and alarm respectively.
As for total TTC, the HA is on average still more effective for all tasks except for
the calculator. That is mostly due to repetitive recognition errors for some users.
Recognition errors mostly contribute to the overhead in total TTC compared to
TTC of the best attempt.

Fig. 4. Average time to complete.
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Table 2. The Wilcoxon Signed Rank Test resulting z-values and p-values for TTC of
the best attempt.

Handwritten
VS Standard

Standard VS
Voice

Handwritten
VS Voice

z p z p z p

Contact −3.1 0.002 n/a n/a n/a n/a

Calculator −3.49 < 0.001 −1.59 0.11 −1.93 0.05

Calendar −4.61 < 0.001 n/a n/a n/a n/a

Timer −4.53 < 0.001 −4.62 < 0.001 −1.07 0.29

Alarm −4.68 < 0.001 n/a n/a n/a n/a

The average TTC for voice assistant is near to the average TTC for handwrit-
ing. The Wilcoxon Signed Rank Test shows there is no statistically significant
difference between handwriting and voice inputs efficiency for best attempt TTC.
But there is a statistically significant difference between voice and standard input
in timer-setting task.

5.2 Strengths and Weaknesses

To approach assistant usability from different aspects, we defined its usability
through the following criteria: learnability, efficiency, reliability & transparency,
security, and social comfort. In the final questionnaire, each criterion was rep-
resented by one to three questions. Answer options were provided on the 5-
point Likert scale. To obtain scores for each usability criterion, each partici-
pant’s answers related to certain criteria were averaged. A chart in Fig. 5 displays
the distribution of the resulting values, with scores grouped in ranges. Detailed
results of the final questionnaire, before aggregating questions to usability crite-
ria, are summarized in Fig. 6.

Most of the participants gave positive answers regarding learnability (25/30),
and only one was negative. This result is better than for voice input, but worse
than for a standard one. Overall, learnability can be considered as a strength of
the HA, although there is a room for improvement, such as adding support for
more commands and patterns.

Efficiency. The largest number of positive scores are given to the HA: 21 com-
pared to 17 for standard and 12 for voice. Interestingly, 40% of participants
estimated the standard input efficiency as mediocre, although for all partici-
pants it was the main and most familiar input method. At the same time, the
standard input received the least number of negative scores – only one, compared
to four for handwriting and 11 for the voice. Still, we can consider efficiency as
a strength.

Reliability and Transparency. Participants are less confident in the reliability &
transparency of the HA. Only four people gave the best scores on this criterion.
Looking at the detailed questionnaire results in Fig. 6, we can see that the main
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Fig. 5. Usability assessment.

weakness of the HA is recovery from error. Currently, if the result of recognition
is incorrect, users have to rewrite the input.

Security. By security, in terms of usability, we mean the subjective perception
of the user about how safe to use the given input type or have it enabled on a
device. Most of the participants (20 out of 30) positively evaluated the security
of the HA, and two participants negatively. The standard method received 22
positive scores and zero negatives. Thus, for some users, the idea of using the
HA on the lock screen seems less secure than using standard input. However, the
lowest security scores received the voice assistant, with nine negative and only
eight positive scores.

Social Comfort. Comfort of use in the presence of other people is the strength
for the HA. It received 29 positive scores, negative scores were absent. At the
same time, for the voice assistant, this criterion is the main weakness, with 22
negative scores and zero positive scores.

5.3 Expectations

Among the proposed actions to expand the functionality was integration with
shopping and to-do lists (for example, adding new items). One of the participants
suggested adding a possibility to convert handwritten input to text and instantly
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Fig. 6. Survey results.
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share it. Another participant proposed adding functionality to send messages in
the format ‘Recipient: message text’.

5.4 Preference Factors and Conditions

At the beginning of the study, we assumed that the preference for using a lock
screen assistant of a certain type may differ depending on the circumstances.
So, in the follow-up questionnaire, we asked participants to evaluate from 0
to 10, how likely they would use each input type in certain circumstances: at
home, at the workplace, during a work meeting, during the meetings in their
personal life (with friends, family, etc.), while walking on the street, in public
places (transport, restaurant, etc.), during driving. Using the obtained scores, the
Wilcoxon Signed Rank Test was calculated, revealing a statistically significant
(p = 0.05) difference between handwritten and standard input types only for
usage at home and during meetings in their personal life. For these two situations,
the average score and the median score are slightly higher for a standard input
than for handwritten.

Substantially different from both standard and handwritten inputs is a voice
input. The only circumstance where it scored higher is ‘driving’, for all other
cases scores are significantly lower. Means and medians of participants’ scores
are shown in Table 3. The test results are presented in Table 4.

Table 3. Means and medians for input type in different circumstances preference
scores.

Standard Voice Handwritten

Mean Median Mean Median Mean Median

Home 8.27 9 4.77 5 6.57 8

Workplace 8.53 10 1.0 1 7.53 9

Work Meeting 6.8 8 0.96 1 7.23 7.5

Personal life meeting 8.73 10 2.17 1 7.0 9

Walking outside 7.07 8 4.07 3.5 5.5 6

Public Places 8.47 10 1.3 1 6.47 8

Driving 1.57 1 6.1 7 1.1 1

5.5 Comparison with a Voice Assistant

As we can see from the results, the effectiveness of a voice assistant for the best
attempt is comparable with the HA. However, the users rating has more negative
scores for each criterion of the usability. The main weakness of voice assistants
is social comfort. Analyzing the factors of preferences, we can also see the main
strength of voice assistants – the ability to use them during driving. So, in the
current state of the language support by voice assistants, the HA is preferred in
most cases.
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Table 4. The Wilcoxon Signed Rank Test resulting z-values and p-values for input
type preference in different circumstances.

Handwritten
VS Standard

Standard VS
Voice

Handwritten
VS Voice

z p z p z p

Home −2.14 0.032 −2.98 0.003 −2.2 0.027

Workplace −1.33 0.183 −4.72 < 0.001 −4.57 < 0.001

Work Meeting −0.37 0.707 −4.56 < 0.001 −4.63 < 0.001

Personal life meeting −2.09 0.036 −4.73 < 0.001 −4.38 < 0.001

Walking outside −1.69 0.090 −2.5 0.012 −1.37 0.172

Public Places −1.95 0.051 −4.8 < 0.001 −4.3 < 0.001

Driving −1.73 0.084 −3.7 < 0.001 −4.3 < 0.001

5.6 Other Findings

We found that in general, TTC correlates with age. In Fig. 7a and Fig. 7b points
distributions are shown with regression lines. For standard input, the Pearson
correlation coefficient for age and total TTC is ρAge,TTC = 0.60(p = 0.0005),
and for age and the best TTC is ρAge,TTC = 0.64(p = 0.0002). For handwritten
input, the correlation is much weaker with ρAge,TTC = 0.01(p = 0.94) for total
TTC and as ρAge,TTC = 0.29(p = 0.13) for the TTC of best attempt. So, it can
be noted that the effectiveness of handwritten input is more consistent through
different age groups.

Fig. 7. Time to complete by age.
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6 Users Feedback and Discussion

The presentation of our findings is focused on the practical matters of the HA
concept for the lock screen. In this section, we move on to reflect on what the
main advantages and disadvantages of this concept are, what can be improved,
what are the limitations of the HA, and what additional use cases can be pro-
posed. This analysis is based both in the opinion of users, which is reflected in
answers to open-ended questions, and in our observations of the learning process
and the performance of task.

Most of the participants noted that the proposed method provides a faster
input method compared to the use of standard applications. The second main
advantage that many participants highlighted is the concept of unified interface.
However, the analysis of how the participants tried to use the system before
training, and the mistakes made during the task completion are of the greatest
interest, since they show opportunities for improving the proposed concept and
directions for further research. We also believe that the suggestions or difficulties
faced by individual participants are the most valuable information, since most
often users cannot formulate a problem until they encounter it.

Let’s consider some aspects that were discovered at the first phase when the
concept of the HA was presented to the participant, but the training has not
yet taken place. Nine participants tried to work with the HA similarly to the
interaction with a voice assistant, when it is necessary to explicitly state what
should be done. For example, the user wrote “Create a new contact with the name
... and phone number ...”. Three more participants tried to portray the desired
action in the form of a sketch. For example, a participant drew an hourglass
icon next to the time to complete the task of setting the timer (Fig. 8a). Also,
participants often tried to set the date and time using the names of months
or days of the week. Or they used a non-standard delimiter between the date
and time. One participant tried to use the 12-hour clock time convention, which
is not common in our country. Another participant specified a type of phone
number (such as work, home) when creating a contact, which led to an incorrect
name definition. Four participants used 2D mathematical notation to solve a
calculation problem (Fig. 8b). Some users were embarrassed by the pop-up frame
with the proposed action that appeared when they were distracted for some time
and did not finish writing.

At the second stage, we told each participant how to write in order to perform
the required action. Despite the training, some participants were still used the
incorrect delimiters between parts of the date and time. This is easy to explain
with a habit. However, most often, errors occurred at the recognition stage.
Almost all participants who faced such errors noted this in the follow-up survey.
Most often, these were seemingly minor errors, but they led to the inability to
determine the intention or process it correctly. Several cases were associated with
incorrect spacing between words. Often the participants tried to fit the text in
one row, which resulted in very sloppy writing or some letters being written on
top of others. Another type of recognition error is associated with writing of
delayed characters or strokes when the user returns to the already written words
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and adds something. A detailed consideration of all errors associated with the
recognition stage is beyond the scope of this article. Although, it should be notes
that the accuracy of recognition is a key factor that affects the usability of the
proposed HA concept.

Respondents in the follow-up survey noted a small number of supported
actions as shortcomings. Participants also noted the need to improve the inter-
face for faster and more convenient handwriting editing. Another wish was the
possibility of gluing text written with hyphenation and supporting multi-line
mathematical expressions. The fact is that the phone screen is small, and this
leads to the need to use hyphenation in words (Fig. 8c). However, the system
interpreted instances of the hyphenated word as two separate words.

Fig. 8. Examples of handwriting input.

Two participants noted the possible ambiguity of the system behavior or
lack of feedback in some cases. So they raised the questions: “What happens if a
contact with that name or phone number already exists?” or “What happens if I
already have another event scheduled for this time?”.

One participant noted that writing with a stylus is not as familiar for him
as writing with a regular pen. Another participant said that he does not like to
write by hand and prefers typing.

A couple of participants expressed their thoughts on the possibility of using
the HA on other devices or in other applications. One of the proposed options
was integration with a Family Hub (smart fridge touch panel). One participant
suggested that working with timers, reminders, and shopping lists would be in
demand. Another participant indicated that he often uses note-taking applica-
tions (such as Samsung Notes, Google Keep, GoodNotes, etc.), and the HA can
be useful there.

In general, the participants positively assessed the proposed concept of the
HA. Some of the mentioned shortcomings can be corrected relatively easily by
refining the application. Examples of these improvements include support for
a wide range of date and time formats, recovery of text written with hyphens,
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and support for multi-line mathematical expressions. However, some elements
require more significant refinement at the architecture level and user interface.
So, at the architecture level, it is necessary to provide the ability to recognize
such elements as sketches and mathematical expressions in 2D notation. At the
level of the user interface, it is necessary to provide feedback in order to resolve
certain ambiguities.

7 Limitations

The results presented in this article are limited in several ways. Firstly, due
to the complexity of data collection, all our participants are from the same
city. However, we tried to attract as many people with different occupations as
possible. As a result, only six people had a personal mobile phone with a stylus
and constantly used handwriting on their phones in their usual life. The rest
of the participants either never used the stylus before or used it only a couple
of times. Therefore, subjective views on interaction with the HA may differ for
users who are not represented in our survey.

It would also be very desirable to test in real conditions, so that the partici-
pants could use the proposed HA for a long period of time. However, to do this
it would be necessary that all participants have phones with a stylus. Because
of this, user ratings of usability, efficiency, safety, and others are based on usage
over a short period.

The next important limitation is a comparison with a voice assistant. Most
participants do not use a voice assistant at all or use it very rarely. The main
reasons were indicated by the majority of the participants, are small functional-
ity, limited support for the Ukrainian language, and recognition errors. Only two
people said that they regularly use the voice assistant. It should be noted that
the main function that is used in voice interaction is making calls. Thereby, the
comparison results with the voice assistant may differ significantly depending on
the language.

Another important point is to use only one type of device while collecting
data for the HA. Expanding the list of devices (for example, smart watches,
tablets, interactive panels) may open up new requirements or limitations as well
as new opportunities.

8 Conclusion and Future Work

In this work, we presented and studied a new method for inputting and process-
ing frequent commands using short handwritten notes on the Lock Screen.

The study involved 30 people who examined user experience in aspects such
as learnability, efficiency, reliability, security, and social comfort. Based on a user
study, it can be argued that this approach provides TTC at least 20% faster
than the standard method. In addition, the participants highly appreciated the
aspects associated with social comfort. However, participants gave low marks
for reliability and transparency. This is mainly due to the lacking support for
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error correction and insufficient feedback. Despite the existing shortcomings, the
participants expressed their readiness to use this method of interaction, subject
to improving the quality of recognition and expanding the functionality. They
also offered several options for expanding functionality and indicated possible
integration into other devices and applications.

Our further research is aimed at finding solutions to overcome the identified
shortcomings, improve the recognition accuracy and take steps in the direction of
the explainable AI, and apply the improved HA to other devices and applications.
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Abstract. Nowadays speech-driven interfaces such as mobile digital assistants
and chatbots can support collaborative information seeking and are becoming
increasingly commonplace. Especially, mobile dialogue assistants offer innova-
tive approaches to deliver and access information and thus, display a promising
approach to assist humans in their opinion building process. Still, due to the com-
plexity of argumentative tasks mobile argumentative speech interfaces are still
very scarce. Hence, the effect of such interfaces on a user’s opinion building
process is quite unexplored. In this paper, we investigate the influence of such
interfaces on the interest and opinion building process of users. Both categories
Therefore we introduce two (I/O) modalities (menu/speech) of the argumenta-
tive dialog system (ADS) BEA (“Building Engaging Argumentation” [2]) which
enables the user to scrutinize arguments on both sides of a controversial topic.
In particular, we reflect on the influence and advantages of a spoken hands-free
versus a clickable drop-down menu-based ADS with regard to “mobile” dialog
systems use cases. Therefore the users’ expectations and experiences in a self-
assessment questionnaire are evaluated and discussed in comparison to our user
interest and opinion model.

Keywords: Preference Modeling · Interest Modeling · Human-Computer
Interaction · Spoken Dialogue Systems · Cooperative Argumentative Dialogue
Systems

1 Introduction
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This work has been funded by the DFG within the project “BEA - Building Engaging Argumen-
tation”, Grant no. 313723125, as part of the Priority Program “Robust Argumentation Machines
(RATIO)” (SPP-1999).

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Salvendy and J. Wei (Eds.): HCII 2023, LNCS 14052, pp. 127–143, 2023.
https://doi.org/10.1007/978-3-031-35921-7_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35921-7_9&domain=pdf
http://orcid.org/0000-0002-5634-5556
http://orcid.org/0000-0002-0795-9834
http://orcid.org/0000-0003-3057-0760
http://orcid.org/0000-0003-4531-0662
http://orcid.org/0000-0003-2667-3126
https://doi.org/10.1007/978-3-031-35921-7_9


128 A. Aicher et al.

conversations, such as food orders or hotel bookings. Usually, they are unsuitable for
more complex and sophisticated conversations [43]. In particular, dialog systems that
can exchange arguments and converse with humans in natural language are still a major
challenge in artificial intelligence.

The goal of this paper is to evaluate the mobile usability of an artificial argumenta-
tion system in interaction with humans by comparing two different interaction modes.
In contrast to persuasion systems, our interaction aims not to persuade the user but to
cooperatively explore the pro and con arguments of a given topic.

Complex tasks like argumentation require flexible natural language understanding
(NLU), argumentative dialogue structures, and commonsense knowledge integration.
The speech-driven argumentative dialog system (ADS) we introduce in this paper com-
bines these components and enables the user to scrutinize arguments on both sides of a
controversial topic. By adopting the approach of Aicher et al. [2] our ADS aims to coop-
eratively engage the user to explore arguments in natural language in order to support a
critically reflected opinion-building process.

In order to evaluate the usability of our ADS for this aim, we compare two con-
figurations of our system, which only differ in their input/output (I/O) modality. In the
speech system, the user’s spoken utterances are processed and answered in natural lan-
guage, whereas in the menu system, the input is via mouse click and the corresponding
system answer is displayed on the system’s GUI. We investigate the impact of these dif-
ferent I/O modalities in an extended user study with 202 participants. Especially as the
speech-driven version displays a preliminary mobile, hands-free interaction system, we
analyse its impact on the user interest and opinion. Therefore, to continuously track the
user interest the users self-rated their interest on a 5-point Likert scale before, during,
and after the interaction. Likewise, the users self-rated their opinion on the topic of the
discussion before and after the interaction and were able to state their opinion by giving
explicit feedback during the interaction. This feedback in form of a preference/rejection
of a currently presented argument was mapped onto the user’s opinion on the overall
topic considering weighted Bipolar Argumentation Graphs (wBAGs) [3,4]. Thereby
changes in the user’s opinion could be detected without explicitly asking and lets the
user take the initiative to express their current opinion, indicating a certain engagement
in the discussion.

The results show that our ADS in both modalities has a significant influence on
both “categories”, user interest and opinion, giving also an insight in the change of both
aspects during the interaction.

The remainder of the paper is as follows: Sect. 2 gives an overview of related work
and Sect. 3 describes the architecture of our ADS, the respective dialogue model, and
framework and opinion preference model. Section 4 describes the experimental setting
of the online user study and the results of the study are presented and discussed in
Sect. 5. We close with a conclusion and a brief discussion of future work in Sect. 6.

2 Related Work

In the following, a short overview of existing literature is given on the main aspects of
the herein presented work, namely argumentative/mobile Dialogue Systems, Opinion
modeling based on user preferences, and methods to determine the user’s interest.
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2.1 Argumentative/Mobile Dialogue Systems

Unlike most approaches to human-machine argumentation, we pursue a cooperative
exchange of arguments. Thus, our system does not try to persuade or win a debate
against the user and does not model the interaction in a competitive scenario. In con-
trast, Slonim et al. [44] use a classical debating setting. Their IBM Debater is an
autonomous debating system that can engage in a competitive debate with humans via
natural language. Another speech-based approach was introduced by Rosenfeld and
Kraus [42], which based on weighted Bipolar Argumentation Frameworks. Arguing
chatbots such as Debbie [38] and Dave [25] interact via text with the user. A menu-
based framework that incorporates the beliefs and concerns of the opponent was also
presented by Hadoux and Hunter [21]. In the same line, Chalaguine and Hunter [13]
used a previously crowd-sourced argument graph and considered the concerns of the
user to persuade them. A persuasive prototype chatbot is introduced by Chalaguine
and Hunter [12] to convince users to vaccinate against COVID-19 using computational
models of argument. Furthermore, Fazzinga et al. [18] discuss an approach towards
a dialogue system architecture using argumentative concepts to perform reasoning to
provide answers consistent with the user input.

In contrast to all aforementioned ADS we aim for system that cooperatively engages
the users to explore arguments and state their preferences in natural language. Therefore
a menu-based argumentative dialogue system introduced by Aicher et al. [2] was mod-
ified and extended. It provides a suitable basis as it engages in a deliberative dialogue
with a human user providing all con and pro aspects to a given argument.

With regard to mobile dialogue systems many applications are focused rule-based
approaches [39] to assist a user, e.g. responding to queries or helping in easy tasks. Son-
ntag et al. [46] demonstrated how the speech-based annotation system “RadSpeech” can
be used for radiology images with the help of an ontology-based knowledge represen-
tation. Furthermore, Johnston et al. [24] describe a multimodal application MATCH
(Multimodal Access To City Help) tailored to provide a mobile multimodal speech-
pen interface for restaurant and sub-way information for New York City. Similarly,
MUMS (Multimodal Route Navigation System) Hurtig [23] allows users of a mobile
device to present public transportation route queries with any preferred combination of
speech and pen input. Furthermore, Tsourakis [49] extended the open source platform
“Regulus” which supports the construction of rule-based medium-vocabulary spoken
dialogue applications (used e.g. in a calendar application, a medical speech translator
and a second language learning system) to the mobile area. Another architecture named
“Asgard” is presented by Liu et al. [26] which shall support the expert-free development
of multilingual dialogue systems and seamless deployment to mobile platforms.

2.2 Opinion Modelling Based on User Preferences

Our approach to model the user opinion on the discussed topic via explicit feedback
(preference utterances of the user) is based on wBAGs [3,4,7,10,37]. In this con-
text Amgoud et al. [5] discuss how to compute and justify a preferred decision choice
considering the strength of arguments. Carenini and Moore [11] devised and imple-
mented an evaluation framework in which the effectiveness of evaluative arguments
can be measured with real users. Other approaches handle conflicting user preference
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within arguments in Ambient Intelligence environments e.g. smart homes [29]. Exem-
plary they use preference criteria to make decisions based on inhabitants’ preferences
on lighting, healthy eating, and leisure.

The collection and modelling of user preferences, which are either explicitly
expressed, e.g., as ratings for products, or are inferred by interpreting user actions [40],
are crucial for decision support [30] and recommender systems. Most decision making
support systems [6,41] as well as recommender systems [27] are clearly focused on
the application concerning specific items, like, e.g., movie recommendations [9]. Thus,
most existing research in this area is based purely on quantitative aspects such as indices
of popularity or measures of similarity between items or users. However, those systems
are focused on quantitative decision support problems only and do not involve an imme-
diate user interaction via dialogue. In contrast, the herein discussed approach includes
a domain-independent opinion model that is developed during the active involvement
of the user via dialogue which enables us to directly access the user’s preferences and
opinions. Furthermore, we do not aim for a decision or recommendation but only keep
track and analyze the user’s current opinion and respective changes.

2.3 Methods to Determine User Interest

To provide personalized applications that fit user needs, it is common to build user
profiles, e.g., from heterogeneous information associated with an individual user or a
group of users showing similar interests [16,19,48]. In order to determine the inter-
est of a single user, existing research distinguishes between explicit and implicit user
feedback [19]. For example, Amazon.com uses customer history records to recommend
books, and the movie streaming provider Netflix recommends movies to different users
according to their individual browsing and watching records, as well as explicit ratings
of seen movies/TV shows [22,40]. In general, two types of filtering mechanisms can be
distinguished based on explicit user ratings regarding recommender systems. First, col-
laborative filters [15,20,32] which use the user-user similarity principle stating that if a
user highly rated an item, similar users would probably highly rate that item. Second,
content-based filters [33,45] which recommend items based on the item-item similarity
principle stating that if users highly rated an item, they would highly rate similar items.

Commonly used in e-commerce [14], most research deals with user interest in web-
site content, based on the browsing history (e.g., [34,54]). Yi et al. [52] correlate user
interest with the user’s browsing time on webpages and the length of their content.
Furthermore, Zeng et al. [53] captures temporal aspects of user interests in online con-
versation recommendation.

The scarce existing research on user interest in dialogue systems depends on explicit
user feedback, likewise to aforementioned approaches in other research areas. For
example, Rach et al. [36] asked users to evaluate dialogue content during an ongo-
ing conversation1. In contrast to their binary approach we integrated an explicit inter-
est rating on a 5-point Likert scale after every turn of the interaction. Thus, specific
content-related interest and also rather general interest of the user in the interaction is
continuously tracked, as well as a possible loss of one or another.

1 Rating categories: (not) interesting, (not) convincing, (not) comprehensible and (not) related.
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3 System Framework and Architecture

In the following, the architecture of our ADS is outlined. After describing the dialogue
framework and model, the interface and NLG/NLU architecture are introduced.

3.1 Dialogue Framework and Model

Fig. 1. Visualization of argument tree structure. The major claim is the root node, which is sup-
ported by the claim C2 (green dotted arrows) and attacked by claim C1 (red arrows). The respec-
tive leaf nodes are the premises P1, P2 and P3. (Color figure online)

In order to be able to combine the presented system with existing argument mining
approaches to ensure the flexibility of the system in view of discussed topics, we fol-
low the argument annotation scheme introduced by Stab and Gurevych [47]. It distin-
guishes three different types of components (Major Claim, Claim, Premise), which are
structured in the form of bipolar argumentation trees as depicted in Fig. 1. The overall
topic of the debate is formulated as the Major Claim Φ0 representing the root node in
the graph. Claims (C1 and C2 in Fig. 1) on the other hand are assertions that formu-
late a certain opinion targeting the Major Claim but still need to be justified by further
arguments, premises (P1 and P2) respectively. We consider two relations between these
argument components (nodes), support (green arrows), or attack (red arrows). Each
component apart from the Major Claim Φ0 (which has no relation) has exactly one
unique relation to another component. This leads to a non-cyclic tree structure, where
each parent node (C1 and C2) is supported or attacked by its child nodes. If no child
nodes exist, the node is a leaf (e.g. P1, P2, and P3) and marks the end of a branch.

The interaction between the system and the user is separated in turns, consisting
of a user action and the corresponding answer of the system. Table 1 shows the 13
possible actions (moves) the user is able to choose from. In general, we distinguish
three main types of moves: preference moves, information-seeking moves, and others
(navigation moves, status quo moves, exit). The determiners show which moves are
available depending on the position of the current argument ϕi (root/parent/leaf node).
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Table 1. Description of the thirteen moves with corresponding determiners.

Move Description Determiners

whypro(ϕi) Ask for a pro argument on
current ϕi

If supporting child exists

whycon(ϕi) Ask for a con argument on
current ϕi

If attacking child node exists

levelup Returns to previous ϕ Except for ϕi �= Φ0

jump to(ϕi) Jump to ϕi

prefer(ϕi) Feedback to prefer ϕi Except for ϕi �= Φ0

prefer(ϕi > ϕj) Feedback to prefer ϕi over ϕj If siblings of ϕi are preferred

reject(ϕi) Feedback to reject ϕi Except for ϕi �= Φ0

indifferent(ϕi) Feedback to be indifferent about
ϕi

Except for ϕi �= Φ0

stance(ϕi) Ask for stance on current ϕi

stance(Φ0) Ask for stance on current ϕi

numbervisited Ask for number of heard
arguments

movesavailable(ϕi) Ask for available moves
depending on ϕi

Speech I/O setting

exit End conversation numbervisited¿= 10

We use explicit user feedback (prefer(ϕi), indifferent(ϕi), reject(ϕi)) to esti-
mate the (overall) preference considering wBAGs [3,4], which is explained in more
detail in Subsect. 3.2.

In the herein presented study, a sample debate on the topicMarriage is an outdated
institution is chosen [35] is used. It serves as a knowledge base for the arguments and is
taken from the Debatabase2 website. It consists of a total of 72 argument components
(1 Major Claim, 10 Claims, and 61 Premises) and their corresponding relations are
encoded in an OWL ontology [8] for further use. Due to the generality of the annotation
scheme, the system is not restricted to the herein-considered data. In general, every
argument structure that can be mapped into the applied scheme can be processed by the
system.

3.2 Opinion Preference Model

We determine the user opinion by utilizing wBAGs in which aweight is assigned to each
argument. Weighted Bipolar Argumentation Graphs are graphs whose arguments have
basic weights and may be supported and attacked by each other [4]. Therefore, a change
in the weights will lead to an iterative update of the graph structure. We overtake their

2 https://idebate.org/debatabase (last accessed 23th June 2021). Material reproduced from www.
iedebate.org with the permission of the International Debating Education Association. Copy-
right c© 2005 International Debate Education Association. All Rights Reserved.

https://idebate.org/debatabase
www.iedebate.org
www.iedebate.org


Exploring the Mobile Usability of Argumentative Dialogue Systems 133

approach to determine the strength of an argument from its weight and the strength of its
attackers and supporters. If the user states a preference/indifference/rejection towards
argument i, its weights are updated such that:

preference: ωi = ωi,max +
nv

na
(1− ωi,max) (1)

rejection: ωi = 0 (2)

indifference: ωi = 0.5 (3)

where ωi,max denotes the maximum strength of all siblings of argument i. nv describes
the number of sibling arguments of argument i which have already been presented to
the user and na denotes the total number of all sibling arguments. According to Wilcock
and Jokinen [50], in scenarios that do not adhere to a clear structure regarding speaking
time and turn-taking (like debates), extensive utterances presented by synthetic speech
are hard to follow and understand. To prevent the user from being overwhelmed by
the amount of information, in contrast to Aicher et al. [2], we introduce the available
arguments incrementally depending on the user’s request. Thus, the user can state their
preference3 before all sibling arguments have been presented. The preference update
takes into account how many sibling arguments have already been heard in relation to
the ones available. The nodes are updated recursively until the root node is reached.

3.3 Interface and NLU Framework

The system’s graphical user interface (GUI) is illustrated in Fig. 2. The interface can
either provide a drop-down menu or speech input as needed. In the drop-down sys-
tem users can choose their action by clicking, whereas in the speech system, an NLU
framework based upon the one introduced by Abro et al. [1] processes the spoken user
utterance. This input is captured with a browser-based audio recording that is further
processed by the Python library SpeechRecognition4 using the Google Speech
Recognition API. Its intent classifier uses the BERT Transformer Encoder presented
by Devlin et al. [17] and a bidirectional LSTM classifier. The system-specific intents
are trained with a set of sample utterances from a previous user study. After a user intent
is recognized, the system response is presented using the speech synthesis provided by
Google Web Speech API.

In the speech-based system, instead of the drop-down menu displayed in Fig. 2, a
button with the label “Start Talking” is shown. The button is pressed to start and stop
the speech recording. Except for this difference, both systems share the same architec-
ture. The visualization of the dialogue history shows the system’s responses left-aligned
and the corresponding user moves right-aligned (see Fig. 2). A progress bar above the
dialogue history shows the number of arguments that were already discussed and how
many are still unknown to the user at each stage of the interaction. This provides a visual
cue of the length of the ongoing conversation to the user. Furthermore, on the left side,
the sub-graph of the bipolar argument tree structure (with the displayed claim as root)

3 Here preference denotes the following options: preference, indifference and rejection.
4 https://pypi.org/project/SpeechRecognition/, last accessed 17.02.2022.

https://pypi.org/project/SpeechRecognition/
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is shown. The current position (i.e., argument) is displayed with a white node outlined
with a green line. Already-heard arguments are shown in green and skipped arguments
in red. Grey nodes are still unheard.

The natural language generation is based on the original textual representation of
the argument components. The annotated sentences form stand-alone utterances serving
as a template for the respective system response. Additionally, a list of natural language
representations for each type of system move was defined. During the generation of the
utterances, the explicit formulation and introductory phrase are randomly chosen from
this list.

Fig. 2. GUI of the menu system with folded drop-down menu. Above the drop-down menu, the
dialogue history is shown. On the left side, the sub-graph of the current branch is visible. (Color
figure online)

4 User Study Setting

In the following presented user study was conducted online via the crowdsourcing plat-
form Crowdee5 with participants from the UK, US, and Australia in the period 12–29th

November 2021. All 292 participants were non-experts without a topic-specific back-
ground or experience with dialogue systems. Before the interaction started, the user
were given an introductory text, explaining the argument structure, possible user moves
and in-between interest ratings and a demo video (menu: 1:11min, speech: 1:33min)
showing a sample interaction starting with the system’s greeting and selected user
moves which are most important for a fluent interaction (information-seeking, pref-
erence statements, navigational moves). Afterwards, the users were given the task to
“listen to enough arguments to build a well-founded opinion on the topic”. The end of
the interaction could be chosen freely as soon as at least ten (to collect sufficient data
for modeling) arguments were heard. The first 139 participants interacted with our ADS
via drop-down menu input, and the other 153 via speech. Each participant did the study
completely online without supervision by an experimenter.

5 https://www.crowdee.com/.

https://www.crowdee.com/
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Before and after the conversation the participants had to rate statements on a 5-
point Likert scale regarding the interaction. A part of these questions was taken from a
questionnaire according to ITU-T Recommendation P.8516 [31]. As these questions are
primarily investigated within the framework of another research and are not the focus
of this work, we will concentrate only on relevant aspects, in particular implications for
data exclusion and some general findings which might influence the herein-discussed
results. Analyzing the questionnaire answers and feedback, the data of 90 participants
showed anomalies. Thus, their data was excluded according to previously defined exclu-
sion criteria: Contradictory answers in control questions in the questionnaire, taking less
than 30 s to read through the introduction and watch the introduction videos, taking less
than 120 s to answer the 40+15 questions in the final questionnaire and feedback indi-
cating that problems occurred during the interaction or participants reported that they
did not know what to do. This leads to a total number of data records of 202 participants
(menu: 104, speech: 98) which were included in the further analysis.

During the dialogue after each move (except concerning moves addressing the
major claim) the participants had to rate their interest in the currently discussed aspect
on a 5-point Likert scale (see Interest in Sect. 5). The first claim7 is presented after
the user asks for a pro/con argument. It is the only claim which is chosen randomly
as afterward the participants have to choose from the remaining claims whenever they
navigated back to the major claim. After that, the user selects the most interesting claim
and the ADS continues the dialogue by presenting the chosen argument.

5 Results and Discussion

Table 2. Participants’ ratings of the speech system, the menu system and the combined data.
Mpre denotes the mean before and Mpost after the interaction. Statistically significant (p < 0.01)
differences are marked with *.

Opinion Interest

Mpre SD Mpost SD |ΔM | Mpre SD Mpost SD |ΔM |
Menu 2.62 1.16 2.89 1.26 0.27* 3.31 1.03 3.48 1.01 0.17

Speech 2.68 1.18 3.00 1.20 0.32* 3.49 0.88 3.14 1.20 0.35*

Speech and Menu 2.65 1.17 2.94 1.23 0.29* 3.4 0.96 3.32 1.12 0.06

On average, participants spent 31.45min interacting with the system (speech:
35.34min; menu: 27.57min). In the speech(menu) system 17(10) of 98(104) partici-
pants and thus, 17.3% (9.6%) only heard the minimum number of arguments. A total of
27 participants (13.4%) quit the interaction after the minimum number of ten presented
arguments was reached. In line with the assumption of Yi et al. [52], this suggests that

6 Such questionnaires can be used to evaluate the quality of speech-based services.
7 Due to the argument tree structure described in Sect. 3 the respective argument component is
a root node of the corresponding branch.
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the other 175 participants were still interested in the topic and continued the interac-
tion. Most of the participants (speech: 44.3%; menu: 50.9%) heard 20–30 out of 72
available arguments. One participant in the speech and 35 participants (33.6%) in the
menu system listened to more than 30 arguments. Thus, the interaction with the speech-
based system was slower as people on average spent more time with it compared to the
menu-based system, even though they considered fewer arguments than in the menu-
based system during that time. This might be explained by the fact that spoken user
and system utterances take more time, than clicking on an option and reading the dis-
played answer, which makes the menu-based system more efficient by presenting more
arguments in a shorter time.

Before and after the interaction the participants had to rate the following two ques-
tions concerning the major claim of the discussion (“Marriage is an outdated institu-
tion”):

Opinion: What is your current opinion about this claim ? on the scale: 5 (strongly
agree), 4 (agree), 3 (neutral), 2 (disagree), 1 (strongly disagree).
Interest: How interesting is this claim for you? on the scale: 5 (extremely interesting),
4 (very interesting), 3 (moderately interesting), 2 (slightly interesting), 1 (not at all
interesting).

Table 2 shows the results of the participant’s self-ratings regarding these two ques-
tions. A non-parametric Wilcoxon signed rank test [51] for paired samples (α = 0.05),
shows for both systems a significant change of the user opinion during the interaction.
This change is bigger in the speech system condition. Moreover, taking the ratings of
both systems together the change in opinion is highly significant with p < 0.01, which
indicates that the interaction had an influence on the users’ opinions. This increase can
be explained by the fact that the participants became more neutral when considering
arguments that contradicted their own stance. During the interaction, it could be per-
ceived that the more often users listened to arguments contradicting their previously
stated opinion, the more likely they stated a preference with regard to these arguments,
which led to a more neutral stance. These findings match the expectation that our argu-
mentative dialogue system is able to engage in a more balanced exploration of both
sides of a controversial topic. By listening to counter-arguments users were not consid-
ered before their stance shifted to a more balanced, neutral8 one.

Regarding the user interest a discrepancy between the two modalities is perceiv-
able. Whereas the interest of the participants using the menu system increased from
3.31 to 3.48, the interest of the ones using the speech system decreased from 3.49 to
3.14 significantly (cf. right part of Table 2). This can be explained by the influence of the
difference in the (perceived) usability of both systems. The menu system outperformed
the speech system regarding the user ratings in the questionnaire based on the ITU-T
Recommendation P.851. It contains, e.g., the category “Overall Quality” (“What is your
overall impression of the system?”) which is rated on a different 5-point Likert scale9.
We found a highly significant (p < 0.01) difference between the menu system (with a
rating of 3.49 for overall quality) and the speech system (rated 2.66). This difference

8 Neutral indicates that the participants’ opinion towards the Major Claim is neutral. This does
not mean that participants’ positive and negative opinions cancel each other out.

9 5 = Excellent, 4 = Good, 3 = Fair, 2 = Poor, 1 = Bad.
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points to a lower user satisfaction in the speech-based system compared to the menu-
based system which is underpinned by the fact that content- but not modality-dependent
items are rated significantly better in the menu system than the speech system. The cor-
relation between these item ratings and the before/after interest rating indicates, that the
latter is induced by the difference in the overall perception.

Especially, we noticed, that the participants seemed to have a certain expectation
towards the speech system. Especially for mobile usage, the robustness of the automated
speech recognition (ASR) in the speech system must be ensured, since noise occurs
even more easily when moving from one place to another.

To determine whether the difference in user interest and opinion between the
two systems means ΔM is significant, we used the non-parametric Mann-Whitney U
test [28] for two independent samples with no specific distribution. Still, even though
the means of the two modalities show differences, they are statistically not significant
w.r.t a significance level of α = 0.05.

Table 3 displays the percentage of performed moves depending on the move type
and modality. Interestingly, 53% (speech) and 43% (menu) of the performed moves
are concerned with the argument exploration (why con/pro). About 27% (speech) and
42% (menu) of the moves expressed a preference10. Thus, in the menu system, users
expressed their opinion (preference) nearly as often as they asked for a new argument. In
contrast, in the speech system participants requested arguments about twice as often as
they stated their opinion/preference. One explanation for this could be that in the menu
system, all possible moves (especially the preference/indifference/rejection towards an
argument) were displayed in the drop-down menu. In contrast, this visual support did
not exist in the speech system, except in the event that the users asked for the available
options. As shown in Table 3 the available options move was rarely requested, which
might also explain some problems the participants had with the speech system.

Interestingly, users of the speech system stated over 90% of their preferences while
descending the argument branches and thus, as a direct response to the currently pre-
sented argument. In 60% of their preference moves, users of the menu system had
already heard the respective argument and were revisiting the argument while ascend-
ing the respective branch. This might be explained by the fact, that users are more
likely encouraged to express a preference directly in the speech system analogous to a
real conversation with a human interlocutor. In such conversations, it is not common to
revisit already discussed arguments if no new point is made. In contrast, in the menu
system users are enabled to navigate fast through the argument tree by jumping forth
and back with one click. Therefore, the menu system displays a rather game-like situa-
tion than a natural one.

In both systems, the user opinions calculated by the system based on the preference
modeling described in Sect. 3.2, matched the self-ratings of the users except for 4 speech
system users. These exceptions can be explained by errors made by the ASR which did
not transcribe the user utterance correctly, resulting in a wrong intent mapping and thus,
incorrect calculation of the users’ opinions.

Hence, we verified that the herein-presented preference model based on explicit user
feedback is able to track and detect user opinions correctly.

10 For better readability we refer to all preference-related moves (indifferent, reject, prefer, pre-
fer current, prefer old, equal) as preferences.
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Table 3. The percentage of performedmoves dependent on the move type. The higher percentages
for the respective system are marked in bold.

move type moves performed (%)

speech menu

other available options 3.66 0

exit 2.71 0.06

show preferred 0.95 1.17

stance 1.89 1.12

stance overall 1.37 3.88

number visited 1.90 2.72

level up 7.54 6.29
∑

other 20,01 15.24

preference indifferent 1.91 5.42

reject 8.59 10.05

prefer 11.22 18.98

prefer current 1.39 2.22

prefer old 0.63 2.51

equal 3.19 2.55
∑

preference 26.93 41.73

why why con 22.67 14.58

why pro 30.93 28.47
∑

why 53.06 43.05

In both systems, the interposed interest ratings were higher when descending the
argument tree than ascending it. We perceive that the users lose interest when they
received enough information on the topic. This indicates that during the argument
exploration, a saturation effect occurs. The findings for both, the menu and the speech
system, show that especially after a preference statement the interest in the current
argument is rated low (menu: 2.02 (SD: 0.87); speech: 1.96 (SD: 0.53)). In contrast,
when users requested more information their interest ratings were very high (menu:
3.75 (SD: 1.01); speech: 3.89 (SD: 0.96)). Thus, we conclude that there is a strong
correlation between information-seeking moves and high interest, as well as between
“preference/level up”- moves and low interest. Thus, the presented argumentative dia-
logue system seems to be able and suited to track the user interest continuously and
influence the latter.

In conclusion, the presented findings show that even though navigational moves
have to be performed, they still play a minor role compared to all performed moves.
It can clearly be seen that the main functionalities of the system which are to explore
arguments and state a preference towards them are used in both modalities. In the menu
system, the ratio of information-seeking moves to preference moves is equal and in the
speech system, the former is twice as high. Still, in both systems, the users show an
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opinion-building process and they both show a shift from a rejecting towards a rather
neutral position towards the Major Claim. Likewise, the influence of the ADS on the
user interest is strongly perceivable with regard to the interposed interest self-ratings. A
significant change in the latter can be perceived in the before/after user interest ratings
which strongly correlates with the general impression of the system.

Furthermore, we perceived that a further improvement of the technical issues, espe-
cially with regard to the ASR is necessary to increase user satisfaction. Since mobility
entails more flexibility, a free exchange with the speech system is more appealing to
users than the predefined responses in the menu system. Still, since a speech interface a
priori will take more time to interact with, it would be reasonable to choose the modal-
ity according to the user’s expectations and motivation. In case they prefer a natural,
mobile chat-like interaction which might take longer but is more interactive and where
they can express themselves freely, the speech-based system would be suitable. In case
they prefer an efficient interaction with as much information as possible during a short
time, the menu-based system would be suitable. In general, a possible solution to both
aspects (technical issues and long interaction time) might be a text-input modality (input
via typing and output on the screen without spoken language), where the users are able
to express their thoughts and requests in their own words but still do not have to deal
with an erroneous ASR and can scan the system’s response quickly and still allow for a
more natural, mobile interaction.

6 Conclusion and Future Work

In this work, we have evaluated the influence of two different I/O modalities on the
users’ interest and opinion in an argumentative dialogue system by conducting a crowd-
sourcing study with 202 participants. We described changes in the user’s exploration
behaviour, in particular, with regard to individual user expectations of a mobile appli-
cation depending on the respective modality.

The self-ratings of the user opinion clearly show a significant influence between
before and after the interaction with the herein presented ADS. Moreover, we showed
that our ADS is able to continuously track and detect the user opinion correctly based
on the introduced preference model. This is underpinned by the fact that the results of
the opinion self-ratings before and after the interaction, fit the findings regarding the
results obtained during the ongoing interaction.

Regarding user interest, it is crucial to differentiate between the before/after ratings
and the ones given during the interaction. Whereas during the interaction significant
changes in the user interest can be perceived, the before/after comparison is mainly
influenced by the general perception of the system. The ratings about the interest in the
interaction indicate a strong relationship between the high interest and information-
seeking moves as well as low interest and preference/level up moves. This points
towards a saturation effect if the user has heard enough arguments on certain aspects of
the topic. Therefore, we could show that the ADS has a strong influence on the user’s
exploration behavior and thus, interest.

In future work, we will incorporate our findings about the relation between user
moves and user interest into an implicit model to detect and use an appropriately trained
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ANN classifier to adapt to the user interest. Furthermore, by implicitly detecting a
potential loss of user interest, the system will be able to proactively suggest new argu-
ments and, e.g., engage the user in hearing additional arguments. By incorporating the
user opinion and preference estimation in the system’s choice of new arguments we
will investigate how users react to arguments that are in line as well as contrary to their
already established opinion. As we aim for a cooperative but unbiased and well-founded
opinion-building process, we will explore approaches like Reinforcement Learning to
establish the optimal strategy which maintains the user’s motivation to talk to the sys-
tem. Finally, we will evaluate the above-mentioned extensions of the system in a broad
crowd-sourcing study and investigate if we can improve user satisfaction and motivation
to engage in an argumentative discussion.

By showing the fundamental functionality of our interest and opinion model and its
consistency with the self-assessment ratings, this work provides important implications
for the design of future mobile (ubiquitous) interactive applications.
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Abstract. In modern student marketing, digitalization and individual-
ization are important key concepts to attract the attention of prospective
students. Different influences both from the perspective of universities as
well as possible applicants create challenges for advertising the opportu-
nities for prospective students.

This paper explores the integration of speech-based conversational
agent as a tool of the General Student Advisory Service (GSAS) for
informing possible applicants about study courses at the Otto-von-
Guericke-University Magdeburg (OVGU).

We present the development of the conversational Assistant “Ask Uni
Magdeburg” that is available both at the Google Assistant and Alexa
Platform. This voice app (VA) supports the student advisors by offering
prospective students the opportunity to explore interests and strengths
and get referred to either the general student guidance from the GSAS
or to study course advisors of the different institutions.

Keywords: Study Course Information · Conversational Assistant

1 Introduction

The student advisors of the GSAS are first line of contact for most prospective
students. The consultations at the GSAS are mostly in person at the university,
at fairs or at local schools. This allows the advisor to address the individual needs
of possible applicants and explore the strengths as well as interests together.

While advisors from the GSAS can give a general overview of the topics
of the course of the university, they often interact with study course advisors
that are part of different institutions and have a deeper knowledge about each
area of specialization. In times of the COVID Pandemic, personal meetings with
the advisors were a restricted resource and other means of a kind of personal
interaction has to be used and established. Traditionally, digital media like web-
site offer applicants a form of self-service. Although these websites can include a
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Salvendy and J. Wei (Eds.): HCII 2023, LNCS 14052, pp. 144–155, 2023.
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vast amount of information, they lack the adaptability to address each individual
users.

We argue that conversational voice agents [3,6] can offer prospective students
a better opportunity to explore the applicant’s interests and strengths in an
individualized dialogue [2,4]. The digital agent can then refer the applicant to
either a more general or a specialized study consultation.

1.1 Perspective of the Applicants

From the perspective of possible applicants, there are more than 400 univer-
sities, universities of applied science, and universities of cooperative education
in Germany, only. These offer approx. 9,000 Bachelor’s degree courses. Thus,
prospective students have a huge number of options to choose from.

In the case, that prospective students already have an idea, overview pages
of various study course information providers are a good starting point. But,
to identify a suitable course of study, it is still necessary to work through the
subsequent information websites of the respective courses of studies of the uni-
versities of interest. If prospective students do not yet have a clear idea about
their study courses, various online-study course self-assessments can be used to
find a suitable course of study.

These tests are available in a variety of designs by using e.g. checkboxes, text
fields, or chatbots. A reputable provider who creates an individual interest pro-
file based on 72 self-assessment questions is the “Studiuminteressentest (SIT)”
of DIE ZEIT Online and the German Rectors’ Conference/Hochschulrektoren-
konferenz (HRK). This type of study information is very complex due to the
large empirical surveys required to match the fields of study to areas of interest.
However, prospective students having a wide range of personal interests barely
receive concrete feedback from such online questionnaires, that sometimes can
even be contradictory [1].

Furthermore, interdisciplinary study courses are hardly representable into
specific interests, as they combine different competencies and needs. Therefore,
it is necessary to get a subsequent study guidance.

For this use case, (prospective students who are still unsure about their
choice of study, strongly interdisciplinary courses, and connection with a study
guidance) the interaction with a conversational voice would be a valuable option.
So far, only a few text-based applications are used at universities, while the
focus of these chatbots is mostly limited to information retrieval, e.g., cafeteria
menus or library information. To get optimal assistance in the selection of study
courses, the GSAS would be the ideal partner. However, the GSAS is not quickly
accessible or available on-site only and can only offer limited appointments.
Therefore, other solutions for self-help are necessary.

1.2 Perspective of the Advisors

To get optimal assistance in the selection of study courses, the GSAS would be
the ideal partner.
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The GSAS usually conducts individual interviews. During these interviews,
the personal interests of the prospective students are assessed and suitable
courses of study at the university are identified. In the first part of the interview,
it is usually determined in which direction (aka clusters) the prospective student
tends (STEM, social sciences, economics, etc.). Rankings of interests can also be
drawn up in the process. In the further course of the interview, specifics of the
individual degree programs are then asked on the basis of the identified clusters;
interdisciplinary degree programs (industrial engineering, sports and technology)
are also specifically included if the prospective students are open to them.

The disadvantage of this solution is that prospective students must either
come to the GSAS, but this is not always possible due to space and time limita-
tions (limited office hours and long travel distances to the university of interest),
or the GSAS has to come to the prospective students. Here, the same problems
arise, as well.

Moreover, many prospective students do not realize that the GSAS is the
ideal contact for them if the exact choice of study program has not yet been
decided, and it is the GSAS’s task to help them exactly in this situation. Fur-
thermore, many prospective students Furthermore, many prospective students
are unsure whether they should talk to the CGC if they have no idea what they
want to study and also feel afraid to talk to the CGC.

However, the emergence and establishment of conversational voice can offer
a good addition in order to enable a first study orientation independent of office
hours and the “fear” of a personal contact.

Chatbot agents have been already introduced in the field of student coun-
selling at various universities, but the here presented one is the first providing a
common speech-based interaction via the widely used voice platforms of Google
and Amazon [9]. Its aim is to engage prospective students in the university and
to provide them with a straightforward first step towards the study guidance.

2 Goals for the Design

Together with experts from the GSAS the following goals for a supporting con-
versational agent were defined:

G-1 Guidance through an initial study counseling with the aim to identify
suitable study courses.

G-2 Give information about study courses and indicate/transmit to contact
persons.

G-3 Answer frequently asked questions (FAQ) about studying at the OVGU.
G-4 Allow GSAS update and adapt the conversational assistant.

3 Design of Dialogue

In order to design a suitable dialogue that on the one hand reflects the GSAS’s
approach as well as possible, but on the other hand can also be mapped well into
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the classic query scheme of voice assistants, a corresponding prototype dialogue
was created with the GSAS. To this end, the general procedure of voice assistants
was first introduced in a design workshop, along with their capabilities and
limitations. In the process, it was first decided to only commit to an initial
consultation with the conversational voice agent. This focuses on identifying
suitable study courses without going into the admission requirements or specific
content.

Furthermore, it was quickly determined that the initial counselling must be
divided into two dialogue parts. One for the query as to which rough interests
(aka clusters) come into question for the prospective student. Then one for the
query about specifics that distinguish the study programs in the cluster well.
Both should be implemented in a quiz-like style. Furthermore, an additional
path to answer general FAQ-like questions was included.

Figure 2 depicts the general dialogue through the conversation as a result of
the first design workshop. This dialog mainly serves two use cases of a course
guidance service: support in choosing a study course (G-1, G-2) and answer-
ing FAQ (G-3), whereas the study course identification is solved by two parts,
the “ClusterQuiz”, which aims to determine one broad study cluster and the
“CourseQuiz”, which aim to identify 1–3 suitable study courses (Fig. 1).

Fig. 1. Dialogue Flow Overview
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3.1 Welcome and FAQ-State

At the beginning of the dialog, the assistant greets the user and asks the users if
they want to explore what they would study at the OVGU. The student coun-
selling is conducted as a quiz-like question and answer system and the prospective
student will be guided through two quiz rounds. Afterwards, relevant information
of the identified study course will be provided.

The FAQ feature (G-3) represents a different use case. Questions about study
regulations and studying at the OVGU in general are answered. To identify topics
of interest, question phrases and their variations are taken from a Whats-App
study consultation, that was established by the marketing department a few
years ago.

In addition, it is possible to directly acquire information using a so-called a
“deep invocation” at the start of the dialog. In that sense, requests like “What
are the application deadlines at the University of Magdeburg?” can be handled
by the system [5].

3.2 ClusterQuiz

The aim of the ClusterQuiz is to identify the broader study clusters. The Otto
von Guericke University distinguishes seven clusters, namely: 1) natural sci-
ences/math, 2) engineering/computer science, 3) economics, 4) human medicine,
5) society/media/education 6) health/sport/psychology 7) teaching program.
Each cluster comprises thematically similar study courses (study courses can be
part of several clusters). The dialog with the conversational voice agent is orga-
nized in a decision-tree manner. Either “Yes/No”-Questions or questions asking
for a distinct option are asked. The decision-tree is depicted in Fig. 2.

At the end of the ClusterQuiz the prospective student is guided into one
cluster, with a maximum of four questions. The idea behind it was that people
interested in studying could take the ClusterQuiz several times without having
to answer numerous questions each time.

The final decision tree has been evaluated with experts from the GSAS in
terms of clarity and comprehensibility. It was then decided that the conversa-
tional agent displays the result of the ClusterQuiz as an intermediate result and
asks the prospective student whether he or she would now like to continue, in
order to narrow down the possible courses of study in the identified cluster.
If the prospective student agrees, the conversational agent continues with the
CourseQuiz.

3.3 CourseQuiz

The aim of the CourseQuiz is to narrow down the suggestions of study courses by
asking for individual preferences of the prospective student. Therefore, Course-
Quiz uses a set of questions, which are evaluated using a scoring method to select
the final suggestion. The questions were generated together with the GSAS and
include essential distinguishing features of the study courses in the corresponding
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Fig. 2. Decision tree for the ClusterQuiz.

cluster. Here, in addition to the courses of study content, later career opportu-
nities are also used.

The answers to the CourseQuiz are evaluated by a scoring mechanism; for
each of the questions, points are distributed to the study programs included in
the cluster and added up at the end. Figure 3 depicts some questions for the
natural sciences/math cluster.

To ease the maintenance of the conversational speech agent in later operation,
both the questions and scores are maintained in a table-like structure. This
makes it possible for CGC staff, even without programming skills, to expand or
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Fig. 3. Scoring table for the CourseQuiz part.

exchange the questions, add new courses of study or even change the scores for
individual answers and courses of study.

As this approach is not indented to result in a single study course having
the highest score, and it is likely that 2–3 study courses have the same score,
the conversational speech agent will always depict the three study programs with
the highest score. After presenting the results, the prospective student can either
visit the information of one of these results, by going to the university website
(either manually or using the short links provided when using the conversational
speech agent via mobile phone) or restart the ClusterQuiz to see how certain
preferences affect the selected courses of study.

To ensure that prospective students do not lose interest in doing exploratory
work here, the questions per cluster are limited to a maximum of 10 questions.
However, this requires considerable effort, especially in the development of suit-
able questions that represent the different courses well. It is therefore recom-
mended that the respective advisors are also involved in this process, as they
usually know the individual courses better.

The course Information and the cluster information include contact details
to either the specialized study course advisors or to the general study advisors.
This information can be displayed on screen or sent by mail.

4 Implementation

A wide range of solutions exists, that offer chatbot or speech assistant tech-
nologies [6]. Common voice assistant platforms like Amazon Alexa and Google
Assistant allow developing so-called actions or skills using their ecosystem [9].
Dialogow (DF)1 offers Natural Language Understanding (NLU) capabilities to
Google Assistant Actions. The Alexa Skill Kit (ASK) [5] does the same for Alexa
Skills.

For the implementation of our conversational assistant, we use the Jovo
framework2, which serves as a wrapper to unify the communication with DF and
ASK. The integration of DF3 further enables us to add multiple chat platforms

1 https://dialogflow.com/.
2 https://www.jovo.tech/docs/.
3 https://cloud.google.com/dialogflow/docs/integrations.

https://dialogflow.com/
https://www.jovo.tech/docs/
https://cloud.google.com/dialogflow/docs/integrations
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Fig. 4. Architecture Overview

like Facebook Messenger, Slack, or Telegram at a later stage. Figure 4 depicts an
overview of the conversational assistants’ architecture and the relation between
each component.

Jovo also unifies the definition of the Language Model (LM)4 of our voice
user interface (VUI) for both DF and ASK. Both platforms define the VUI
with intents. Intents define different actions or intentions a user could express
towards the assistant. “YesIntent” and “faq-ApplicationDeadline” are exemplary
intents defined in the LM of our assistant. Some intents can include parameters
called slots. They refer to a mutable aspect in an expression. “I am interested
in {course}”, for example, defines an intent, that contains a slot variable called
course. The type of course will then include variables such as Mathematics,
European Studies, or Electrical Engineering and Information Technology.

Choosing proper training utterances for the intents and slot values is an
important and challenging task during the development of VUIs applications, as
it depends on multiple aspects like the domain knowledge of the user, his/her
preferred language style, and the overall quality of the trained NLU component.
Given an LM the NLU components like ASK or DF can then perform the NLU
task, which can be understood as a mapping of the spoken text to structured
data allowing the identification of the meaning of the text.

The user can at any time in the dialog express any of the defined intents. To
guide the user through the dialog, it is important, that the assistant takes the
initiative and suggests possible answers. For each state of Fig. 2 a set of accepted
intents exists that triggers a transition to the next state, every other intent will

4 https://www.jovo.tech/docs/model.

https://www.jovo.tech/docs/model
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trigger a helpful response. The QuizStates will use the current loaded question
to decide a transition to a subsequent question or the final result. The result is
then presented via the InformState.

4.1 Adaptability

At some point, after the assistant went online, changes to the content will be
necessary. This might be due to the addition of new study courses, updates to
the answers of the FAQ section, or tweaks to the quiz contents (G-4).

The incorporation of these changes should be possible for non-programmers,
like employees of the GSAS or the marketing department. To achieve this,
the Google Sheets content management system (CMS) integration of the Jovo
Framework is used. It allows accessing information in a dedicated Google Sheet
at run time. In our application, the Google Sheet contains:

– the decision tree of the introductory quiz,
– the questions of the course quiz and their respective scores,
– the information about study programs,
– the answers to the FAQs, and
– the texts of general reprompts.

All of this information can be edited at any time by an authorized person.

4.2 System Output

The feedback to the users is an important aspect of the application, as the output
should provide the information the users are looking for in an appropriate format.
Information on clusters and study courses are provided as so-called “cards” onto
the mobile phone of the user. A card is a text output that is supported by an
image or a hyperlink. The text of the card briefly summarizes the main aspect of
a cluster or study course. The hyperlink, which in our case usually leads to the
relevant pages of the university website, is intended to allow the user to retain
the gained information and to obtain further assistance. In Fig. 5 an example of
such a card is given.

The answers to the FAQs are uttered and, if supported by the device, shown
as written text. If services beyond the scope of our conversational assistant are
required, it refers to relevant websites or the university’s GSAS.

Thus, our application is not intended to replace the student counseling, but
rather to serve as an introduction and to get into contact with prospective stu-
dents.

5 First Results

The challenges for universities in student recruiting and counseling have con-
tinuously grown in recent years. A stagnating number of high school graduates
increases the competitive pressure among universities. In addition to “classical”
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Fig. 5. Example card of the Google Assistant with link on a mobile phone

ways of reaching prospective students, such as school visits, fairs, study infor-
mation days, or internships, especially online marketing becomes increasingly
important. The OVGU continues this strategy with the development of a con-
versational assistant. The GSAS, the marketing department, and the Mobile
Dialogue Systems Group are working in cooperation on an implementation pre-
sented in this paper. Our assistant offers an uncomplicated first step into the
study guidance and provides an initial orientation. Evaluation and validation
using larger test groups are still pending and have yet to show the accessibility
and adequacy of the system.

The digital course guidance is not intended to replace an individual consul-
tation at the GSAS, but to form a bond between the university and potential
students.

6 Conclusion

The challenges for universities in student recruiting and counseling have con-
tinuously grown in recent years. A stagnating number of high school graduates
increases the competitive pressure among universities. In addition to “classical”
ways of reaching prospective students, such as school visits, fairs, study infor-
mation days, or internships, especially online marketing becomes increasingly
important. The OVGU continues this strategy with the development of a con-
versational assistant. The GSAS, the marketing department, and the Mobile
Dialogue Systems Group are working in cooperation on an implementation pre-
sented in this paper. The implementation uses the abstraction provided by the
Jovo framework to be accessible for users via multiple conversational platforms
without losing platform-specific features. Our assistant offers prospective stu-
dents an uncomplicated first step into the study guidance through a little quiz
and provides an initial orientation. Evaluation and validation using larger test
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groups are still pending and have yet to show the accessibility and adequacy of
the provided functionality and content.

The digital course guidance is not intended to replace an individual consul-
tation at the GSAS, but to form a bond between the university and potential
students. Particularly, engaging high school graduates’ attention and forwarding
them to the universities wide range of courses are important for a successful
student marketing. In addition, answering frequently asked questions through a
conversational assistant is another way for the GSAS to offer information. The
provided content can be edited by the marketing department and the GSAS
themselves through a specific Google Sheet without the need for assistance.

At the moment, we have refrained from collecting further personal data on
prospective students, such as school performance or interests. Although, this
information enables a deeper understanding of the prospective student and may
improve the counselling, the incorporation of these personal information endan-
gers data misuse [7]. If this personal data is important for an improved coun-
selling, further means need to be included, see [8] for initial discussions on that
issue.

In the end, the proposed conversational assistant is an example of the inno-
vative power and creativity of the Otto-von-Guericke-University Magdeburg.

Acknowledgements. We thank P. Niehoff and A. Knirbs from the GSAS for their
support and consulting.
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Abstract. In recent years, a growing importance of voice assistants
can be observed. Looking more closely at the use of voice assistants,
it becomes clear that everyday users of voice assistants are still in the
minority, at least in Germany. Previous empirical studies have already
found a correlation between the use of voice assistants and the trust
in these technologies, as well as concerns about data security. However,
there is so far little evidence on whether there are correlations between
individual user characteristics and both perceived trust and security con-
cerns. Furthermore, it is also unclear to what extent these user charac-
teristics are generally related to use or non-use. In this paper, the design
of a study is presented that surveyed various user characteristics such as
technical experience, Big Five personality, willingness to use and experi-
ence in dealing with digital technologies, but also the trust in voice assis-
tants, concerns about data security and the actual use of voice assistants
within the framework of an online survey. After evaluating the results,
attitudes of non-users towards voice assistants will be investigated in a
second qualitative survey. The insights gained from these surveys could
promote the acceptance of voice assistants and especially the introduc-
tion of anonymisation methods.

Keywords: Voice Assistants · Trust · Privacy Concerns · Big-Five
Personality · Technology Commitment

1 Introduction

In recent years, voice assistants have become part of our everyday lives. Espe-
cially commercial voice assistants have rapidly gained a growing user base
[12,13,20] and became one of the mainstay products for private household use.
One reason for this development seems to be the naturalness and simplicity of
communication without using additional external periphery. But since they are
entering sensitive areas, socio ethical aspects of their use are becoming more
relevant.
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Although voice assistants are becoming more popular in daily use, many peo-
ple are concerned about the privacy of their user input data (speech data) which
is stored and processed on a cloud platform. The skepticism about the potential
misuse of sensitive and private user speech data for unauthorized purposes is hin-
dering the adoption of voice assistants in public and healthcare interactions [31].
Therefore, anonymization of users’ speech during speech-based interaction with
these systems is becoming essential and appropriate anonymization techniques
are continuously being developed and optimized, e.g., [21,26,29]. For example,
the authors of [29] differentiate between noise addition, speech transformation,
voice conversion, speech synthesis, and adversarial learning. In [21] presented an
x-vector based anonymization using autoencoders for voice conversation. The
authors of [26] present a fast speech-filter based anonymization technique that
does not require an additional training phase.

Despite the increasing availability of speech-based technology, there is still
a substantial number of people who use these technologies only to a limited
extent or even not at all. The reason why some people do not use speech-based
technologies while others do, is still not well clarified. Therefore, many studies
simply differentiate between users and so-called “non-users” (e.g., [27]). Fur-
thermore, a study from 2019 showed that the proportion of non-users of voice
assistants increased rapidly over the 2-year period in Germany. The study could
further trace back the non-usage to privacy concerns [28]. In order to uncover
the reasons for the use and especially the non-use, it is essential to examine the
users and, in particular, the non-users. So far, conducted research focussing on
attitudes towards the use of voice assistants mostly mentioned a lack of trust
in voice assistants or in the companies behind these technologies. However, to
the best of our knowledge, a deeper understanding on how users and non-users
assess and justify their mistrust, what they think about the possibility of speaker
anonymization, and what may influence their attitudes and user behavior, has
not been gained so far.

In 2019, one study achieving relatively high visibility was commissioned by
Microsoft [19]. Based on the results, numerous researchers argue about the bene-
fits of automated speaker anonymization. Undoubtedly, this study provides use-
ful information, especially regarding the use of voice assistants: Summarizing,
[19] indicates that individuals are quite critical about voice assistants. How-
ever, central aspects have not been considered, e.g., like potential connections
between users’ attitudes and actual behaviors as well as possible factors that
influence users’ attitudes, or at least have a moderating effect. In line with this
argumentation, other studies conclude that non-use is a result of a lack of trust
and or privacy/data security concerns [6,9,30]. A recent survey by Bitkom on
the reasons for rejecting voice assistants in Germany stated that the main rea-
sons mentioned by the participants were concerns about data security [4]. In
this study, 59% of the participants said they were concerned about their data,
53% were afraid that a third party could eavesdrop on them and 35% did not
want background-speech from their home to be transmitted over the internet.
However, the survey also showed that there is a general willingness to use voice
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assistants. Only 22% of the participants did not want to control their devices by
voice. However, the mere numbers do not allow a differentiated view on why some
participants are concerned about their data and others are not. Durable findings
on user perspectives and trust in voice assistants show that perceived usefulness
and perceived competence have a positive impact on trust and attitudes towards
voice assistants [22]. In addition, it was determined that privacy had a negative
impact on attitudes, but not on trust towards voice assistants [22].

It is still unclear which factors – besides the perceived usefulness of the
Technology Acceptance Model (TAM) – are related to trust and privacy con-
cerns regarding voice assistants. In the last years, it could be observed how the
companies behind the products can have influence on how trustworthy they are
perceived to be. This applies to voice assistants as well as information tech-
nologies and web applications in general. As an example, consider the 2018
Facebook scandal, in which the data analytics company Cambridge Analytica
was able to obtain personal data of up to 87 million users [7]. Events like this
severely test the trust of users. Some studies examine how organizations deal
with situations like these and how remorse leads to restoring trust [2]. Even if
companies play a major role in user’s perception of them, in the end it is still
the individual user her-/hisself deciding to trust or mistrust whether individuals
trust them or not and this decision may be connected to the user’s personality.
Considering, for example, trust in automation processes of information tech-
nologies in general [8] or general trust towards robotics or artificial intelligence
[18]. The focus in that sense is on personality characteristics. Studies in these
research areas report about correlations between Big-Five dimensions, the dom-
inating theory in personality psychology, and trust in technologies. Especially
the dimensions of conscientiousness, extroversion, and neuroticism seem to be
related to trust. However, other research does also report a connection between
the Big Five dimensions and the use of technology in general. For example, the
authors of [1] investigated the Big Five dimension in terms of their influence on
the use of quite different technologies. However, the interaction between the use
of voice assistants, trust, and personality traits has not been investigated so far.
Therefore, in the presented study will not only examine the influence of the Big
Five personality dimensions, but will also investigate the influence of technology
commitment [17] on the use of voice assistants. Technology commitment is a
construct based on a personality psychological approach.

For the sake of completeness, it is necessary to mention that in literature
correlations between trust, the use of voice assistants as well as specific other
factors are at least discussed. These correlations are, among others, the gender of
the synthesized voice [11] and the match between the voice assistant’s appearance
and personality characteristics of the user [24].

The aim of this study is to increase the understanding of individual reasons
for the use and non-use of voice-assisted technologies by surveying users and non-
users and whether anonymization of user’s information and speech input helps
to reduce restraints towards voice assistants. The paper is structured as follows:
In Sect. 2, the procedure of the data collection, recruitment, and survey design
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are presented. Section 3 presents recruitment results, especially the description of
the sample. Afterwards, Sect. 4 gives a final summary and an outlook regarding
the data analysis of the survey data.

2 Methods

The study provides a two-fold data collection. In the first step, connections
between attitudes toward voice assistants and technology commitment (tech-
nology acceptance, competence, and control beliefs), the individual personality
profile, and actual usage or non-usage are examined. Therefore, data is collected
using a questionnaire-based online survey. The second step examines the non-
users regarding their reasons for not using voice assistants. Furthermore, whether
anonymization, and in particular the anonymization of the voice, contributes to
reducing possible restraints towards voice assistants.

The research design of the study follows a mixed-method approach, using
quantitative as well as qualitative methods. In the first, purely quantitative
research phase, the aim is to examine correlations between various user variables
and the use or non-use of voice assistants. The results of the first part of the
survey are required in order to proceed with the second part.

In the second, more qualitatively oriented phase, the aim is to gain a more
detailed understanding of individual motivations for not using voice assistants. It
is intended to offer respondents the opportunity to present individual reasons for
non-use and ideas about possible changes in their attitudes and usage behavior
if they are assured of voice anonymization. Usually, this kind of information is
gathered by using a guideline based interview. Due to availability of subjects,
we decided, however, to conduct a written survey with open response questions.
The selection of the sample for the second part of the survey is done with the
help of a qualitative sampling plan [10]. Qualitative content analysis [15] is used
to analyze the open self-reports.

This paper only describes the first part of the survey in detail.

2.1 Recruitment

In the first part of the survey, a heterogeneous sample with regard to age (age
groups of 18 to 25, 26 to 35, 36 to 45, 46 to 55, 56 to 65 and over 66) and
gender was aimed at. Besides, information about the level of education, details
on technology use and experience with modern information and communication
technologies are collected. The target number of individuals per age group is
100 to 200 in total. Recruitment was done by students of the study programs
Human-Technology Interaction and Rehabilitation Psychology at the University
of Applied Sciences Magdeburg-Stendal and via different mailing lists of the
involved researchers. The students were instructed to use the so-called snowball
method. Following this method, the students inform other students, friends and
family members about the survey and request others to do so as well. The first
part of this data survey was conducted from Jan. 16 to Jan. 29, 2023.
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2.2 Survey and Evaluation Methods

The survey was conducted using the SoSci survey hosted at the Otto von Guer-
icke University, Magdeburg [14]. This procedure guarantees end-to-end SSL
encryption and secure data storage. The servers are located in a certified and
secured data center in Germany, and the General Data Protection Regulation
(GDPR) is taken into account during the survey. The Ethics Committee of the
Department of Applied Human Sciences at Magdeburg University of Applied
Sciences endorsed the first step of the study (to date, the second step is in evalu-
ation). Before taking part, subjects gave their consent after they were informed
about the objectives of the study, the voluntariness of their participation, their
right of revocation, and about their rights according to the GDPR. They were
furthermore asked for permission to contact them regarding a possible partici-
pation in the second part of the survey.

2.3 Survey Content

The 57-item survey included questions on sociodemographic variables, the cur-
rent use of technology, and the perceived hedonic and utilitarian benefits [16]
of voice assistants. Furthermore, questions about trust regarding voice assis-
tants [19,22] and general privacy concerns [16,19] were asked. The Big-Five
personality dimensions were assessed by using a brief version of the Big-Five
Inventory (BFI-K) [23] and the technology commitment was assessed by using
the Brief Measure of Technology Commitment [17]. A complete overview of the
survey content is depicted in Table 1. The choice of short questionnaire versions
should minimize the risk of premature termination of the survey.

The survey items were spread across a total of seven categories. To ensure a
clear delineation, each section (see Table 1) was presented on a separate page.

Short Version of the Big-Five Inventory (BFI-K). The five factors of per-
sonality (extraversion, agreeableness, conscientiousness, neuroticism, and open-
ness to experience) are assessed using the 21 Item short version of the Big Five
Inventory [23]. The subjects are confronted with 21 statements and have to
decide what applies to them personally. The response is given on a 5-point Lik-
ert scale from “very incorrect” to “very correct”. To illustrate, an exemplifying
item for the scale Extraversion is: “I am rather reserved, reserved” [23, p. 206].
The reliability of the BFI-K scales can be considered as acceptable to good
(Cronbach’s alpha = .64 to .86) and there is evidence for criterion-related valid-
ity.

In particular, for the Big Five personality dimensions there is a wide vari-
ety of well-established instruments with excellent test quality factors like the
NEO-FFI [5]. However, this questionnaire contains 60 items, and would have
almost doubled the survey completion time. Therefore, besides the construct
validity and further test quality criteria, a great value was set on economy when
selecting the questionnaires. This should decrease the probability for premature
termination of the survey.
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Table 1. Overview of the contents of the survey
Section # Items Content

Sociodemographic
Variables

5 age, gender, education degree, current
employment, place of residence

–

Big-Five
Personality

21 Short version of the Big-Five Inventory
(BFI-K)

[23]

Technology
Commitment

12 Brief Measure of Technology Commitment [17]

Technology
Usage

6 computer usage per week, smartphone usage
per week, use of static voice assistants (e.g.,
Amazon Alexa), frequency of static voice
assistant use, use of smartphone based voice,
assistants (e.g., Amazon Alexa), frequency of
smartphone based voice assistant use

–

Hedonic and
Utilitarian
Benefits of Voice
Assistants

5 Hedonic Benefits (enjoyment, entertainment
value, fun in accomplishing tasks) Utilitarian
Benefits (convenience in organizing time,
facilitation of tasks)

[16]

Trust 3 truthfulness of statements, trustworthiness,
trust in developing companies

[19,22]

Privacy concerns 5 doubts about confidentiality, concerns about
doing business using voice assistants, concerns
regarding storage of personal data, concerns
regarding storage of the amount of
information, unwillingness to share personal
information

[19,22]

Technology Commitment. The construct of technology readiness comprises
three different aspects in dealing with technology (technology acceptance, tech-
nology competence belief, and technology control beliefs), which are assessed
by using 12 items [17]. Similar to BFI-K, subjects have to decide which state-
ment applies to them personally. The response is also given on a 5-point Likert
scale from “not true at all” to “completely true”. An exemplifying item from
the acceptance scale is: “Regarding new technical developments, I am very curi-
ous.” [17, p. 90]. Reliability can be considered as good (Cronbach’s alpha = .74
to .84) and evidence for construct validity is given.

3 Initial Results Regarding the Participant Sample

A total of 765 people took part in the first part of the survey and 75.9% (581 of
the 765) completed the survey. 72 subjects dropped out when they were asked for
socio demographic information. Another 46 subjects dropped out while answer-
ing the questions on the Big Five personality dimensions, and 38 subjects while
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answering questions on Technology Commitment. Lastly, the remaining 29 sub-
jects dropped out during the last four sections. Of course, it is not possible
to figure out whether the persons dropped out on their own or if there were
technical problems, e.g., regarding the Internet connection.

Table 2 shows that the intended equal representation of the defined age groups
could not be achieved:The age group “18 to 25” is clearly over-represented and
the age groups “56 to 65” and “66 to 75” are clearly underrepresented. Not sur-
prising, the average age of the participants (M = 34.5 years) is relatively young. In
terms of gender distribution, the majority is female (55.6%, n = 323) and 43.5%
(n = 253) is male while the remaining 0.7% (N = 4) reported to be diverse. There
is also a clear bias in terms of education: 75.4% of the participants (n = 438) had
a higher level of education, such as a secondary school-leaving or a university
degree. Just 23.6% of the subjects reported to have a lower level of education.
And only 1% of the participants (n = 6) reported that they did not have any
educational qualifications or did not give detailed information about their qual-
ification.

Table 2. Age distribution of participants
N Percent

18 to 25 270 46.5

26 to 35 98 16.9

36 to 45 69 11.9

46 to 55 66 11.4

56 to 65 43 7.4

66 to 75 29 5.0

Missing 6 1.4

Total 591 100.0

Regarding the actual use of static and smartphone based voice assistants, a
clear trend can be observed: The minority of the participants use voice assistants.
Just 23.9% (n = 139) use a static voice assistant like Amazon’s Alexa (Table 3).
The number of individuals using smartphone-based voice assistants (Table 4) is
slightly higher with 30.3% (n = 176), but users are clearly in the minority here
as well.

4 Discussion

The presented data is part of a first step of a study regarding reasons for people
to restrain from using voice assistants. Of course, non-use is not a kind of flaw,
however, a deeper understanding of it may help in optimizing voice assisted ser-
vices and applications. This first step of the study accomplishes the basis for
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Table 3. Overview over the use of a static voice assistant (e.g., Amazon Alexa)

N Percent

Do not own and do not use static voice assistant 389 67.0

Own a static voice assistant but do not use this 37 6.4

Do not own a static voice assistant, but consider purchasing one 16 2.8

Use a static voice assistant 139 23.9

Total 581 100.0

Table 4. Overview over the use of a smart-phone based voice assistant (e.g.,
Apple Siri).

N Percent

Do not own and do not use smart-phone based voice
assistant

150 25.8

Own a smart-phone based voice assistant but do not use
this

254 43.7

Do not own a smart-phone based voice assistant, but
consider purchasing one

1 0.2

Use a smart-phone based voice assistant 176 30.3

Total 581 100.0

this exploration by differentiating users and non-users regarding particular user
characteristics. According to recently published studies, constructs like trust or
data security concerns, which were shown to be relevant in non-using voice assis-
tants [6,9,22,30], are taken into account. Furthermore, correlations between the
using behavior, trust in voice assistant technologies, experiences in using mod-
ern systems, personality dimensions as well as technology commitment, will be
explored in the following step of data analysis. In the presented survey, 23.9%
of the participants reported to not use “static” and 30.3% to not use smart-
phone based voice assistants. These reports are comparable to a recent study,
in which users made up the minority, too (47% [3]). It has to be underlined,
that the equal distribution of age groups aimed at could not be reached. This
bias can be attributed to the fact that 90% of all people recruiting participants
for the study were aged under 25 years and consequently invited people in their
age to participate. Of course, this age bias may influence the number of those
participants using voice assistants, because younger people are more likely to
use modern technical devices than older ones [25].

As mentioned at the beginning, speaker anonymization is becoming increas-
ingly important on the developer side. In contrast, little is known regarding
actual resentments toward voice assistants and the characteristics of the non-
users. The findings enable an individual approach to the fears and obstacles
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of non-users and, if necessary, to reduce these with the help of appropriate
anonymization methods. The second step of this study will then reveal further
insights into the individual reasons of not-using voice assistants and possible
arguments to reconsider this non-use, especially regarding different methods of
anonymization.
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Abstract. Voice user interfaces (VUI) come in various forms of software
or hardware, are controlled by voice, and can help the user in their daily
life. Despite VUIs being readily available on smartphones, they have
a low adoption rate. This can be attributed to challenges such as the
misunderstanding of voice commands as well as privacy and data security
concerns. Still, there are intensive VUI users, but they also raise concerns
that may be independent of culture. Hence, we will discuss in our paper
the various areas that should be considered when developing VUIs to
increase user acceptance and foster a positive user experience (UX). We
propose exploring the context of use and UX aspects to understand users’
needs while using VUIs. All of our suggestions can help VUI developers
to design better VUIs.

Keywords: Voice User Interfaces · Voice Assistants · Design ·
Evaluation · User Experience

1 Introduction

When talking about voice user interfaces (VUI) [13], voice assistants [27], or
smart personal assistants [41], we consider the so-called general-purpose assis-
tants that belong to the adaptive voice/vision assistants [41]. Popular examples
include Amazon’s Alexa, Apple’s Siri, and Google Assistant. The different terms
have, to some degree, different meanings; however, for simplicity, we will use the
term VUI because all voice-controlled systems include a VUI, whether they are
software systems (e.g., Dragon speech recognition software) or hardware devices
(e.g., smart speakers such as the Apple HomePod).

VUIs are becoming increasingly popular as a way for users to interact with
technology through voice commands. As more and more devices are equipped
with voice recognition technology, the importance of designing effective VUIs
becomes increasingly clear. Positive VUI design can improve user experience
(UX) and make the technology more accessible to a wider range of people.
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VUIs have developed into a leading-edge technology with a wide range of
applications in corporate and consumer sectors. Such areas include, e.g., health-
care, the automotive industry, voice commerce, and customer service [91]. Chat-
GPT, which was recently released by OpenAI [63], will improve VUIs in terms
of natural speaking commands and communication as well as answer accuracy.

Although users like to use the comfort functions of VUIs (switching lights on
with voice commands instead of going to the light switch), the adoption rate is
low. This is often due to data security and privacy concerns [88], but it is also
due to VUIs’ frequent failure to understand voice commands. UX quality mea-
surement, which is central to the human-centered design (HCD) process [29], can
also be a valuable tool for VUI improvement, especially regarding the low adop-
tion rate [38]. We must address users’ concerns with acceptance by design [72]
to overcome these barriers.

In this paper, we will cover the key principles of VUI design and evaluation
to offer practical tips and best practices for creating better VUIs. Whether you
are a designer, developer, or product manager, this guide will provide valuable
insights into designing VUIs that are intuitive, user-friendly, and functional.
VUI design plays a critical role in the success of voice-based technology. Thus,
we hope the design increases the acceptance of future VUIs.

The rest of this paper is structured as follows: In Sect. 2, we briefly explain
what VUIs are and what the HCD process is. We then provide an overview of
current guidelines for VUI design in Sect. 3. We go on to detail what we currently
know about VUI users (Sect. 4) to understand the current challenges (Sect. 5).
We then describe our proposal for how to design and evaluate VUIs in Sect. 6.
Finally, the paper concludes with a few closing remarks in Sect. 7.

2 Background

In this section, we define VUIs using a commonly accepted and succinct defi-
nition. We then provide a brief overview of the human-centered design (HCD)
process and its interrelated activities [29].

2.1 VUI Definition

Voice user interfaces (VUI), also called voice assistants or speech-based tech-
nology, come in various systems or devices controlled by voice but can also
provide voice/vision assistance [41]. We refer to software, devices, and systems
that include a VUI based on the following definition:

“A voice user interface (or VUI) is what a person interacts with when
communicating with a spoken language application” [13].

VUI system designations used in existing literature vary greatly (e.g., voice
assistants [27], AI-based digital voice assistants [19], voice-activated personal
assistants [52], smart personal assistants [40], intelligent personal assistants [50],
conversational assistants [4], and voice-based conversational agents [10], as well
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as voice-based or personal digital assistants [55]). However, they mainly refer to
systems such as Amazon’s Alexa, Apple’s Siri, Google Assistant, and Microsoft’s
Cortana. Another kind of VUI system is, e.g., the speech recognition software
Dragon, which is a well-known VUI alternative to the keyboard for persons with
disabilities [70]. We use VUIs as a synonym for all of these VUI systems in the
rest of this paper.

The collective components of VUIs are referred to as a service or device [88].
VUIs come equipped with various integrated functions, such as web search or
online shopping. Additional capabilities, known as skills for Alexa or actions
for Google Assistant, can also be added. We will use skills as a synonym for
these additional capabilities in the rest of this paper. These skills can serve
various purposes (e.g., entertainment, smart home) and are often provided by
third parties. In addition, there are end-user environments that allow the use of
preferred online web services through voice applications [77].

2.2 Human-Centered Design Process

The human-centered design (HCD) process is used to design solutions that fulfill
users’ requirements, thereby providing a positive user experience (UX) when
interacting with the product [29]. The HCD provides general elements to design
interactive systems within an iterative process. UX is the holistic consequence
of the user’s interaction within the context of use (i.e., before, during, and after
product use). The context of use includes all details about the user’s interaction
with the product [16].

Fig. 1. HCD activities in the development process, based on [29].
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The HCD process includes four elements (see Fig. 1) that should be applied
during the development process: (1) “specifying the context of use” (e.g., apply-
ing personas), (2) “specifying the user requirements” (e.g., identifying user’s
needs), (3) “producing design solutions” (e.g., developing prototypes), and (4)
“evaluating the design” (e.g., measuring UX quality) [29]. The user’s interaction
occurs within the context of use and results in UX being influenced by three
components: the user, the system, and the context of use [23].

Although the HCD was developed with graphical user interfaces (GUIs) in
mind, it can also be used to design VUIs. After we have described other proposals
for how to design VUIs, we will use the HCD process and its steps to explain
current challenges and solutions regarding VUI design.

3 Related Work

VUI design has been explored in the field. Cohen proposed a design process
based on six VUI design principles in 2004 [13]. The main application of a VUI
for his process was an automatic voice-answering telephone service. Since then,
significant advancements have been made in VUI technology.

When proposing VUI design processes, researchers often focus on the dif-
ferences between GUIs and VUIs and how to turn a GUI designer into a VUI
developer. Using GUI heuristics as a starting point to develop VUI heuristics
may enable GUI designers to easily transition into VUI development [57,58].

More recently, principles of conversational experiences have been proposed
as a holistic guide for VUI design, with several methodologies and application
scenarios [66]. We also want to offer a holistic view of VUI design that is based
on the HCD process and updated with the latest findings regarding relevant UX
aspects, evaluation methodology, and the context of use.

4 What Do We Know About Current VUI Users?

VUIs are widely available, as they have been increasingly integrated into every-
day life via smart devices (e.g., the internet of things, smartphones, tablets,
personal computers, smart speakers, and smart home applications [85]). How-
ever, there is a high degree of skepticism about their use [34,88].

An intercultural study compared the VUI usage patterns, contexts of use,
concerns, and improvement proposals of concrete user groups from Germany
and Spain [38]. The research protocol provides more information if needed [39].
Despite cultural differences between the two, the study revealed similar trends
and difficulties regarding speech intelligibility, correct command execution, data
security, and privacy. The study revealed that about 61% of each concrete user
group from Germany and Spain are intensive users. These users apply VUIs
in contexts of use such as at home and on the road for typical use cases (e.g.,
selection of media and voice transmission). The current priority in terms of VUI
enhancement is improving speech recognition (e.g., when users speak too fast or
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unclearly). Privacy is another essential improvement aspect because more than
a third of Spanish and German users mentioned fear of monitoring [38].

Regarding intensive users, it has been shown that the frequency of use per
day is between 76% [34,38] and 80% [43]. The research protocols provide more
information if needed [35,39,44].

In Germany, a study from 2019 found that 30% of VUI users use their VUI
intensively, with 11% using it daily and 19% using it several times a week [84].
We can break down the usage further into several hours a day (see Fig. 2). This
is important to know when designing VUIs, as the distribution of frequency of
use probably depends on the usage scenarios, meaning the task and context of
the user. For example, regularly using Alexa to set a timer is a typical usage
scenario that only requires a few seconds. Still, it may be done several times
a day (e.g., for cooking). However, if one uses a VUI (e.g., Dragon) to dictate
emails or complete work tasks, the duration of use is much longer, sometimes
hours. Hence, the frequency of use depends not only on the VUI system but also
on the context of use.

Fig. 2. Frequency of use (N = 52) [43].

Regarding VUI use of internet users, some European countries (e.g., Denmark
and Germany) lag far behind others (e.g., Spain and Italy); globally, Europe
ranks after the United States and Asian countries (e.g., China and India) [88].
A population-representative survey in 2019 revealed that 29% of American con-
sumers prefer chatbots for quick questions to solve customer service problems
instead of, e.g., phone (40%) or email (20%) [9]. An American consumer report
from 2022 reveals a VUI adoption rate saturation of 50–60% for the American
population. VUI use by American adults is expected to stagnate until new or
improved attractive voice applications are released [30]. However, the technology
of how we can interact with a system through voice has advanced greatly in recent
years. That is also why every person with a smartphone has access to a VUI.

VUI use for social interaction has received little research interest and is neg-
atively impacted by environmental factors that reduce VUI functionality (e.g.,
background noise of other people in the same place [68] or poor internet connection
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[71]). There is a demand for improvement in multi-party conversation with VUIs
because VUI interaction has thus far been distinctly different from human-to-
human conversation [69]. This could change with the release of the large language
model ChatGPT from the company OpenAI [63], as the technology is marked by
its immensely improved natural speaking and conversation abilities.

Recently, the UX aspects of VUIs have been explored using qualitative (N =
10) and quantitative (N = 52) data from intensive VUI users [43]. The two UX
aspects most mentioned by users are comprehension (i.e., correct understanding
even when one does not speak clearly) and error-free (i.e., no faults in operating
and answering). The categorization of the 32 identified UX aspects, according to
Kano, narrows down the relevance of the individual UX aspects for VUIs more
precisely (e.g., 19 UX aspects are distinct and relevant for VUI users) [46]. The
research protocols provides more information on the VUI UX aspects if needed
[44,45].

It seems that many intensive VUI users have impairments, e.g., visual impair-
ment [43]. This may also have an influence on the main usage scenarios, as peo-
ple with impairments report that VUIs make their daily lives easier. In contrast,
intensive users with no impairments use VUIs for comfort or convenience rather
than necessity. The motivations for the two are different: for example, a person
with an impairment may use the VUI to dictate an email because writing it,
would take a long time or may not even be possible at all without the VUI.
On the other hand, a person without an impairment may use a VUI out of
convenience to navigate while driving because they do not want to stop the car.

The VUI family usage reveals that the user group children playfully interact
with VUIs (e.g., nonsense questions for fun) while the parents make mainly goal
orientated inquiries. There are content-related differences between parents (e.g.,
weather report request) and children (e.g., audio games) [31].

When designing VUIs, the duration of use, usage scenarios, and contexts of
use must be addressed to foster a positive UX.

5 Current Challenges: Why Do We Not Have More VUI
Users?

Despite the great popularity and growing adoption of automated technology,
there are underlying usage concerns and little insight into user motivational fac-
tors, which leads to a limited consideration of user preferences [19]. Therefore,
research on human-computer interaction (HCI) regarding AI-based voice tech-
nology is necessary because, e.g., VUIs are not trusted much for service problem-
solving; people prefer to interact with service employees instead of VUIs [19].

There are many examples of barriers that present when interacting with
VUIs, which could lead to harmful or decreased interaction [14,38,72,88].

As we pointed out previously, VUIs are available to every smartphone owner,
yet the adoption rate remains very low in some countries (e.g., Spain and Germany
[38]). This seems to be due to various reasons we address in the following.
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5.1 Context Sensitivity

The example shown in Fig. 3 illustrates the challenges users face when interacting
with VUIs, which could result in less interaction [34]. In this case, Siri lost the
conversational context after the first answer, resulting in an inaccurate answer
to the follow-up question (i.e., negative UX). Context-sensitive interaction is a
necessary VUI quality feature [41,88].

Fig. 3. VUI interaction example with a follow-up question

Follow-up questions aside, there are many other situations in which the VUI
should be aware of the context. Imagine a person sitting on a train, using a VUI,
and the VUI audibly confirms their credit card security code. This is just one
example of sensitive information that should not be shared in public. However,
there are other usage scenarios in which people might not want to share what
they are doing with others. This presents a problem, as VUIs’ auditory feedback
is mainly through speakers (although there are VUIs with visual feedback). In
addition, users are concerned not only about potential eavesdroppers in their
surroundings but also about the company that provides the VUI. Users worry
that VUIs are listening 24/7 and will eavesdrop on private conversations [51].

Depending on the context of the task, goal, or environment, users may not
be willing to share personal information (e.g., bank details).

5.2 User Needs

The VUI should be able to adapt to the user’s abilities and needs. This can
be due to a variety of reasons. For example, children who are not able to read
yet may want to use VUIs for fun or queries, but at the same time, parents are
concerned about what information children can access. Talking to VUIs as an
English native or non-native speaker can be problematic, e.g., when using proper
names, non-English words, or pronunciations with strong accents [71]. When a
person with an impairment depends on the auditory feedback and cannot use
their device without it, that can be problematic if the VUI is not error-free or
does not provide further help. In such cases, visual control may be the only way
to interact. If a person has an impairment, it is important that they have an
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assistant VUI that always works. Assistive technology is one of the nine main
research topics in HCI [50], and thus, the user’s needs play a huge role. VUIs are
beneficial for persons with disabilities and increase their independence in daily
life, but they must be accessible [52].

Although VUIs are widely available, their use is limited due to challenges
such as speech intelligibility, correct command execution, context-sensitive inter-
action, data security, and privacy [14,38,72,88]. Level of trust and privacy risks
influence VUI adoption behavior. Users who expect a higher benefit from VUI
technology tend to ignore privacy issues, in contrast to skeptical users [93].
Therefore, VUI adoption rates vary widely globally and are influenced by mul-
tiple factors. These include technical or cultural factors regarding, e.g., vari-
ous languages and accents [38,88] as well as motivation for use and empathetic
aspects [19].

Regarding privacy concerns, a distinction must be made between non-users,
potential users, and users. Users and potential users tend to trust large com-
panies to protect their privacy, while non-users tend to feel uneasy and more
concerned about privacy [48]. Trust directly influences VUI adoption behavior,
while privacy risks indirectly impact it [93]. Privacy concerns and discomfort
also occur when using VUIs in public spaces [5] or in the presence of others
(e.g., family members [10]). Users weigh privacy concerns against the benefits
of VUIs and determine that the usefulness of the VUI outweighs their privacy
concerns [93]. A study on always-listening VUIs revealed that users are willing to
disclose sensitive data if it results in VUI use advantages, such as personalized
and context-sensitive services [87]. Further, changing the environment for the
same VUI use case (e.g., weather report requests in private or public places) can
lead to non-use because of discomfort when surrounded by other people.

A long-term survey in the United States investigated the integration of Alexa
into people’s lives. They identified that users tested Alexa in three main ways:
personality, knowledge, and intelligence. They quickly realized the limits of Alexa,
which resulted in decreased use in their daily routines. The interaction frequently
aborts due to misinterpretation or misunderstanding of user commands [81].

VUI usage includes a wide range of use cases integrated into daily life, such as
VUIs on smartphones as a standard feature, car navigation, and home automa-
tion. This results in multiple application environments, e.g., mobile, in the car,
and at home [14,34,71]. The identification and use of contextual information are
essential for classifying VUIs as smart or intelligent [40].

5.3 Biases

The voice recognition technology of VUIs is not immune to biases regarding
aspects such as gender, race, or ethnicity [86], which is a problem for facial recog-
nition technology as well. Research has shown that accuracy gaps exist in voice
recognition between genders [1,6,89], dialects [1,2,90], and other sociolinguis-
tic variations [11,18,90]. These biases, although unintentional, are nonetheless
problematic. Among American native English speakers, error rates are lowest
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for white subjects and higher for black and mixed-race subjects [89,90]. This is
particularly troubling because these demographic groups also face discrimination
in other areas of life. Sociophonetics [86] examines the impact of social elements
on the way speech is both produced and understood.

There is a multitude of variations in the human voice, such as speaking rate,
vocal effort, regional accent, pronunciation, or speaking style. To date, there is
no consensus in the research community as to which of these are responsible for
the unwarranted differences in accuracy and word error rate for different user
groups. For example, gender differences are sometimes thought to have physical
causes, such as the differences in pitch between male and female speakers [20,97],
the high fundamental frequency of female voices [21,24], or the lower signal-to-
noise ratio of female speakers, who tend to speak more softly than their male
counterparts [90]. However, the difference in accuracy between genders could also
be due to the fact that speech is analyzed differently by males and females [60].
A better understanding of the differences in analysis could increase the accuracy
of speech recognition systems, but the differences also highlight that systems
designed for one demographic group may not work well for another.

Methods for mitigating biases in speech recognition are only beginning to
emerge. Biases may be present in several areas of a speech recognition system,
including training data, resources, pretrained models, and the algorithms them-
selves. For example, it is well known that the performance of speech recognition
systems declines in mismatched conditions in which the speaker population dif-
fers significantly between the training and target test data [17]. To address the
problem of variation, it is recommended to select more diverse training data
[17] and to use additional models that include demographic variations such as
gender, ethnicity, and dialect [3].

Another concern is that the voices of VUIs themselves amplify gender stereo-
types, with popular VUIs such as Siri, Alexa, and Cortana having female-
gendered names and voices. This can be problematic when combined with sub-
missive language, as it perpetuates harmful gender stereotypes [12,22,92]. The
existence of race and gender biases in voice recognition technology is a serious
issue that must be addressed and solved. Addressing these biases requires tak-
ing a closer look at the training data and algorithms used in voice recognition
technology and ensuring that they are inclusive and unbiased.

5.4 GUI vs. VUI

VUIs describe the auditory command and response between a user and a sys-
tem. They are often accompanied by graphical user interfaces (GUI). Figure 4
presents two examples of voice/vision assistants [41] after a weather request:
“How is the weather in Hamburg?”. On the left side, Apple’s Siri GUI is in the
English language version, and on the right side, Microsoft’s Cortana GUI is in
the German language version.

There are various approaches for how to design GUIs, i.e., processes (e.g., HCD
process [29]), artifacts (e.g., personas [82]), or guidelines (e.g., the law of proxim-
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ity [15]). Some of these approaches (e.g., the HCD or personas) can also be applied
to VUI design since they address all interactive systems or users in general.

However, VUI developers should be aware throughout the design process
that VUIs are different from GUIs in many ways. Not only is the input method
different, but the output is too. Since the information is processed differently,
auditory perception must also be considered when designing VUIs.

For example, we know that GUI elements that are placed next to each other
are perceived as a group, even if they have different shapes [15]. Since a VUI does
not necessarily have anything the user can see, this rule may not be applicable
to VUIs at all.

Voice/vision assistants combine VUI and GUI (see Fig. 4), where speech
remains the primary interaction mode and supports the user, e.g., with addi-
tional visually processed information [41]. However, the multi-modal processing
of different sensory stimuli can also be disadvantageous (e.g., listening and read-
ing simultaneously) [78].

Fig. 4. Example of a weather report request via voice/vision assistant of Apple’s Siri
GUI in English (left), and Microsoft’s Cortana GUI in German (right).

There are many more rules for designing interactive systems, such as the
eight golden rules of interface design [83], or the ten usability heuristics for user
interfaces design [61], which were initially written with GUIs in mind and are
only partially applicable to VUI design.

Design approaches have already been developed for VUIs, such as the six
design principles for VUIs [13], the different usability heuristics for speech-based
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interfaces [47,94], or the UX aspects for VUIs [43]. The design approaches for
VUIs overlap with those for GUIs, as the design principles for the two overlap.
However, any time voice is considered (e.g., pleasant voice), it is not applicable
to a GUI unless it has an additional voice input or output.

5.5 Technical Challenges

Current technical challenges when using VUIs include correct command execu-
tion, speech intelligibility, and context-sensitivity [38,72,88]. Also, environmental
aspects reduce VUI functionality [31], such as background noise of others talking
in the same place [68] or poor internet connection [71]. VUIs are only intelligent if
they perceive the context of use [40]. For example, when one searches for a restau-
rant by voice command, the context information, such as user preferences (e.g.,
price category, favorite dishes), location (e.g., driving in the car), and time limit
(e.g., during the lunch break), should be incorporated to fulfill the user’s request.
A VUI that combines artificial intelligence (AI) and natural language processing
can realize voice-verbal interaction [64], but it cannot have a natural conversation
as with a human [52] because of the lack of context-aware interaction [4,40].

ChatGPT uses methods of learning from human dialogues, e.g., by recording
and evaluating conversations between the AI trainer and chatbot (i.e., conver-
sational context information is collected and assessed) [63]. This new release has
gained attention not only from researchers but also society. ChatGPT has sig-
nificantly altered the public’s view of the existing capabilities and potential of
AI tools for different contexts such as higher education [59]. By extension, this
has also affected the view of VUIs, since the quality of task execution of VUIs
depends on their ability to understand the context of use. The more context-
related data available, the more accurate the VUI’s response, which conflicts
with protecting users’ privacy [38]. ChatGPT [63] also uses a major data set,
not from the microphone directly, but from previous sources. Hence, the users’
concerns about the tool, the company, or anybody else listening in to answer a
context-dependent query may no longer be relevant.

6 How Should VUIs be Designed?

A well-designed VUI can provide a smooth and intuitive UX, making it easier
for people to interact with the technology. Thoughtful VUI design can also help
to reduce frustration and minimize errors, which can lead to a better overall UX.

Interactive systems have traditionally been designed with the HCD process.
The focus in standard HCD has thus far been on GUI. However, the design of VUIs
is different from traditional GUIs. It requires an HCD approach that considers the
unique capabilities of speaking and hearing, which are distinct from seeing.

For example, a VUI design also needs VUI UX assessment. Although there
have been efforts to assess the UX of VUIs through methods such as question-
naires, interviews, and mixed methods [28,42], there is still a lack of reliable
and validated methods for UX assessment [33,42]. This means we cannot fully
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understand or measure UX, and that the missing aspects are not considered for
the next design iteration. This leads to lower usage and adoption rates.

Therefore, it is important for VUI developers to carefully consider VUI-
specific artifacts or methods when designing VUIs to increase the acceptance
of voice-based technology (i.e., acceptance by design [72]). Based on our expe-
rience and existing literature, we provide recommendations for VUI developers
on how to improve the design of VUIs.

6.1 VUI Design Process

The HCD process provides recommendations for the HCD of computer-based
interactive systems in which GUI dominates. From the VUI design perspective,
the existing literature describes basic and advanced VUI design methods [66] as
well as key principles [13]. Examples of design methods are conversational design
(i.e., considering context-sensitive interaction), identifying users’ expectations,
applying design tools (e.g., prototyping tools), and usability testing [66]. Exam-
ples of prototyping tools are wizard of oz tools (e.g., Woz Way), dialogue man-
agement systems (e.g., SUEDE), and natural language understanding platforms
(e.g., Alexa skills kit) [8]. A fundamental methodology [13] is available with key
principles such as requirements definition, context, design, development, test-
ing, and evaluation (e.g., usability tests) [13]. The HCD process, with its four
steps ([1] specifying the context of use and [2] requirements, [3] producing, and
[4] evaluating the design), considers the key principles of the fundamental VUI
design methodology (see Fig. 1), as these steps influence the UX immensely.

We see a demand for relevant UX aspects and context-dependent UX assess-
ment for VUIs because these areas strongly affect UX. This means that we see a
demand for a VUI design based on the VUI UX aspects [43], the VUI context of
use, and the context-dependent VUI UX assessment [33] to combine the funda-
mental methodology [13] and the HCD process [29]. As evaluation is very often the
core of a further design iteration, we give an example of a possible VUI evaluation
area (Fig. 5, left) that can be addressed with methods or artifacts (Fig. 5, right).

We will describe the examples of the VUI evaluation area and the support it
can bring to VUI design in the following sections.

6.2 Specifying the Context of Use and Requirements for VUIs

In the HCD process, the first two steps are to define the context of use and the
user requirements. We argue that if the existing VUI UX aspects are used within
the HCD process [43], they can help VUI developers to understand the users’
needs and their preferences for the current VUI task or system. To improve UX
and acceptance by design [72], we need to address the current challenges (as
described in Sect. 5), such as sociophonetics [86].

To increase the acceptance of the user (and stakeholders), we need to address
their skills, competencies, and needs regarding the use of the VUI. These multiple
user aspects could be but are not limited to a person with special needs [98]
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Fig. 5. VUI evaluation supports VUI design

such as dyslexia [75]. The following is an example of how to approach user
aspects with the HCD process and a focus on VUI UX aspects. We can do
this by identifying the target users (e.g., children) for the VUI or stakeholder
groups (e.g., parents). We then learn about the characteristics of the users. For
example, parents are concerned about the unlimited access their child may have
to information that is not appropriate for children. Children, on the other hand,
are less anxious about interacting with a VUI and would try everything, but
they may not speak clearly or may have limited reading skills. Therefore, VUI
developers must find a way to protect the child’s well-being when designing
commands, voice recognition, or responses. We can identify user requirements
with user profiles, personas, and task scenarios that focus on VUI aspects [43].
In the first step, UX experts recommend identifying and considering the user’s
important UX aspects for product development. The second step should include
UX aspects such as marketing, and product placement [96].

The context is relevant for all VUI design decisions; therefore, a differentia-
tion is needed, such as consideration of the user context (e.g., various linguistic
expressions) and persona context (e.g., formal VUI answers because of the com-
pany’s image – a brand persona vs. user persona). Or the context of the usage
scenario, such as on the road or at home [34].

A VUI persona offers high-quality UX options [65]. It includes the charac-
teristics of the VUI’s personality, thus conveying the corporate image via VUI
[13]. This also depends on the usage scenarios [43]. For example, a request about
train times sent to a railroad company via VUI should lead to a short answer
that provides clear, detailed, and reliable information about the train timetable.
These are characteristics of the train company’s brand persona. VUI develop-
ers apply brand personas to realize VUIs’ mental image as well as user stories
to depict the interaction’s context of use [56]. VUIs should, like GUIs, address
the different characteristics of a person. Since there are currently many VUI
users with impairments, their needs should be specifically addressed. A collec-
tion of different needs has already been summarized for web accessibility [98]
and can be easily integrated into a user persona to be considered when they use



180 A. M. Klein et al.

a VUI. However, there are other characteristics that play a role and should be
addressed. For example, children and people who are illiterate may lack reading
skills, elderly people may be more resistant to speaking out loud with a device,
and others may be concerned about VUI use by their children and dependents.

Another aspect to consider about the context is that an identical VUI inter-
action can lead to a different perception. For example, a request about an illness
via a VUI may be done in private places (which leads to positive UX) but may
not be done (i.e., most negative UX) in public places (e.g., on the train). People
have privacy concerns and discomfort when utilizing VUIs in public places [5] or
in the presence of others (e.g., friends) [10].

To sum up, the user’s needs, skills, and competencies, as well as the context
or the usage scenario, must be considered in the VUI design in order to create
a positive UX.

6.3 Producing the Design Solution

Prototyping techniques for VUIs help test and refine the UX and functionality
before the final product is released. For GUI, we know how to produce low-
and high-fidelity prototypes with, e.g., paper prototypes, wireframes, or click
prototypes. Due to the nature of hearing, a paper prototype is not meaningful.
We do the prototyping for early assessment because speech-based technologies
can benefit from additional assessment tools to incorporate usability and UX
feedback early in the development process of VUIs. Hence, we need to focus
on other existing evaluation methods, such as the wizard of oz, or we need to
design new methods. Existing techniques can include storyboards, wizard of oz
prototyping, low-fidelity prototyping, high-fidelity prototyping, simulation and
testing, and iterative design. These techniques have different levels of detail,
complexity, and purpose, and can be used alone or in combination to achieve the
desired outcome. Existing guidelines from other output devices can also serve as
inspiration for communication with the user, such as guidelines for ambient light
systems [53,54]. These guidelines propose ways to inform the user unobtrusively,
which could be adapted for VUI design. The goal of prototyping is to identify
and resolve issues early in the development process, improving the overall UX
and quality of the final product [8].

We also suggest designing voice-user storyboards or voice-user canvases that
are similar to a regular storyboard but include additional comic elements, the
goal of the user, and a possible conversation between the user and the VUI. An
example (see Fig. 6) of a context and the request may be visualized as a story
with different scenes or places. In an other example, a canvas is used to visual-
ize different contexts and the same query. This depends on the VUI developer’s
needs and the VUI’s goal. The attributes of the VUI brand persona could also
be described [56].

Overall, there is a need for specific VUI prototyping tools, as the current
variety is limited.
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Fig. 6. Various scenarios for VUI usage in a basic storyboard: left, a cooking context
when setting a timer; the middle, context of car navigation asking for directions; right,
context of public spaces asking for directions.

6.4 VUI Evaluation

VUI evaluation can be done using different methods and tools for the fourth step of
the HCD process [29]. This step is especially important if we design something very
new, as the outcome is hard to predict. Therefore, the measurement and evaluation
of early prototypes (early assessment), even with smaller groups, is as crucial for
VUIs as it is for GUIs. This is especially true since VUIs are a new technology that
is still evolving quickly, and it allows us to learn about the interaction.

It is essential precisely to define the context of use when evaluating VUIs
[38]. Therefore, we propose considering the context of use as well as combining
the concepts of UX, e.g., by applying the contextual user experience method
[62] in the HCD. Applying contextual UX can lead to a matrix consists of VUI
context-of-use categories and factors mapped to relevant UX qualities [31]. This
matrix helps towards a more abstract view and capturing of the VUI context
of use, which is needed to realize context-dependent UX assessment for VUIs.
The research protocol provides more information if needed [32]. As previously
described, the user, the system, and the context of use [23] influence the interac-
tion between the user and the system. Hence, to be able to measure the context-
dependent UX to make a system accepted by design [72], we need different eval-
uation methods, depending on, e.g., low-/high-fidelity prototypes, the context
of use, or the number of users we have for the evaluation.

It is difficult to collect user data in general [73,74,95]. However, it is especially
challenging for VUIs due to various factors. For example, users already have
concerns about data collection, which is a reason for not using VUIs. For the
same reason, recruiting a person for a VUI user study is challenging as well.
Another factor is the cost that comes with preparing the data collection itself.
There is, of course, no open access API like Twitter has for Tweets, where
developers can access the data for research. This is mainly due to the fact that
Twitter users publish their tweets publicly on the WEB. VUIs, however, are
often in private spaces of users, so that data should not be publicly available.
This means that companies storing big data from VUIs for their own analyses
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and developers not affiliated with these companies have the disadvantage that
they have to collect data manually, which is costly in terms of time and resources.

Therefore, VUI developers with no access to these big data sets have to make
the best of the limited data they can collect, which will often be small or tiny
data. For example, machine learning techniques can be used even in small imbal-
anced data sets when design considerations or recommendations are followed,
such as avoiding overfitting, using repeated measures, using cross-validation, or
use of Bonferroni-Correction if multiple testing is used [73]. Another way to eval-
uate is, of course, to use different evaluation methods not connected to users.
However, this is not within the scope of the HCD evaluation.

Since most VUI developers do not have access to a lot of data for the evalua-
tion of VUIs, other methods or analyses are essential. Hence, existing qualitative
data collection or studies come into play, such as a usability test, observations, or
wizard-of-oz testing, as mentioned previously [8]. Other aspects also need to be
considered when evaluating VUIs with user studies. For example, users cannot
“think out loud” because the VUIs could interpret commands. Users could also
become overwhelmed by simultaneously performing different meta tasks (i.e.,
giving commands to the VUI while answering questions about the VUI). Fur-
ther studies must be done on how well users can cope with this challenge and
how the VUI can differentiate between commands and interview answers.

Therefore, we are relying on post-evaluation methods for user feedback
because, e.g., thinking aloud while interacting with a VUI is difficult. We argue
that evaluation and design are currently more difficult for VUIs than they are
for GUIs because of the way we interact with the device, as explained previously.
If we want to perform a quantitative analysis, we need specific VUI evaluations.
There is a demand for VUI evaluation with reliable, valid, and consistent meth-
ods for UX quality assessment [50]. Several approaches are known for evaluating
interactive systems, such as questionnaires [42], voice recording [68], interviews
and diary studies [48], psycho-physiological approaches [64], and mixed methods
[28,43]. However, none of these consider the VUI context of use [33]. Existing
VUI questionnaires often focus on task-related usability aspects such as effi-
ciency, controllability, or learnability [25,26,67].

For post-evaluation, we propose the UEQ+ framework [80], as it can be
adapted to further dimensions depending on the context, goal, or purpose. The
UEQ+ framework [80], based on the User Experience Questionnaire (UEQ) [49],
provides a flexible UX assessment approach in different languages, e.g., Spanish
[76]. From the VUI perspective, the UEQ+ provides three specific VUI voice
quality scales designed to measure the following UX aspects: response behav-
ior (i.e., the VUI reacts like a human conversationalist), response quality (i.e.,
the user’s intention is fulfilled), and comprehensibility (i.e., the user’s intention
is recognized without any special formulation) [36,37]. The UEQ+ framework
currently consists of 20 scales (e.g., efficiency, dependability, trust, and trust-
worthiness of content), which can be combined arbitrarily to create a product-
related questionnaire that measures a variety of UX aspects [79]. This is an
essential advantage compared to existing VUI questionnaires because adaption
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(e.g., to the specific research question) and extension (e.g., to measure other UX
aspects) are time- and personnel-intensive [38]. The UEQ+ framework contains
a handbook and Excel sheet that include information about scale selection, ques-
tionnaire creation, and data evaluation. It is available free of charge at http://
ueqplus.ueq-research.org/.

The UX tool selector is a new idea for choosing the suitable tool for context-
dependent VUI recommendation [33], i.e. the toolbox. Regarding the given con-
text, the selector draws on a UX measurement toolbox for VUIs, which contains,
among other methods, the UEQ+ modular framework [80]. The selector is not
only a suggestion of one method but can also suggest a mixed-method app-
roach, e.g., such as combining an interview with a questionnaire for scalability.
Mixed-method approaches in VUI research are common [7,28,43]. An example,
if one wants to assess a VUI customer service response regarding train sched-
ules (the giving context), then the selector’s recommendation could be a mixed-
method approach to the UEQ+ with the six appropriate scales (e.g., efficiency,
dependability, perspicuity, response behavior, response quality, and comprehensi-
bility [36]) in combination with another tool (e.g., interviews). Interviews provide
deeper insights into users’ experiences with products [28].

7 Conclusion and Future Work

This paper presents an overview of VUI design and evaluation to design better
VUIs. Therefore, we first describe current knowledge about VUI users, then
the challenges of VUIs, and finish with valuable proposals to develop intuitive,
user-friendly, and functional VUIs.

We are still in the early stages of designing a positive UX for VUIs and need to
know the relevant UX aspects for our VUI usage scenarios. Furthermore, in the
future, technological advancements, such as the recent release of ChatGPT, can
provide new opportunities for VUI development, and we expect more to come.
Therefore, we should consider different existing challenges and a possible (tech-
nical) approach to overcome these challenges by focusing on context-sensitive
interaction that also considers user skills and needs.

In the future, we want to investigate the assessment for VUIs to provide
valuable tools for the development of VUIs.
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Abstract. Working conditions in health and elderly care are increasingly charac-
terized by work intensification, high physical and psychological demands, and a
shortage of skilled workers [1]. The reasons for the high workload in healthcare
are manifold. Among them are an increasing demand because of demographic
developments or growing documentation efforts, fueled by the rising adoption of
electronic health records [2, 3]. To address these challenges, technical solutions are
seen as a promising way that can support care workers as well as patients. Voice-
based human-technology interaction is an increasingly important field promising
many advantages: supporting staff via documentation tasks, enabling care recip-
ients to communicate their needs via voice commands. Against this background,
the project presented here, funded by the German Ministry for Research and Edu-
cation, follows a co-design process of a smart speaker with care workers and
patients. The main aim of the project is to define use cases with the target groups
and to disclose the potential users’ assessments of the device within those. There-
fore, the co-design process covers separate workshops with the two target groups,
i.e., professional caregivers and potential patients.

Keywords: Nursing Care · Smart Speakers · Qualitative Research

1 Introduction

The recent debates on ChatGPT have brought already existing discussions on the poten-
tials but also dangers of artificial intelligence (AI) to a new level. Long before these
debates, dialogue systems – or conversational agents (CA) – have been intensively
debated in various fields and scenarios, including healthcare [4–6] and more recently in
social care [7]. In health care, CA are used for diagnosis and therapy, but also in health
care service support or education [5] while in social care the main areas of use are very
divers and cover general use such as entertainment but also monitoring [7, 8].

In recent years there is a growing body of literature on CA in various disciplines such
as human-computer interactions, sociology or science and technology studies studying
the use of CA in multiple settings and use cases but also on human-computer interaction
and the conversation with CA [9]. A systematic review by Laranjo et al. comes to the
conclusion that studies included in the review were mainly “quasi-experimental, and
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rarely evaluated efficacy or safety.” [4]. Another systematic review by Tudor Car et al.
[5] concludes that “research should focus on assessing the feasibility, acceptability,
safety, and effectiveness of diverse conversational agent formats aligned with the target
population’s needs and preferences”.

The analysis of the state of research shows that many of the studies conducted so
far are rather experimental in nature and long-term observations on the use of CA in
healthcare are still largely pending.The requirements forCAare of increased importance,
especially in the healthcare domain, where sensitive data is handled and the correct
documentation and processing of information can be vital. In addition to a perfectly
functioning technology, it must also fit optimally into the care processes and support the
work of the nursing staff in the long term, rather than becoming an additional task in an
already very tightly scheduled daily work routine. The technology must also be easily
accessible for other target groups, which is often elderly patients. To ensure this, an
early integration of the user groups into the development process would be beneficial in
order to involve them as experts of their own circumstances. So far, hardly any co-design
studies are available, as in most cases off-the-shelf products have been used. The aim of
this paper is to provide a first exploratory introduction to the topic of CA in healthcare
and to map the perspectives of future user groups on both sides on the potentials and
challenges associated with the introduction of such technologies.

2 Background

First attempts to develop CA for healthcare date back to the 1960s [10] and since then
multiple CAs have been developed specifically for this field [5]. The term CA is not
clearly defined and used interchangeably with other terms like virtual assistants, AI-
driven digital assistants, voice-based assistants, voice-controlled intelligent personal
assistants, etc. For the sake of simplicity, we will stick to CA as an umbrella term for
various types of AI-driven dialogue systems. CA come in various forms and functions:
They can be rule based or smart, implemented into websites or robots, as a chatbot
that needs written input or as voice-controlled digital assistant on a smartphone such as
Apple´s Siri, to provide a few examples. A similarity of all CA is that they cannot only
recognize and process natural language but also respond automatically using human
language. The type of CA that this paper will concentrate on are in-home devices such
as Amazon´s Echo or Apple´s HomePod, which are also referred to as smart speakers.
A smart speaker is a technical artefact that was designed for commercial use in private
living environments. The first device was introduced to the US market by Amazon in
2015. Since then, other companies such as Google or Apple have released their own
products and some models come with a screen and/or cameras. Usually, one or more
smart speakers are placed somewhere in the home environment and are connected to the
wireless network. After an initial set-up, users can prompt commands such as asking
for the weather forecast using a wake word, “Alexa” for Amazon´s Echo or “Hey Siri”
for Apple´s HomePod, followed by a prompt. Besides weather forecast, smart speaker
usage covers a broad range of scenarios and intentions [11, 12]. One central feature of
most devices is the ability to use them to control other devices such as light bulbs or
the heating in case those are compatible. Based on semi-structured interviews with early
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adopters of the technology, Brause and Blank [13] identified six use genres in addition
to convenience and entertainment: companionship, self-control and productivity, sleep
aid, peace of mind, accessibility, and health care. To this regard, the devices can be
personalized by downloading applications provided by third parties using an online
store. Since their market launch, the devices have become increasingly widespread in
private households: e.g. market research estimates that 35% of the total US population
above twelve years owned a smart speaker in 2022 [14].

The increasing uptake of smart speakers and the progress made in natural language
processing and machine learning have resulted in various attempts to use the devices
in healthcare. Clemente et al. summarize that “virtual assistants can be considered as a
valid support for the health selfeducation [15] of people and for adherence to therapies,
offering several services in a way that is immediate, simpler than other technologies
[16], directly in the person’s home, low cost [17] and without risk of stigmatization.”
[18].

These potentials and particularly that users can interact with smart speakers hands-
free and without being accustomed to a visual interface, have drawn attention to the
user group of older adults [19–25] and the use of smart speakers in the field of elderly
care [7, 26, 27]. Against the backdrop of demographic developments resulting in a
rising number of people the sector of elderly care is put under pressure. Intensified
by the shortage of care workers, e.g. due to challenging working conditions [27], new
possibilities are being sought to support elderly care workers and their clients/patients. In
the discourse on the use of digital technologies in this field, different focal points can be
identified. For example, a great deal of research and development work is being done in
the area of care robotics, although this has not yet achieved any relevant market success
[28]. In contrast, smart speakers are already being widely adopted, easy to purchase for
comparatively low-costs, and easy to use. There are, however, also challenges associated
with the devices. Most notably, this concerns the privacy and safety of smart speakers
particularly regarding the protection of health data [4, 30, 31]. In an implementation
study on smart speakers in social care, Edwards et al. [7] found several challenges
concerning internet connectivity, the capacity of the staff, but also skills of the staff and
clients/patients. Furthermore, smart speakers might distress users with mental health
needs such as dementia [7]. Despite these challenges, the Echo, HomePod and co. are
receiving increasing attention in the field of social care – not at least fueled by the
pandemic, and the need to avoid contact with vulnerable clients/patients, smart speaker
received additional attention [8]. For instance, the aforementioned study by Edwards
et al. [7] comes to an overall positive conclusion of smart speaker use in this field. The
authors found that the devices were mainly used for various purposes similar to the
use of the general population. These cover listening to music, information-seeking, etc.
Moreover, they found that the devices provided companionship to the clients/patients.

In this project, which is funded by the German Federal Ministry of Education and
Research, an AI-based smart speaker is being developed for explicit use in elderly
care facilities, hospitals as well as in private home care. The system is composed of
a physical speaker, similar to the devices commonly available on the market, and a
smartphone app to be installed on the phones of caregivers. Someof the planned functions
run independently of the app, while others, such as documentation or a general memo
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function, rely on the voice-to-text principle. In this way, information that has been
recorded can be read by the caregivers afterwards, after they have performed patient
care tasks. For this purpose, the app offers a patient overview with the corresponding
assignment to the rooms and the option of adding the information stored there verbally
to the patient file. The system prototype will be developed further with the help of the
research taking place in this project.

3 Methodology

This paper is based on data collected during co-creation workshops with caregivers and
older adults. The goal of this study was the general exploration of the topic with the
two predominant target groups and the collection of their impulses and interpretations.
In addition, it was of interest to identify application scenarios and concrete use cases
and to discuss them in terms of their prospects and challenges. Since the Smart Speaker
is intended to improve communication between caregivers and care recipients, it was
essential to gather the perspectives of both groups and analyze them in comparison with
each other. To this end, the workshops were conducted in twowaves, first with healthcare
professionals and then with older adults. The structure, the duration of 1.5–2 hrs and the
contents of the workshops were similar, but adapted to the target groups in each case.
Healthcare workers for the workshop were recruited through a collaboration with a local
health college and by approaching a provider of elder care facilities. In order to reflect
the patients’ point of view, contact was made with two self-organized senior citizens’
groups in the area.

Initially, possible application scenarios and use cases were to be identified in co-
creation workshops with three different groups of healthcare professionals. The first
two groups of participants were healthcare students, who had predominantly previously
completed training in nursing and for the most part continued to work in this profession
alongside their studies. The third workshop was conducted with facility and nursing
servicemanagers aswell as practice-oriented experts from the research community.After
introducing the project and the Smart Speaker, participants discussed the potential uses
of such technologies in everyday nursing care. Different contexts of formal and informal
care were considered, such as hospitals, nursing homes and private care arrangements.
After the general possible uses had been identified, concrete potentials, but also risks
and possible obstacles to implementation were addressed. Some of these use cases were
then to be further explored in a new session and discussed from a different perspective.
For this purpose, co-creation workshops were held with seniors aged 60+, in which the
project and the smart speaker were presented and the use scenarios from the previous
workshops were discussed. In the second workshop, a stronger focus was placed on
home care at the request of the older adults, as many of those present were themselves
caring for relatives and were interested adopting this technology or were already using it
in this context. Although all workshops followed the same structure, it was ensured that
enough room was left to address not only positive aspects but also fears and possible
challenges, and to discuss these in the group as well. The workshops were recorded and
then partially transcribed and paraphrased. The data were analyzed using an inductive-
deductive approach according to Kuckartz’s qualitative content analysis [31].
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4 Results

A total of three workshops were conducted between March and May 2022, with a total
of 59 registered nurses and other health professionals participating. Participants’ back-
grounds were somewhat diverse, both in terms of specialty and the position in which
they held. The students at the health college included mostly nurses, but also a few spe-
cial education speech-language pathologists, physician assistants, and a health insurance
clerk. The group at the third workshop included nursing directors and practice-oriented
experts in gerontological and health science research. The age composition of the groups
also varied somewhat. The first two groups, whowere participating in postgraduate stud-
ies in nursing, were slightly younger on average than the other group, averaging between
their mid-20 s and 40 s, while the third group of nursing leaders averaged around 55 years
of age. The educational level of the participants was comparable between the groups on
average, as the majority of the participants had both traditional nursing or provider train-
ing and experience with a practical job, as well as an additional academic qualification
(postgraduate studies) or other further training (nursing service management).

As an introduction, the participants were asked to explain what the term “smart
speaker” meant. This question was intended to ensure that the participants were all on
the same level and that there would be nomisunderstandings about the technical solution
and its functions in the further course. The participants already reacted to this question
with varying degrees of enthusiasmor reluctance. In the first group of students, numerous
people came forward directly and were able to give examples of their own experiences
with smart speakers from other manufacturers and list a range of functions. In the second
group of students, therewere also several peoplewho could spontaneously explainwhat a
smart speaker is and how it is usually used. In the group of caremanagers, the participants
were more reserved at first and connected the definition of the device with a hesitant
question: “That’s something like this Alexa… Isn’t it? I don’t know exactly what it can
do… Check the weather?”. The participants were then asked to report whether they
would use a smart speaker professionally or privately and, if so, for which application
purposes. In the two groups of students, there was some positive feedback for private
use, especially voice input on the cell phone for Internet research, but dictation in chat
programs such as WhatsApp was also frequently used. Smart speakers were present in
some households in the context of smart home concepts. The most frequently mentioned
models were Amazon’s Echo Dot and Echo Show. Many reported that they had not
purchased the technology themselves, but that their significant other had introduced it
to the household. Others had tested smart speakers in the past and were not satisfied
with the functionality, so they returned the device. From the group of care managers,
the fewest people had smart speakers themselves in their private households, but also
had not yet gained any professional experience with such devices. One person reported
that there was such a speaker in her household, but that only her children used it. The
most common use case in private households was listening to music for all respondents.
Even though the response was mostly positive, there were also some immediate critical
reactions to the question about owning such a device in all three groups: “I don’t think
much of it,” or “I wouldn’t know what to do with it.” These comments were initially
taken note of and addressed at a later stage in the course of the workshops so as not to
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limit the discussion to criticism from the outset and to allow all options to be openly
reflected upon.

The first group of students were then asked to draw on their practical experience in
their daily work and to identify the most prevalent challenges in the everyday life of
nurses. In this way, participants were asked to focus on possible solutions to problems.
The most frequently mentioned problems were lack of time, shortage of skilled workers
and documentation workload. The participants were then asked to consider whether
and to what extent a smart speaker, could be of use in these areas. The participants
could imagine that smart speakers could simplify communication between patients and
caregivers. The speaker would enable patients to communicate their wishes directly to
the nursewithout the nurse having to come into the patient’s room. Thismakes it possible
to prioritize real emergencies over other, less dangerous scenarios and, for example, to
provide help quickly in the event of a fall. The nurse can also better assess the situation
on site in advance and bring all the necessary utensils directly with them without having
to run back to the kitchen or laundry room. Furthermore, it would be a great relief if
the smart speaker could also be used for documentation purposes, as this would save a
lot of time. However, the students also expressed concern that this time gain would not
necessarily benefit the nursing staff in the long term.

After this initial brainstorming session, participants were asked to come up with
other possible use cases for the smart speaker. The examples of use cases mentioned
here related to various areas, some of which focused more on the care recipients and
others more on the caregivers and their processes. For example, various use cases were
mentioned for increasing the independence of care recipients by operating equipment
and infrastructure via voice control. One commonly mentioned use was light regulation
by voice, which could contribute to fall prevention, among other things. The use of
the speaker for entertainment purposes, for example for games, puzzles, but also for
listening to podcasts or music was also suggested. The students could see further added
value in the use of reminder functions. For example, care recipients could be motivated
to drink or to take small exercise sessions via voice. In addition to this promotion of
Activities of Daily Living (ADL), the smart speaker could also be used for specific
therapeutic goals. The speech therapists in particular saw a need here, as patients would
often need guidance in carrying out their daily exercise, forwhich, however, therewas too
little time in the daily routine of the clinic. A smart speaker could remind patients of the
exercises and accompany them. The students also saw potential for automating logistical
processes, such as ordering meals. Here, for example, a smart speaker could present the
available menu options for the day in the morning and ask which of the options the
patient would like to order. This feedback could be automatically fed into an ordering
system. But the students also identified a number of advantages for communication
between caregivers and recipients. In addition to the prioritization of real emergencies
over less urgent tasks, such as ordering a coffee, other urgent requests could also be
communicated more concretely (e.g., help with going to the toilet). In this way, tasks
can be distributed differently and more efficiently among nursing staff if, say, they can
be handled by a cleaner or a nursing assistant and do not require a certified specialist to
do so. According to the students, the smart speaker has the potential to be used like an
intercom system, for example, and enable direct consultation among the nursing staff
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without them having to physically visit each other for this purpose, which could lead
to further time savings. If the smart speaker were equipped with a translation function,
communication between nurses and patients, but also between nurses of different native
languages, could also be improved. Nurses who worked in hospitals, particularly in the
emergency room, also saw great potential for use in the context of process control. For
example, the smart speaker could be used to assist staff in stressful emergency situations,
such as providing instructions on how to operate a defibrillator or even during surgical
preparations. By far the greatest benefit, however, was seen by students in the area of
documentation. The possibility of entering important information into the smart speaker
directly at the patient’s bedside, such as the blood pressure or body temperature just
measured, without having to take off the gloves or have pen and paper ready for this,
was perceived as very attractive and received strong approval from the participants.

The students were then asked to vote on the use cases they had mentioned and
their potential, and to rank them in terms of importance and potential for success. This
clearly showed that the emergency call and documentation use cases were rated as the
most promising by the participants. In the lower ranks, the functions entertainment and
operation of infrastructures (e.g. lighting), translation, and reminders for medication
and exercises were named. Meanwhile, in the final discussion, the two most popular
functions were also named for the greatest risk, a possible technical failure. Here, it
became apparent that the students would have little trust in a foreign and potentially
error-prone technology, especially in life-critical contexts.

The second workshop with the healthcare students and the workshop with the nurse
managers were identical in structure. Here, too, the concept of the smart speaker was first
explained and the groups’ prior knowledge of the technology as well as their private and
professional experience with it were queried. Then the possible use cases were collected
in the group and compared with the results of the first group of students. These were
largely consistent between all three groups and could thus be used as a basis for the next
exercise. The application scenarios that had been classified as the most promising up to
this point were given greater focus in the following task.With the help of mind maps, the
positive and limiting aspects of the use case were collected and discussed in the group
on a digital whiteboard. For the emergency function, it was positively emphasized that
communication via voice enables hands-free alerting from anywhere in the room and
that a button on the bed does not have to be reached first, which could be problematic
especially in the event of a fall. Further help can also be requested via the smart speaker
while the person in distress is being cared for. In the hospital context in particular, it
would also be much easier to triage between the individual requests, since an emergency
can be recognized as such directly, even outside the intensive care unit. For the assisted
living sector, the emergency system would be a useful addition to the currently much-
used home emergency call systems, which require care recipients to wear an emergency
call trigger around their neck or on their wrist. If this is out of reach in the event of a fall,
it is often not possible to call for help. The caregivers mentioned the use in connection
with cognitively or linguistically impaired persons, who occur more frequently in the
geriatric context, as challenging. Particularly in the case of postoperative delirium or
dementia, patients not only have difficulty articulating clearly, but also have problems
retaining new information about unfamiliar procedures and equipment. This could cause
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confusion and anxiety in patients. Particularly in the case of confused patients, it would
also bemore common for the bell to be pressed permanentlywithout there being an actual
need for care. In the context of the Smart Speaker, it could be difficult to distinguish
between these activations and prioritize them accordingly via the technology. Impatient
patients could also verbally trigger an unwarranted emergency alert via the smart speaker
if they learn that they are being given priority by staff. In turn, the smart speaker could
become a burden to caregivers if, for example, it contacts caregivers on its own to inquire
about their well-being. Here, the caregivers would like to see a distinction between the
patient’s sleeping and waking states. Furthermore, the integration into existing processes
was discussed controversially. For example, the question arose as to how to deal with
it when the orders received by the nurse through the technology do not fit in with the
professional’s practiced and sensible routines. Constantly interrupting the workflow to
complete other tasks in between could be perceived as an additional burden, especially if
additional pressure is built up via an app through a function declared as an “emergency.”
Artificial pre-structuring by the smart speaker could thus become a conflict between
lived and learned practice. Coordination among the team could also be disturbed by
the interruptions of the Smart Speaker if it is unclear who takes which order. Nurses
therefore wished for a function to be able to manually check off completed orders in the
app. A major issue in connection with emergencies was the technology’s susceptibility
to errors. Possible power failures, network disruptions or hacker attacks were rated as a
major threat.

With the other target group, older adults, two workshops were conducted in the fall
of 2022. The older adults, like the caregivers before them, were also asked to define
smart speakers and to describe the fields of application in which they can be used. In
both groups, there was a clear division into two groups: while half of them already use
smart speakers as a matter of course in their everyday lives, the other half were more
dismissive. Compared to the younger workshop participants from the nursing school and
the somewhat older nursing service managers, the ambivalence was more pronounced
here. Both groups included people who were very tech-savvy, either because they had
previously worked in technical jobs or because they were retired technology consultants
helping other seniors equip their homes. Because of this characteristic, the participants
were only somewhat representative of their age group.

When asked about possible use cases, the older adults named almost the same as the
groups before them. However, they also suggested using the smart speaker for memory
training, having the device read aloud to them, or making phone calls. Particularly for
the very old, the possibility of making phone calls to relatives via audio command would
be very useful. However, this group also agreed that neurodegenerative diseases such
as dementia were not compatible with the use of the device. In contrast to the previous
groups, the seniors saw the greatest potential for rehabilitation and spa clinics, as well as
in providing care for relatives via the smart speaker. Occasionally, participants were able
to report on their own experiences in a nursing context. One participant impressively
demonstrated her home care arrangement with her bedridden very old mother, whom
she cares for together with her sons in their apartment. To do this, she made a call to the
Amazon Echo Show, which is positioned in the bedroom so that the camera is pointing
at her mother in bed and she can see her even when she is away. She reports that this is
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how she reminds her mother, for example, to drink enough from the sippy cup she also
has positioned in view on the table in front of the camera, “That’s how I keep track of
everything, you know?”.

When asked about the potential challenges that a smart speaker might pose, seniors
pointed to the same issues that caregivers had already raised: potential problems with
data security, power outages, unstable or even nonexistent Internet (especially in nursing
homes), but intrusions into privacy from the constantly activated microphones. Overall,
there was a high level of knowledge about data security and data protection in the groups;
there were no fears in this regard.

5 Discussion and Conclusion

Smart speakerswere predominantly perceived by the nursing staff surveyed as a potential
everyday aid or supplementary support. The technology, which most have had little con-
tact with, at least in their everyday work, primarily aroused curiosity among healthcare
employees and the hope of modernizing cumbersome analog documentation processes
and an emergency call system that can help prioritize tasks. But even beyond that, it
was apparent that the nursing students could see potential for many other use cases. The
operation of infrastructures, such as lights or beds in the patient’s room, translations and
reminder functions, ordering coffee, listening to the radio, requesting the time and date,
help with going to the toilet, painkillers and requesting the weather, but also the specific
use in accompanying logopedic therapy were identified by the experts as possible areas
of application. Challenges were seen above all for the area of use by very old people,
especially people in postoperative delirium or with a neurodegenerative disease such as
dementia, as well as for the care of people with voice or speech problems. Privacy and
data security were also critically discussed in relation to the technology. In addition,
skepticism emerged regarding the reliability of the system in life-threatening scenarios.

The older adults interviewed, who were invited as the representatives of the patient
group, were also interested in the technology and, for their part, had further suggestions,
especially for the home care of relatives. Privacy and data security, as well as the reli-
ability of the technology, were also issues in these groups. Overall, however, the older
adults were open to using the innovation – both as potential patients and as supportive
and caring family members, and some people from this group had already had their own
experiences with smart speakers in care.

It is to be expected that as smart speakers become more widespread in society,
openness to such systems will also increase in the healthcare sector. It is apparent that
there is a great desire in the healthcare sector for a perfectly functioning system, as life-
threatening situations can arise in the event of failure. There is little room for technical
failure, as the data clearly show, especially in the healthcare context.

While the research presented in this paper focuses primarily on caregivers’ expe-
riences and lessons learned with smart speakers, it fails to address one of the major
shortcomings of most studies published to date: Collecting longitudinal data on the
adoption and use of smart speakers by both caregivers and their patients. Although
this was not our original goal and we are focused on the development and design of a
device, more insights from long-term observations of commercial off-the-shelf devices
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could help in the co-design of new technologies. Another limitation of this study is its
exploratory nature. The target groups chosen are composed of diverse healthcare profes-
sionals, which was an advantage for the open-ended approach used to explore the field.
In the further course of the project, there will be a stronger focus on the concretization
and a more detailed evaluation of the use cases, which is why the study participants will
have to be more closely matched to the future target group in the further co-design pro-
cess. The study participants also had an above-average education for the nursing field
due to the dual qualification of practical training and work experience and studies or
training. The advantage of this particularity was that the participants could thus discuss
from different perspectives, that of the nurse as well as the management level. At the
same time, this group is only representative of the nursing staff as a whole to a limited
extent.

The analysis of the studies carried out so far shows that in particular long-term studies
in the field of CA in the health care sector are still outstanding. It would be of particular
interest to find out to what extent intelligent smart speakers fulfill their intended purpose
and actually make everyday care easier and help save time. In this context, the effects
on the relationships between patients and caregivers, patients and relatives, and also
caregivers among themselves would also be relevant. At the meso level, the structural
implementation of smart speakers in existing processes in institutions, but also in family
care concepts, would have to be investigated.
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Abstract. In today’s connected world, privacy decision-making is cru-
cial for people to maintain control over their personal information and
effectively manage their privacy. However, people’s decisions on privacy
are likely to be subject to bias and can lead to frustration and regret.
Privacy strategies in Conversational AI can aim at debiasing peoples’
choices by drawing from dual-process theory and triggering a more ratio-
nal thinking process. Previous research on evaluation measures for such
strategies has focused on minimizing regret or aligning user behaviour
with their attitudes. In this paper, we propose a subjective measure
of uncertainty to evaluate the effectiveness of debiasing strategies in a
Conversational AI privacy scenario. We investigate two different scales
of uncertainty - an adapted privacy uncertainty scale consisting of four
subscales and the PANAS-X scale on the affective state of fear. We find
that only one of the adapted subscales and the scale on fear showed suffi-
cient reliability and validity results. Moreover, we did not find differences
in uncertainty between our tested strategies. Finally, we propose alterna-
tive measures to investigate uncertainty and evaluate privacy strategies
that promote rational thinking in the future.

Keywords: Conversational AI · System 1 and 2 · Debiasing ·
Uncertainty · Privacy

1 Introduction

With numerous connected devices deployed in peoples’ homes, cars and public
spaces, privacy decision-making becomes increasingly frequent and inevitable.
Previous research on privacy decision-making has shown that people often rely
on heuristics and biases when deciding whether to disclose personal informa-
tion or adjust privacy settings [1]. Consequently, judgements can be suboptimal
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and lead to frustration and regret [1,22]. Debiasing strategies can be a means
of supporting people in making choices that are better aligned with their atti-
tudes [23]. They are theoretically grounded in the dual-process theory that dis-
tinguishes between System 1, fast and intuitive thinking, and System 2, slow and
analytical thinking [17]. As biased judgements usually originate from System 1,
debiasing strategies that promote transitioning towards System 2 are one way to
promote more rational judgements. Such strategies can aim at producing com-
peting intuitions, e.g. by presenting alternatives, which can induce a feeling of
uncertainty during decision-making. Therefore, based on theoretical and exper-
imental research on the dual-process theory and debiasing strategies, we argue
that a subjective measure of uncertainty could provide insights into System 2
activity.

We evaluate the level of perceived uncertainty in the context of privacy
decision-making in Conversational AI (CAI). While various debiasing strate-
gies have been investigated for traditional user interfaces to support users in
making more optimal choices [1,4,34], similar controls for CAI systems have not
yet been analyzed. Because traditional privacy controls in CAI require unfavor-
able modality switching and were found insufficient and cumbersome to use [21],
an increasing stream of research argues for conversational privacy [6,16,28]. Our
conversational privacy strategies are based on previous research on debiasing
strategies and are designed to induce a controlled level of uncertainty. They
aim at triggering System 2 activity and at supporting people in overcoming
their biases and making better judgements. Previous research on privacy nudges
proposed evaluation measures that focus on minimizing regret or aligning user
behaviour with their attitudes [1]. However, such measures do not necessarily
allow drawing conclusions about peoples’ underlying thinking process. There-
fore, we show how a subjective measure of uncertainty can provide insights on
System 2 activity in Sect. 2. We describe our experimental setup and the con-
versational privacy strategies used to induce uncertainty in a Conversational AI
privacy scenario in Sect. 3. Lastly, we show that only two subjective scales have
proven reliable and propose alternative measures for assessing uncertainty and
evaluating conversational privacy strategies that promote analytical thinking in
Sects. 4 and 5.

2 Uncertainty as an Evaluation Measure

Situations of privacy decision-making are influenced by uncertainty and risks [2].
While uncertainty and risk are closely related, economic research describes them
as two distinct constructs [19]. The distinction is based on whether probabilities
of possible outcomes are known. In situations under uncertainty, probabilities are
unknown, while they are knowable in situations under risks [19]. Individuals are
often subject to uncertainty when making judgments about their privacy. First,
information asymmetry, the fact that the user has less information available
compared to the provider of a service, is a critical driver for uncertainty [2,3].
Moreover, individuals face difficulties in predicting outcomes and consequences
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of their actions not only because of insufficient information but because techno-
logical developments may be unknowable and difficult to predict [2].

Considering uncertainty as a factor in privacy decision-making can be
informed by research in the behavioural economics field. Here, characteristics
of judgments under uncertainty and their underlying theory have been stud-
ied for almost five decades [32]. In uncertain scenarios, people are likely to rely
on mental shortcuts, i.e. heuristics, to reduce complexity and the need to cor-
rectly assess probabilities of possible outcomes. While these techniques can be
useful in our daily lives, they can lead to privacy choices that are biased and
unaligned with peoples’ attitudes. Heuristics and biases that have been identified
as relevant hurdles for privacy choices include the availability heuristic, repre-
sentativeness heuristic and optimism bias and overconfidence [1]. Explanations
about judgments under uncertainty are primarily based on the dual-process the-
ory or System 1 and 2 reasoning [17]. While decision-making under System 1 is
fast, automatic and effortless, choices under System 2 are slower, more controlled
and effortful. It is assumed that impressions that are created by System 1 are
mostly adopted by System 2 without further intervention. Only in situations that
are surprising or violate the mental model, System 2 and with this, analytical
reasoning, is activated [17]. This activation can be accompanied by uncertainty.

Debiasing strategies have been extensively researched in the medical field
to reduce diagnostic errors resulting from cognitive biases [20]. Similarly, they
can be applied in privacy decision-making to support people in overcoming their
biases [1,23]. Thereby, debiasing strategies can induce a controlled level of uncer-
tainty often by producing an internal conflict or competing intuitions. Conse-
quently, System 2 activation is likely to be triggered. For example, in a study
on the effectiveness of debiasing strategies, it was shown that the Socratic pro-
cedure, i.e. posing thought-provoking questions, and the Devil’s advocate app-
roach, i.e. encouraging people to consider an opposing point of view, led to an
increase of subjective uncertainty [8]. In particular, the authors focused on over-
confidence bias and availability heuristics, both of them also prevalent in privacy
decision-making. It is important to note that we are not interested in people’s
perceptions of general uncertainty in privacy decision-making settings. Instead,
we focus on the uncertainty that was induced by debiasing strategies and can be
seen as a possible result of an internal conflict. This distinction will be critical
when defining our experimental setup.

While the dual-process model has been subject to criticism and has been
adapted and modified over the years, uncertainty has remained a crucial factor.
For example, criticism regarding the dichotomy of the two systems has led to
further development of the dual process model that relies on a component to
monitor uncertainty [27]. Thereby, competing intuitions are monitored for their
similarity. Uncertainty increases the more similar competing intuitions are until
a certain threshold is reached and System 2 is activated. In the medical field,
Croskerry [10] developed a universal model of diagnostic reasoning based on pat-
tern recognition and the dual-process theory. Again, uncertainty plays a crucial
role in the activation of System 2. If a patient’s symptoms do not match previous
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situations or cannot be directly assigned to a certain illness, uncertainty increases
and calls for analytical thinking. In addition, behavioural, electrophysiological
and neuroimaging studies have shown evidence for a relationship between uncer-
tainty and cognitive control [26]. In particular, there is evidence that uncertain
environments lead to increased monitoring activity of one’s behavior [26].

Given this theoretical basis and evidence from experimental research, we
hypothesize that uncertainty can be used as an evaluation measure for analyt-
ical decision-making in the privacy context. Therefore, we construct a privacy
scenario in which uncertainty can be induced and varied using debiasing strate-
gies. Moreover, while a majority of previous studies have relied on behavioural
and physiological measures to assess uncertainty, we aim to investigate subjec-
tive measures of uncertainty. A subjective measure could preferably complement
already established objective measures and is less time-consuming and burden-
some for participants.

3 Experimental Design

3.1 CAI System, Scenarios and Experimental Conditions

We will investigate the perceived level of uncertainty in two different chatbot sce-
narios and five varying conditions. We use a text-based CAI system and will refer
to the implementation as chatbots which use natural language to interact with
a human via text [29]. We use Chatbot Language (CBL) [29] to implement the
chatbot on Amazon Mechanical Turk (Mturk). As information sensitivity can
impact perceived uncertainty, we investigate two chatbot scenarios – a bank-
ing chatbot asking for permission to access users’ credit card information and
a location chatbot asking for permission to access users’ location. These two
scenarios were chosen based on previous studies where credit card numbers and
location data were perceived significantly different with respect to information
sensitivity [30].

Our privacy strategies are designed to provide transparency in interactions
with CAI based on the principle of conversational privacy [6,16]. Moreover, we
aim to make the “right to deletion” required by the GDPR easily accessible
by proactively presenting users with an offer to delete their data [13]. Table 1
gives an overview of control and privacy conditions. The first control condition
resembles a common interaction with a CAI system nowadays, is unrelated to
data privacy and thus, serves as a baseline for people’s perceived level of uncer-
tainty. As mentioned above, we are interested in the level of uncertainty induced
by the debiasing strategies rather than the general uncertainty experienced in
situations of privacy decision-making.

Our second control condition gives people the opportunity to actively control
their privacy while at the same time nudging them into disclosing behaviour.
Similar strategies, called “dark patterns” are used in interface design, e.g., when
designing cookie banners [5]. Here, interfaces are designed such that individuals
make decisions that favour data collectors rather than themselves [5]. Despite
the fact that the second control condition is related to data privacy and might
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Table 1. Overview of conditions and their questions asked by the CAI system, includ-
ing two control conditions and three privacy strategies.

Condition Question

Control 1 Is there anything else I can help you with?

Control 2 I will save your data for future interactions now, okay?

Slow Down I will save your data for future interactions now, okay? I’ll give you
20 s to think about it.

Alternative Do you want me to delete your data from this interaction or have it
saved for future interactions?

Deletion Do you want me to delete your data from this interaction now?

lead to an increased level of general uncertainty, we expect most people to choose
intuitively and therefore, rely on System 1 activity. Therefore, their perceived
level of uncertainty should remain relatively low compared to the one experienced
by participants who are exposed to the debiasing strategies.

We implement three different privacy strategies based on the idea of debias-
ing, in particular on cognitive forcing [7,23]. The privacy strategies are applied
at the time of decision-making to disrupt heuristic reasoning. They are designed
to induce a controlled level of uncertainty, make users engage in System 2 think-
ing and thereby, support the process of rational cost-benefit analysis. Drawing
from previous studies on privacy nudges and cognitive forcing, we implement 1)
a slow-down condition to give users time to reflect and possibly reconsider their
decision [7,34], 2) an alternative condition that requires an active choice [20] and
3) an option to delete their data from the interaction [6]. The slow-down and
alternative options aim at producing an internal conflict and may consequently
lead to an increased level of perceived uncertainty. The option to delete data
allows people to reconsider their previous disclosure to the chatbot. Similarly to
the other privacy strategies, reconsideration could produce competing intuitions.
On the other hand, this offer might come surprising to participants as it is not
frequently used in real-life scenarios. Based on the theory, surprise is likely to
trigger the activation of System 2 [17]. Moreover, surprise has been shown to be
accompanied by the feeling of uncertainty and thus, could be assessed via the
subjective uncertainty scale [31].

After granting or denying access to their data, participants were exposed
to one of the three privacy strategies or to one of the two control conditions.
Our experiment follows a between-subject design and conditions were randomly
assigned to participants. We used CBL to inform participants about data pro-
tection regulations, to provide a task description and to display a survey on the
chatbot interaction after the experiment.
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3.2 Survey Design

We make use of subjective scales from previous research to investigate whether
uncertainty can serve as an evaluation measure for our privacy strategies. We
measure uncertainty retrospectively after the interaction was carried out. To the
best of our knowledge, subjective measures of uncertainty have not yet been
used in the context of CAI. Therefore, we adopt a privacy uncertainty scale
that was used in the context of mobile applications [3]. Their study showed
that privacy uncertainty was positively influenced by uncertainty regarding the
collection, use and protection of users’ data. Relying on this distinction allows
us to validate the established scale in the context of CAI and to get a more
detailed picture of possible subdimensions that induce uncertainty and may be
involved in the System 2 activation process. While the original scale was used to
measure privacy uncertainty before and after purchasing a mobile app, we only
rely on the post-purchase scale as we are assessing uncertainty retrospectively
after the use of the service. Furthermore, we removed the last three items of the
post-purchase protection uncertainty scale as these items seem not relevant [3].
Lastly, we rephrased the items to match the context of the chatbot interaction
(see Table 6 in the Appendix for the rephrased items).

Our second scale is based on the relationship between affective states and
uncertainty. As fear was found to be significantly influenced by uncertainty [31],
we assess participants’ affective state on fear using the PANAS-X scale [35].

3.3 Ethical Considerations

In the following, we discuss the ethical considerations of our experimental design
and describe the measures taken to ensure that participants were treated ethi-
cally. First, participants were not told prior to participating that we evaluated
data-saving practices as this might have affected their behaviour and perceptions.
However, our task description clearly stated that participants will be asked per-
sonal questions by the chatbot system and are free to what extent they respond
truthfully. Moreover, the two scenarios were designed to ask only for informa-
tion that was required to fulfil the task and thus follow current best practices of
privacy design [13,22].

While our experiment made participants believe that we could access their
data, our system was not able to access any personal information other than
the text users shared during the interaction. This deceptive design choice was
based on lessons learned from a previous study [6]. There, participants were pro-
vided with an artificial credit card number and asked to check the corresponding
balance. Checking the balance for an artificial bank account did limit the inter-
pretability of the results as it does not represent a real-life scenario in which
users enter personal data. Thus, users’ perceptions and behaviour may differ as
they may be more concerned when disclosing real personal information. We fully
disclosed our practices by debriefing participants after the study and highlighting
that no personal data was accessed if they had not entered personal information
during the interaction. Finally, we paid participants 2$ for their participation
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Table 2. Summary of demographic and experimental data for the banking and location
scenario

Demographic and experimental data Banking Location

# conditions 5 5

# participants 315 330

# excluded participants 33 53

# accepted participants in the different
conditions (Control 1/ Control 2/ Slow
Down/ Alternative/ Reconsider)

58/56/51/56/61 63/55/53/51/55

# accepted participants’ disclosure
behaviour (Granting Access/ Denying
Access)

228/54 (81%/19%) 245/32 (88%/12%)

Mean (SD) age of workers in years 34 (10) 35 (10)

# Gender (female/male/diverse/not
provided)

151/131/0/0 114/163/0/0

which calculates to an average hourly wage of 17$ for the banking scenario and
20$ for the location scenario.

4 Results

We show experimental and demographic data in Table 2. We excluded partici-
pants who failed at least one out of three screening questions from our analysis.
Based on the results of a power analysis, we ensured that each of the groups
yielded more than 50 accepted participants. The disclosure behaviour of partici-
pants was similar between scenarios with more than 80% granting access to their
personal information. This is an essential prerequisite for our conditions as they
rely on users sharing information in the first place.

4.1 Evaluation of the Adapted Privacy Uncertainty Scale

Evaluation Using Structural Equation Modelling. Evaluation of the pri-
vacy uncertainty scale is based on covariance-based structural equation mod-
elling (CB-SEM). This is different to the original study where privacy uncertainty
was part of a larger structural model evaluated via partial least squares SEM [3].
We do not aim for comparability but for an evaluation of the uncertainty scale
in the context of CAI and rational privacy decision-making. We rely on CB-SEM
as we include only reflective constructs and like to assess global goodness-of-fit
measures [15]. Our structural model is based on the assumption that collec-
tion, use and protection uncertainty positively influence overall privacy uncer-
tainty [3]. Therefore, we assume that these three constructs, i.e. collection, use
and protection uncertainty, load on overall privacy uncertainty, while all four con-
structs are treated as a cause of their corresponding indicators. We evaluate the
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CB-SEM using R and the package lavaan. As privacy uncertainty was measured
on an ordinal 5-point Likert-Scale, we use the robust estimator Weighted Least
Squares with Adjustments for Means and Variances (WLSMV) [18]. The model
is built on participants’ data who passed the screening questions (N = 559).

In SEM one distinguishes between the measurement model and the path
analysis [11]. First, the measurement model is tested on reliability and validity
by performing a confirmatory factor analysis (CFA) on the latent variables, i.e.
collection, use, protection and overall uncertainty [11]. Second, the structural
relationship between latent variables is evaluated by performing a path analy-
sis [11]. To evaluate the CB-SEM measurement model, we constrain the loading
of the first indicator on each latent factor to unity. We assess item reliability
by investigating the standardized loadings of the individual items on their con-
structs (see Table 6 in the Appendix). Standardized factor loadings vary between
0.5 and 0.8 for the individual uncertainty items. All factor loadings were above
the generally recommended lower limit of 0.4 with most of them exceeding factor
loadings of 0.7. Thus, indicating sufficient item reliability.

Further, we analyze internal consistency reliability, convergent validity and
discriminant validity of the CB-SEM measurement model. The results are shown
in Table 3. A scale is generally considered reliable for Cronbach’s α ≥ 0.7 and
composite reliability ≥ 0.7 [15]. Moreover, we check whether convergent valid-
ity could be established with an average variance extracted (AVE) of > 0.50.
Lastly, we investigate discriminant validity using the heterotrait-monotrait cor-
relation ratio (HTMT) which has been recommended over the Fornell-Larcker
criterion [15]. As we are working with conceptually similar concepts, we apply
a more relaxed cut-off value of 0.9 for discriminant validity to be present [15].
While the use and overall uncertainty scale showed sufficient reliability and con-
vergence validity scores, Cronbach’s α, composite reliability and AVE were equal
to or below the recommended cut-off thresholds for the collection and protection
uncertainty scale. Lastly, discriminant validity could not be established for any
of the scales as the HTMT yielded values ≥0.95.

In addition to these weaknesses in reliability and validity, the model showed a
poor global model fit (see Table 4). We analyze the global model fit by using the
chi-square test, Root Mean Square Error of Approximation (RMSEA), Compar-
ative Fit Index (CFI), Tucker-Lewis-Index (TLI) and Standardized Root Mean
Square Residual (SRMR) in their robust versions. We rely on commonly applied
cut-off thresholds, i.e. close or below 0.08 for RMSEA, close or above 0.95 for
CFI and TLI and close or below 0.08 for SRMR [18]. The chi-square test shows
significant results. However, it is known to be sensitive to sample size and should
therefore be assessed together with other global model fit indices. In addition,
we find that the robust RMSEA is well above the recommended cut-off thresh-
old indicating a poor fit of the model. Similarly, CFI and TLI do not show
satisfactory global fit values.

Evaluation Using CFA for Individual One-Factor Models. Given that
the CB-SEM measurement model showed weaknesses in reliability and validity,
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Table 3. Reliability and convergent validity results based on Cronbach’s α, Composite
Reliability (CR) and Averaged Variance Extracted (AVE). Common cut-off thresholds
are above or equal 0.7 for Cronbach’s α and CR and above or equal 0.5 for AVE.

Construct Cronbach’s α CR AVE

Adapted Privacy Uncertainty - CB-SEM

Collection Uncertainty 0.70 0.69 0.41

Use Uncertainty 0.81 0.82 0.50

Protection Uncertainty 0.70 0.71 0.49

Overall Uncertainty 0.81 0.79 0.54

Adapted Privacy Uncertainty - Individual One-Factor Models

Collection Uncertainty 0.70 0.72 0.42

Use Uncertainty 0.81 0.81 0.50

Protection Uncertainty 0.70 0.71 0.51

Overall Uncertainty 0.81 0.79 0.54

PANAS-X Fear - One-Factor Model

Fear 0.95 0.94 0.79

we could not confirm the hypothesized model structure. However, we are inter-
ested in whether people’s perception of uncertainty varies among conditions and
scenarios. Therefore, we evaluate the individual scales on their reliability and
validity by conducting CFA on the four one-factor models. Again we investigate
item reliability based on the factor loadings (see Table 7). Similarly to the CB-
SEM measurement model, factor loadings of the individually fitted one-factor
models showed sufficient reliability. Moreover, Cronbach’s α values, composite
reliability and convergent validity scores for the four individual scales were sim-
ilar to the CB-SEM measurement model with low convergent validity for the
collection uncertainty scale (see Table 3). Lastly, we investigate robust global
model fit measures for the four individual one-factor models (see Table 4). For
the collection uncertainty, the one-factor model shows an overall poor model
fit. While the one-factor model for the use uncertainty scale showed satisfactory
values for CFI, TLI and SRMR, RMSEA is above 0.05 indicating a good but not
close fit. Model fit indices for the protection uncertainty one-factor model are not
provided as the model is based on only three items and thus, just-identified with
zero degrees of freedom. Lastly, the overall uncertainty one-factor model shows
a non-significant chi-square test, a close fit based on RMSEA and satisfactory
results for CFI, TLI and SRMR.

Based on this analysis, we recommend the usage of the overall uncertainty
scale as it has proven reliable and valid in the context of CAI. We used ordinal
logistic regression to investigate differences between conditions and scenarios for
overall uncertainty ratings. However, our analysis did not show any differences
in people’s perceived levels of overall uncertainty.
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Table 4. Robust measurements of model fit for the adapted privacy uncertainty scale
and the PANAS-X Fear scale.

Model χ2/df (p-value) RMSEA [90% CI] CFI TLI SRMR

Adapted Privacy Uncertainty Scale

CB-SEM 1068.32/98 (0.00) 0.12 [0.11–0.12] 0.86 0.83 0.07

Collection Uncertainty

One-Factor Model 80.9/2 (0.00) 0.27 [0.22–0.32] 0.84 0.53 0.08

Use Uncertainty

One-Factor Model 17.4/5 (0.00) 0.06 [0.03–0.10] 0.99 0.98 0.02

Protection Uncertainty - just-identified model

Overall Uncertainty

One-Factor Model 4.55/2 (0.1) 0.05 [0.00–0.1] 0.997 0.99 0.01

PANAS-X Fear

One-Factor Model 34.99/9 (0.00) 0.09 [0.06–0.12] 0.99 0.98 0.02

4.2 Evaluation of the PANAS-X Fear Scale

We evaluate the PANAS-X scale related to fear on its reliability and validity
by conducting a CFA. Factor loadings were generally high with values between
0.86 and 0.90. Further, reliability and convergent validity showed satisfactory
results (see Table 3). Lastly, the robust model fit indices suggest an overall good
fit in accordance with commonly considered values (see Table 4). Nevertheless,
the close-fit model criterion was not fulfilled as the robust RMSEA was greater
than 0.05.

While the scale showed good reliability and validity values in the context
of CAI and privacy decision-making, participants’ ratings on this scale showed
high variability, i.e. high standard variations across conditions. While subjec-
tive assessments of emotions allow inexpensive and efficient measurement, they
might not correctly capture underlying psychological processes and have been
discussed critically in the literature [9]. Even though the questionnaire was pre-
sented right after the interaction with the chatbot, present feelings at the time
of filling out the survey might have outweighed feelings experienced during the
interaction and led to inconsistent ratings. Moreover, some participants might
have connected fear to specific factors, e.g., spiders or flying, while others did
not. This might result in inconsistent usage of the scale. Instead of assessing a
rather extreme feeling as fear, a future study could investigate feelings like dis-
comfort or uneasiness to make assumptions about peoples’ underlying thinking
process.
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Table 5. This table provides an overview of alternative measures that can be used
to assess uncertainty. It also shows alternative measures for the evaluation of privacy
strategies that aim at supporting rational decision-making.

Method Alternative Uncertainty Measures Alternative Evaluation
Measures

Subjective Self-assessed uncertainty based on
scales not used in this study

Self-Assessed Mental
Demand

Privacy Regret

Objective Reaction Time Pupil Dilation

Fixation Time Galvanic Skin Response

Neuroimaging

Mixed Attitude-Behavior
Alignment

5 Alternative Measures

5.1 Alternative Measures of Uncertainty

While we did not find differences in overall uncertainty and fear ratings in the
context of Conversational AI, previous research successfully applied a subjec-
tive measure of uncertainty to prove the effectiveness of debiasing strategies [8].
Therefore, other subjective scales to measure the level of uncertainty might be
better suited and could be tested in future studies. On the other hand, objective
measures can be used to investigate perceived uncertainty. Objective measures,
e.g. physiological measures, are beneficial as they can assess uncertainty at the
time of decision-making. When using subjective measures, we asked participants
to report their perceived uncertainty retrospectively after the interaction with
the chatbot. However, uncertainty experienced during the interaction might be
difficult to recall and present feelings might outweigh the previously experienced
ones. Therefore, objective measurements can provide more reliable insights. We
provide an overview of objective measures that have been used to assess uncer-
tainty in Table 5.

A study on the detection of uncertainty researched physiological as well as
behavioural measurements to sense uncertainty in interactive systems [14]. They
identified keyboard behaviour, in particular the time of typing and the time
looking at a question, as reliable indicators for uncertainty, whereas heart rate
measurements did not provide useful information. Moreover, they suggested the
usage of combined measurements to enhance reliability. Other studies have used
functional magnetic resonance imaging (fMRI) to research brain activity patterns
associated with judgements under uncertainty. Mushtaq et al. [26] provides an
extensive overview of brain areas that were shown to be activated when uncer-
tainty was involved in decision-making. The reviewed studies used a variety of
tasks to manipulate the level of uncertainty, e.g. by varying the accuracy of pre-
dictors or by changing task rules. Thereby, studies include game-like tasks based
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on cards or checkerboards as well as more realistic tasks such as decision-making
in a flight or driving simulator. Future studies could use neuroimaging to assess
the level of uncertainty in a Conversational AI privacy scenario and compare the
activation of brain areas with the ones previously identified.

5.2 Additional Considerations to Measuring Rational
Decision-Making

We tested uncertainty as an evaluation measure for privacy strategies that are
based on the idea of debiasing and aim for System 2 activation. In addition,
there might be alternative evaluation measures to gain insights into participants’
underlying thinking processes (see Table 5 for an overview of alternative evalua-
tion measures). In the medical field, the effectiveness of debiasing strategies has
been assessed by evaluating error rates in diagnostic reasoning [20]. However,
error rates do not seem to be a viable measure for debiasing strategies in the
privacy context. As privacy decision-making is highly subjective and depends on
the participants’ attitudes, the “correct” outcome of a privacy decision remains
unknown to the examiner. However, previous research on social media networks
has shown that people are likely to regret the disclosure of private information
as a result of intuitive thinking [12,33]. Therefore, a subjective measure of pri-
vacy regret could be used for evaluating privacy strategies [1]. Moreover, privacy
strategies that support people in overcoming their biases should lead to decisions
that are aligned with people’s attitudes. Consequently, the alignment of attitudes
and behaviour could serve as an evaluation measure for such strategies [1].

In addition to uncertainty, the activation process can be accompanied by
other factors, e.g. cognitive load, that can be measured either subjectively or
objectively [17]. Various methods have been researched to assess cognitive load,
both subjective and objective. These include self-reports on mental effort, eye-
tracking and pupil dilation, or galvanic skin response [24]. Particularly pupil
dilation has been investigated in various contexts to assess cognitive load with
larger sizes indicating the usage of more cognitive resources [24,25]. Therefore,
future research could assess pupil dilation to evaluate the effectiveness of debi-
asing strategies.

While future studies can consider alternative measures to evaluate debias-
ing strategies, they can also make changes to the experimental design. First,
our dialogue was designed so that no service was provided to the users due to
apparent technical difficulties or the closure of the restaurant. This was based
on the assumption that a positive ending (e.g. providing a fake balance in the
banking scenario or telling the user that the pizza is on its way) might lead to
uncertainty related to the corresponding outcome. The users might be unsure
whether the fake credit card balance is actually correct or whether a pizza will
be delivered to their location. To control for this effect, we do not provide service
in both of the scenarios. However, the negative outcome could leave users with
a feeling of frustration – a feeling that can be accompanied by uncertainty [31].
This means that our negative outcome scenario could also lead to uncertainty
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which is not related to the effectiveness of the privacy strategies but to the out-
come of the scenario. While we assessed frustration in the survey to account
for it, our experimental choice might have overridden small differences between
groups. Therefore, future research could avoid experimental setups where users
experience frustration, e.g. by providing real-life services.

Second, future research could try to increase the expected effect of uncer-
tainty by multiple or longer exposures to debiasing strategies in a dialogue. For
example, previous research has shown that people report higher levels of uncer-
tainty when being exposed to the Socratic procedure or the Devil’s advocate
approach [8]. Here, people are presented with multiple thought-provoking ques-
tions or opposing points of view. Such an experimental setup ensures that people
experience competing intuitions which can lead to increased levels of uncertainty.
Similarly, guided reflection – a debiasing strategy known from the medical field
– could be applied to practice more critical thinking in CAI privacy scenarios
and could increase the expected effect of uncertainty [23]. Thereby, CAI could
function as a guide or mentor and instruct users on what to consider in their pri-
vacy decision-making. Finally, when changing the experimental setup, multiple
measures to assess the effectiveness of debiasing strategies should be considered
to improve reliability.

6 Conclusion

We investigated perceived uncertainty as an evaluation measure for privacy
strategies in Conversational AI. Our approach is theoretically grounded on the
dual-process theory and previous research on the evaluation of debiasing strate-
gies using a subjective measure of uncertainty. Our privacy strategies aim at sup-
porting people in their privacy decision-making based on the idea of debiasing
and conversational privacy. Thereby, they were designed to induce a controlled
level of uncertainty and to trigger more analytical thinking. We used two subjec-
tive scales to investigate perceived uncertainty - an adapted privacy uncertainty
scale and the PANAS-X scale on the affective state of fear. Only one subscale
of the adapted privacy uncertainty scale, i.e. the overall uncertainty scale, and
the scale on fear showed satisfactory reliability and validity results and can be
recommended for future research in the context of CAI. As we did not find dif-
ferences in peoples’ perceived level of uncertainty on these two scales, we propose
alternative measures to investigate uncertainty and evaluate privacy strategies
that promote rational decision-making in the future.

Acknowledgments. Our work is partially funded by the German Federal Ministry
for Economic Affairs and Energy as part of their AI innovation initiative (funding code
01MK20011A).
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Appendix

Table 6. Rephrased items for the four uncertainty subscales and parameter estimates
for the CB-SEM measurement model. Parameters were estimated using WLSMV and
first indicator factor loadings were set to unity. Robust standard errors are computed.

Abbr. Construct Estimate Std. Err z-value P(> |z|) Standardized
Loadings

Coll1 I was uncertain about what information will
be collected

1.00 0.75

Coll2 I was concerned about the amount of
information that was collected by the
chatbot

0.77 0.04 20.54 0.00 0.58

Coll3 I was afraid the chatbot would collect more
information than I was initially told

0.95 0.03 34.05 0.00 0.72

Coll4 I was concerned that I will have to provide
more information than I originally thought

0.67 0.04 16.29 0.00 0.50

Use1 I was concerned about how the chatbot
provider would use the information that was
recorded by the chatbot

1.00 0.57

Use2 I was uncertain about who would have
access to the information tha was recorded

1.28 0.06 20.54 0.00 0.73

Use3 I was worried that the information that was
recorded will be shared with others

1.35 0.06 20.97 0.00 0.76

Use4 I was unsure if the information that was
recorded might be misused

1.27 0.06 20.56 0.00 0.72

Use5 I was afraid that if given the chance the
chatbot provider might profit by selling the
information to someone else

1.33 0.06 21.73 0.00 0.76

Prot1 I was concerned that the information that
was collected will not be protected

1.00 0.58

Prot2 I was uncertain about what the chatbot
provider would to to ensure that the
information collected was secure

1.28 0.06 23.47 0.00 0.74

Prot3 I was unsure if the chatbot provider would
effectively safeguard the information that
was collected

1.34 0.05 24.95 0.00 0.77

All1 Overall, I was unsure if the chatbot provider
would safeguard my privacy

1.00 0.80

All2 Overall, I was uncertain if the chatbot
provider would be good at managing my
private information

0.92 0.03 35.12 0.00 0.73

All3 Overall, I was worried if my information
would be safe with the chatbot provider

0.97 0.22 44.09 0.00 0.77

All4 Overall, I was concerned that the chatbot
provider might breach formal and informal
privacy agreements

0.79 0.03 24.68 0.00 0.63
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Table 7. Rephrased items for the four uncertainty subscales and parameter estimates
for the individual One-Factor CFA models. Parameters were estimated using WLSMV
and first indicator factor loadings were set to unity. Robust standard errors are com-
puted.

Abbr. Construct Estimate Std. Err z-value P(> |z|) Standardized
Loadings

Collection Uncertainty

Coll1 I was uncertain about what information
will be collected

1.00 0.66

Coll2 I was concerned about the amount of
information that was collected by the
chatbot

0.96 0.06 15.02 0.00 0.63

Coll3 I was afraid the chatbot would collect
more information than I was initially told

1.06 0.07 14.56 0.00 0.70

Coll4 I was concerned that I will have to
provide more information than I
originally thought

0.89 0.06 13.93 0.00 0.59

Use Uncertainty

Use1 I was concerned about how the chatbot
provider would use the information that
was recorded by the chatbot

1.00 0.44

Use2 I was uncertain about who would have
access to the information tha was
recorded

1.53 0.12 12.43 0.00 0.68

Use3 I was worried that the information that
was recorded will be shared with others

1.82 0.14 12.93 0.00 0.81

Use4 I was unsure if the information that was
recorded might be misused

1.72 0.13 12.83 0.00 0.76

Use5 I was afraid that if given the chance the
chatbot provider might profit by selling
the information to someone else

1.78 0.14 12.84 0.00 0.79

Protection Uncertainty

Prot1 I was concerned that the information
that was collected will not be protected

1.00 0.50

Prot2 I was uncertain about what the chatbot
provider would to to ensure that the
information collected was secure

1.37 0.10 13.73 0.00 0.68

Prot3 I was unsure if the chatbot provider
would effectively safeguard the
information that was collected

1.81 0.17 10.48 0.00 0.90

Overall Uncertainty

All1 Overall, I was unsure if the chatbot
provider would safeguard my privacy

1.00 0.80

All2 Overall, I was uncertain if the chatbot
provider would be good at managing my
private information

0.94 0.04 23.09 0.00 0.75

All3 Overall, I was worried if my information
would be safe with the chatbot provider

1.00 0.05 22.10 0.00 0.80

All4 Overall, I was concerned that the
chatbot provider might breach formal
and informal privacy agreements

0.74 0.05 16.15 0.00 0.59
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Abstract. Voice Assistants (VAs) are becoming a popular way to per-
form everyday tasks. In medical contexts, VAs are being studied for their
usage in areas such as medical care in rural areas, medical diagnosis, and
intersession treatment during therapies. This systematic review aims to
assess the usability of voice-based interaction in therapies in health care
and compare technical and conversational implementations and insights
on the design process. The survey followed the PRISMA guidelines. IEE-
Explore, ACM Digital Library, Scopus, and PubMed, were systematically
searched for relevant studies that describe the use of voice-based systems
in therapeutic context. 633 studies were screened, of which 9 studies
met the inclusion criteria. The literature survey reveals a high degree of
diversity among the identified studies regarding therapy form and level
of implementation. Also, the range of utilized VA-technology and design
principles is quite broad. Following this, the field of VA-supported ther-
apy is still in an exploratory phase and further research is necessary to
establish a level of consistency among studies.

Keywords: Voice Assistants · Speech based user interfaces · therapy ·
medical care · usability

1 Introduction

Voice Assistants (VAs) are increasingly being integrated in everyday life and
represent an easy way to perform various tasks with minimal effort. This devel-
opment has led to a rapidly growing user base for commercial voice assis-
tants [21]. Users employ their voice assistants mostly for setting up alarm clocks
or reminders, controlling smart home devices, or listening to music [38].

Thereby, researchers and developers distinguish different levels of VA based
on the quality of assistance [8]: For Level 1-type interactions simple queries
(web search or weather query) or commands for device control (play music, turn
devices on/off) are incorporated, hardly any dialog (management) is needed [39].
Responses from the system are often used only for confirmation or to ask
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Salvendy and J. Wei (Eds.): HCII 2023, LNCS 14052, pp. 221–239, 2023.
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for mandatory information. Technically, the focus is on the Automatic Speech
Recognition (ASR) and Natural Language Understanding (NLU) components.
Depending on the use case, certain domain-specific terms have to be inte-
grated [19].

Level 2-type VAs offer a better support for users. Therefore, they need to
be able to process queries regarding the course of the conversation and to be
able to take domain knowledge into account when processing the statements.
This central task is enabled by the Dialog Manager (DM). In addition, exter-
nal sources can be accessed and domain-specific knowledge about individual
processes, goals, and substeps can be provided by knowledge graphs or ontolo-
gies [16]. Both rule-based and statistical approaches exist for implementing a
DM [27].

Finally, in Level 3-type VAs, additional personalization takes place. This
allows VAs to adapt to the corresponding user in order to individualize sys-
tem statements or dialog progressions (degree of assistance, preferences, exper-
tise) [35]. This perspective is based on the concept of Companion Systems [44].
The following characteristics of these systems are particularly noteworthy:

– Consideration of the superordinate goals of the users
– Users are offered information proactively.
– Preparing complex alternative solutions and negotiating them interactively.
– Incorporating users’ current needs, i.e., allowing the user to lead the dialog

In medical contexts, a few studies investigate the usage of VAs in differ-
ent application areas. Especially level 2 and 3 VAs arousing great interest here,
e.g., for diet assistance [25], medical care in rural areas [12], or medical diag-
nosis [5]. Furthermore, due to the dialog-like interaction style, VAs are seen as
especially useful for intersession treatment during therapies. Hereby, Solutions
using VAs are easy to realize; apart from a VA and a network connection, no fur-
ther hardware is needed, and no further specialized devices are needed in contrast
to virtual reality and robot solutions. This literature research aims to identify
studies related to the usage of voice assistants in the aforementioned application.
As method for the literature survey, we utilized the Preferred Reporting Items
for Systematic reviews and Meta-Analysis (PRISMA) guidelines [30], aiming to
identify the therapeutic application domain, the utilized voice assistant tech-
nology, evaluation details as well as details regarding the measured effects. A
comparison of the used implementation methods gives first insights into a future
harmonization of the usage of VAs in the domain of medical care and therapeutic
support. Finally, an evaluation regarding the limitations of the implementations
and experiments in the identified studies is given.

The remainder of this paper is structured as follows: In Sect. 2, we present the
structured review guidelines and our criteria. Section 3 presents the procedure
to identify the resulting 9 studies and indicates some statistics regarding the
publications. Furthermore, this section discusses the content of the identified
studies regarding the specific therapeutic application, utilized VAs, incorporated
DM features, and the evaluation procedure as well as identified limitations of
studies. The survey is then concluded in Sect. 4 giving a final summary and
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an outlook for future research trends. Thus, this study contributes to identify
experiences, current limitations and potentials for the development of specialized
VA in the field of therapeutic (intersession) treatment.

2 Methods

We followed the PRISMA guidelines [30] to identify the relevant studies based
on eligibility criteria.

This survey aims to identify studies that use (physical) VAs in a therapeutic
context. The literature search includes all criteria that use VAs and employ to
a certain extent a dialog-like interaction with patients. Therefore, it is unnec-
essary if the patients are children or elderly or if an automatic system or a
Wizardof-Oz (WOZ)-approach is employed. During screening, we excluded stud-
ies that 1) focus on robot-assisted therapy, 2) do not employ speech-based assis-
tants, i.e., using text-based chatbots or embodied conversational agents, or are
applied within a virtual reality, 3) do not employ a therapeutic context, i.e., focus
on medication/appointment or diagnosis to support professionals (e.g., doctors,
nurses), 4) are pure position paper or reviews.

As search engines, we used IEEExplore, ACM Digital Library, Scopus, and
PubMed, as they cover related journals and conference proceedings.

As search-terms, we utilized voice assistant or virtual assistant in
combination with therap* or treatment. The search ran from the 1st to 14th
of November 2022.

3 Results

Initially, 633 studies were identified from the databases. After sorting out dupli-
cates (n = 15), records clearly identifiable as unsuitable by the title and abstract
(n = 508), and records not retrievable (n = 1), 110 studies were assessed for eligi-
bility regarding the exclusion criteria. Finally, a total of 9 studies were included
in the literature survey. The PRISMA flow diagram is depicted in Fig. 1. The 9
studies finally included in this review are depicted in Table 1.

3.1 Publication Statistics

In Fig. 2 the reports assessed for eligibility are depicted according to their pub-
lication date, and it can be seen that most of the studies are published just
recently. Also, most of the final selected studies are published 2022.

Regarding the type of publication, most of the studies are published on con-
ferences, whereas especially the ACM Conference on Human Factors in Com-
puting Systems (CHI) and the newly established Joint International Conference
on Digital Inclusion, Assistive Technology & Accessibility (ICCHP-AAATE) is
often chosen as platform. Only 2 publications have been published in journals.
This shows that there is no established journal (section) for this highly interdis-
ciplinary topic.
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Fig. 1. PRISMA flow diagram of study inclusion and exclusion criteria for the system-
atic review, the detailed reasons are given in the text.

As already stated in Sect. 1, there exist many terms for speech-based interac-
tion devices, this can be also seen in for this paper identified studies, see Fig. 3,
whereas the terms voice assistant(s) and conversational agent(s) are used most
often. Furthermore, it is apparent that a broad variety of therapy assistance is
under investigation, as these terms are mostly occurring just once in the list
of keywords. Here, the community still lacks a good, comprehensive term to
indicate voice-based assistance in the therapeutic domain.

3.2 Therapeutic Application Domain and Justification for VA-Usage

As already indicated by the vast amount of keywords, the application domain for
VAs in therapeutic context is quite broad and thus, also the 9 identified studies
deal with different indications.

Both [31] and [9] focus on children with neurodevelopmental disorders. In [31]
children with ADHD – especially those having an executive function disorder
– are the targeted group. Psychological and social non-medicinal treatment is
needed for them to alleviate the main symptoms and amplify the effects of drug
treatment. The authors investigate whether a VAs can help children to keep the
motivation high while creating ‘Goal-Plan-Do-Check’ course of action with self-
instruction steps. The evaluation experiments are planned but not yet finished,
and therefore only the design is described in the paper. On the other hand, [9]
focuses on Autism Spectrum Disorder, and it is known that early and focused
interventions are thought to mitigate their effect. Different types of therapy like
play therapy, cognitive behavior therapy and music therapy is usually used for
this. The authors of [9] state that VAs are potentially useful tools to support
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Table 1. Overview of the studies included in the review.

Authors Title

[3] Aymerich-Franch &
Ferrer

Investigating the use of speech-based conversational
agents for life coaching

[9] Catania et al. Toward the Introduction of Google Assistant in Therapy
for Children with Neurodevelopmental Disorders: An
Exploratory Study

[11] Cheng et al. Development and evaluation of a healthy coping voice
interface application using the Google home for elderly
patients with type 2 diabetes

[15] Gotthardt et al. Voice Assistant-Based CBT for Depression in Students:
Effects of Empathy-Driven Dialog Management

[31] Park et al. Designing a Voice-Bot to Promote Better Mental Health:
UX Design for Digital Therapeutics on ADHD Patients

[34] Scheible et al. Generic Concept for Integrating Voice Assistance Into
Smart Therapeutic Interventions

[41] Siegert et al. Music-Guided Imagination and Digital Voice Assistant -
Study Design and First Results on the Application of
Voice Assistants for Music-Guided Stress Reduction

[43] Striegl et al. Investigating the Usability of Voice Assistant-Based
CBT for Age-Related Depression

[46] Yang et al. Clinical Advice by Voice Assistants on Postpartum
Depression: Cross-Sectional Investigation Using Apple
Siri, Amazon Alexa, Google Assistant, and Microsoft
Cortana

standard interventions, and in the current setting the main use of the VA is to
play back music.

The authors of [46] utilize VAs to support mothers with postpartum depres-
sion. At the moment, it is analyzed how VAs responses to pre-recorded questions
about postpartum depression suit scientific recommendations. The authors moti-
vate the use of VAs by the possibility to perform a screening and clarify on mis-
perceptions in the mothers’ homes in privacy, as well as planning a treatment
taking into account the special situation of the mothers.

Supporting elderly patients with diabetes 2 through VAs is the focus of [11].
Hereby, the VA especially supports in diabetes self-management by keeping
track on the guidelines and assisting in the problem-solving. Unfortunately, the
authors remain very vague about the exact design of the problem-solving compo-
nent. Elderly patients, and age-related depression, is also focused by [15,43]. The
authors motivate their experiments with the general usability of VAs for deliver-
ing psycho-educational content as one selected method for cognitive behavioral
therapy (CBT) as an opportunity to replace face-to-face counseling.
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Fig. 2. Histogram plot of the 109 reports assessed for eligibility according to their pub-
lication year. The final selected studies included in the review are depicted separately.

Fig. 3. Word clouds as illustration of the used author keywords in the identified studies.

The authors of [34] focus on adults in general who need to “practice” some-
thing alone between therapy sessions and present a proof-of-concept in the home
environment. Hereby, a VA can support to achieve optimal therapy results out-
side personal sessions. Furthermore, the authors claim that VAs could prevent
misunderstandings in oral communication and a lack of motivation, identify inap-
propriate difficulty levels of the tasks, or allow a monitoring of the homework.
As a final goal, the authors state that therapists could make ad-hoc adjustments
and patients could benefit from even more individualized care. Currently, the
authors concentrate on technical details and did not embrace an evaluation.

Also in [41], the authors focus on adults in general undergoing a receptive
music therapy, more specially performing a music-imaginative journey in an
interactive manner with a VA.

So far, all the aforementioned studies are more or less related to some pro-
fessional therapy. In contrast, the authors of [3] focused more on life coaching
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to improve the quality of life by defining goals according to the SMART1 prin-
ciples. The VA had the role of the coach that guides the participant trough the
coaching and goal definition process.

3.3 Utilized Voice Assistant Technology

Designing conversational interfaces for both health care support or therapy sup-
port requires technical and therapeutic expertise. Therefore, some voice appli-
cations were developed by an interdisciplinary team [11,31,34,41]. Also, face to
face dialogues between therapists and patients [15,41,43] as well as existing sur-
vey procedures and digital tools [11] served as inspiration for the design of the
systems. Moreover, different use cases and specific requirements for voice appli-
cations have been researched. The studies [9,46] give insights about the usage
of voice assistants as a general tool for therapeutic support. It is furthermore
highlighted in these studies that the creation of the system responses has to be
carefully considered, particularly when interacting with patients having possible
psychological disorders. Some studies report that an additional visual output
can improve the user experience [9,11], esp. for patients with hearing or speech
disabilities. However, this must be carefully weighed depending on the use case,
as for example the authors of [31] have deliberately decided against using visual
output as a possible distraction for their target group.

VA-Platform. Most of the identified studies utilize commercial voice assistants.
Thereby, the studies in [9,46] used a Google Assistant smart speaker without
any modifications or additional developed skill. In [46] the voice assistants by
Amazon Alexa, Microsoft Cortana, and Apple Siri, all installed on a mobile
phone, are used and evaluated without modification.

By also using commercial VAs, the authors of [11,34,41] extend the capabil-
ities of them through self-developed skills. The Google home smart speaker2. is
used in [11], the one from Alexa is used in [41]. The authors of [34] utilize both
manufacturers.

The authors of [3] are pursuing a different path and developed their own
iOS app utilizing the native iOS text-to-speech to and speech-to-text facilities.
Compared to Google and Amazon, however, the possible degrees of freedom for
dialogue management are severely limited.

In [31] the whole smart speaker was self-designed using a Raspberry Pi with
Googles Dialogflow API.

Regarding the studies in [15,43], no further details regarding the voice assis-
tant technology can be given, as the authors do not reveal any technical details.

Frameworks and Tools for Voice Based Systems. Regarding the uti-
lization of already existing VA frameworks, many studies report using either

1 SMART stands for Specific, Measurable, Achievable, Realistic, and Time-based.
2 Conversational Actions for the Google Assistant platform are discontinued from 13

June 2023 on (https://developers.google.com/assistant/ca-sunset).

https://developers.google.com/assistant/ca-sunset
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Dialogflow (former Api.ai)3 or the Alexa Skill Kit (ASK) [23,34,41] for the
development of their VAs-applications and/or -prototypes. These Frameworks
support developers by providing a processing pipeline including pretrained ASR
modules for several languages, a development console to train an application
specific NLU module, and several Text to Speech (TTS) modules to generate
responses in different voices. ASK [23] is tailored to develop Voice Skills for
the Alexa Voice Assistant, whereas Dialogflow allows a broader integration into
different platforms.

The authors of [34] highlight that in the domain of therapeutic interventions,
a wide range of different VAs could be developed. In order to unify the develop-
ment efforts, the authors suggest a microservice based architecture that unifies
the backend for each VA. By that approach, new systems could profit from
already existing solutions for common problems like monitoring for therapists
as well as healthcare providers. Regarding commercial VAs, several frameworks,
like RASA4 or Jovo5, exist that already offer the opportunity to integrate mul-
tiple voice assistant platforms as well as other voice based technology. These
frameworks could serve as a basis for the suggested microservice based platform.

Dialog Management and Control Flow. Regarding the Course of inter-
action, most VAs take the initiative and guide the user through a predefined
script. None of the presented VA was able to initiate a conversation itself with-
out some kind of interaction by the user. For commercially available VAs, like
Google Assistant, Siri and Alexa, it is not possible to implement such proactive
dialogs.

The VAs of [15,41,43] always iterate over the same stages of the dialog.
Apart from a state model, no further implementation details of the DMs are
given within the studies. But from the description, it can be assumed that these
systems are implemented with a rule based DM. Depending on the current state
and the answer of the user, which are mapped to intents by the NLU module,
the DM can decide to advance the conversation into the next state. Within each
state, a predefined system response is then uttered towards the user.

The possible transitions between each state are defined by the developers of
the system. The authors of [11] highlight the importance of a ’fallback’ response
that will ask the user to repeat if the answer could not be recognized, these
’fallback’ responses can also be state dependent to rephrase the previous question
of the system. By using a rule based approach, developers of VAs have full control
over the behavior of the system. In contrast, statistical based dialog modeling
promises more flexible systems that are more robust towards unforeseen flows
of conversations [26], but these systems need already existing training data and
can yield to conversations that are harder to interpret and explain.

As the systems of [11,31] support the users in form of a monitoring or every
day tool, they do not need to follow a strict script of the dialog immediately.

3 see https://cloud.google.com/dialogflow [11,31].
4 https://rasa.com/product/rasa-platform/.
5 https://www.jovo.tech/.

https://cloud.google.com/dialogflow
https://rasa.com/product/rasa-platform/
https://www.jovo.tech/


Voice Assistants for Therapeutic Support 229

These systems are designed around some high level intents (e.g., ’I want to take
the coping survey’ [11] or ’I’ve got my bag’ [31]). Based on these high level intents,
the system will then proceed in a predefined dialog. In the case of reference [31],
the dialog is not fully predetermined by the developers, but rather by a control
app that allows parents to define tasks, subtasks, and schedules. The system of
[11] also use additional intents to answer frequently asked questions.

The interaction with the VA presented in [3] is divided into different phases.
Each phase spanned over one week and defined the script for the conversation.
As each task builds up on the experiences of the previous phases, the VA showed
a form of personalization to support users getting used to the process.

3.4 VA Evaluation Details

As already stated in previous sections, the intended application domain is quite
broad and there is no standardized test procedure defined yet to evaluate the
applicability of VAs in the therapy environment.

Interestingly, there are existing some definitions to evaluate the usability and
chatbots/VAs [10,37] in general, but there is to the best of our knowledge no such
usability evaluation description available for VAs. Moreover, the extension to
measure the effectiveness of VA interventions is not standardized, yet. Therefore,
in the following, we will describe the details of the identified studies regarding
the overall procedure, the participants sample, the utilized survey methods, and
the reported effects.

Study Procedure. Regarding the conducted studies of the reported VAs exper-
iments, a broad variety is reported in the studies. This can be mainly explained
by the different possibilities for VA-support in the therapeutic domain and by
the different type of studies. Hereby it has to be stated that although all of
the studies are conducted with prototype platforms, they embrace quite strict
study protocols. Hereby a huge difference in the type of protocol can be seen,
having just within-subject studies, randomized trials or even repeated measures
crossover studies. Details can be found in Table 2.

There are studies that have been conducted only once [15,41,43,46], but there
are also studies that have been repeated multiple times [3,9,31]. Two studies do
not comprise evaluations and therefore, no statement can be made. But for the
later real application, all studies aim that their VA can be used on a regular
basis. Two studies [11,41] moreover mention that they have conducted compar-
ison experiments against actually used treatments, i.e., mobile applications or
relaxation CDs, respectively.

The same relatively inconsistent picture emerges with regard to the location
of the evaluation. While the studies [3,11] are conducted at the patient’s home.
The studies [15,41,43,46] are conducted at the researcher’s place, e.g., in a lab
environment or an office environment. Hereby it has to be mentioned that the
authors in [41] state that the utilized lab is a living room-like environment.
But according to the motivation the researchers of these studies gave, it can be
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Table 2. Overview of the experimental settings for each identified study. Studies with
brackets do not yet conduct user studies. The study with a star employ a living room-
like lab.

Study Frequency Location Study protocol

Once Repeated Home Therapy facility Lab

[3] � � within-subject

[9] � � cohort study

[11] � N/A

[15] � � randomized trial

[31] (�) � (repeated measures crossover)

[34] (�) none

[41] � �∗ repeated measures crossover

[43] � � randomized trial

[46] (�) � none

assumed that the later usage is also intended in the user’s private households.
Only the study presented in [9] is conducted at the therapy facility, as they
conducted an exploratory study to investigate potentials and limitations of VA.
How VA can be used regarding autism spectrum disorder treatment later was
not conclusively answered by the authors.

Three studies [31,34,46] do not carry out any studies (yet). From the moti-
vation, it can be assumed that it is planned that the later use is in a private
environment. In [46], the interaction with the VA, i.e., the questions played back
to the VA, are taken from a standardized questionnaire, the American College of
Obstetricians and Gynecologists (ACOG) [1]. Here, patient-focused Frequently
Asked Questions are mainly used. The authors of [31] state that the study is
undergoing and at least present some details of the planned study, which will
be used as basis for the current paper. In [34] a generic concept for therapeutic
interventions by VAs is presented, and the authors mainly concentrate on the
technical implementations, at the moment.

Participants’ Description. Regarding the number of participants in the iden-
tified studies, it is apparent that most of the studies employ a relatively small
number of participants, reaching from 4 to 21 participants with an age range in
total from 4 to 83. Details are given in Table 3. From these details, it is apparent
that the studies are still conducted in a prototypical manner and above all the
basic functionality of the used VAs was focused on. Questions of robustness and
validity of the assistance cannot be answered in such small user studies.

Additionally, most of the studies employ healthy participants only, which
further underlines the prototypical character. Only three studies explicitly test
their VAs using participants with a need for therapeutic support. In [9] children
with low, medium, and high neurodevelopmental disorders were participating.
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Table 3. Overview of participants and their age and sex distribution for each of the
identified studies.

Study # participants Sex Age [years] Comments

female male Min Max Mean

[3] 4 3 1 24 37 31.5

[9] 9 2 7 4 17 10.1 + 3 therapists

[11] 10 N/A N/A elderly participants

[15] 10 5 5 12 30 25.6

[31] N/A N/A N/A 20 children planned

[34] N/A N/A N/A

[41] 21 9 12 19 36 24.67

[43] 14 8 6 26 83 57.57 9 users over 60y

[46] N/A N/A N/A

In [15,43] participants who at least partly had either been depressive and in
therapy in the past, or had close relatives with depression took part.

Unfortunately most of the studies do not provide much detail about par-
ticipants other than age and gender information, only two studies report on
participants’ previous experience with voice assistants [9,41], and two studies
provide information on participants’ education levels [3,41]. The first two stud-
ies report that at least some (2 of 9 children [9] and 8 of 21 adults [41]) had
previously interacted with VAs. The latter two studies report that the users in
their studies have at least a technical college entrance qualification [41], with
some of them already have a university degree or even a PhD [3].

From this information, important conclusions could be drawn about the
acceptance of voice assistants and the willingness to interact with them. But
due to the low number of information, this is not possible regarding the actual
studies.

Utilized Survey Methods. Most of the identified studies either employ (semi-
structured) user interviews or some kind of questionnaires, see Table 4.

Regarding the studies that do not employ a user study (yet) [31,34,46], the
authors of [46] at least evaluate the responses of the VA. The answers of the VA
are evaluated regarding their accuracy and presence of a verbal response, as well
as clinical appropriateness. This yes/no rating was conducted by the researchers
themselves.

The authors of [3] used several measures before and after the study to assess
the effectiveness of the VA. The Personal Growth Initiative Scale (PGI) [33]
evaluates the active, intentional engagement in changing and developing as a
person. A similar concept – global life satisfaction – is measured with Satisfac-
tion with Life Scale (SLS) [14], where the authors used an adapted version with
just 4 items. Also, experienced positive and negative affects using the Positive
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Table 4. Overview of utilized survey methods for each of the identified study. The ∗

denotes a shortened version.

Study Questionnaires Interviews Comments

[3] PGI, SLS∗, PANAS, usability, CSQ-8 –

[9] familiarity with commercial VAs, session
specifics

group interview therapists view,
interaction logs

[11] depression screening survey and user

satisfaction

– self-developed

[15] PHQ9, TB∗, SUS, CSQ-I, NPS, experience
with depression and psychotherapy and
experience with VAs

–

[31] N/A

[34] N/A

[41] sociodemographics, TA-EG, PSS-10,
Stressbarometer, AttrakDiff, meCue

–

[43] SUS online interview

[46] N/A

and Negative Affect Scale (PANAS) [13] is measured. Furthermore, as part of
the coaching experiment, the authors also measured amongst others the usability
and the satisfaction with the coaching program. As usability questionnaire, an
adapted version of [7] is used. For satisfaction, the authors utilized Client Sat-
isfaction Questionnaire (CSQ-8) [2]. Additionally, participants were encouraged
to comment their experience with the VA and the coaching program in general
using open questions.

In [9] the experiment is evaluated at different points (before, after each ses-
sion, end of study) and the authors collected the interaction logs from the Google
Assistant (date, time, transcript, and response of all interactions by users). First,
the therapists filled out a form on their familiarity with commercial VAs that
also includes questions regarding theirs expectations about the potentials of
VAs to support children with NDD during therapy. Second, after each of the
three sessions, the therapists answered questions regarding the session in gen-
eral and the concrete tasks supported by the VA and the experiences of chil-
dren’s initial engagement on a 10-point likert scale. Furthermore, open questions
were asked regarding the therapeutic experience (motivation of usage as well as
benefits/challenges/limitations) and technical details (technological breakdown,
automatic speech recognition experience). At the end of the study, the authors
interviewed the therapists remotely in a kind of semi-structured group interview
regarding their experience with the VA. The interview focuses on the experi-
ence of the interviewers (main activities with VA during therapy, benefits and
challenges while interacting with a VA) and to gather moments of joy and frus-
tration with the VA, moments in which they socially interacted with the device,
and also how they perceived the children with NDD interacting with it [9].
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The authors of [11] used a self-developed questionnaire based on depression
screening survey used by Healthy Coping application to compare the VA with
and furthermore used a self-developed survey to measure the user satisfaction
while using the VA.

In [15] participants had to answer Patient Health Questionnaire (PHQ9) [22]
before taking part in the study to measure symptoms of depression. Furthermore,
questionnaires regarding demographic information, experience with VAs, and
experience with depression and psychotherapy, the subscales technology accep-
tance and technology competence belief of the questionnaire Technikbereitschaft
(TB) [29] had to be answered. After the experiment, the System Usability Scale
(SUS) [4], the Client Satisfaction Questionnaire for internet-based interventions
(CSQ-I) [6], and the Net Promoter Score (NPS) [17] were utilized. The general
usability was measured with SUS, while CSQ-I was intended to gain insights on
the satisfaction and acceptance in the context of digital mental health interven-
tions. NPS should extend these insights of perceived usability and acceptance.

In [41] the participants had to answer a self-developed questionnaire to gather
socio-demographic information as well as previous experience with VAs [40], TA-
EG [20] to capture into the affinity for technology, and PSS-10 [36] to collect
information regarding the perceived stress in the past four weeks. Furthermore,
a Visual Analogue Scale (VAS) rating employing a Stressbarometer [24] is done
before and after each experimental condition. At the end of each condition,
participants also rate their experience using Attrakdiff [18] and meCue [28].
After experiencing both conditions, open-ended, narrative-stimulating questions
about their experiences with the study is posed.

In [43] the authors employ SUS to gain insights on the usability and a semi
structured online interview as a formative evaluation.

3.5 Measured Effects

Although many of the studies defined a clear study protocol, the evidence on
the effects analyzed is very sparse. In [11,31,34,43,46] no effects were analyzed
instead the aim was to investigate exploratively of whether VAs can be used
to improve education about PPD [46], to promote motivation [31], to improve
medication adherence and activity [11], or to increase patients’ own activity
and deepen their understanding of treatment [34] or the see the usability and
acceptance by the target group of CBT [43].

Studies [3,9,15,41], on the other hand, made statements about observed
effects. The study in [9] was an observational study. Although support for playful
activities was observed, the authors note that VAs fail to support an improve-
ment or even address the children’s poor communication and socialization skills,
see technological limitations. Furthermore, the interaction was always triggered
by the therapists and not by the children themselves. The authors of [3] could
measure a significant increase in the development of a person (PGI) and pos-
itive affect after completing the coaching program and a moderate increase in
life satisfaction (SLS) and a moderate decrease in negative affect (PANAS-N).
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Additionally, the participants rated the application’s usability and their satisfac-
tion with the coaching program quite positively. The usability and acceptance
of empathy-driven dialog management was measured in [15]. According to the
authors, the results of the study results indicate a good level of usability and
acceptance among the target group, despite the lack of benefits seen in the appli-
cation of empathetic dialog management. Also, the authors of [41] reported a
slightly positive evaluation as an overall assessment regarding usability (meCue)
and acceptance (Attrakdiff) and observed relaxation effects. But the lack of sig-
nificant differences between the control condition ‘CD’ and the condition ‘Alexa’
in both cases prevent drawing any further conclusions.

3.6 Mentioned Limitations

Different limitations of the utilized implementations are mentioned in the studies.
One very crucial drawback when using VAs is the performance of the under-

lying ASR. Although the overall performance of ASR-systems has been dra-
matically increased in the last years [45], this does not apply for all languages
and use cases [42]. This issue has been reported by [31] using Korean as input,
which causes problems in the proper operation of the VA. The authors solved
this problem by formulating system responses with appropriate keywords that
can serve as the user’s response [31]. A similar issue is reported be the authors
of [9]. In their study they observed that the Google Assistant has difficulties to
understand children speech and that also the activation of the assistant was chal-
lenging for the children [9]. It could be assumed that children’s speech in general
and children with neurodevelopmental disorders in particular are challenging for
ASR systems.

A further drawback in terms of technical limitations of the platforms is
reported in [41]. Both Google Assistant and Amazon Alexa have a fixed waiting
time after a prompt before the interaction is exited. This can interrupt the ses-
sion in a disturbing way, especially during conversations in which patients are to
be encouraged to speak for a longer period of time and in which longer pauses
occur. Furthermore, these platforms do not support barge-in, the possibility for
users to interrupt the systems’ output. This limitation in combination with dif-
ficulties for a proper turn-change detection (for both system and participant)
prevents a natural flow of dialogue to occur.

A further drawback, mentioned in [11] is the speed of the system’s output.
Especially elderly users would have difficulties following the system prompts
due to the speed of narration. This issue calls for the implementation of a speed
setting that would allow for the user to adjust the pace of narration based
on their personal needs. Secondly, while the voice interface of Healthy Coping
accommodates for a user’s possibly poor vision, it is limited in its ability to assist
those with hearing or speech disabilities. In order to better accommodate users
with these disabilities, we would need to provide options for integrating assisting
devices like hearing aids with Bluetooth functionality. Another possibility would
be to have an (optional) visual interface as a support to enable a more meaningful
conversational experience for elderly users as well as children [9,11].
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Furthermore, some authors also stated that it would be desirable to configure
and customize already existing functionalities and contents (e.g., its replies) to
meet patients’ special needs. For example, the repetition of the same standard-
ized response can cause stereotyped behaviors in some children [9] or the stan-
dardized system responses do not comply with appropriate clinical answers [46].

4 Discussion

The identified studies in the field of voice assistants are conducted in an
exploratory phase. The focus of these studies is on determining the general appli-
cability of voice assistants and evaluating the benefits of these devices for specific
use cases. These benefits are often explored through the evaluation of prototypes,
assessing factors such as user acceptance and the target audience.

Some studies [3,11,31] pointing to potentials for personalization and process
support or even empathy driven dialog management [15]. However, the exact
implementation needs to be further investigated, especially the connection with
usability and acceptance.

Regarding the technical implementation, most studies employ cloud-services
(ASK or Dialogflow). Voice Apps on Voice Assistant platforms assistants offer
developers the opportunity to create voice skills or voice apps. When designing a
voice app, the developer is in control of the dialog with the user. Developers can
even personalize the interaction with the voice app and select a specific voice for
the responses. This allows to communicate a specific corporate identity and to
offer specialized solutions for a wide range of different domains. Hereby especially
the authors of [34] show necessity of a unification. In contrast, an on-premise or
on-device smart-speaker solution would have many advantages for the scenarios
(data protection, individualization). This is also the direction of the work of [3],
but it shows the strong limitation of the language model compared to available
APIs, whereas current solutions, e.g. whisper [32], present good alternatives.

By utilizing smart speakers, the user has to invoke each voice app individu-
ally, that can be done by calling an app by its specific name or through an app
specific invocation utterance. Although, this practice becomes more and more
common for voice app users’. But at the same time, users can be overwhelmed
with the broad interaction features commercial smart speakers offer and thus
lose track of the specific (therapeutic) voice app.

Therefore, especially in the interaction with patients, it is still necessary to
investigate in more depth which answers these systems give to the users [46] and
how a good integration of specialized therapy offers can be implemented by voice
assistants.

In conclusion, this research is important as it provides a deeper understanding
of the potential of voice assistants and how they can be effectively integrated into
various areas of life. Overall, the findings of these exploratory studies are crucial
in shaping the future development of voice assistants and their applications.
Especially in combination with smart speakers, voice apps can offer an easy
reachable support at home. Researchers and developers can profit from a growing
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user base of commercially available smart speakers when creating solutions for
inter-session use case, as reported in the selected studies.
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10. Chang, M., Michael, T., Möller, S., Schlangen, D.: The power of conversation
flow in video conference tools: evaluation of speaker change cues. In: Niebuhr, O.,
Lundmark, M.S., Weston, H. (eds.) Studientexte zur Sprachkommunikation: Elek-
tronische Sprachsignalverarbeitung 2022, pp. 81–88. TUDpress, Dresden (2022)

11. Cheng, A., Raghavaraju, V., Kanugo, J., Handrianto, Y.P., Shang, Y.: Devel-
opment and evaluation of a healthy coping voice interface application using the
google home for elderly patients with type 2 diabetes. In: 15th IEEE Annual
Consumer Communications & Networking Conference (2018). https://doi.org/10.
1109/CCNC.2018.8319283
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Abstract. Under the background of the rapid development of China’s e-
commerce, it is generally representative for the small and medium-sized man-
ufacturing enterprises in Ningbo to realize the industrial upgrading based on the
OEM-ODM-OBMpath. In this process, some enterprises gradually independently
create Electronic goods brand through e-commerce platforms and achieve success.
This case study reveals the main features of the brand evolution of companies at
different stages of themanufacturing path, including five aspects: product strategy,
competitive strategy, market strategy, brand strategy and customer service.

Keywords: e-commerce brand · OEM-ODM-OBM path · Case Research ·
Evolution

1 Introduction

With the development of the Internet, there is a diversification in the way brands are
created. This paper analyzes the traits needed in the evolutionary development of an e-
commerce brand, etc., based on the threemajor stages of enterprise development. At each
stage of upgrading and development of enterprises, themeaning of e-commerce branding
and the elements required to be included are different. The comprehensive upgrading
development process of enterprises from OEM, ODM to OBM fully demonstrates the
development of China’s Internet era, and also provides new development opportunities
for production and sales-oriented micro and small enterprises from the perspective of
brand development elements and traits. The article uses Grounded theory to further
create a model of e-commerce brand development strategy to provide insights for small
and micro enterprises to develop online brands to form unique competitive advantages.

2 Conceptual Definition and the Development of Assumptions

2.1 The Importance of the Internet Brand

In recent years, with the increasing improvement of the Internet online platform, the
competition for the small home appliance industry is also increasingly fierce. The brand
of the products sold by enterprises has gradually become the key point of development.
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As far as enterprise marketing is concerned, consumers’ cognition of brand products is
the basic content of their _ knowledge. The development of private brand is an important
strategy of an enterprise. During the period, it includes the identification of enterprise
products, brand introduction, and the specific actions of transforming and improving the
self-brand. The sub-brands of private products need to meet the tone of the parent brand,
and the parent and subsidiary brands form a synergistic effect and complement each other
[1]. Based on the modeling structure, e-commerce brands and platforms are particularly
important for the development of enterprises, and it can be said that brands and products
promote each other[2].Enterprises need to organize and coordinate all the resources that
can be used both internally and externally to further absorb and internalize the selected
brand, so that it can be integrated with the enterprise resource network in various details
[3]. Strengthening the brand building, learning and developing the OEM path, will be
of greater help to the work of the enterprise and can increase its core competitiveness
[4]. In the process of enterprise development, most of them, from the OEM production
to the focus on market demand and commodity quality, adopt the operation mode of
imitation, imitation, development and customization, and choose customized product
development methods, which can effectively reduce the operating costs and market
risks of enterprises and gain competitive advantages. The network has disappeared and
started from imitation development, but now most of them have entered the stage of
cost-effective positioning and developed brand products with distinctive characteristics
[5].

2.2 OEM-ODM-OBM Enterprise Have Elements

The process of each stage of an enterprise is matched with its capabilities, that is, the
realization of the transformation process from OEM to ODM and OBM is correspond-
ing to its own resources and capabilities[6]. It is necessary for enterprises to enter the
ODM and OBM links and achieve innovation and breakthrough in technology [7]. OEM
production mode of collaboration body are not stable, the brand manufacturers of OEM
enterprises too much control, at the same time OEM companies will seek in the condi-
tions mature brand, so the interests of the foundry and entrust brand manufacturers game
is very important, brand can further evolution upgrade, to some extent depends on the
brand and factory game choice [8]. Under the background of Internet sales, if enterprises
want to achieve leapfrog development, they need to increase the investment in enterprise
digital equipment and digital technology. Digital technology is applied to the whole
process of enterprise operation, such as product selection, screening and circulation in
the early stage, to provide the competitiveness of enterprises [9].

2.3 Characteristics of Brand Evolution at Different Stages

The essence of the brand is to create value for the enterprise. In the process of growth,
the brand needs to adjust the relevant marketing strategies according to its characteristics
in different development stages, so as to ensure the development effect of the brand. In
the OEM stage, the key of an enterprise is to build and improve cost advantages through
large-scale production and continuous improvement of production efficiency, and shift
product differentiation from OEM to ODM. When the enterprise shifts from ODM to
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OBM, the key feature lies in product innovation and brand operation. The commitment
and value brought by the brand is also related to the possibility of the final evolution of
the enterprise. The enterprise should strengthen the importance of product quality and
service for brand building [10]. Whether an enterprise can develop smoothly from OEM
toODMstage depends, to some extent, depend on the knowledge acquisition, innovation
ability and the establishment of research and development team of OEMenterprises. The
competitiveness of the construction of independent brand includes the competitiveness
of products and the market competitiveness.

Fig. 1. Development elements of each stage of the enterprise

For enterprises in the stage of brand gestation, the main factors affecting the estab-
lishment of their independent brands include enterprise assets factors, human capital
factors and social capital factors. Its risks mainly include competitive risk and financial
crisis. Among them, enterprise resources are the key factors affecting the establishment
of independent brands. Enterprise resources accelerate the accumulation of enterprise
resources through product quality advantages, product price advantages and the con-
struction of cooperation network, providing material guarantee for the establishment of
independent brands.

3 Research Methods and Data Processing

3.1 Grounded Theory and Analysis Principle

Grounded theory is a qualitative researchmethod that includes three stages: open coding,
spindle coding, and selective coding. Small andmedium-sizedmanufacturing enterprises
in our country through the electric business platform to create e-commerce brand in the
outbreak stage, independent create e-commerce brand research have not yet formed a
systematic theoretical research results, so the Grounded theory as the research method,
through the acquisition of you bao brand related text data analysis, extract the category
and build model (Fig. 2).
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Fig. 2. Grounded Theory in the theoretical analysis process

3.2 Sample Selection

This paper selects Ningbo Ubst Technology Co., Ltd. as the object to study its indepen-
dent e-commerce brand path. Ubst Technology Co., Ltd., founded in 2010, entered the
small home appliance market in 2014. The company integrates research and develop-
ment, production, sales as one, and its main products cover clean electrical appliances,
seasonal household appliances, etc. The company has gone through the OEM stage,
ODM stage and OBM stage, and finally established an independent e-commerce brand.
Choosing theUbst brand as the case sample of this study is of important reference signifi-
cance for the small and medium-sized manufacturing industry to realize the independent
creation of e-commerce brands through the e-commerce platform.

3.3 Data Collection and Collation

In the process of data collection, in line with the principle of "everything is data",
emphasize the diversity of data resources, this paper specific collected data including the
following five categories: the company website information, electric business platform
opened flagship store information, network news, senior interviews, field research, a
total of more than 100000 words of information.

4 Category Extraction and Model Construction

4.1 Open Coding

Open coding is the first stage of the coding process. In this stage, the collected data is
deeply considered and analyzed with concepts, and the conceptual genera in the data
are obtained, and the genera are named to determine the attributes and dimensions of
the genera. In this paper, the original data were encoded in open, and 85 concepts were
finally extracted, and the similar or repeated concepts were further refined into abstract
categories, and 13 categories such as product design were extracted.
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4.2 Spindle Coding

The spindle coding aims to discover and establish the potential logical relationship
between the categories, and thus further develop into themain category and its subsidiary
category. The categories of interrelations between different categories and logical order
of similar themes are grouped into one class to constitute the main category. In the
process of classification, the characteristics of Ubst brand should be taken into account,
and the category that can belong to the two main categories should be attributed to the
main category with the closest proximity as far as possible. This paper summarizes five
main categories, such as product strategy and competition strategy. The results of open
coding and spindle coding are shown in Tables 1 and 2.

Table 1. The OEM-ODM stage

fundamental category Categorization conceptualization

product strategy products design Product field, product category, product
function introduction

product life cycle Product penetration rate, production quality,
production capacity, production management

competitive strategy competitive edge Regional advantage, technical advantage,
price advantage

corporate strategy Patent protection, product expansion, talent
and technology, and focus on products

market strategy pressure of competition Competitors, the cost pressure

Market development Sales channels, to develop the domestic
market

business cooperation Raw material supplier cooperation and
merchant cooperation

Brand strategy brand positioning Brand brand, product differentiation

brand operation Brand rental fee, capital operation

customer service Customer loyalty Customer demand, product recognition, close
customer relationship, repeat purchase rate

4.3 Selective Coding

Selective coding is a process of proposing "story lines" and constructing a new theoretical
framework by mining core categories. Through the in-depth analysis of 90 concepts,
13 categories and 5 main categories, this paper compares the analysis results with the
original materials and codes, and puts forward the core category of "Ubst independent
e-commerce brand creation", so as to lead all other main categories. Story line can be
expressed as: you treasure brand e-commerce brand creation strategy including product
strategy, competition strategy, marketing strategy, brand strategy and customer service
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Table 2. The ODM-OBM stage

fundamental category Categorization conceptualization

product strategy products design Humanized design, product quality
certification, product honor, loyal
consumers, product packaging

Research and development and
innovation

Rigorous product research and
development, research and
development innovation, design
characteristics, humanized design,
technology innovation

competitive strategy competitive edge Product advantage, price
advantage, multi-platform
advantage, platform recognition
brand

corporate strategy Patent protection, product
expansion, talent and technology,
and focus on products

market strategy pressure of competition Malignant competition, negative
comments, and competitors

Market development Sales channels, online sales, and
field expansion

business cooperation Raw material supplier cooperation,
merchant cooperation, platform
cooperation

marketing promotion We-media promotion, live
broadcast promotion, and alliance
businesses

Brand strategy brand positioning e-commerce brand, brand spirit,
consumer positioning, brand
influence, brand goals

brand operation Brand prospect, brand purpose
brand goal, operation strategy,
brand concept

customer service Customer loyalty Brand recognition, customer
demand, brand purpose, customer
recognition, customer group,
operation strategy, brand
affirmation

User Experience UE Safety performance, product
reviews, efficient logistics,
consumer evaluation,

(continued)
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Table 2. (continued)

fundamental category Categorization conceptualization

after-sale service Customer demand research, unified
after-sales standards, real-time
response

five meters love you, product strategy are the basis of you treasure to create independent
e-commerce brand, competition strategy, marketing strategy and brand strategy is the
action plan, customer service is the safeguardmeasures. This paper constructs the related
model of Ubst independent e-commerce brand creation. As shown in Fig. 1 (Fig. 3).

Fig. 3. Relation model of Ubst’s independent e-commerce brand creation

4.4 Product Strategy

Product strategy refers to what kind of products and services that enterprises provide to
meet the needs of consumers. In the OEM-ODM stage, for Ubst, the product strategy
is mainly reflected in the production of the products, with the main customers of the
major brands entrusting them. At this stage, Ubst needs to focus on product quality
optimization and cost control, and will strive to achieve higher profitability through con-
tinuous upgrading and optimization. In the ODM-OBM stage, Ubst pays more attention
to research and development and innovation. Ubst adheres to rigorous product research
and development and control, and continues to invest in key technologies, product devel-
opment, research and development team building and other aspects, striving to create
differentiated products.
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4.5 Competition Strategy

Competitive strategy refers to the establishment of competitive advantage in a specific
market by formulating business strategy. The competitive strategy of Ubst products
includes competitive advantage and corporate strategy. In the OEM-ODM stage, the
company builds competitive advantages through technology, develops the local manu-
facturing advantages of Ningbo according to local conditions, and constantly produces
high-quality home appliances. In the ODM-OBM stage, Ubst builds competitive advan-
tages from the aspects of brand and user. By creating an independent electronic goods
brand, Ubst establishes an online window on the e-commerce platform to realize face-
to-face communication with consumers and upgrade its products. In terms of corporate
strategy, Ubst has always been consistent, based on products, with talent as the starting
point, to enhance the brand and corporate honor, and to form a clear product development
strategy.

4.6 Market Strategy

The market strategy is mainly reflected in four aspects: competition pressure, mar-
ket development, business cooperation and promotion mode. In the OEM-ODM stage,
Ubst’s market strategy is mainly reflected in the elimination of competitive pressure.
Ubst realizes it by constantly improving the product quality and improving the produc-
tion line. In the ODM-OBM stage, in terms of competitive pressure, enterprises need to
avoid malicious following and selling, and malicious evaluation and other competition
behaviors on the e-commerce platforms. In the face of competitive pressure, Ubst is
proactive in market development, business cooperation and marketing promotion, and
tries to eliminate the negative impact of malicious competition. We have continuously
reached business cooperation with Tmall, Pinduoduo, Juhuasuan and other e-commerce
platforms. In terms of promotion, we-media promotion, live broadcast promotion and
alliance business trinity of marketing and promotion is mainly adopted to carry out brand
publicity and customer traffic attraction.

4.7 Brand Strategy

With the entry of a new information age, the characteristics of the operation of small home
appliance brands aremainly reflected in the value of information, networkmanagement is
deeply rooted in the people, and the changeof life concept brings a newconsumptionview
of three aspects. In the OEM-ODM stage, the brand strategy is to acquire the right to use
the brand, participate in product research and development, develop product technology,
and provide professional production and processing. Ubst’s sales also reached a new
high at this stage. Later, Ubst accumulated certain products, technology, capital and
other strength, after the operation of its own brand. In the ODM-OBM stage, Ubst set up
its corresponding own brand according to the characteristics of the products. From the
long-term development of the brand, it has the characteristics of personalization, quality,
virtualization and standardization. In addition to innovation and development, for the
brand operation, it is also necessary to maintain the brand by constantly conforming to
the consumer needs of The Times, maintaining the brand positioning, and constantly
innovating to stimulate the vitality of the enterprise.
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4.8 Customer Service

For enterprises, customer service serves as a key channel to directly contact users in
marketing, and the effective combination of customer service and marketing is the top
priority in the development elements of Ubst. In the OEM-ODM stage, Ubst mainly
provides professional consulting services and quality "three guarantees" services through
high-quality reception of customers. In the after-sales stage, do a good job in product
installation and debugging. Ubst has always maintained the concept of customer first,
and customer service is the core competitiveness of enterprise development. Of course,
Ubst in providing customer service has also achieved timely supply, grasp the best time
to impress customers. In the follow-up operation, Ubst is also constantly improving its
own customer service system, such as doing a good job in spare parts supply, product
technology training, regular testing, door-to-door service, etc. With a series of high-
quality customer service, to strengthen consumers’ awareness of the brand.

5 Conclusion

Taking the brand development stage of small and medium-sized manufacturing enter-
prises in Ningbo as the starting point, this paper analyzes the characteristics of the brand
development of different development stages with the grounded theory, and studies the
influence of five brand characteristics, including product strategy, competitive strategy,
market strategy, brand strategy and customer service, on the brand evolution of the enter-
prise. In the process of brand development, the roles of the key characteristics are also
different. Through specific analysis, this paper expounds the dynamic evolution process
of the key influence characteristics of the brand evolution in the enterprise development
stage.

References.

1. Li, H., Ying, W., Sun, D.: The self-owned brand construction mode of chain retail enterprises
from the perspective of resource orchestration: a case study of Sinopec Yijie’s “Zhuomaquan”
brand. J. Jiangxi Univ. Finan. Econ. (4), 35–46 (2022)

2. Mahmoud, D.K.: Review of interactions between e-commerce, brand and packaging on value
added of saffron: a structural equation modeling approach. Afr. J. Bus. Manage. 6(26) (2012)

3. Li, P., Wei, H., Wang, G., Tan, D.: Research on platform opening strategy of private label
retailers. China Manage. Sci. 27(3), 105–115 (2019)

4. Heron, R., et al.: Opportunities for increased collaboration to advance the development of
OEM expertise internationally. Saf. Health Work 13, S75 (2022)

5. Liu,W.: A comparative study on the strategy and growth path of online retailers and traditional
retailers’ own brands. Bus. Econ. Manage. (1), 12–20 (2016)

6. Wang, C., Chen, J., Huang, T., Cheng, Y.: A field study on the dynamic evolution of key
influencing factors of enterprises to create their own brands——A qualitative analysis based
on the on-site interview data of 12 enterprises in Guangzhou. Manage. World (6), 111–127
(2013)

7. Qian, X., Lian, X.: The dynamic evolution of value commitment in the process of brand
growth——Based onmultiple case studies of Luolai, Gree. Shangshang andLiuGong. Enterp.
Econ. 37(9), 81–88 (2018)



252 Z. Chu et al.

8. Liu, X., Yang, L.: J. Harbin Inst. Technol.(Soc. Sci. Edn.) 19(1), 135–140 (2017)
9. Zhou, H.: Research on the path of transformation and upgrading of cross-border e-commerce

enterprises under the background of digital economy. J. Xiangyang Vocat. Tech. Coll. 20(6),
114–118 (2021)

10. Tsui, D.: OEM franchiseworkshops acceleratemarket share pull from independent workshop.
Tribol. Lubr. Technol. 77(5), 20–22 (2021)

11. dynaCERT Enters Strategic OEM Collaboration with Harold Martin. Wireless News (2021)
12. Yan, H.-D.: Entrepreneurship, competitive strategies, and transforming firms from OEM to

OBM in Taiwan. J. Asia-Pac. Bus. 13(1), 16–36 (2012)
13. Ming, T.: Research on the influence of ODM mode on consumer decision. SHS Web Conf.

96, 04009 (2021)
14. Zhang, C., et al.: Push and pull strategies by component suppliers when OEMs can produce

the component in-house: the roles of branding in a supply chain. Ind. Mark. Manage. 72,
99–111 (2018)

15. Jia, X., Lu, D., Xu, B.: Research on the brand building path of Internet+ small and medium-
sized enterprises. Int. Public Relat. (03), 212 (2020)

16. Xia, S.: Research on brand building of small and medium-sized enterprises in e-commerce
environment. China Small Medium-sized Enterprises 314(1), 221–222 (2022)



Smartphones and Higher Education: Mapping
the Field

Jorge Cruz-Cárdenas1,2(B) , Ekaterina Zabelina3 , Olga Deyneka4 ,
Andrés Palacio-Fierro1,2 , Jorge Guadalupe-Lanas5 ,

and Carlos Ramos-Galarza6,7

1 Research Center in Business, Society, and Technology, ESTec, Universidad Indoamérica,
Quito, Ecuador

{jorgecruz,andrespalacio}@uti.edu.ec
2 School of Administrative and Economic Science, Universidad Indoamérica, Quito, Ecuador

3 Department of Psychology, Chelyabinsk State University, Chelyabinsk, Russia
4 Department of Political Psychology, St-Petersburg State University, St. Petersburg, Russia

5 Quito, Ecuador
6 Deparment of Psychology, Universidad Católica del Ecuador, Quito, Ecuador

caramos@puce.edu.ec
7 MIST Research Center, Universidad Indoamérica, Quito, Ecuador

Abstract. Smartphones are devices widely used by the global population and are
the main means by which people connect to the Internet. Smartphones are also
being increasingly used in higher education, which has resulted in the generation
of a large amount of academic and scientific literature. To present an ordered pic-
ture of this significant body of knowledge, the present study seeks to carry out a
bibliometric analysis of the academic and scientific literature on smartphones and
higher education. For this purpose, the present study uses the Scopus database
from which 2,453 articles were selected. A descriptive analysis of this body of
documents allows us to observe a rapid growth rate in the number of documents
published annually. Additionally, it is possible to establish that the most research
on the topic has been carried out in developed and emerging countries. An analysis
of the co-occurrence of terms makes it possible to define three research areas: 1)
technology and the applications of smartphones in higher education, 2) administra-
tive and pedagogical considerations in the use of smartphones in higher education,
and 3) negative effects of smartphone use on students. An analysis of the evolu-
tion of research priorities shows a shift of interest from a focus on smartphone
technology and its applications to a focus on the negative impacts of the use of
these devices and their prevention. The present study ends by presenting the most
relevant conclusions and the implications of the findings for future studies.
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1 Introduction

Smartphones are portable devices that integrate telephony and computing functions and
capabilities. Data from secondary sources demonstrate the wide penetration of these
devices worldwide, both in developed and developing countries. In 2021, there were
6,259 million active users of smartphones, a number that is expected to grow to 7,690
million by 2027 [1]. In short, the vast majority of the global population already actively
uses smartphones. Some of the characteristics of smartphones that have encouraged
their expanding use are their mobility, light weight, ubiquity, and ability to expand our
capacity for connection [2, 3].

Thewidespread use of smartphones and their significant capabilities havemade them
the subject of study in various disciplines, including education (mobile learning or m-
learning). Previous studies have highlighted the advantages and disadvantages of the use
of smartphones in higher education. Advantages include their connectivity capabilities,
ability to provide broad access to information, and ability to increase collaboration
between students and between students and teachers [4]. Disadvantages include the fact
that they are seen as significant distractors [5] that can have a negative effect on student
performance [6] and on the mental health of students [7].

Although the use of smartphones in higher education was already on an upward tra-
jectory, the impact of theCovid-19 pandemic accelerated the trend.During the pandemic,
there was a massive adoption of technologies by people in general [8]. Additionally, and
specifically in the field of education, smartphones were one of the key devices that
allowed students and teachers to remain connected and to stay on their learning and
teaching paths [9].

The growing importance of smartphones in education, particularly in higher edu-
cation, is generating an increasing number of studies [10]. However, the rapid growth
of research in a field comes with the danger of the duplication of efforts and the frac-
tionation of knowledge. Therefore, the present study seeks to provide an overview of
the existing knowledge about the use of smartphones in higher education. The general
objective of this study is to determine the characteristics and interactions of the body of
academic and scientific literature in relation to the use of smartphones in higher educa-
tion. Although other investigations have had a similar objective [e.g., 10], the distinctive
characteristics of this study are its topicality and breadth.

2 Research Methods and Tools

The authors of the current study organized its structure based on the stages that various
other authors have recommended for research oriented towards the bibliometric analysis
and systematic review of literature. Therefore, the present study includes three stages [8,
11], which are to: 1) establish research objectives, 2) define document search strategies,
and 3) analyze and present results. This chapter focuses on the search for relevant doc-
uments to form a database. The next chapter is devoted to the third stage, the analysis
and presentation of the results.

Once the research objective was established (Introduction section), the next task was
to choose the database to be searched for documents. The Scopus database was selected,
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as it is characterized by breadth of content, thus allowing a reliable search process. The
search string used was (smartphone*) AND (“higher education” OR universit*).

The search was carried out in January 2023 in order to access content published up
to and including the year 2022 without establishing any other time limit for the search.
To guarantee the quality of the documents to be obtained, it was specified that these
documents be articles published in journals, that is, documents that have undergone an
editorial and peer review before publication. Additionally, the search was limited to
documents in English. This delimitation was necessary to be able to later carry out an
analysis of interrelationships between the contents of the documents. Ultimately, 2,453
documents were obtained.

3 Analysis and Results

This section seeks to analyze the body of 2,453 selected documents on smartphones
and their use in higher education and does so using two approaches. The first is a
descriptive approach that seeks to generate a general overview of the set of selected
documents through a series of statistics. The second approach is deeper and aims to
establish interrelationships between the content of the selected documents.

The evolution of documents published annually was analyzed and is presented in
Fig. 1. This figure shows at least three different stages in the publication rate. Until 2009,
the scientific and academic literature on smartphones in higher education was almost
non-existent; in fact, the publication rate was one document per year. The year 2010
marks the beginning of the growth of scientific and academic publication in the area
of interest, and this growth continues at a good pace until 2017. From 2018, the curve
becomes even steeper, which indicates that publication per year grew even faster than in
the second period. By 2022, there is a publication rate of 472 documents per year. This
acceleration in the number of documents per year supports the perception of previous
authors [3] and is a consequence of the growing interest of professionals and academics
in the role of smartphones in higher education.

Another matter of interest was to determine the main areas of knowledge where the
scientific and academic literature on smartphones in higher education was originating.
Table 1 presents the main areas associated with the documents, using 100 documents as
a cut-off point. It should be noted that the same document can be associated with more
than one area of knowledge (therefore, the percentages add up to more than 100%).

Interestingly, Table 1 presents a multidisciplinary research landscape with four areas
dominating the publication of studies on smartphones and higher education, Medicine,
Social Sciences, Computer Science, and Engineering. The strong presence of Medicine
and Social Sciences reflects both the magnitude of the impact the use of smartphones
is having in our society and in higher education, as well as the nature of this impact,
where positive and negative aspects come together [4, 6, 7]. However, the presence of
Computer Science and Engineering is foreseeable due to the technological nature of
smartphones, a technology that continues to evolve rapidly.

Another topic of interest in the descriptive analysis was that of the authors’ institu-
tions of affiliation. Table 2 presents this information, using as a cut-off point having 18 or
more documents associated with an institution. As can be seen, this group is made up of
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Fig. 1. Number of documents published over the years (source: Scopus)

Table 1. Main areas of knowledge

Subject area Documents %

Medicine 1003 40.9%

Social Sciences 760 31.0%

Computer Science 564 23.0%

Engineering 316 12.9%

Psychology 239 9.7%

Arts and Humanities 152 6.2%

Health Professions 136 5.5%

Nursing 108 4.4%

seven universities in Australia, the United Kingdom, China, and the United States. Thus,
one can see the leading role of institutions in developed or emerging countries and the
scarce presence of institutions or universities in developing countries. This aspect has
already been highlighted in other bibliometric analyses relating to society and technology
issues [12, 13].

Next, deeper analyseswere carried out, this time aimed at discovering the interactions
between the 2,453 documents on smartphones and higher education. For these analyses,
version 1.6.18 of VOSviewer software [14] was used. The first analysis was conducted to
identify the networks of the co-occurrence of terms present in the titles and abstracts of
the documents. For this analysis, the software was instructed to consider only terms that
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Table 2. Main institutions of affiliation

University/Institution Associated
documents

The University of Sydney 31

Nottingham Trent University 28

The University of Hong Kong 24

Deakin University 20

Harvard Medical School 18

Hong Kong Polytechnic University 18

University of Toronto 18

occurred more than 30 times. Additionally, terms with a vague or very general meaning
were eliminated (e.g., “article”, “baseline”, “concept”, and “end”), and terms with the
same meaning were grouped in a thesaurus (e.g., “mobile device”, “mobile”, “smart
phone”, and “smartphone”). Once these measures were adopted, 101 relevant terms
were obtained, which, subjected to analysis, formed three thematic clusters (Fig. 2).

Fig. 2. Co-occurrence network of terms
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Cluster 1 (42 items, red color): This is the cluster with the most elements. Terms
such as “technology”, “computer”, “system”, “device”, “learning”, “education”, and
“classroom” allow us to conclude that this cluster is oriented towards evaluating the
potential offered by the use of smartphone technology in education.

Cluster 2 (35 items, green color): This is the second largest cluster. The presence
of terms such as “app”, “management”, “quality”, “health”, “patient”, “efficacy”, “sup-
port”, and “usability” lead one to deduce that this cluster focuses on the administrative
and pedagogical considerations in the healthy use of smartphones in learning.

Cluster 3 (24 items, blue color): This is the third largest cluster in terms of number
of items. Some of the most prominent terms in this cluster are “student”, “gender”,
“relationship”, “addiction”, “nomophobia”, “prevalence”, “stress”, and “depression”.
From these terms it is possible to conclude that this cluster is focused on the negative
effects of the use of smartphones on university students.

A subsequent analysis focused on establishing the temporal evolution of the impact
of the different terms. Figure 3 presents this evolution, presenting the oldest terms or
those that had a greater presence several years ago in purple, the most current terms in
yellow, and the terms located between these two extremes in green. In addition to this
color coding, the size of each node shows the relative importance of the term.

Fig. 3. Overlay visualization of terms
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Figure 3 shows that years ago, the most prominent terms were “technology” and
“learning”. More recently, the most prominent terms were “student”, “relationship”, and
“gender”. Currently, “addiction”, “risk”, and “association” are used more. Based on this
information, it can be stated that the study of smartphones in higher education is follow-
ing a historical trajectory that began with a greater interest in the study of technology
itself and its educational applications. Subsequently, studies focused on students and
comparative studies (e.g., gender differences) gained more prominence. Currently, the
topics of greatest interest are related to the negative effects of the use of smartphones
and their prevention.

One last aspect in the data analysis is the establishment of co-authorship networks
in the production of scientific literature on smartphones and higher education. For this
analysis, the software was instructed to find these networks for authors with at least five
documents. Thus, 33 authors qualified. In total, 10 co-authorship networks were identi-
fied, four of which were identified as having four or more authors; these are described
below. The remaining six networks are not part of the analysis, as they are very small
(with two authors or less).

Fig. 4. Co-authorship networks

Figure 4 presents the four prominent co-authorship networks. The largest network,
in red, linked 9 authors (Chen, J., Chen, Y.-C., Chen, Z., Huang, Y., Li, W., Liu, Y., Luo,
Y., Wang, J., and Wang, X.). The second largest network is represented in green and had
seven authors (Jr., Li, L., Li, Y., Ma, Y., Mei, S., Yang, Y., and Zhang, Y.). The third
network had four authors and is represented in blue (Chen, J.S., Griffiths, M.D., Lin,
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C.Y., and Pakpour, A.H.). The fourth network, also with four authors, is represented
in yellow (Elhai, J.D., Li, J., Rozgonjuk, D., and Wang, Y.). Another characteristic
of these networks is that they are multinational; that is, the authors’ work institutions
are in different countries. Additionally, the institutions affiliated with these authors are
in developed or emerging countries. None of the authors are linked to institutions in
developing countries. An additional characteristic of these networks is that three of the
four include researchers from Chinese or American institutions. Finally, as can be seen
in the same figure, some authors, such as M.D. Griffiths and X. Wang, serve as liaisons
with the other networks, with M.D. Griffiths being the author with the most publications
in the area (26 associated documents).

4 Discussion and Implications

The present bibliometric study focused on the use of smartphones in higher educa-
tion. To that end, it uses two data analysis techniques, descriptive and interrelationship
techniques. The descriptive techniques allow us to conclude that the study of the use
of smartphones in higher education is rapidly growing, an aspect highlighted by other
authors [10]. This situation supports the justification and objectives of this study around
presenting an orderly picture of the current situation in this area of knowledge.

Additional descriptive analyses allow characterizing the study of the use of smart-
phones in higher education as a multidisciplinary research field enriched by disciplines
such as Medicine, Social Sciences, Computer Science, and Engineering. Additionally,
previous studies have found a strong multidisciplinary approach in the study of technol-
ogy and higher education issues [13]. This conclusion about the multidisciplinarity of
the study of smartphones and higher education allows us to recommend the formation
of multidisciplinary and interdisciplinary teams to accelerate the advancement of this
area of knowledge.

From the same descriptive perspective, the analysis of the most active institutions
in research leads to the conclusion of the strong presence of universities in developed
or emerging countries and the absence of institutions in developing countries. This con-
clusion is supported by the analysis of co-authorship networks carried out. Other biblio-
metric analyses on technology and higher education have reached similar conclusions
[12, 13]. Therefore, a recommendation of this study is the need for a greater number
of investigations in developing countries, either from the perspective of single-country
studies or from the perspective of comparative studies. A greater amount of research
in developing countries (where the majority of the world population lives) will allow a
greater generalization of the conclusions and theories that are being generated in this
area of interest.

The interaction analysis between the content of the titles and abstracts of the 2,453
articles also allows drawing interesting conclusions. Three thematic clusters emerge in
the data analysis: 1) smartphone technology applied to higher education, 2) adminis-
trative and pedagogical considerations for the use of smartphones in higher education,
and 3) negative effects that the use of smartphones have on university students. These
thematic clusters, being a good representation of the lines or areas of research [14], allow
the generation of an appropriate framework where future studies can be located.
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One last topic of interest is the evolution of research priorities over the years. This
evolution allows generating a goodguide for future studies. Based on the results obtained,
it can therefore be stated that in the thematic topic of smartphones in higher education
the focus several years ago was on the study of technology itself and its potential.
Subsequently, student-centered studies became important. Currently, there is a strong
interest in the risks and negative effects of the use of smartphones, effects that become
more significant as the use of smartphones increases [6, 7]. The picture that has been
described does not mean that the other topics have been abandoned, although interest in
them has declined for the time being.
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Abstract. As an increasingly important application, online consultation platform
allows patients to connect remotely with physicians to receive treatment advice.
While bringing convenience to patients, it also provides kinds of physician’s infor-
mation for patients and leads them to have trouble inmaking onlinemedical choice
decisions. By exploring the antecedents of physician self-descriptive information
on patient’s decision, we hope to bridge the gap in the existing literature. Rooted
in signaling theory, we study the impact of doctors’ self-descriptive information,
namely the richness of doctors’ personal descriptive information and expertise
information on patients’ decision making in the specific context of an online con-
sultation platform. Based on a dataset of 1824 observations on Haodf , a leading
online consultation platform inChina, we tested our hypotheses using text analysis
methods. We find that both the richness of descriptive information and expertise
information positively affect patients’ choice. Moreover, patients pay more atten-
tion to physician’s skills, influence as well as the coverage of physician’s expertise
whenmaking decision. The research findings indicate that patient’s preferences for
doctors provide strong support and guidance for improving doctor-patient rela-
tionships and offer implications for medical practices and healthcare platforms
improvement.

Keywords: Signaling Theory · Online Consultation Platform · Self-descriptive
Information · Text Analysis

1 Introduction

Since the outbreak of COVID-19, online medical care has played an important role in
providing a reliable channel for patients to access information and paid or unpaidmedical
services on the platform [1]. Comparedwith traditionalmedical channels, onlinemedical
platforms are not limited by space and time, which can help patients save time, reduce
costs, as well as provide personalized services [2]. Therefore, online medical platform
has been considered as an effective way to meet patients’ needs and address information
asymmetry between doctors and patients [3].

As online consultation platform plays an increasingly important role, the quality of
information provided by online medical platforms and doctors directly affects patients’
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experience and even patients’ treatment. Previous studies have found that doctors’ initia-
tive to provide their own characteristics, such as gender, education background, personal
traits and online reputation, can influence patients’ decisionmaking [4, 5].Although there
is a large amount of similar information in online medical platforms, we find that there
are few studies focusing on the impact of such information on patients’ decision mak-
ing, and there is also a lack of systematic study on physicians’ personal characteristic
information, such as the richness of descriptive information and expertise information.

Therefore, from the perspective of doctors’ self-value realization, we attempt to con-
duct a classified studyondoctors’ personal text information in theHaodf online platform,
and analyzes its possible impact on patients’ decision-making. Based on the reading of
related literature, we propose the following two research questions: (1) How does the
richness of doctors’ self-descriptive information affect patients’ decision-making? (2)
How does the representation of doctor’s expertise information affect patients’ decision-
making? In order to answer these questions, we apply text analysis and explore how the
value of doctors’ self-information, as a signal, affects patients’ decision-making based
on signal theory.

2 Literature Review and Theoretical Model

2.1 Signaling Theory and Patients’ Choice in Online Consultation Platform

Information influences people’s decisionmaking, and themore information an individual
or firmhas, themore likely it is tomake a relatively correct decision [6].Numerous studies
have shown that signal theory can be used to explain, for example, the effectiveness of
online reviews [7], the impact of ratings on product sales [8], the impact of platform
itself on platform content [9] and many other scenarios.

As online medical platform is a virtual environment, how to reduce information
asymmetry is a crucial issue for patients,which iswell explained by signaling theory [10].
Studies have shown that patients and doctors send different signals on online medical
platforms, which affects patients’ cognitive ability to choose a doctor [11]. As signalers,
doctors hold all their own information, both the positive and negative, which is not held
by outsiders. When patients see a large amount of high-quality personal information
on a doctor’s personal homepage, they will be more willing to choose the doctor [12].
For example, the doctor’s professional title and academic title are also reliable signals,
which reflect the doctor’s technical level and ability to some extent.

There are two kinds of physician’s self-description information, namely descriptive
information (such as education background, social position, etc.) and expertise informa-
tion (such as field coverage etc.) in online consultation platform. Based on text analysis,
we explore the possible influence of the two on patients’ decision-making.

2.2 Physician’s Descriptive Information and Patients’ Choice

InHaodf platform, the descriptive information submitted by each doctor varies in degree
of detail, and the amount of information that can reflect the doctor’s ability also varies. In
some studies in psychology and behavioral economics, people refer to information when
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making decisions even if it does not contain a lot of valuable content [13].A study found
that doctors providing certain information related to their care significantly increased
online engagement among patients with both diabetes and depression [14].Liang et al.
found that the accuracy and completeness of online health information and other charac-
teristics affect the quality of the information [15]. Patients hold a more cautious attitude
when choosing doctors. Too little information is difficult for patients to accurately judge
doctors, while rich information can help patients have a better judgment of doctors.
Michal and Scott found that borrowers with different credit ratings provide different
descriptions, and proposed that borrowers should choose people who express moral and
trustworthy characteristics [16]. Li et al. found that for internet finance, different char-
acteristic variables of borrowers have different influences on investment decisions. We
assume that different characteristic variables of physicians have different influences on
patient decisions. Therefore, the following hypothesis is proposed.

H1: Total amounts of characteristic variables in doctors’ descriptive information have a
positive effect on patient’s choice.
H1a: Doctors’ medical skill positively affects patient’s choice.
H1b: Doctors’ education background positively affects patient’s choice.
H1c: Doctors’ social influence positively affects patient’s choice.
H2: Whether different characteristic variables in doctors’ descriptive information have
different effects on patient’s choice.

2.3 Physician’s Expertise Information and Patients’ Choice

Good representation of doctors’ expertise information can reduce the ambiguity of med-
ical terms and help patients better understand them, thus making them easier to choose
[17]. In Haodf platform, each doctor has a different expression quality for his or her
specialty. We extract and analyze the expertise information, and determine the coverage
and granularity of expertise information. The amount of expertise information refers to
the total number of texts. We put forward the following hypothesis:

H3: The representation of doctors’ expertise information positively affects patient’s
choice.
H3a: The coverage of doctors’ expertise information positively affects patient’s choice.
H3b: The granularity of doctors’ expertise information positively affects patient’s choice.

Based on the above discussion, we propose a research model, as shown in Fig. 1,
to explore the impact of doctors’ descriptive information and expertise information on
patient decision-making.
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Fig. 1. Proposed research model

3 Materials and Methods

3.1 Research Setting and Data

Haodf online platform is adopted by doctors at a higher rate than other online medical
platforms [18]. It provides a variety of services, including various forms of consultation,
diagnosis and treatment services, disease health science knowledge and so on. ByMarch
2021, it has registered9,976 regular hospitals and887,869doctors inChina.We randomly
chose 2,050 doctors’ descriptive information including the basic information of doctors
like name and title, personal descriptive information and expertise information like
work experience, academic level, honors, and awards, as well as information provided
by platform, like the total number of patients, the number of thank you letters and the
number of gifts. After removing the missing values, we got 1824 samples.

3.2 Measurement of Variables

In order to explore the impact of doctors’ descriptive information on patients’ decision-
making, it is necessary to determine its features. We adopt the method of sociological
qualitative analysis and text analysis, and study doctors’ personal descriptive information
from three aspects, namely education, skills, and influence. As a result, we classified the
descriptive information into 8 categories, namely “work experience”, “clinical effect”,
“medical ethics”, “academic level”, “education background”, “exchange experience”,
“social position” and “honor & award”. As for expertise information, we use coverage
and granularity to describe it. Thus, summary of variables is presented in Table 1. Table 2
shows the results of descriptive statistics.
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Table 1. Summary of variables

Variables Symbols Variable measure
indicator

Dependent variable Total patients Total visits Accumulative
consultation number by a
doctor

Independent
variable-Descriptive
information

Work experience Work
experience

1 if there is information
about work experience,
otherwise is 0

Clinical effect Clinical effect 1 if there is information
about clinical effect,
otherwise is 0

Medical ethics Medical ethics 1 if there is information
about medical ethics,
otherwise is 0

Academic level Academic level 1 if there is information
about academic level,
otherwise is 0

Exchange experiences Academic
exchange

1 if there is information
about academic
exchange, otherwise is 0

Educational
background

Education
background

1 if there is information
about education
background, otherwise is
0

Social position Social position 1 if there is information
about social position,
otherwise is 0

Honors & awards Honor &
reward

1 if there is information
about honor & reward,
otherwise is 0

Sum of characteristic
variables

Sum_ch The total number of
descriptive information of
a doctor, ranging from 0
to 8

(continued)
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Table 1. (continued)

Variables Symbols Variable measure
indicator

Information of doctors’
medical skill level

Skills 1 if at least one variable
of the characteristic
information including
work experience, clinical
effect, and medical ethics
is assigned as 1,
otherwise is 0

Information of doctors’
educational experience

Education 1 if at least one variable
of the characteristic
information including
academic level, exchange
experiences, educational
background is assigned as
1; otherwise, is 0

Information of doctors’
social influence

Influence 1 if at least one variable
of the characteristic
information including
social position, honor &
award is assigned as 1;
otherwise is 0

Independent variable-
Expertise information

Coverage of
information

Coverage A description of the kinds
of diseases the doctor
specializes in. The values
are 1,2,3…

Granularity of
information

Granularity How specific the
physician is in describing
the individual’s expertise.
The value is 0 or 1

Length of total
information

Sum_exp Text length of expertise
information

(continued)



268 J. Fan et al.

Table 1. (continued)

Variables Symbols Variable measure
indicator

Control variable Physician’s title Title 4,3,2, and 1 represent
chief physician, associate
chief physician, attending
physician, and resident
physician, respectively

Heat Heat The heat is the index
generated by the
platform. The value
ranges from 0 to 5

Number of thank-you
letters

Letter After receiving a doctor’s
service, patients may
show their recognition by
writing a thanks letter to
the doctor online, which
is for free

Number of gifts Gift After receiving a doctor’s
service, patients may
show their recognition by
giving a gift to the doctor
online, which requires a
fee

3.3 Econometric Methods

To explore the impact of descriptive information and expertise information on patients’
decision-making, we constructed a multiple regression model. In order to eliminate
multicollinearity, different independent variables and control variables are gradually
added to the models.

(1)–(3) explain the impact of doctors’ descriptive information on total patients, mod-
els (4)–(5) explain the impact of doctors’ expertise information on total patients, and
model (6) explains the impact of descriptive information and expertise information on
total patients.

Ln(Total visits)j = β0 + β1Sum_chj + β2Titlej + β3Letterj + β4Giftj + β5Heatj + εj
(1)

Ln(Total

visits)j = β0 + β1Skillsj + β2Educationj + β3Influencej + β4Titlej + β5Letterj + β6Giftj + β7

Heatj + εj

(2)
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Table 2. Descriptive statistics

Variable N Mean Sd Min Max

Total visits 1824 1492.067 2520.594 1 27352

Skills 1824 0.594 0.491 0 1

Work experience 1824 0.458 0.498 0 1

Clinical effect 1824 0.321 0.467 0 1

Medical ethics 1824 0.042 0.201 0 1

Education 1824 0.904 0.295 0 1

Academic level 1824 0.744 0.437 0 1

Academic exchange 1824 0.482 0.5 0 1

Education background 1824 0.594 0.491 0 1

Influence 1824 0.768 0.423 0 1

Social position 1824 0.672 0.47 0 1

Honor & reward 1824 0.438 0.496 0 1

Sum_ch 1824 3.751 1.660 0 8

Sum_exp 1824 96.315 82.093 0 827

Coverage 1824 8.280 6.107 0 76

Granularity 1824 0.515 0.500 0 1

Heat 1824 4.139 0.308 3.4 5

Title 1824 3.344 0.722 1 4

Letter 1824 39.495 67.957 0 931

Gift 1824 128.526 302.376 0 4878

Ln(Total visits)j = β0 + β1Work_experiencej + β2Clinical effectj
+β3Medical ethicsj + β4Academic levelj + β5Academic exchangej+
β6Education backgroundj + β7Social positionj + β8Honor& rewardj
+β9Titlej + β10Letterj + β11Giftj + β12Heatj + εj

(3)

Ln(Total visits)j = β0 + β1Sum_expj + β2Titlej + β3Letterj + β4Giftj+
β5Heatj + εj

(4)

Ln(Total visits)j =
β0 + β1Coveragej + β2Granularityj + β2Titlej + β3Letterj
+β4Giftj + β5Heatj + εj

(5)
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Ln(Totalvisits)j =
β0 + β1 Skillsj + β2Educationj + β3Influencej
+β4Coveragej + β5Granularityj + β6Titlej + β7Letterj
+β8Giftj + β9Heatj + εj

(6)

j value ranges from 1 to 1824.

3.4 Regression Results

Model 1 explores the impact of the total number of characteristic variables of descriptive
information on patient’s choice. We find that the sum of characteristic variables of
descriptive information has a significant impact on the total number of patients (t =
2.72, p < 0.01), indicating that the number of characteristic variables contained in the
personal descriptive information submitted by doctors positively affect patient’s choice.
H1 is assumed to be true. Model 1 also shows the estimated results of the control
variables. We find that the title (t = 5.74, p < 0.001), the number of thank you letters
(t = 4.53, p < 0.001), the number of gifts (t = 6.22, p < 0.001) and heat (t = 15.32,
p < 0.001) had a significant positive effect on the total patients. This indicates that the
higher the doctor’s title, the more thank-you letters and gifts they receive, the higher the
recommendation popularity, the more visits they receive.

Further, we explored whether different characteristic information would have an
impact on patients’ decision making. AsModel 2 shows, we found that doctors’ medical
skill level (t = 2.17, p < 0.05), and social influence (t = 2.89, p < 0.05) positively
affected the total patients However, doctors’ education experience had no significant
effect on the total patients (t = 0.57, p > 0.1). To sum up, H1a and H1c are assumed to
be true.

In addition, Model 3 explores whether 8 different descriptive information variables
will affect patient’s choice.We found that clinical effect (t= 2.52, p< 0.05), educational
background (t= 1.67, p< 0.1), social position (t= 3.52, p< 0.01) had a positive impact
on the total patients, while academic exchange (t=−1.74, p< 0.1) had a negative impact
on the total patients. H2 is assumed to be true.

Model 4 studies whether the total amount of expertise information has an impact
on patient’s decision making. It is found that the text length of expertise information
positively affects total number of patients (t= 3.99, p < 0.001), assuming H3 to be true.

In Model 5, it is found that the coverage of expertise information (t = 3.72, p <

0.001) had a positive effect on the choice. Doctors with higher coverage of disease
are interviewed more frequently. However, the granularity has no significant effect on
patients. It is assumed that H3a is confirmed, while H3b fails.

Model 6 explores the influence of personal descriptive information and expertise
information on total patients. The physician’s medical skill (t = 2.17, p < 0.05), social
influence (t = 2.58, p < 0.05), and coverage of expertise information (t = 3.54, p <

0.01) positively affected the total number of patients (see Table 3).
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Table 3. Model estimation result

(1) (2) (3) (4) (5) (6)

Sum_ch 0.046***

(0.017)

Skills 0.125** 0.125**

(0.057) (0.057)

Education 0.055 0.037

(0.096) (0.096)

Influence 0.196*** 0.175**

(0.068) (0.068)

Work experience 0.045

(0.058)

Clinical effect 0.154**

(0.061)

Medical ethics −0.084

(0.137)

Academic level −0.032

(0.069)

Academic
exchange

−0.099*

(0.057)

Education
background

0.097*

(0.058)

Social position 0.217***

(0.062)

Honor & reward 0.036

(0.061)

Sum_exp 0.001***

(0.000)

Coverage 0.018*** 0.017***

(0.005) (0.005)

Granularity 0.018 0.006

(continued)
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Table 3. (continued)

(1) (2) (3) (4) (5) (6)

(0.059) (0.059)

Title 0.225*** 0.214*** 0.216*** 0.257*** 0.256*** 0.224***

(0.039) (0.040) (0.040) (0.038) (0.038) (0.040)

Heat 1.719*** 1.721*** 1.711*** 1.67*** 1.651*** 1.657***

(0.112) (0.112) (0.113) (0.113) (0.113) (0.113)

Letter 0.003*** 0.003*** 0.003*** 0.003*** 0.004*** 0.003***

(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

Gift 0.001*** 0.001*** 0.001*** 0.001*** 0.001*** 0.001***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Constant −1.922*** −1.99*** −1.896*** −1.783*** −1.736*** −1.875***

(0.465) (0.473) (0.468) (0.463) (0.464) (0.473)

Observations 1824 1824 1822 1824 1824 1824

R-squared 0.401 0.404 0.407 0.404 0.404 0.409
***p < .01, **p < .05, *p < .1

3.5 Robustness Check

For the robustness test, we excluded the top 10% and bottom 10% sample data by sorting
total number of patients. Itwas found that the contents of different characteristic variables
have different impacts on patients’ decisions. Except that academic exchanges in Model
3 no longer affect patients’ decisions, the rest are basically consistent with the empirical
test results.

4 Discussion

4.1 Main Results

At present, there are numerous studies on online medical platforms and some informa-
tion in them. Based on signaling theory, we explore the relationship between doctors’
personal descriptive information and patients’ choice from the perspective of doctors’
self-descriptive information in the context of online medical platform. The results from
this study provide generally strong and robust support for our hypotheses with 6 of 8
hypotheses finding full support.

Firstly, the number of self-descriptive information positively affects patients’ choice.
To supplement the views of what affects patient’s choices, online reputation [19], online
reviews [20] and online rating [21], we consider the richness of information represented
by the doctor online.

Secondly, different descriptive information has different influences on user decision
making. Clinical effect, educational background and social position positively affect
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patient’s choice, while academic exchange has negative influence on total patients. It is
obvious to know that patients value the information that can reflect doctors’ professional
level and doctors’ social influence when choosing doctors.

Thirdly, coverage of expertise information positively affects patients’ choice, while
granularity has no effect. If the information provided by doctors can facilitate patients’
solving of their own health problems [12], they will choose the doctor. Otherwise, they
do not care about how the doctor describes their expertise.

4.2 Theoretical Implications

This study offers theoretical contributions in the followingways. First, this paper extends
the research of signaling theory in the medical field. Previous studies have extensively
applied signaling theory in the e-commerce and financial market, but this study focused
on physicians’ descriptive information as a signal in the context of online consultation
platform. We find that the richness of the information provided by the doctor positively
affect patient’s choice.

Secondly, based on text analysis processing, this paper explores the relationship
between doctors’ self-worth information and patients’ decision-making behavior. The
physician self-descriptive descriptive information includes doctors’ personal descriptive
information and expertise information. Moreover, we extract physician’s medical skill,
social influence and education experience from doctor’s self-descriptive information.

In addition, we study the representation of expertise information, which is decom-
posed into the coverage and the granularity of information. From this perspective,
this study extends the understanding of physician’s descriptive information in online
consultation platform.

4.3 Practical Implications

This study also provides several practical implications. First, both the richness of self-
descriptive information and expertise information has positive effects on patient’s choice.
Thus, appropriate doctor’s self-descriptive information could possibly facilize patients,
which indirectly affects the patient’s choice.

Secondly, medical skill, social influence and the disease coverage are key factors the
patients care about when choosing doctors in the online health community context. Thus,
doctors are also made aware of how to display their own information in online consul-
tation platform and what key information is needed to provide to patients. In one word,
physicians can classify their information and provide as much self-descriptive informa-
tion and expertise information to make up for the problems of information asymmetry,
and to alleviate the tense doctor-patient relationship.

Thirdly, it provides some optimization directions for the designers of the online
medical platform to improve the frequency and popularity of the community or website.
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5 Conclusion

Rooted in signaling theory, this paper makes a comprehensive research and analysis
on the influence of doctors’ self-descriptive information on patients’ decision-making
in Haoddf Online. Moreover, we studied the impact of doctors’ self-descriptive infor-
mation, that is, the richness of doctors’ personal descriptive information and expertise
information, on patients’ decision making. Except for the contributions the study has
been discussed, this study also has some limitations. We chose Haodf online platform
in this paper, however, due to the differences of platforms, the conclusions may not be
applicable to other doctor-patient online medical platforms. In this paper, we took some
random samples in Haodf , but we did not distinguish diseases and patient visits. In the
future, more in-depth research can be done in these areas.
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Abstract. The development of social media has led to an increasing number of
customers engaged in cross-border social commerce environment wherein cul-
tural differences exert impacts on their behaviors in different manners. However,
how social media usage influences customers’ cultural identity change and their
engagement in cross-cultural social commerce remains under-investigated. Based
on the S-O-R paradigm, this study explores the mediating role of cultural iden-
tity change in social media usage and engagement in social commerce and the
moderating role of social support. A total of 2,058 samples from 135 countries
were surveyed through an online data platform. The results of this study show that
social media usage for information and social media usage for socializing both
exert positive effects on international customers’ cultural identity change and then
boost their engagement in social commerce. In addition, social support positively
moderates the relationship between different dimensions of social media usage
and cultural identity change respectively.

Keywords: social commerce · cultural identity change · social support · social
media usage · cross-cultural environment

1 Introduction

Enabled by the advancement of information technology and internet access, social media
has become a ubiquitous tool assisting people’s lives, not only affecting the way peo-
ple communicate, relax, exchange, and interact but also changing their online shopping
behaviors, such as social commerce (Liao et al. 2022). In contrast to traditional e-
commerce, social commerce is a new type of online platform based on social media
that allows customers to share news and comments on products. The new operation
mode of business has a significant impact on the purchasing behaviors of other poten-
tial customers (Nakayama and Wan 2019). And due to the pattern of social commerce
changed from seller-centered to buyer-centered, how to attract potential customers and
increase customer stickiness through social media platforms is now an imperative issue
for managers (Osatuyi et al. 2020). As such, exploring the factors that can affect cus-
tomer engagement in social commerce has attracted a lot of scholarly attention, such as
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social media usage (SMU) (Horng andWu 2020; Tuncer 2021; Liao et al. 2022; Hu et al.
2022; Hu and Zhu 2022; Sohn andKim 2020). Yet research findings on how social media
use affects international customers’ engagement in cross-cultural social commerce are
inconsistent (Hu et al. 2022; Hu and Zhu 2022). In this regard, there is a great necessity
to further clarify the pictures of how social media usage influences customers’ social
commerce, particularly in a complex cross-cultural environment (Fig. 1).

Social media usage
for information

Social media usage 
for socializing

Cultural identity 
change

Engagement in 
social commerce

Social support

Stimuli Organism Response

Controls: Academic level,
age, gender, and their length 
of stay in China

H2

H1a

H1b

H3a

H3b

Fig. 1. Proposed research model

2 Conceptual Framework and Hypothesis Development

2.1 Social Media Usage and Cultural Identity Change

Social media usage covers two dimensions, information and socializing (Hu et al. 2020).
Social media usage for information refers to international customers’ usage of social
media for access to cultural core values and codes of conduct about the social community,
which meets the cognitive needs of international customers (Hu et al. 2017). According
to social learning theory, the wealth of information resources available through social
media contributes to themetacognitive and cognitive cultural intelligence of international
customers (Hu and Zhu 2022). This increased cognitive ability allows international
customers to change their old prejudices and stereotypes about the dominant cultural
group, challenge their home country’s cultural identity and possibly achieve identity
with a foreign cultural group (Hu et al. 2020). Thus, we hypothesize that:

H1a: social media usage for information increases customers’ cultural identity
change.

Social media usage for socializing purpose brings international customers closer to
the dominant cultural groups, increasing their contact and fostering good relationships
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(Hu et al. 2021). Thewell-established friendship helps international customers overcome
the negative effects of cultural differences and adapt themselves to the mainstream
cultural majority (Hu et al. 2020), which paves path for cultural identity change (Mao
and Shen 2015). In addition, according to social identity theory (Mangum and Block
2018), intimate contact on social media platforms creates similarities, lowers cultural
barriers and increases international customer’swell-being, adaptation skills, and interests
to follow the mainstream routine in culturally dominating group (Yampolsky et al. 2013;
Hu et al. 2020; Waßmuth and Edinger-Schons 2018). Thus, we hypothesize that:

H1b: social media usage for socializing increases customers’ cultural identity
change.

2.2 Cultural Identity Change and Engagement in Social Commerce

International customers who have managed cultural identity change demonstrate more
satisfaction with the social commerce community concerning service quality, informa-
tion quality, and loyalty when they interact with the social network community (Waß-
muth and Edinger-Schons 2018; Angelini et al. 2015), and this emotional satisfaction
may inspire international customers to enjoy the products and services of the foreign
country and engage themselves in social commerce (Osatuyi et al. 2020). In addition,
cultural identity can affect international customer’s accessibility to relevant knowledge
and the perceptions of the usefulness and reliability of access to information (Stanley
et al. 2021). Therefore, cultural identity change enhances the international customer’s
ability to access and process information and deepen their understanding of products
and services in cross-border social commerce, which eliminates the disadvantage of a
lack of information for customer engagement in social commerce (Hwang et al. 2014).
Thus, we hypothesize that:

H2: cultural identity change increases customers’ engagement in social commerce.

2.3 Moderating Role of Social Support

On the one hand, social support can ease the stress of international customers in a
cross-cultural environment and make them feel cared for by members of the community.
Emotional care facilitates international customers to maintain a long-term psychological
attachment to the community when they use social media to socialize with the culturally
dominating community (Lin et al. 2018; Ng 2013). Accordingly, customers will have the
motivation to identify with the products and services in a cross-cultural context (Wang
et al. 2020). On the other hand, international customers have access to a wealth of
information about cross-border social commerce through social media (Hu et al. 2022).
However, due to cultural diversity, customers can be facedwith information asymmetries
and misinformation (Wang and Herrando 2019). What’s more, international customers
may not fully comprehend the information they receive due to their inherent cognitive
mindsets (Hu and Zhu 2022). Therefore, support from the social commerce community
can help international customers identify the correctness of the information they receive
through social media and help them understand it from a new perspective. Thus, we
hypothesize that:
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H3a: social support boosts the effects of informational social media usage on
cultural identity change.

H3b: social support boosts the effects of socializing social media usage on cultural
identity change.

3 Research Methodology

3.1 Sample and Procedure

In view of the impact of COVID-19, we collected data from international students in
more than 40 Chinese universities in China with the help of school supervisors through
online data collection platform,Wenjuanxing (www.wjx.cn). Two separate pre-testswere
conducted to ensure the reliability and validity of the questionnaire prior to the formal
data collection of the large sample. And finally, a total of 2058 valid questionnaires were
collected from 135 overseas countries.

3.2 Measures

To measure the construct of social media usage, a six-item scale was used, which was
adapted from Hughes et al. (2012). And we adopted a five-item scale from Busalim
and Ghabban (2021) to measure customer engagement. We adopted a three-item scale
from Sussman (2002) to measure cultural identity change. And a seven-item scale was
adopted from Zimet et al. (1988) to measure social support.

According to prior research, the current study also listed students’ age, gender,
academic level, and length of stay in China to be controlled to avoid any potential
confounding effects (Hu and Zhu 2022).

4 Analysis and Results

To test the reliability and validity, we examined factor loadings, Cronbach alphas, and
composite reliability. The statistics demonstrated good results with the scores of Cron-
bach alphas and composite reliability higher than the required benchmarks of 0.7 (Naylor
et al. 2012). To measure the convergent validity, we assessed all the items’ loadings to
ensure scores were above 0.7. And we assessed the composite reliabilities to ensure the
scores were above 0.7. Finally, we worked out AVEs values to ensure they exceeded 0.5.
This indicates that all variables demonstrate good reliability and validity (Table 1 and
Fig. 2).

Consistent with H1a, SMU for information was positively related to cultural identity
change (r = 0.125, p < 0.01). Further, as proposed in H1b, SMU for socializing also
demonstrated a positive relationship with cultural identity change (r= 0.262, p< 0.01).
Following the hypothesis development, we further examined the relationship between
cultural identity change and engagement in social commerce. The result indicated that
cultural identity change was positively related to engagement in social commerce (r =
0.264, p < 0.01). Thus H2 was supported well. Moreover, results indicated that social
support positively moderates the relationships between two dimensions of social media
usage and cultural identity change. To better depict the image of moderating effects of
social support, we drew pictures of the simple slope (Figs. 3 and 4).

http://www.wjx.cn
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Table 1. Measurement of constructs

Constructs Dimensions Items Loadings CR AVE Cronbach alphas

SMU Socializing 3 0.853–0.885 0.766 0.908 0.843

Information 3 0.791–0.873 0.869 0.689 0.763

CIC 3 0.752–0.878 0.861 0.676 0.759

ESC 5 0.874–0.92 0.956 0.814 0.943

SS 7 0.853–0.919 0.967 0.808 0.960

Notes: SMU, social media usage; CIC, cultural identity change; ESC, engagement in social
commerce; SS, social support

Social media usage
for information

Social media usage 
for socializing

Cultural identity 
change 

Engagement in 
social commerce

Controls:  
Life satisfaction (0.161**), others 
(ns) 

Social support 0.264**

0.125**

0.262**

0.059**

0.044*

Fig. 2. Results of the hypothesized model

0

0.5

1

1.5

2

low SMUI high SMUI

low SS

high SS

Fig. 3. Moderating effect of social support (SS) on the relationship between social media usage
for information (SMUI) and cultural identity change (CIC)
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0
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1

1.5

2

low SMUS high SMUS

low SS

high SS

Fig. 4. Moderating effect of social support (SS) on the relationship between social media usage
for socializing (SMUS) and cultural identity change (CIC)

5 Discussion

Based on the S-O-Rmodel, this study explains the mechanism of the role of social media
usage on international customers’ engagement in cross-border social commerce from
the perspective of cultural identity change and the moderating effect of social support
on their relationships. And the current study makes significant theoretical contributions
to existing research.

First, this study successfully applies the S-O-R model to the study of cross-border
social commerce. Although previous research has shown that the S-O-R framework is
widely used in social commerce research (Xue et al. 2020; Zhang et al. 2014), there
has not been much attention paid to how this theoretical framework explains the behav-
ior of international customers in cross-cultural social commerce. From an intercultural
perspective, the study validates the psychological mechanism (cultural identity change)
whereby external stimuli (social media usage) exerts impact on the behavioral response
of international customers (engagement in social commerce). What’s more, considering
the cross-cultural pressures on international customers to engage in social commerce, this
study argues that social support can have a significant impact on the psychological mech-
anisms (cultural identity change) that precede international customers’ engagement in
social commerce through social media platforms. Therefore, this study considers social
support as another important stimulus for international customers when engaging in
cross-cultural social commerce. The present study model remedies the inadequacy of
existing studies that only examine social commerce in a single cultural context.

Second, this study found that cultural identity change among international customers
is an important mechanism for enhancing social commerce engagement through social
media platforms. How the use of social media based on different customer motivations
promotes customer engagement in social commerce has not received much attention in
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existing research, especially in cross-cultural scenarios. And this study divides social
media into two dimensions, information, and socializing, according to the different uti-
lization purposes by international customers, each of which has a positive effect on
cultural identity change from different perspectives, ultimately contributing to interna-
tional customers’ social commerce engagement. The study’s findings are an important
addition to the field of social commerce research.

Third, the data analysis confirms the positive moderating effect of social support
between social media usage and international customers’ cultural identity and ultimately
influences customer engagement. Although previous research has demonstrated the pos-
itive role of social support in customer engagement in social commerce, the findings of
this study were only validated in a single cultural context (Wang et al. 2020; Fan et al.
2019). Therefore, it is currently unknown how social support in a cross-cultural context
explains international customer engagement in cross-cultural social commerce. In this
regard, the findings of this study have enriched our understanding of the role of social
support in different contexts.

In addition to the theoretical contributions, this study makes some practical
contributions.

First, the findings of this study indicate the importance of differently motivated
social media usage on international customers’ cultural identity change and engage-
ment in social commerce. Therefore, managers should focus on building social media
platforms, especially based on customers’ different motivations of usage. Influenced
by both utilitarian and hedonic motivations, international customers use social media
platforms to learn about the culture of products and services in cross-cultural social
commerce to further determine their purchase intentions. So, managers should further
optimize and improve social media platforms to meet the needs of customers with differ-
ent usage motivations. To meet the need for utilitarian value, high-quality information
about products and services should be made more accessible to customers via social
media platforms. In addition, managers should offer high-quality after-sales service to
reduce the impact of negative reviews on customers’ willingness to buy for building a
good reputation. And to meet the demand for hedonic value, managers should establish
good communication channels on social media platforms for customers to interact and
communicate with sellers or other potential customers, for example, the creation of fan
interaction groups.

Second, this study concludes that cultural identity change is an important channel
for international customers to engage in cross-cultural social commerce through social
media platforms. This is because when international customers engage in cross-border
social commerce, their home culture will limit their perceptions of the validity of infor-
mation and influence their attitudes towards products and services (Nakayama and Wan
2019). Therefore, sellers need to focus on guiding and nurturing international customers
to identify with the culture embedded in their products and services. On the one hand,
sellers should provide more detailed and reliable information about their products and
services through social media platforms, facilitating international customers to under-
stand the content of the product and remove their original cultural perception bias to
recognize the products and services in cross-cultural social commerce. On the other
hand, sellers should increase their emotional interaction with international customers
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through social media platforms to build a trustworthy relationship to encourage cus-
tomers to better comprehend the culture novelty reflected by their products or services
and actively participate in cross-cultural social commerce.

Third, the results of the study confirm the positive moderating role of social support
in facilitating international customers’ cultural identity change through social media
platforms. Therefore, managers should provide more social support to international cus-
tomers through social media platforms to promote their cultural identity change and
engage in cross-cultural social commerce. For example, sellers can use social media
platforms to provide international customers with more detailed information about their
products and to provide timely advice on any questions they may have. In addition,
it is important to cater for the emotional aspects of international customers during the
interaction process to address their cross-cultural social commerce stress. Further, com-
panies can also match their online services to international customers according to their
different regions.

6 Limitations

Although this study has made some contributions, some limitations need to be taken
into account in subsequent studies. Firstly, as a multidimensional concept (Hollebeek
et al. 2014), customer engagement is only studied as a holistic concept in this study.
Secondly, this study only examines the factors influencing and mechanisms acting on
international customers’ engagement in social commerce in theChinese context. Thirdly,
the limitations of cross-sectional data should also receive the attention of subsequent
studies.
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Abstract. The ubiquity of mobile sensing and smartphone capabili-
ties offer a significant opportunity to obtain real-world sensor data and
momentary mental wellbeing fused at the point of exposure. In this
paper, we present the design, implementation and evaluation and user
experiences of Urban Wellbeing; a cross-platform mobile application,
which aids in quantifying the relationship of the environment, behaviour
and mental wellbeing. Urban wellbeing integrates: (i) real-time environ-
mental sensor data in the form of Air Quality Index, (ii) momentary
mental wellbeing assessment in the form of emojis, (iii) image and the
type of environment and (iv) noise levels in decibels. We report early
findings from trials conducted based on the design of Urban Wellbeing
to promote engagement. Our preliminary results of Urban Wellbeing,
tested with both iOS and Android smartphones demonstrate that it can
be effective as a personal environmental and wellbeing sensing applica-
tion and engaging for users.

Keywords: Urban Wellbeing · Environment · Mental Wellbeing · Air
Quality · Ecological Momentary Assessment

1 Introduction

A significant impact of the growth in the world, particularly environmental fac-
tors (such as Particulate Matter 2.5, noise, and gases) within the environment
are having a significant impact on our health [17,18], behaviour [10] and mental
wellbeing [14]. As the population increases and our urban environments obtain
more focus it is expected that 66% of the global population will live in urban
areas by 2050 [11].

Recently, a World Health Organisation study found that 91% of the world’s
population is living in areas where air quality guidelines are not met which is
resulting in over 4.2 million deaths each year [2]. In addition, many places across
the UK where these guidelines are not being followed is resulting in more serious
health conditions such as higher heart rate leading to heart disease and asthma
[2], or even death [17].
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The use of sensor-based technologies and mobile sensing devices have
the greatest opportunity of understanding the impact of exposures within a
range of urban environments as well as quantifying the impact to individu-
als through assessment-based questionnaires [13,15]. Smartphone momentary
wellbeing assessments using environmental factors is lacking with limited con-
tribution of using objective sensor data. Specifically, previous research has
only explored these using questionnaires with limited user interaction and data
obtained from real-world sensors [3].

In this paper, we propose, discuss the design and explore the implementation
of our environmental and wellbeing sensing system tool Urban Wellbeing, that
is able to unobtrusively fuse wellbeing states and objective sensor data in the
form of environmental factors such as air quality, noise and gain a perspective on
the environment through image and location. Urban Wellbeing is an application
that aims to bring us closer to understand the impact of urban environments on
mental wellbeing as an interactive assessment tool

The rest of this work is organised as followed: Section 2 describes the back-
ground and related literature review. Session 3 discussed the system design,
including the process participants complete to carry out an assessment. Section 4
shares the results from a set of users who have tested the design of Urban Well-
being. Finally, Sect. 5 considers the conclusions drawn from this work and work
to be considered in the future.

2 Background/Literature Review

As individuals, within each urban environment, we are exposed to a range of
stressors, such as particulates, noise and gases which have been shown to result
in a negative impact on our health [20], behaviour, physiology [16] and mental
wellbeing [14]. The impact of our environment is largely dependent on the time,
location and type we are in to experience the exposure. There has been consider-
able research attention to the impact of poor air quality within the environment
particularly towards health related issues, however, there are still considerable
opportunities to explore the impact on mental wellbeing. Recently a study found
that mental wellbeing illnesses are steeply increasing and expected to cost the
UK economy over £2 billion each year [21].

Across many studies, the combination of mobile technologies and sensors
are becoming increasingly popular approaches to provide a greater insight into
the impact of the environment direct at the point of exposure. This research
opportunity highlights the potential of utilising technological resources whereby
exposure to the environment can be accurately assessed and calculated [23].

Sensor fusion approaches have been shown to be effective when investigating
the relationship between the environment, physiology, behaviour and wellbeing,
including our own work. In particular, the DigitalExposome concepts can bring
us closer to unravelling the impact of the environment on wellbeing, highlighting
that particulate matter correlates with ElectroDermal Activity (EDA), Heart-
Rate Variability (HRV) and results in a worsened wellbeing state when exposed
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to a high level. Additionally, using the concept of semantic trajectories using
episodes has shown a worsened wellbeing can be caused by a polluted urban
environment [12].

ExpoApp utilised a similar approach to study the short-term health impacts
of high air pollution with the result demonstrating those who weren’t able
to access green spaces inhaled higher rates of air pollution [7]. Furthermore,
‘Project HELIX’ investigated the environmental impact on individuals living in
urban environments demonstrating increased level of blood pressure, allergy and
asthma illnesses for those who particularly living in urban environments [19].

An ecological momentary assessment (EMAs) involves capturing people’s
thoughts and behaviours at the moment of exposure repeatedly within an envi-
ronment [1], [22]. The use of EMAs has been shown to be extremely popular
within studies conducted to obtain a human perspective on wellbeing and the
environment. A study in 2018 explored the use of EMAs as the context for col-
lecting wellbeing, demonstrating that exposure to nature and daylight correlated
with a better affective state [4].

Until recently, EMAs were carried out with as ‘pen and paper’ approach,
which was effective in being able to assess wellbeing [24]. A significant growth
and development of mobile technologies and their capabilities enables EMAs to
be incorporated for a more portable assessment at the time of exposure. As such,
a previous mobile application, Urban Mind [3] has used a smartphone mobile
application approach to assess the environment through a series of questions
based on an ecological momentary assessment. This approach demonstrates a
good knowledge gained from EMAs into the natural features of the environment
and the direct impact to wellbeing. In summary, the use of smartphones for
momentary wellbeing assessment is lacking in terms of using objective sensor
data which is linked to the exposure directly at the exact location.

3 System Design: Urban Wellbeing

To overcome the limitations of existing literature, we propose the design of Urban
Wellbeing as a cross-platform (iOS and Android) interactive assessment tool that
aids in supporting the work of unravelling the relationship between the envi-
ronment and mental wellbeing. The mobile application encompasses a range of
data collection types including: live sensor data from the Department of Envi-
ronment, Food and Rural Affairs’ Automatic Urban Rural Network (DEFRA
AURN), image of current environment, momentary mental wellbeing (recorded
using emojis), timestamp and location as identified at Fig. 1. The overall aim
of Urban Wellbeing is to complete the assessment individually and as much as
possible whilst going about your day or to carry this out in a different locations.
This research has been approved by Nottingham Trent University Ethical Com-
mittee (application number 648). At the start of each assessment, participants
must agree to carry out the study and are informed of their options, should they
wish to withdraw from the study.
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Fig. 1. The individual data types that are involved in the Urban Wellbeing assessment
process. These involve: Air Quality data from live sensors, exact location, image of cur-
rent environment, personal noise level, wellbeing labelled using emojis and timestamp
of assessment event

3.1 Real-Time Wellbeing Assessment

To complete the assessment within Urban Wellbeing, users are required to record
their wellbeing using five well-known emojis and text-equivalent meanings dis-
played on buttons as depicted at Fig. 2. The table also at Fig. 2 shows how
wellbeing is calculated in terms of assigning an individual score to each emoji,
from 1=negative/low to 5=positive/high . The ‘Personal Index for Adults’ self-
assessment of measured satisfaction has been adopted to ask users how they are
feeling with their life as a whole [6]. We have adapted this into the form of a
five-point Likert SAM scale [5], to provide a proven method for self-reporting
subjective wellbeing. There have been several studies that utilise this approach,
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including our own work [12,13] which has shown how momentary wellbeing can
be effectively obtained, such as DigitalExposome [14], NeuroPlace [16].

Fig. 2. Urban Wellbeing assessment of wellbeing using emojis and table showing equiv-
alent scoring compared to emojis

3.2 Environmental Image Capture

To gain an understanding into what the environment visually looks like when
the assessment is taking place, participants are invited to capture an image using
the in-build camera of the wider environment they are currently standing within.
Depicted at Fig. 3 demonstrates this page in action, along with the image consent
which participants must ‘agree to understand’ prior to being able to take the
image. Whilst testing the Urban Wellbeing application, four images at Fig. 3
show examples of what was collected from several participants.
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Fig. 3. Urban Wellbeing image capture along with 4 example images taken

3.3 Environment Air Quality and Noise

The final process for the assessment is to collect the environmental levels of
air quality and noise which is relative to the participants’ specific location. On
clicking ‘Capture’ as depicted at Fig. 4, a loading bar will form around the noise
icon which results in several processes of obtaining the participant’s location,
Air quality and noise level.

We gather air quality readings by using data collected by the DEFRA AURN
stations [8] which are positioned across the United Kingdom. In particular, the
data obtained includes: Real-time Air Quality Index, Air Quality Level and
AURN station ID. The Air Quality Index is a process of combining all of the
individual pollutants collected at each AURN station either taking the highest
recorded value or averaging out the values across a period of time [9]. Secondly,
noise is obtained from the assessment which is calculated by recording a series
of noise clips in decibels which are collected over a period of 5 s. Finally, at
this point all the data has been saved locally stored on the phone and with
the timestamp (DD/MM/YYYY) added, the combined data is sent to a secure
database ready for analysis. To protect users and in-line with ethics agreement,
no data is stored in the database to identify a participant.
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Fig. 4. Urban Wellbeing air quality and noise sampling

4 Results

A preliminary study has taken place to evaluate the design of the application
and performance as a tool to capture live environment sensor data and wellbe-
ing, to aid in quantifying the relationship between the two variables. In total,
5 participants were recruited for testing of Urban Wellbeing and interviewed
following a full day of utilising the application in the wild. There was an equal
download of Urban Wellbeing made up of iOS and Android platform between
the participants.

When interviewed after using the Urban Wellbeing app for the day, it was
found that the majority (4) participants informed us that they enjoyed using
the mobile application to understand how the environment could play a part
in their wellbeing. Overall, these participants were able to use Urban Wellbeing
and complete the assessment process several times throughout their day. One
participant struggled with the concept and process through the application and
what they had to do. Some of the participants at times reported that the final
screen (Fig. 4) was a little slow at loading causing some issues with waiting
around for the assessment to be completed.

Another concern was that one participant hadn’t clicked on the ‘accept per-
missions’ when prompted so therefore the application was not able to be used.
All participants agreed that there should be some sort of incentive to carry out
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the experiment using the mobile application, with one stating perhaps a series
of badges per environment or step counter activity.

Following discussions with all participants after their day, it was mentioned
that a loading screen before the assessment starts should be presented which
briefly explains the main ideas and understanding of the work to be carried
out. As such, a landing page has been developed into the application with three
separate pages detailing the app itself, the walk outline and how the results of
this study will be used, as depicted at Fig. 5.

Fig. 5. Urban Wellbeing mobile application three landing screens to give a general
overview of the application before starting the individual assessment

5 Conclusion and Future Work

The use of smartphones combining a ecological assessment tool and live sensor
data has helped to develop a novel environmental assessment tool with fusing
data at the source of exposure that demonstrates the potential to quantify the
relationship between urban environmental factors and mental wellbeing. Indi-
vidual assessments made up of (i) self-labelled wellbeing, (ii) environment image
capture, (iii) air quality and noise collection shows the capabilities of understand-
ing the changes within the environment at a more direct perspective, logging at
the point-of-exposure. The preliminary trial involved five participants who tested
the applications design whilst in a real-world environment and demonstrated the
potential for the app to be used alongside daily life and to gain a closer under-
standing into how certain environmental factors can have a direct impact on
their wellbeing.
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In the future, a larger trial will be conducted with more participants to fur-
ther demonstrate the impact not only of the Urban Wellbeing mobile application
but the relationship between the environment and mental wellbeing, as well as to
gather additional user feedback. There is further work that could be investigated
such as an incentive to use the application to collect more reliable data. We envi-
sion future versions of the application could be used to notify users where they
recently labelled their wellbeing as negative as a place to avoid and for urban
planners to encourage the design of urban spaces.

References

1. Ecological momentary assessment - gov.uk. https://www.gov.uk/guidance/
ecological-momentary-assessment

2. Air, C., Plan, S.: Clean air strategy plan (2011)
3. Bakolis, I., et al.: Urban mind: using smartphone technologies to investigate

the impact of nature on mental well-being in real time. BioScience 68, 134–
145 (2018). https://doi.org/10.1093/biosci/bix149, https://academic.oup.com/
bioscience/article/68/2/134/4791430

4. Beute, F., de Kort, Y.A.: The natural context of wellbeing: ecological momentary
assessment of the influence of nature and daylight on affect and stress for individ-
uals with depression levels varying from none to clinical. Health Place 49, 7–18
(2018). https://doi.org/10.1016/J.HEALTHPLACE.2017.11.005

5. Bradley, M.M., Lang, P.J.: Measuring emotion: the self-assessment manikin and
the semantic differential. J. Behav. Therapy Exp. Psychiatry 25, 49–59 (1994).
https://doi.org/10.1016/0005-7916(94)90063-9

6. Cummins, R.A., Ps, F.A.S.: Personal Wellbeing Index-Adult (PWI-A) (English)
5th Edition The International Wellbeing Group MANUAL 2013 Personal Wellbe-
ing Index-Adult (2013)

7. Donaire-Gonzalez, D., et al.: Expoapp: an integrated system to assess multiple
personal environmental exposures. Environ. Int. 126, 494–503 (2019). https://doi.
org/10.1016/j.envint.2019.02.054

8. Food, for Environment, R.A.D.: Automatic urban and rural network (aurn)- defra,
uk (2018). https://uk-air.defra.gov.uk/networks/network-info?view=aurn

9. Geetha, A., Ramya, P.S., Sravani, C., Ramesh, M.: Real time air quality index
from various locations. Int. J. Recent Technol. Eng. (IJRTE) 9, 368–372 (2020).
https://doi.org/10.35940/ijrte.b3493.079220

10. Haddad, H., de Nazelle, A.: The role of personal air pollution sensors and smart-
phone technology in changing travel behaviour. J. Transp. Health 11, 230–243
(2018). https://doi.org/10.1016/j.jth.2018.08.001

11. Johnson, T., Kanjo, E.: Sensor fusion and the city: visualisation and aggrega-
tion of environmental & wellbeing data. IEEE (2021). https://ieeexplore.ieee.org/
document/9562852

12. Johnson, T., Kanjo, E.: Episodes of change: emotion change in semantic trajectories
of multimodal sensor data. IEEE (2023)

13. Johnson, T., Kanjo, E.: Urban wellbeing: a portable sensing approach to unravel
the link between environment and mental wellbeing (2023). https://doi.org/10.
1109/LSENS.2017.0000000, http://www.michaelshell.org/contact.html

https://www.gov.uk/guidance/ecological-momentary-assessment
https://www.gov.uk/guidance/ecological-momentary-assessment
https://doi.org/10.1093/biosci/bix149
https://academic.oup.com/bioscience/article/68/2/134/4791430
https://academic.oup.com/bioscience/article/68/2/134/4791430
https://doi.org/10.1016/J.HEALTHPLACE.2017.11.005
https://doi.org/10.1016/0005-7916(94)90063-9
https://doi.org/10.1016/j.envint.2019.02.054
https://doi.org/10.1016/j.envint.2019.02.054
https://uk-air.defra.gov.uk/networks/network-info?view=aurn
https://doi.org/10.35940/ijrte.b3493.079220
https://doi.org/10.1016/j.jth.2018.08.001
https://ieeexplore.ieee.org/document/9562852
https://ieeexplore.ieee.org/document/9562852
https://doi.org/10.1109/LSENS.2017.0000000
https://doi.org/10.1109/LSENS.2017.0000000
http://www.michaelshell.org/contact.html


Designing an Interactive Mobile Assessment Tool 295

14. Johnson, T., Kanjo, E., Woodward, K.: Digitalexposome: quantifying impact of
urban environment on wellbeing using sensor fusion and deep learning, January
2021

15. Kanjo, E.: NoiseSPY: a real-time mobile phone platform for urban noise monitor-
ing and mapping. Mob. Netw. Appl. 15, 562–574 (2010). https://doi.org/10.1007/
S11036-009-0217-Y

16. Kanjo, E., Younis, E.M., Sherkat, N.: Towards unravelling the relationship between
on-body, environmental and emotion data using sensor information fusion app-
roach. Inf. Fusion 40, 18–31 (2018). https://doi.org/10.1016/j.inffus.2017.05.005

17. Laville, S.: Air pollution a cause in girl’s death, coroner rules in landmark case—
london—the guardian (2020)

18. Lee, B.J., Kim, B., Lee, K.: Air pollution exposure and cardiovascular disease.
Toxicol. Res. 30, 71–75 (2014). https://doi.org/10.5487/TR.2014.30.2.71

19. Maitre, L., et al.: Human early life exposome (helix) study: a European population-
based exposome cohort, September 2018. https://doi.org/10.1136/bmjopen-2017-
021311

20. Nieuwenhuijsen, M.J., Donaire-Gonzalez, D., Foraster, M., Martinez, D., Cisneros,
A.: Using personal sensors to assess the exposome and acute health effects. Int.
J. Environ. Res. Public Health 11, 7805–7819 (2014). https://doi.org/10.3390/
ijerph110807805

21. Perkbox: The 2018 UK workplace stress survey—perkbox (2018)
22. Shiffman, S., Stone, A.A., Hufford, M.R.: Ecological momentary assessment.

Annu. Rev. Clin. Psychol. 4, 1–32 (2008). https://doi.org/10.1146/ANNUREV.
CLINPSY.3.022806.091415, https://pubmed.ncbi.nlm.nih.gov/18509902/

23. Asimina, S., et al.: Assessing and enhancing the utility of low-cost activity and
location sensors for exposure studies. Environ. Monit. Assess. 190(3), 1–12 (2018).
https://doi.org/10.1007/s10661-018-6537-2

24. de Vries, L.P., Baselmans, B.M.L., Bartels, M.: Smartphone-based ecological
momentary assessment of well-being: a systematic review and recommendations
for future studies. J. Happiness Stud. 22(5), 2361–2408 (2020). https://doi.org/
10.1007/s10902-020-00324-7

https://doi.org/10.1007/S11036-009-0217-Y
https://doi.org/10.1007/S11036-009-0217-Y
https://doi.org/10.1016/j.inffus.2017.05.005
https://doi.org/10.5487/TR.2014.30.2.71
https://doi.org/10.1136/bmjopen-2017-021311
https://doi.org/10.1136/bmjopen-2017-021311
https://doi.org/10.3390/ijerph110807805
https://doi.org/10.3390/ijerph110807805
https://doi.org/10.1146/ANNUREV.CLINPSY.3.022806.091415
https://doi.org/10.1146/ANNUREV.CLINPSY.3.022806.091415
https://pubmed.ncbi.nlm.nih.gov/18509902/
https://doi.org/10.1007/s10661-018-6537-2
https://doi.org/10.1007/s10902-020-00324-7
https://doi.org/10.1007/s10902-020-00324-7


Perception of Co-supervisors in Doctoral
Education Towards Mobile Information Systems

for Higher Education in Malaysia

Chee Ling Thong1(B) , WeiLee Lim2 , and Shayla Islam1

1 Institute of Computer Science and Digital Innovation, UCSI University, 56000 Kuala Lumpur,
Malaysia

chloethong@ucsiuniversity.edu.my
2 Graduate Business School, UCSI University, 56000 Kuala Lumpur, Malaysia

Abstract. In the post-Covid era, mobile information systems have greater poten-
tial for supporting the doctoral supervision process, including co-supervision ped-
agogy in doctoral education.However, little is known about its design and develop-
ment. This study explores the potential of designing a mobile information system
for doctoral co-supervision in higher education. It is anticipated that the contribu-
tions of this study (as consideration areas in the user requirements gathering phase)
would help system designers when involved in designing mobile information sys-
tems. First, this study examines the main challenges doctoral co-supervisors face
inMalaysian higher education institutions. A focus group interview examines ICT
use and its integration with supervision pedagogies like meetings, reading draft,
and giving supervisees feedback. A total of ten doctoral co-supervisors who have
completed co-supervision with at least one doctoral candidate were interviewed at
threeMalaysian universities.According to thefindings of our study, co-supervisors
communicate using a variety of ICT, including email, mobile phones, Microsoft
Teams, Skype, and social media platforms such as Facebook. Some of the super-
visors use Microsoft SharePoint for collaborative writing. The majority of them
saw the importance of integrating ICT with co-supervision pedagogy. The study
also discovered the need for increased use of collaborative-based technology in
promoting collaborative co-supervision pedagogy. These include virtual spaces
for the scholarly community, such as an online discussion forum and a collabora-
tive writing space for providing feedback on supervisees’ report drafts. In future
work, a mobile information system or digital collaborative tool that can accom-
modate a complex virtual space through cloud computing will be designed, and
the proposed digital tool will empower rather than control or direct the process of
learning.
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1 Introduction

Mobile technologies have gained tremendous growth during the Covid-19 pandemic due
to the high demand for the use of mobile technologies particularly when academicians
(or co-supervisors) are located at different geo-graphic locations or while they are in
motion such as traveling in a plane, traveling from one location to another, or work from
home (relate to mobility). Mobile information system (MIS) becomes an important tool
to be used by the co-supervisors to access to information resources particularly when
they are on the move. In this study, MIS (or known as mobile web application) is defined
as information system (IS) which gain services or access to information resources any-
time and everywhere through IS hardware or mobile devices such as mobile phones,
tablets, or laptops. These mobile devices are easily movable in space, and able to access
to online information resources or services as long aswireless connection is provided [1].
Based on the findings of a study conducted in two universities in Australia, the need for
an increased use of ICT as well as its integration with supervision pedagogy have been
identified [2]. Their study concludes that the use of ICT increases high quality research
output and supervision, particularly in enhancing supervision-student relationship by
using Web 2.0 technologies. For example, supervision pedagogy began to change by
supervisors in Australia [2], they developed more participatory relationships through
notable collaboration and communication using new technologies. There is an increased
use of social network such as Twitter and Facebook for disseminating their research
findings or initiating their own academic communities. They discovered the needs for
learning communities for supervisors which would enable supervisors to enter into dia-
logues about supervision practices and to exchange ideas between new and experienced
supervisors. Five years on, in post-Covid era the increasing emphasis in integrating
ICT in co-supervision pedagogy in addressing doctoral supervision and related issues
is becoming more intense. Hence, this study aims to investigate the main issues or
challenges faced by doctoral co-supervisors and explore the current use of ICT and its
integration with supervision pedagogies in institution of higher learning in Malaysia.

The research objectives are two-fold: 1) to find out what co-supervisors have to say
about their experiences when ‘working together’ with co-supervisors, and on the basis
of this data, investigate the issues or challenges faced by them in the start of a new
working relationship with co-supervisors in the areas of co-supervision arrangements
(roles and responsibilities) and supervision pedagogies (meetings and reading drafts and
providing feedback); 2) to find out perception and experience of using ICT/digital tools
and explore what system features are if supervisors had already begun integrating these
technologies into their co-supervision process.

2 Literature Review

This section presents mobile information systems, mobile and web technologies, and
issues and challenges of co-supervision in doctoral education.

2.1 Mobile Information Systems

Based on previous studies, the use of web technologies is more prevalent than mobile
technologies in the area of doctoral supervision.Web2.0 technology is the current version
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of the internet which all are familiar with. Whereas Web 3.0 is the latest web technology
or process engine that uses blockchain advances. Metaverse is a new dimension which
include social platforms, education, virtual training techniques that employ Web 3.0
technology. Web 3.0 more commonly used in financial sector. Many other sectors may
begin to explore adoptingWeb 3.0 technologies, however at the point of this study, there
are more relevant literatures on employing Web 2.0 technologies in higher education.
Moar and Fraser [3] proposed creating a participatory supervision support platform
(PSVSP) to support participatory doctoral research processes in virtual spaces using
Web 2.0 technology. Virtual space enhances social interaction between the academic
and doctoral students, student-supervisor relationship and overcome challenges such as
low completion rates, low satisfaction with students’ theses, and lack of support for
supervisors or students [4]. It was reported that the supervisors’ workload is already
demanding, that requires robust framework of how to use web-based tools in reducing
isolation in supervision and at the same time increase efficacies.

The Grattan Institute’s Mapping Australian Higher Education [5] has discovered
that research on doctoral supervision was underdeveloped. Ten years on, there is also
a need to share the database across devices using cloud services. In the past ten years,
some relevant literature found are: an online portal namely Form@doct as a resource
rather than a network [6] and an online tutorial for doctoral candidate (Form@doct) in
France; an international doctoral education network namely Doctoralnet® that was built
to support students and their supervisors [7].

MIS or mobile web applications which hosted on an app and access from a
web browser on a mobile device, are getting popularity. According to Informa-
tion Technology Gartner glossary, mobile web applications (app) refers to “appli-
cations for mobile devices that require only a Web browser to be installed on
the device” (URL: https://www.gartner.com/en/information-technology/glossary/mob
ile-web applications) [8].DataReportal [9] reported the number of smartphone (ormobile
devices) users reached 5.22 billion by the end of 2020, which represent 66% of world
population.

Figure 1 shows digital growth in the past one decade reported DataReportal. Figure 2
shown the year-on-year change for total population (+1.0%), unique mobile phone users
(+1.8%), internet users (+4.0%) and active social media users (+10.1%).

Figure 2 shows Internet users grew by 192 million over the past one year (Jan 2021–
Jan 2022). The growth may continue in the post Covid era. The statistics shown the
need arise in integrating digital tools into supervision particularly on approaches used
to doctoral pedagogies. These statistics reported has become the motivation to study the
perception of doctoral supervisors towards mobile information system or mobile web
app.

Based on a literature study [11], some example of functionalities of the digital tools
include notifications (dimension: communication and one-way interaction) such as email
access and alertmessages that allow reachability; communication (dimension: communi-
cation and two-way interaction) such as phone conversation and communication support
(WA, MS Teams, Zoom); information access (dimension: data and one-way interaction)
such as access reports/news/announcement/materials in learning management system
(using search functionality); data processing (dimension: data and two-way interaction)

https://www.gartner.com/en/information-technology/glossary/mobile-web
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Fig. 1. Digital Growth [9] (Source: https://datareportal.com/reports/digital-2022-global-ove
rview-report)

Fig. 2. Internet Use [10] (Source: https://datareportal.com/reports/digital-2022-global-overview-
report)

such as access or sending logbook data in learningmanagement system to co-supervisors
using laptop/tablet/mobile devices, etc. In this study, functionalities of MIS are catego-
rized into twodimensions: 1) study themain focuswhether it is on communication or data
processing; 2) study interaction between human/user (co-supervisors) and information
system whether it is considered one-way or two-way (reciprocal) interactive.

Table 1 presents a summary of selected digital tools used to support doctoral co-
supervision, what the tools are, its special features and limitations. Most of the rele-
vant literature found capitalize on web-based tools which can accommodate complex
interaction in virtual spaces through a web browser, e-portfolio or cloud computing [13].

It is discovered that most of the study explore web-based tools in collaborative envi-
ronment, none of the IHL using mobile information systems or mobile web application
to support doctoral co-supervision.

https://datareportal.com/reports/digital-2022-global-overview-report
https://datareportal.com/reports/digital-2022-global-overview-report
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Table 1. Summary of Selected Digital Tools

Tool What is it Special
features

Limitations

Doctoralnet
(https://doctoralnet.
com) [7]

Virtual space:
Web-based
international network.
To unite doctoral
students from nine
countries

Online discussion and
collaborative writing
space

Hard to maintain a
sustainable
community and lack
of strong digital
pedagogy framework
in terms of co-creation
of knowledge

Virtual spaces
[12]

A network for the
exploration of
resources and online
discussion forum. To
provide idea and
prompt to encourage
on-going reflection

Online resources and
online discussion
forum

Lack of mobile web
application function
(e.g. access online
resources through
web browser on
mobile devices)

PSVSP [3] Participatory
Supervision Support
Platform (PSVSP) is
a web-based
platform/application
for improving
doctoral supervision

Support different
processes of
supervision

Not identified

Facebook/Twitter
(2023)

Create own
communities and
disseminate
information

Web
conference/sharing
resources

Lack of specific
functions to support
supervision pedagogy

Microsoft SharePoint
(2023)

Collaborative writing Common virtual
writing spaces for
collaborative writing

Lack of discussion
forum or virtual
spaces for
participatory
supervision

2.2 Issues and Challenges in Doctoral Co-supervision

Based on literature study, co-supervision is likened a safety net for doctoral candidates
as compared to single supervisory system [14]. The findings of earlier research shown
that co-supervision in doctoral education is less explored [15] and this is reflected in
handbooks on doctoral supervision [16]. Kalman and colleagues [15] reported the chal-
lenges of co-supervision appear in SIX (6) areas and they are challenges in commu-
nication, disagreement between supervisors, issues of commitment, issues of time and
organization, issues of power responsibility, and challenges to practical realization of the
research projects. Challenges in communication includes lack of communication with

https://doctoralnet.com
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co-supervisors [17]; disagreement between co-supervisors which includes giving con-
flict advice or feedback to the candidates [17–19]; issues of commitment which includes
inequitable recognition of the work of co-supervisors [17, 18, 20] and issues of power
and responsibility which include unclear roles and responsibilities of supervisors [21].

This study focuses on investigating challenges in the areas of communication and
issues of power and responsibilities (or roles and responsibilities) of co-supervisors.
Referring to the framework or tool developed by Nave et al. [22], these two areas are
grouped under co-supervision arrangements and pedagogies of supervision. This study
also explores the use of ICT or digital tools and its integration with co-supervision
arrangements such as define the roles and responsibilities of each supervisor and co-
supervision pedagogies such as meetings and reading drafting and providing feedback
to supervisees.

3 Methodology

The protocol employed in this study is qualitative in nature. Focus group interviews
are used to elicit, analyze, and specify the requirements with stakeholders. Focus group
interview is an unstructured, free flowing interview with a small group of people, and
it is conducted in a flexible format [23]. The focus group consists of ten doctoral co-
supervisors who have produced at least one doctorate graduate. The interview is con-
ducted at three private universities in Kuala Lumpur, Malaysia. The interviewees are
selected based on convenience sampling. Each interview takes up 30 min throughout a
period of two months.

The interview questions are semi-structured with open-ended questions. These ques-
tions have been pre-tested among two experts to ensure clarity and sequence of the ques-
tions. The data collected are first transcribed and subsequently examined with thematic
analysis for concise key considerations in designing the co-supervision MIS.

4 Results and Discussions

This section presents the descriptive results which are analyzed from the study.

4.1 Demographic

Basic demographics for the respondents are presented in Tables 2 and 3.

Table 2. Demographic of Co-supervisors (I)

Category Response n %

Gender Male 7 63.6

Female 3 36.4

(continued)



302 C. L. Thong et al.

Table 2. (continued)

Category Response n %

Age 30–39 1 10

40–49 7 70

50–59 1 10

>60 1 10

Years of experience 1–2 years 9 90

>3 years 1 10

Most of the respondents aremale (63.6%). Eight of them are agedmore than 35 years
old (90%) and two of them are between 30 to 35 years old (10%). All the co-supervisors
have one to two years of experience in co-supervision, and only one senior co-supervisor
have more than 3 years in co-supervision.

Table 3. Demographic of Co-supervisors (II)

Respondent Area of research Years in current institution No. Student graduate

1 Statistics 3 5

2 Logistics Management 15 2

3 Applied Science 8 1

4 Mobile Network 3 1

5
6
7
8
9
10

Business and Management
Business
Business
Business
Business
Business

10
5
2
6
10
11

1
1
1
1
3
1

All of the co-supervisors classified themselves as having more than two years’ expe-
rience of working (100%) and they have produced at least one successful complete
doctoral candidate. Majority (70%) of co-supervisions from Faculty of Business. The
next section discusses the interview results.

4.2 Interview Results

The results show none of the respondent uses any specific software or digital tool (or
MIS) in supporting their work for co-supervision in their respective IHL. However,
out of 10 respondents who participated in the study, 90% of them prefer to have MIS
in assisting them in co-supervision. The desired features of the MIS are: it possesses
an online repository (database) which store all the required information needed such
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as progress report (95.8%); it helps to generate meeting alert/notification on meetings
(91.7%); and it is a mobile-based or web-based application (83.3%). Only 10% of the
respondents do not prefer to have MIS with the reason of unable to predict how MIS
could assist and to what extent it can help in supporting co-supervision. Overall results
show that co-supervisors are looking forward to having such system in order to address
the challenges faced by them during the co-supervision process particularly when they
are supervising more than 5 students at the same time.

All respondents are using basic digital tools to facilitate co-supervision such as
mobile phones and email for communication and exchange of information. Other appli-
cations used are Facebook, Twitter, Microsoft Teams (MT), Skype and editing software.
Most of them usingMT or Skype when unable to have face-to-face meeting due to coun-
try lock-down or Covid cases. All supervisors reported the use of Words documents to
track changes in progress report or proposal or thesis draft and exchanging information
or provide feedback of report or draft via email or during MT or Skype meeting. Some
used social networking mediums such as Facebook to share written drafts. ‘I use Face-
book to communicate and readmy students’ work and give them feedback…….’[SUP7].
Only one co-supervisor reported his doctoral candidates are mostly at middle-age and
not competent in using ICT. Therefore, he does not intend to use any specific software or
system. It is found that a concern discovered about technology competencies among can-
didates. It is believed the gap can be narrowed down in future. Training is recommended
to close the gap and increase technology experience [2].

According to the responses from all respondents, it is common for communication
between co-supervisors at the beginning of the ‘working together’ for early discussion
on the co-supervision arrangements. However, it is noted by a supervisor (principal
supervisor) that she has more discussion with doctoral candidate than co-supervisor
(second supervisor). She meets the co-supervisor after she has provided feedback to
candidate on the thesis draft. Candidate is expected to improve the draft based on her
feedback before meeting co-supervisor. ‘He met me (principal supervisor) more than
two times at the beginning of his PhD journey, as I take heavy responsibility than the
co-supervisor’[SUP8], noting than principal supervisor involvement and much more
participation in the co-supervision pedagogy and her power and responsibility are higher
than co-supervisor.

5 Discussion and Implications

The findings of this study provided some insights that shed lights on current and future
MIS or digital tools in Malaysia particularly in adapting to new normal in post-Covid
era. In this section, the following insights are discussed:

1. Web-based tool using Web 2.0 technologies is still popular and it is reported by
much research works in literature study. However, none of co-supervision using ICT
(specific software or MIS) in doctoral supervision. The findings shown need arise
increasingly in the post Covid era particularly supervision in collaborative manner.
Quite a number of studies reported web-based tools are more popularly used in super-
vision pedagogy and it helps increase supervision quality research work and com-
pletion rate as well as reduce attrition rate. Some of the proposed features are virtual
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spaces, online discussion forum and collaborative writing usingMicrosoft SharePoint
or Dropbox or other web-based tools. It is also discovered that Web 3.0 technologies
are not used by the supervisors at the time of this study. Although Web 3.0 is the
latest web technology which is more advance than Web 2.0, Web 2.0 is still a mostly
used technology in doctoral co-supervision. Moar and Fraser [3] reported Web 2.0
tools enabled greater dialogue and interaction between the supervisor and candidates
rather than a passive viewing of content. It is perceived the importance of ICT and
supervision pedagogy are combined into a research project in a more collaborative
and collegial way. This may be considered as participatory supervision. On the other
hand, Integration with supervision pedagogies such as meetings and reading drafts
and providing feedback to candidates is not perform in collaboratively manner using
digital technologies such as collaborative writing. It is also found that there is a lack
of relevant literatures which published in year 2017–2022 particularly MIS or mobile
web app. Most of the IHL use Skype, Microsoft Teams for meetings, phones or email
or Facebook for communication or disseminate information. Some still prefer using
conventional approach (face-to-face meetings with candidates).

2. It is discovered some key items are absent in early discussion in co-supervision. These
items are:
a. nature of the work involved. All respondents mentioned there is only verbal agreed

understanding of what supervisors should be involved.
b. formal institutional requests. This is mainly due to current heavy workload

of supervisors, and it is perceived as an additional administrative burden to
supervisors.

c. division of work among supervisors. What supervisor should do to co-supervise
effectively are not involved in the early discussion. All supervisors expect
candidates learn how to manage their own research projects.

d. distribution of effort across panel and committee. This is perceived as a great
challenge when it comes to risk management and regulations for supervisory
responsibilities.

e. clarification of roles, responsibilities and expectations.

Principal supervisors work on ‘trust’ basis. Expectations on research output (such as
number of publication) are not formalized with co-supervisors when they start ‘working
together’. However, most supervisors adhere to the regulations or code of practice set by
their respective institutions such as timely completion or graduate on time. Code of prac-
tice outlines the responsibilities of both supervisors and candidates, ethical compliance,
research practices, intellectual property and so forth. As to how to ensure efficiency (such
as successful completion or frequency of meetings in one semester), are not included in
early discussion. This could be addressed at institutional level.

The main issues are identified in this study. This data serves as input to user require-
ments gathering which serve as an important phase in the system development lifecycle
approach. In the nutshell, the practical implication of this study is to assist system
designer to discover the system architectural components.
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6 Conclusion

As a conclusion, this research has successfully investigated the issues faced by doctoral
co-supervisors and their perception towards using MIS in the co-supervision process
including supervision pedagogy. Since participatory supervision is an important process
in supervision pedagogy and doctoral co-supervisors have to work together in a colle-
giate and collaborative manner, this study concludes that these could be facilitated by
MIS or mobile web app with functionalities such discussion forum and online shared
repository containing progress reports and thesis drafts of doctoral candidates. Com-
ments of supervisors are also captured as record and notification messages are sent to
doctoral candidates when the report is provided comments by supervisors in a collabo-
ratively manner. It is also found that web-based tools are more popular and mobile web
app is preferred by most of the doctoral supervisors. In future work, a mobile web app
is designed and developed based on the input provided by respondents.
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Abstract. The rapid development of sharing economy (e.g., sharing accommoda-
tion) has become an essential driver of economic resilience. However, the COVID-
19 outbreak hugely impacts sharing accommodation platforms and their hosts.
How to actively cope with COVID-19 and develop resilience has become a com-
plex problem in the industry. There is a lack of research on the formation mech-
anism of sharing accommodation hosts’ resilience in the academic community.
Based on the coping theory, this paper conducts a case study on the hosts of
sharing accommodation platforms to explore the influencing factors and mecha-
nisms of resilience. The results find the context-specific factors of threat appraisal,
ability appraisal, problem-focused coping, emotion-focused coping, platformgov-
ernance, and their relationship with resilience. This paper has important practical
significance for guiding sharing accommodation platform enterprises and hosts to
overcome difficulties.

Keywords: Sharing Accommodation Hosts · Resilience · Coping Theory ·
Platform Governance · Case Study

1 Introduction

As one of the most successful business models of the sharing economy, the sharing
accommodation platform effectively links the idle accommodation space provided by
the host with the tenant, improving the matching efficiency of both sides [1]. However,
theCOVID-19 epidemic has had a severe impact on the sharing accommodation industry.
In China, the transaction scale in the sharing accommodation sector declines 29.8% in
20201. Platform and hosts are facing unprecedented challenges.

In the face of external shocks, hosts urgently need the ability to bounce back and
even forward their original operating status (namely, resilience). After the outbreak of
COVID-19, hosts actively responded to the COVID-19 threats, and strengthened their
capabilities in the coping process. Meanwhile, Airbnb announced over $250 million to
support its host community [2]. Therefore, it is necessary to understand the influencing

1 http://www.sic.gov.cn/News/568/11277.htm.
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factors and mechanism of sharing accommodation hosts’ resilience, so as to promote
hosts and platforms to cope with external shocks and develop resilience.

Relevant studies mainly focus on the participation behavior of sharing accommoda-
tion hosts [3] and the management of the platform on the hosts [4] in the steady-state
environment. Recently, scholars have begun to focus on the response of sharing accom-
modation hosts and platforms to the COVID-19 shock. For example, Xu, et al. [5] and
Mont, et al. [6] qualitatively analyzed the hosts’ coping strategies and platform man-
agement changes after the COVID-19 respectively. However, the current literature lacks
resilience research on how hosts recover or even improve their operational performance
under external shocks, and also ignores the impact of platform support.

Based on the above practical needs and theoretical limitations, this paper attempts
to explore the influencing factors and mechanism of sharing accommodation hosts’
resilience in the post-pandemic era. This paper adopts coping theory, which describes
the cognitive andbehavioral effortsmade in the face of negative events [7], and introduces
platform governance into coping theory.

This paper has two research contributions. On one hand, this paper deeps the aca-
demic community’s understanding of the individual response to shocks and the formation
of resilience in the platform environment, provides a theoretical framework for the study
of hosts’ resilience in a highly dynamic environment (VUCA), and enriches the research
on the process mechanism of small and micro entrepreneurs facing shocks. On the other
hand, this study provides suggestions for the crisis response of sharing accommodation
hosts and platform enterprises, which is helpful to realize the high-quality and sustain-
able development of sharing accommodation industry and further develop the resilience
of digital economy.

2 Theoretical Background

2.1 Research on Sharing Accommodation Hosts

Existing studies from the perspective of hosts mainly focus on the participation behavior
of hosts and themanagement of hosts by platforms. First, the research on hosts participa-
tion behavior mainly focuses on the motivation of hosts participation [3, 8, 9], processes
(such as hosts-tenants interaction [10]), and outcomes (such as how to be a super host
[11, 12]).

Second, scholars also pay attention to the management of hosts by sharing accom-
modation platforms. For example, Leoni and Parker [4] explored Airbnb’s governance
and control of hosts through netnographic method. Through an inductive qualitative
analysis, von Richthofen and von Wangenheim [13] revealed three strategies for host
management. In the face of the COVID-19, sharing accommodation platforms needed
to make significant changes to respond to the crisis [14].
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Current research mainly focuses on the participation behavior of sharing accommo-
dation hosts and the management of hosts by platforms in a steady state environment.
Although some studies qualitatively analyze how platforms and hosts respond to the
COVID-19, there is still a lack of research on the influencing factors and mechanism of
hosts response and resilience in the post-pandemic era. In addition, the specific ways
of governance of sharing accommodation platforms in the post-pandemic era and their
impact on hosts’ resilience have not been clarified.

2.2 Individual Resilience

Individual resilience is often defined as an individual’s ability to quickly recover from
shocks [15]. There are two streams in individual resilience research [16], the first stream
regards individual resilience as a stable personality trait [17], while the second stream
regards individual resilience as the result of dynamic processes [18].

The first stream mostly focus on the relationship between individual resilience and
mental health [19], the relationship between individual resilience and individual or
organizational performance [16, 20].

The second stream focus on the influence of internal factors (such as individual
emotions, cognition, and behavior) and external factors (such as social support) on
resilience. Most studies focus on how individuals form resilience in the coping process
[21], and find that coping influence resilience. For example,. Zheng, et al. [22] found that
travelers’ travel fear in the context of COVID-19 affected travelers’ resilience through
four coping strategies.

Since the recovery or even improvement of the operation of the hosts after the
outbreak of COVID-19 cannot be achieved without the active (adaptive) response of the
hosts, this paper follows the research of the second stream. Hosts’ resilience refers to the
ability to bounce back or forward the original operation state in the face of the external
shocks (such as COVID-19). It is concerned about how hosts form resilience through
the coping process when facing the sudden impact of COVID-19.

2.3 Coping Theory

Coping theory was originally proposed by Lazarus [23], which mainly describes the
cognitive and behavioral effort process of individuals in the face of negative events.
According to Lazarus and Folkman [7] coping process model, the coping process
mainly includes four main steps: negative event triggering, appraisal, coping strategy
and outcome [24].

First, coping is often triggered by negative events [24]. Prolonged exposure to nega-
tive events may render adaptive capacity ineffective and individuals may reach a stage of
exhaustion. Therefore, it is important to respond appropriately to negative events [25].

Second, individual’s cognitive assessment of negative events plays a decisive role in
the arousal and selection of coping strategies [26]. Cognitive appraisal mainly includes
threat and capability appraisal [27].

Then, coping strategies are the core concept of coping theory, and are defined
as behavioral efforts to manage threats [7]. Lazarus and Folkman [7] divided coping
strategies into problem-focused and emotion-focused coping.
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Finally, coping theory suggests that the ideal outcome is closure, meaning that there
is no longer need to cope. However, the coping process does not always end with a
definite end, and individuals may continue to be trapped in coping [28]. Based on the
perspective of stress growth [29], an individual’s effective coping effort will lead to
an increase in resilience. In particular, many scholars treat resilience as an outcome of
coping, suggesting that resilience is influenced by coping strategies [21, 30].

In summary, based on above four steps, this paper follows the dynamic viewpoint
stream [18] to takes resilience as the outcome. This paper introduces the key variable of
platformgovernance to consider the impact of platformsupport, and forms the framework
to guide the research (see Fig. 1).

Appraisal Coping Resilience

Platform governance

COVID-19

trigger

Fig. 1. Research framework of formationmechanism of sharing accommodation hosts’ resilience
in the post-epidemic era.

3 Methodology

3.1 Research Design

Based on the fact that the process of how sharing accommodation hosts form resilience
under the epidemic is still unknown, this paper attempts to describe the coping and
resilience formation process of hosts under the COVID-19 through case study, and
reveal the influencing factors and mechanism hidden behind the phenomenon.

3.2 Data Collection

This paper recruited sharing accommodation hosts through purposive and snowball sam-
pling techniques, and mainly contacted hosts through personal relationships,Weibo, and
sharing accommodation platforms. Participants must: (1) operate a sharing accommo-
dation business on a sharing accommodation platform (such as Airbnb, Tujia, etc.). (2)
Joined the sharing accommodation platform before the COVID-19 (January 23, 2020)
and has been operating since then.
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The data mainly comes from semi-structured interviews online. Participants were
informed of the purpose of the study before the interviews. All interviews were con-
ducted in January 2022. Sampling continued until the 12th interview reached informa-
tion saturation, which was followed by six additional interviews. 19 hosts volunteered
to participate and completed the interviews, and each lasting between 30 and 70 min.
Table 1 provides some sharing accommodation host demographics.

This paper also supplements diversified data sources to ensuremutual complementar-
ity and cross-validation between data [31]. It includes: (1) online observation. Long-term
observation ofmedia accounts of sharing accommodation hosts. (2) Secondary data, such
as corporate official website information, literature, industry reports, etc.

Table 1. Examples of sharing accommodation hosts’ basic information.

Hosts’ code Sex Age Education Job type Participation
Time

Number of
properties

H1 Female 51 Junior college Full-time 2018 1

H2a Female 26 Undergraduate Full-time 2018 20

H2b Male 30 Unknown

H3 Female 33 High school Full-time 2020 7

H4 Female 33 Undergraduate Full-time 2018 16

H5 Female 31 Undergraduate Full-time 2017 2

H6 Male 26 Master Full-time 2018 20

H7 Male 34 Undergraduate Full-time 2019 100

H8 Female 24 Undergraduate Full-time 2018 35

H9 Female 46 Undergraduate Full-time 2016 14

H10 Female 30 Master Part-time job 2018 3

H11 Male 32 Undergraduate Part-time job 2018 7

H12 Male 27 Undergraduate Full-time 2017 28

4 Date Analysis

Encoding is the first step of qualitative data analysis. In this paper, NVivo software is
used to encode data in open, axial and selective encoding [30]. The coding process is
done independently and discussed repeatedly by three members.

4.1 Open Coding

Open coding refers to the gradual labeling, conceptualization and categorization of the
original data. This paper resulted in 60 concepts and 25 original categories (Table 2
showed the examples of open coding).



312 J. Wang and M. Chi

Table 2. Examples of open coding.

Label Concept Original category

Fewer orders, lower prices,
staff costs……

Low revenue, high cost Financial threat

Family disapproval,
platform-host conflict……

Family disapproval,
communication conflict

Social threat

Reduced hosts’ service
quality, reduced platform
service efficiency……

Reduced service quality,
difficult to maintain operations

Operational threat

Depression,
nervousness……

Emotional stress Psychological threat

Competitive
accommodations, strong
ability

Competitive products and
services, capable

Self-efficacy

The expectation of the effect
of the coping strategy, the
calculation of the return
rate……

Effect appraisal of coping
strategies, risk appraisal of
coping strategies

Response efficacy

Sales of local products,
long-term rent, increase
marketing……

Change the leasing model,
change the price, increase the
marketing, increase the service
experience, and expand the new
business form of
accommodation

Increase income

Communicate with hosts to
reduce rent, reduce staff
salaries……

Reduce rental costs, reduce
staff costs, reduce operating
costs

Reduce cost

Understand the market,
improve the emotional
connection……

Understand customer needs,
improve service experience,
improve infrastructure,
improve health environment

Improve service quality

Attract private domain
stream through social
media……

Establish private domain
stream, switch to similar
platform, build local
accommodation platform, seek
platform help

Change platform dependence

Understand the tenant
refund, understand the
platform requirements

Understand the tenant,
understand the platform

Positive understanding

(continued)
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Table 2. (continued)

Label Concept Original category

Compared to people infected
or lost their lives……

Compare with other people,
compare with other
accommodations

Positive comparison

Believes that the epidemic
can make him stand out, can
accompany family

Believe the epidemic is a
chance, believe the epidemic is
a vacation

Cognitive reconstruction

Reading, traveling…… Reading, traveling, partying,
running

Entertainment

Platform provides long-term
rental function……

Long-term rental function,
social media interface, direct
selling function

Share resource

…… …… ……

4.2 Axial Coding

Axial coding refers to the clustering analysis of the original categories obtained by open
coding. Based on coping theory and existing literature, this paper finally forms 6 deputy
categories and 4 main categories (Table 3).

Table 3. Axial coding.

Main category Deputy category Original category

Appraisal Threat appraisal Financial threat

Social threat

Operational threat

Psychological threat

Capability appraisal Self-efficacy

Response efficacy

Coping Problem-focused coping Increase income

Reduce cost

Improve service quality

Change platform dependence

Emotion-focused coping Positive understanding

Positive comparison

Cognitive reconstruction

Entertainment

(continued)
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Table 3. (continued)

Main category Deputy category Original category

Platform governance Platform governance Incentive

Formal control

Informal control

Resilience Hosts’ resilience Bounce back

Bounce forward

4.3 Selective Coding

Selective coding refers to identifying the core category from the main category, and
developing the theoretical framework in the form of a story line. This paper found
that formation mechanism of hosts’ resilience in the post-epidemic era could dominate
all categories as the core category. The story line is: appraisal, coping, and platform
governance can individually or jointly affect hosts’ resilience. Specifically, in the face of
the COVID-19, sharing accommodation hosts will make coping strategies based on the
threats and capabilities appraisal to solve problems or alleviate negative emotions, so as
to better rebound or improve the operation situation. And the platform governance will
promote or inhibit the coping and resilience. Therefore, this paper constructs a resilience
formation mechanismmodel (see Fig. 2), which is in line with the theoretical framework
proposed in the previous section (Table 4).

Table 4. Examples of typical relationship.

Structure of typical
relationship

The connotation of the
relationship structure

Typical examples

Appraisal
→ Coping

Threat and capability appraisal of
shocks influences coping
strategies

H6: The monthly rent was a big
cost, so we looked for long-term
rent

Coping
→ Resilience

Emotion-focused and
problem-focused coping
strategies positively affect hosts’
resilience

H1: Through the efforts in the
pandemic, I feel that customer
stickiness and offline services
have been better done

Appraisal*Platform
governance
→ Coping

Platform incentives, formal
control, and informal control
influence hosts to adopt coping
strategies to deal with the
evaluation

H8: We participated in the live
broadcast of the platform, which
bring about 10 orders

(continued)
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Table 4. (continued)

Structure of typical
relationship

The connotation of the
relationship structure

Typical examples

Coping*Platform
governance
→ Resilience

Platform incentives, formal
control, and informal control
affect hosts to form resilience
from the implementation of
coping strategies

H5: We will use good means of
the platform to improve our image

Threat appraisal
Financial threat

Social threat

Operational threat

Psychological threat

Problem-
focused coping
Increase 

revenue 

Reduce cost 

Improve 

service quality

Change plat-

form dependent

Capability appraisal 
Self-efficacy

Response efficacy

Emotion-
focused coping
Positive under-

standing 

Positive com-

parison 

Cognitive 

reconstruction 

Entertainment

Hosts’ 
resilience

Bounce 

back

Bounce 

forward 

Appraisal Coping Resilience

Platform governance
COVID-19 

trigger

Incentive
Share resource

Provide information

Change autonomy

Reward

Formal control
Input control

Output control

Process control

Informal control
Self-regulation 

Clan control

Fig. 2. Formation mechanism of sharing accommodation hosts’ resilience in post-epidemic era.
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4.4 Theoretical Saturation Test

Theoretical saturation is tested in two ways. First, after the 12th interview which has
reached information saturation, this paper conducted six additional interviews. Second,
this paper randomly collected 20 posts related to the epidemic from the network from
March to June 2022. The codes obtained in this paper already approach saturation.

5 Findings

This paper focuses on the core category to makes a discussion of the influencing factors
(including appraisal, coping and platform governance) and mechanism of resilience
formation of hosts after COVID-19 outbreak.

5.1 Appraisal

Coping is often triggered by a negative event [24], and individuals evaluate the infor-
mation they receive and decide what action they will take [26]. Previous studies believe
that appraisal consists of threat appraisal and capability appraisal [26].

First, threat appraisal refers to the degree to which external shocks are considered
dangerous [32]. The threat of COVID-19 perceived by hosts originates from financial,
social, operational and psychological aspects. Financial threat is the primary source of
threat, and ‘complex guest situation (H10)’ have caused difficulties in the operation.
The hosts will also be subjected to social threats from ‘family’s incomprehension of the
hosts’ occupation(H5)’, and psychological threats such as ‘frustration (H5)’.

Second, capacity appraisal refers to the extent to which hosts believe their ability
and effectiveness to deal with the threat when the external shocks occur, including self-
efficacy and response efficacy. Self-efficacy refers to the degree to which hosts believe
they have the ability to respond when the external shocks (such as COVID-19) occur
[33], such as ‘team is relatively competent (H6)’. Response efficacy refers to the degree
of belief that response will avoid threats [33]. Hosts will evaluate the effectiveness of
the following coping strategy by ‘calculating the rate of return (H6)’.

5.2 Coping

The individual’s cognitive assessment of negative events will evoke the their choice of
coping strategies [26], which include problem-focused and emotion-focused coping.

Problem-focused coping refers to adaptive behavior that tries to change the objective
reality by solving problems [34]. Hosts alleviate the difficulties by increasing revenue,
reducing costs, improving service quality and changing platform dependence.

How to increase income is mostly concerned. Five strategies are summarized as
follows: (1) Change the leasing model into long-term rental (H1). (2) Change the price,
such as reduce prices to attract customers (H8). (3) Increase marketing promotion, such
as ‘sending some vouchers to tenants (H6)’. (4) Increase service experience, such as
‘adding afternoon tea for local tourists (H9)’. (5) Expand new business forms, such as
combining food (H1), play, real estate and shopping (H2).
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Reducing costs can also alleviate threats. It mainly includes three types of costs:
(1) Renting cost. (2) Employees’ cost, such as ‘replacing old employees with fewer
professional and younger employees (H8)’. (3) Marketing cost, such as establishing
private domain stream (H2a).

Due to the COVID-19 requires higher hygiene, hosts improve service quality by:
(1) Strengthening the understanding of customer needs (H2a). (2) Improving service
experience, such as ‘humanized communication (H2a)’. (3) Improving infrastructure,
such as upgrade accommodations with new sharing kitchen (H8). (4) Improving the
health environment, such as ‘each aunt is equipped with a camera (H7)’.

The value creation of hosts cannot be separated from the participation of sharing
accommodation platforms. After the COVID-19, hosts’ dependence on sharing accom-
modation platforms has changed. (1) Focus on private domain stream, such as ‘presenting
life to others’ through social media. (2) Seek help from the platform, such as asking the
customer service about ‘order refund problem (H10)’. (3) Switch to similar platforms.
As mentioned in H4, ‘X’ order volume has decreased, so its’ investment will be less’.
(4) Build a local accommodation platform. As H9 said, ‘Now I am building my own
platform, and I will not rely on others’.

Emotion-focused coping refers to creating a positive perception of the environment,
thereby mitigating negative emotions related to threats [34]. Hosts alleviate negative
emotions by positive understanding, positive comparison, cognitive reconstruction and
entertainment.

Under the COVID-19, both the platform and the tenants encountered difficulties, so
the hosts first positive understanding others. Second, hosts make positive comparison
with ‘people who lost lives (H1)’. Then, hosts (especially head hosts) regarded the
epidemic as an chance or vacation (H2b). Finally, the hosts will adjust himself and the
group mood through some activities, such as ‘exercising (H5)’.

5.3 Resilience

Based on the stress growth view, some studies have found that individual coping pro-
cesses affect resilience. Hosts’ resilience refers to the ability to bounce back or even
forward the original operating state in the face of external shocks, which includes two
dimensions: bounce back and bounce forward.

First, bounce back refers to the ability of hosts to return to their original operating
conditions in the face of external shocks. Bounce back is mainly reflected in the recovery
of hosts’ operating performance and the adaptation to operational changes, such as
‘survival (H2a)’. Second, bounce forward refers to the ability to improve hosts’ original
operating status, including (1) better operating performance. As H2b said, ‘The most
intuitive feedback is to buy back’. (2) Better operating conditions. As H9 mentioned that
‘I can fill in more content, and do not only be a room seller’. (3) Stronger operational
capability such as cognitive, strain, and communication ability.

5.4 Platform governance

This paper finds that platform support (platform governance) can affect individual cop-
ing and resilience. Platform governance refers to a set of main rules, constraints and
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incentives for sharing accommodation platforms to create and obtain value, including
incentive, formal control and informal control.

Incentive refers to the degree to which a sharing accommodation platform promotes
hosts’ participation throughmechanisms. (1) Resource sharing, such as ‘long-term rental
channel (H6)’ functions. (2) Provide information, such as ‘improving the service depart-
ment (H11)’. (3) Change autonomy, such as ‘Full refund without the consent of the hosts
(H12)’ (4) Increase the reward, such as ‘reducing commission and issue discount coupons
(H4)’.

Formal control refers to the extent to which the sharing accommodation platform
expects the host to act in accordance with the platform objectives through rules and stan-
dards, including (1) input control, the platform continuously reviews the information of
listings. (2) output control, the platform humanized calculated the performance of the
hosts. (3) process control, the platform added epidemic prevention guidelines and stan-
dardized processes, such as ‘the platform has an image upload entrance, and customers
can see the daily elimination situation (H4)’.

Informal control refers to the extent to which sharing accommodation platforms rely
on norms and values shared with hosts to influence host behavior, including: (1) self-
regulation, the platform will organize hosts’ training and exchanging activities (H4). (2)
clan control, hosts will rely on the belief shared with the platform to consciously and
actively respond to the COVID-19 crisis (H10).

5.5 The Formation Mechanism of Hosts’ Resilience

Based on the grounded theory, this paper analyzes the influencing factors andmechanism
of hosts’ resilience, and builds a mechanism model (see Fig. 2). The formation of hosts’
resilience includes appraisal, coping and platform governance influencing factors. The
logical relationship among these factors is as follows:

(1) Appraisal and coping are the main internal factors of hosts’ resilience. The COVID-
19 will trigger hosts’ threat and capacity appraisal. Appraisal can directly affect
resilience, but more by awakening hosts’ coping strategies to form resilience. First,
threat and capability appraisal enable the hosts to adapt and recover. For example, ‘the
team is capable of coping – adapt (H6)’. Second, coping strategies play an important
mediating role in appraisal and resilience. For example, ‘financial threat – conversion
to long-term rent – survival (H6)’.

(2) Platform governance is the main external factor of hosts’ resilience, which have a
multiplicative effect with appraisal and coping. Most platform governance promotes
hosts to better cope with threats and build resilience, such as ‘financial threat *
platform provides live broadcast – pre-sale using platform live broadcast (H8)’.
However, some platform governance hinder hosts coping and resilience, such as
‘financial threat * platform reduces the autonomy of hosts to refund – the host
cannot communicate with the tenant independently (H5)’.
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6 Discussion and Conclusion

6.1 Main Conclusion

Based on the coping theory, this paper analyzed the formation mechanism of sharing
accommodation hosts’ resilience in the post-epidemic era through grounded theory,
and found the influencing factors and mechanism of sharing accommodation hosts’
resilience. The main conclusions include: (1) Threat and capability appraisal triggered
by COVID-19 shock will awaken the coping strategies and guide hosts to adapt to the
shock. (2) hosts’ problem-focused and emotion-focused coping strategies can promote
hosts’ resilience. (3) Hosts’ resilience is the ability to recover or even exceed the orig-
inal operating state, including bounce back and bounce forward. (4) The governance
mechanisms of the sharing accommodation platform have a multiplicative effect with
the hosts’ appraisal and coping, which jointly affect the hosts’ coping decision and
resilience formation.

6.2 Theoretical Implications

The theoretical contributions of this paper are as follows: First, this paper supplements
the concept of hosts’ resilience under sudden crisis. Previous literatures regard individual
resilience as a stable personality trait [19, 20], or the result of dynamic process, focusing
on bounce back dimension [22]. This paper complements the dynamic process view
[18], including bounce back and bounce forward dimension. This paper contributes to
the measurement of sharing accommodation hosts’ resilience in crisis situations.

Second, this paper enriches the research on the participation behavior (especially
resilience) of sharing accommodation hosts under sudden crisis events. Previous studies
mainly focused on hosts’ participation behavior in steady environments [8–12]. This
paper focuses on hosts’ resilience under sudden crisis events, and finds the key ele-
ments and relationships of appraisal and coping. Therefore, this paper proposes a new
theoretical basis for hosts participation research in VUCA environment.

Third, this paper deeply explores the governance of sharing accommodation platform
and its impact on hosts’ resilience under sudden crisis events. Previous literature mainly
focused on software platforms and e-commerce platforms [35, 36], or governance of
sharing accommodation platforms in steady environments [4, 13]. This paper focuses
on the sharing accommodation platform governance under emergency crisis events, and
finds platform governance has double-edged sword effect on host coping and resilience.
Therefore, through the actual perception of hosts, this paper lays a foundation for future
research on the impact of platform support on host participation behavior.

Fourth, this paper further extends coping theory by treating the results of coping as
resilience. Based on the view of stress growth [29], this paper believes that individual
adaptive efforts will lead to the improvement of individual adaptability. This paper
further complements the influence of external support on individual coping, which lays
a theoretical foundation for the study of individual coping with the impact of sudden
crisis in the platform environment.
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6.3 Management Implications

This paper has important management implications for sharing platform enterprises and
their hosts on how to cope with the current highly dynamic environment (VUCA, such
as COVID-19 impact), and sustainable development.

For sharing accommodation hosts. First, the threat appraisal and capacity appraisal
are the influencing factors of hosts’ resilience and coping. The host needs to maintain the
agility of the environment (such as emergencies, platform changes and policy changes).
Also, the host needs to master their capacity and the feasibility of possible coping
strategies.

Second, the positive coping to shocks is the influencing factor of hosts’ resilience,
and coping plays an importantmediating role in appraisal and resilience.When facing the
shock, the host needs to reduce the negative emotions through positive understanding,
positive comparison, cognitive reconstruction and entertainment. Also, hosts need to
increase revenue, reduce costs, improve service quality and change platform dependence
to solve the threat.

Finally, platform governance is also an important factor affecting hosts’ resilience.
Sharing accommodation hosts need to actively understand and respond to platform
changes. For example, for incentives, hosts can actively apply functions such as long-term
rent to increase revenue generation channels.

For sharing accommodation platforms. First, platforms should actively respond to
shocks to promote the hosts’ resilience under sudden crises. For example, for incentives,
the platform can alleviate the difficulties of short-term rent through new functions.

Second, the governance mechanisms of sharing accommodation platforms need to
be investigated in hosts, so that platform governance can more effectively promote the
formation of hosts’ resilience. For example, some hosts react that the platform does not
have many long-term rent customers, so the effect is not very good.

6.4 Limitations and Opportunities

This paper still certain limitations. First, semi-structured interviews were used to make
hosts recall after the COVID-19. Although there are some observations continuously, it
is suggested that research should be carried out immediately when crisis events occur.
Second, based on the COVID-19, this paper analyzes the coping and resilience of hosts’
operation interruption. However, the epidemic is normalized, and future research can
explore the dynamic relationship between these factors over time.
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Abstract. In recent years, mobile commerce has developed rapidly, bringing new
opportunities and challenges to the business development of enterprises. Mobile
commerce makes the production and operation of enterprises no longer restricted
by time and space, helping enterprises to better adapt to the new market compe-
tition model. However, in practice, mobile commerce lacks the trust that exists in
the physical transaction model between enterprises, resulting in its development
being constrained by the credit problems that exist between enterprises. Tax credit,
as an important part of enterprise credit, can reflect the actual credit status of enter-
prises. The State Administration of Taxation of China launched a tax credit rating
activity for the whole country in 2014, using the form of grades to evaluate the tax
credit of enterprises. In this paper, the relationship between corporate tax credit
and business credit financing is studied with a sample of A-share listed companies
in China from 2014–2021. The main findings of this paper are: there is a positive
relationship between enterprises’ tax credit and their commercial credit financing
in the mobile commerce environment; compared with state-owned enterprises,
commercial credit financing of non-state-owned enterprises is more significantly
influenced by tax credit.

Keywords: Mobile commerce · Tax Credit · Commercial Credit Financing

1 Introduction

With the rapid development of the Internet and other technologies, the popularity of
smartphones and the emergence of mobile commerce, people’s shopping methods and
shopping concepts are undergoing tremendous changes. According to the 50th Statis-
tical Report on the Development Status of the Internet in China released by the China
Internet Network Information Center, as of June 2022, the number of Internet users in
China was 1.051 billion, with 19.19 million new Internet users compared to Decem-
ber 2021; the Internet penetration rate reached 74.4%, an increase of 1.4 percentage
points compared to December 2021. According to the 2022 Communications Industry
Statistical Bulletin issued by the Ministry of Industry and Information Technology of
the People’s Republic of China, the cumulative telecommunications business revenue
in 2022 completed 1.58 trillion, an increase of 8% over the previous year. Total telecom
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business at the previous year’s prices reached 1.75 trillion yuan, up 21.3% year-on-year.
Emerging business revenues grew prominently, with data center, cloud computing, big
data, Internet of Things and other emerging businesses developing rapidly. In 2022,
total business revenues amounted to 307.2 billion yuan, up 32.4% over the previous
year, and the proportion of telecommunications business revenues increased to 19.4%
from 16.1% in the previous year, boosting telecommunications business revenues by 5.1
percentage points. Mobile Internet access traffic reached 261.8 billion GB, an increase
of 18.1% over the previous year. The monthly average mobile Internet traffic per house-
hold (DOU) for the year reached 15.2 GB/household-per-month, up 13.8% from the
previous year; the DOU for the month of December reached 16.18 GB/household, up
1.46 GB/household from the end of the previous year. The rapid development of mobile
commerce brings more convenience and benefits to business transactions without time
and space constraints, directly changing the business situation of commercial transac-
tions and providing opportunities for enterprises to adapt to new market competition
models and explore business opportunities.

Mobile commerce brings opportunities as well as challenges to the development of
enterprises. Compared with physical transactions, this new business transaction model
is virtual and unseen, and lacks the trust of the physical transaction model. In the mobile
commerce environment, in order to achieve the transaction goals, both sides of the
transaction often need to pay high credit costs. Enterprise credit problems can affect
enterprise business credit financing due to high credit costs, which is not conducive
to enterprises to gain financial advantages in the fierce competition. Therefore, credit
problems are an important aspect that hinders the development of mobile commerce.
In 2014, the State Administration of Taxation of China issued the Measures for Tax
Credit Management (for Trial Implementation), which clarifies that taxation authorities
will include all tax-paying enterprises in credit management. Tax authorities collect
taxpayers’ credit history information, internal tax information and external information
on amonthly basis, set enterprises’ tax credit into four grades of A, B, C andD according
to the credit degree (M grade has been added since April 2018), and take the initiative
to announce the annual list of A-grade taxpayers to the society. For taxpayers with A-
grade tax credit evaluation, the tax authorities will adopt a series of incentive measures,
such as providing green channels or special personnel to help with tax-related matters,
implementing joint incentive measures with relevant departments, and other incentive
measures in combination with the actual local situation. Thus, it promotes taxpayers’
honesty and self-discipline and improves tax law compliance. China’s tax credit rating
system is gradually moving towards perfection. More enterprises take tax credit into
consideration when making relevant decisions in order to improve the correctness of
their decisions.

Themain contributions of this paper: First, the current research onmobile commerce
credit issues mainly focuses on the construction of credit system, and few articles focus
on tax credit. This paper explores the relationship between tax credit and commercial
credit financing in mobile commerce environment, which enriches the relevant research
on mobile commerce credit issues. Second, this paper enriches the study of the eco-
nomic consequences disclosed by tax credit ratings. The main reason why relatively
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little research has been conducted on corporate credit in the past is that the creditwor-
thiness of firms is difficult to measure. In this paper, we collect the list of taxpayers with
A-grade tax credit published by the State Administration of Taxation, take the A-grade
tax credit rating as a reflection of corporate integrity, and use the data of listed companies
from 2014–2021 as a sample to test whether paying taxes in good faith helps enterprises
obtain business credit financing.

2 Theoretical Analysis and Research Assumptions

2.1 Tax Credit and Enterprise Credit

This paper considers tax credit as an important aspect of corporate credit. First of all,
tax integrity refers to the integrity principle that enterprises follow in their taxation
activities. Taxation activities of enterprises are closely related to their production and
operation activities, and almost every business of enterprises will involve taxation issues.
If an enterprise is dishonest in its business activities, such dishonesty will be reflected
in the financial information of the enterprise, such as accounting entries, accounting
statements, etc. The enterprise’s tax information is in turn carried by the financial infor-
mation formed by production and operation activities. Then the dishonesty of enterprises
in business activities will affect the tax situation of enterprises, and thus the tax behavior
of enterprises is also dishonest. If an enterprise is rated as A-grade taxpayer in tax credit
rating, it can indirectly reflect that the enterprise also follows the principle of honesty in
its daily operation activities. From the viewpoint of signaling theory, the taxation depart-
ment releases the list of A-grade taxpayers with tax credit to the public, which actually
transmits the signal that the A-grade taxpayers with tax credit are operating well, and
thus helps to improve the business credit of enterprises themselves. Second, enterprises
that are honest in their tax practices are likely to follow the principle of integrity in
other behaviors as well. Companies with integrity have stricter requirements for their
own behavior and ethical standards, are monitored by internal employees when making
surplus management decisions, and are under constant scrutiny from the public, peers
and other collaborators [1]. Companies often choose to be dishonest in their tax behavior
to pursue immediate short-term benefits, but this can harm the long-term interests of the
company. The information of A-grade taxpayer is like a business card endorsed by the
government, showing the state’s recognition of the enterprise’s tax integrity, which is
conducive to the overall improvement of the enterprise’s reputation. From the devel-
opment perspective of the previous period, integrity can help enterprises reduce the
information mismatch with partners and help enterprises gain reputation. The behavior
of a company that considers cost-benefit when deciding whether to be honest is inertial,
so if a company is honest in its tax behavior, it is likely to follow the principle of honesty
in other areas as well.

2.2 Tax Credit and Business Credit Financing

Business credit is a direct credit relationship between enterprises in the transaction of
goods or services, formed by the purchase and sale activities with deferred payment
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or advance payment. The research on commercial credit is mainly based on alternative
financing theory and buyer’s market theory. The former believes that some enterprises
with weak external financing ability have difficulty in obtaining sufficient funds, so
they will obtain financial support from those enterprises with strong external financing
ability through commercial credit [2]. The latter argues that commercial credit exists
because suppliers sell more products faster by offering commercial credit to customers
[3]. Companies generally do not have to pay for collateral, interest, etc. when obtaining
funds through commercial credit financing. Partners often consider the risk of default
of a company due to credit issues when making relevant decisions, so a company’s
creditworthiness may affect whether or not it can obtain commercial credit financing.

Under the mobile commerce environment, there is information asymmetry between
enterprises and suppliers and customers, so enterprises need to pay high credit cost in
order to realize transactions and achieve the purpose of transactions. An enterprise rec-
ognized as a taxpayer with tax credit grade A can effectively alleviate such information
asymmetry, thus not only promoting the realization of transactions, but also facilitating
enterprises to obtain commercial credit financing. Tax credit A grade indicates that enter-
prises follow the principle of honesty in their taxation activities, which is essentially an
official authentication of the quality of financial reports of enterprises by tax authorities.
By the information spillover effect of tax credit A grade, it can effectively alleviate the
information asymmetry between enterprises and suppliers and customers, cultivate the
trust relationship between enterprises, and then help enterprises to obtain commercial
credit financing [4]. According to the theory of incomplete contract, since the contract
between tax collection authorities and taxpayers is incomplete, theremust be information
asymmetry between them. Enterprises may take advantage of this information asymme-
try to act opportunistically and thus achieve the purpose of tax avoidance. The tax credit
rating has a series of incentive policies for honest taxpaying enterprises, which can
complete the contract and motivate enterprises to reduce opportunistic behavior through
the self-implementation mechanism of the contract. In order to achieve a higher tax
credit rating, enterprises will reduce the opportunistic behavior of tax avoidance and
refrain from tax evasion. The reduction of tax avoidance motivation is conducive to
improving the quality of corporate financial reporting and information transparency [5].
When suppliers and customers decide whether to grant business credit to an enterprise,
the financial information of that enterprise will serve as an important basis for decision
making. Therefore, tax credit A-level recognition can alleviate the degree of information
asymmetry between enterprises and suppliers and customers, thus helping enterprises
to obtain business credit financing.

Paying taxes in good faith can improve a company’s reputation and enable it to
obtain a higher amount of business credit financing. Business credit financing is an
important way for Chinese companies to obtain funds for their daily business activities.
Companies need to consider various aspects when deciding whether to grant commercial
credit to a partner. A wrong decision may lead to the inability to recover all the funds
or even to the breakage of the enterprise’s capital chain, thus endangering the survival
of the enterprise. Tax authorities can collect taxpayers’ tax credit information from
tax management system, national unified credit information platform, official websites
of relevant departments, news media or media when rating enterprises for tax credit.
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Tax credit A grade reflects the recognition of tax credit status of enterprises by taxation
authorities,which can help enterprises shape a good social image and improve their social
reputation. According to reputation information theory, the formation of reputation as
a signaling activity builds trust between the supply and demand sides of capital and
improves the trust level between supply chain partners [6]. As a result, suppliers and
customers believe that the business credit granted to taxpayers with A-grade tax credit
can be recovered as expected.

In summary, enterprises paying taxes in good faith can reduce the information mis-
match between enterprises in the mobile commerce environment and enhance their
overall reputation, according to which, the following research hypothesis is proposed in
this paper.

H: Enterprises that pay taxes in good faith are more likely to obtain business credit
financing.

3 Data and Methodology

3.1 Data

The sample period of this paper is 2014–2021 because the State Administration of Tax-
ation of China started to publish the list of taxpayers with A-grade tax credit from 2014.
The tax credit data of enterprises are obtained from the website of the State Administra-
tion of Taxation through Python, and the rest of the data are obtained from the CSMAR
database. If an enterprise’s annual tax credit status is rated A by the tax authorities, the
listed company is considered to be an honest tax-paying enterprise in that year. In this
paper, the data were screened by (1) excluding the samples of ST and *ST class compa-
nies (2) excluding the samples of financial and insurance listed companies; (3) excluding
the samples of companies with missing key variables. We obtained 1489 observations in
2014,1733 observations in 2015,1834 observations in 2016, 2159 observations in 2017,
2345 observations in 2018, 2518 observations in 2019, 2724 observations in 2020, and
3013 observations in 2021, for a total of 17815 observations. To avoid the influence of
extreme values on study, all continuous variables involved in the regressions in this paper
were subjected to the upper and lower 1% tail reduction. Table 1 provides a description
of the variables and their definitions in this paper.

Table 1. Variables and variable definitions

Variable names Variable definitions

HONEST Enterprise’s tax credit status is rated A by the tax authority, HONEST = 1,
otherwise HONEST = 0

CREDIT Commercial credit financing level,( Accounts Payable + Notes Payable +
Receipts in Advance)/ Total Assets

(continued)
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Table 1. (continued)

Variable names Variable definitions

LEV Total liabilities divided by total assets

BANK Short-term loans at the end of the year t/total assets

CASH Monetary capital at the end of the year t/total assets

SIZE Natural logarithm of total assets

FIXEDASSET Net fixed assets/total assets

ROA Net profit/average total assets

SHRL Shareholding ratio of the largest shareholder at the end of the year t

STATE The property right of state-owned enterprises is 1, and that of
non-state-owned enterprises is 0

OPINION The standard unqualified opinion issued by the auditor in the current year,
OPINION = 1, otherwise OPINION = 0

BIG4 The accounting statements of the current year are audited by the four major
international accounting firms, BIG4 = 1, otherwise BIG4 = 0

DUAL The chairman and general manager of the enterprise are the same person,
DUAL = 1, otherwise DUAL = 0

3.2 Methodology

In this paper, we construct the following model to test the impact of companies paying
taxes in good faith on business credit financing.

CREDIT = β0+ β1HONEST + β2LEV + β3BANK + β4CASH + β5SIZE + β6FIXEDASSSET

+β7ROA+ β8HRL+ β9STATE + β10OPINION + β11BIG4+ β12DUAL+
∑

YEAR+
∑

IND

USTRY + ε

In this paper, control variables such as gearing ratio (LEV), nature of ownership
(STATE) [7], fixed assets to total assets (FIXEDASSET) [8], audit quality (OPINION)
[9] and year and industry dummy variables (YEAR, INDUSTRY) are set in the above
model. The coefficient β1 of the variable HONEST in the model represents the impact of
listed companies’ integrity in paying taxes on business credit financing, and this paper
expects β1 to be positive.

4 Empirical Tests and Results

4.1 Descriptive Statistics

Table 2 shows the results of the descriptive statistics of this paper. The mean value of
CREDIT is 0.156, indicating that the proportion of accounts payable, notes payable and
pre-receivables to total assets in the sample companies is 15.6% on average, and the
overall amount of commercial credit financing is large; the mean value of HONEST is
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0.617, indicating that 61.7% of the sample companies are selected as taxpayers with tax
credit grade A; the mean value of STATE The mean value of STATE is 0.389, indicating
that 38.9% of the sample companies are state-owned enterprises; the mean value of
OPINION is 0.969, indicating that 96.9% of the sample companies received a standard
audit opinion; the mean value of BIG4 is 0.068, indicating that 6.8% of the sample
companies have hired an international Big 4 audit firm.

Table 2. Descriptive statistics

Variables Mean Std. Dev Min Max p1 p99

CREDIT 0.156 0.114 0.005 0.509 0.005 0.509

HONEST 0.617 0.486 0 1 0 1

LEV 0.433 0.202 0.063 0.9 0.063 0.9

BANK 0.084 0.092 0 0.394 0 0.394

CASH 0.174 0.118 0.017 0.591 0.017 0.591

SIZE 9.746 0.588 8.666 11.507 8.666 11.507

FIXEDASSET 0.21 0.163 0.002 0.698 0.002 0.698

ROA 0.038 0.061 −0.244 0.196 −0.244 0.196

SHRL 34.759 14.913 8.78 75 8.78 75

STATE 0.389 0.487 0 1 0 1

OPINION 0.969 0.174 0 1 0 1

BIG4 0.068 0.252 0 1 0 1

DUAL 0.276 0.447 0 1 0 1

4.2 Multiple Regression Analysis

The regression results obtained in this paper, with HONEST as the core explanatory
variable and CREDIT as the explained variable, are shown in Table 3. As can be seen
from column (1) in Table 3, after controlling for the control variables and the time and
industry dummy variables, the regression coefficient of honest tax payment (HONEST)
on business credit (CREDIT) is 0.004 and is significant at the 1% level. This indicates
that, under the same conditions, it is easier for companies rated A for tax credit to obtain
business credit financing than for companies not rated A for tax credit by tax authorities.
The hypothesis H proposed in this paper is verified, that is, it is easier for enterprises
that pay taxes in good faith to obtain commercial credit financing.
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Table 3. Linear regression

Credit Coef St.Err t-value p-value [95% Conf Interval]

HONEST 0.004*** 0.001 3.06 0.002 0.001 0.007

LEV 0.433*** 0.005 91.16 0 0.424 0.442

BANK −0.386*** 0.008 −45.58 0 −0.402 −0.369

CASH 0.041*** 0.006 6.91 0 0.029 0.052

SIZE −0.021*** 0.001 −14.54 0 −0.024 −0.018

FIXEDASSET −0.069*** 0.005 −14.79 0 −0.078 −0.06

ROA 0.103*** 0.012 8.71 0 0.08 0.126

SHRL 0.001*** 0 11.70 0 0 0.001

STATE 0.007*** 0.001 4.87 0 0.004 0.01

OPINION 0.026*** 0.004 7.05 0 0.019 0.033

BIG4 −0.015*** 0.003 −5.65 0 −0.02 −0.01

DUAL −0.004*** 0.001 −2.77 0.006 −0.007 −0.001

BANK 0.129*** 0.014 8.97 0 0.101 0.157

YEAR Yes

INDUSTRY Yes

Observations 17815

R-squared 0.488

*** p < 0.01, ** p < 0.05, * p < 0.1

5 Robust Test

5.1 Changing the Metric of the Explained Variable

This paper changes the measure of the explained variable (CREDIT) and recalculates
the level of commercial credit financing (CREDIT_1) of the firm for the year as the ratio
of the sum of accounts payable and notes payable to total assets in the balance sheet. In
this paper, we replace the original commercial credit financing (CREDIT) with the new
commercial credit financing (CREDIT_1) for the regression test [10], and the results are
shown in Table 4. As shown in column (1) of Table 4, the regression coefficient of tax
honesty (HONEST) is 0.004, which is significantly greater than 0 at the 1% level, and
the findings of the study remain unchanged.
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Table 4. Robust test

(1) (2)

VARIABLES CREDIT_1 CREDIT_2

HONEST 0.004***(3.44) 0.007***(4.31)

LEV 0.344***(79.40) 0.458***(78.34)

BANK −0.267***(−34.64) −0.419***(−41.33)

CASH 0.018***(3.33) 0.041***(5.51)

SIZE −0.02***(−15.14) −0.021***(−11.81)

FIXEDASSET −0.043***(−9.97) −0.073***(−12.88)

ROA 0.062***(5.71) 0.115***(7.59)

SHRL 0***(10.52) 0.001***(11.33)

STATE 0.005***(3.94) 0.011***(5.81)

OPINION 0.021***(6.24) 0.029***(7.05)

BIG4 −0.005**(−2.01) −0.015***(−4.55)

DUAL −0.003**(−2.27) −0.003*(−1.84)

BANK 0.107***(8.20) 0.120***(6.82)

YEAR Yes Yes

INDUSTRY Yes Yes

Observations 17815 12,078

R-squared 0.444 0.510

t-statistics in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1

5.2 Delete the Sample for 2020 and Later Years

China saw the emergence of the COVID-19 at the end of 2019, which is likely to have
a generalized impact on firms’ operations in 2020 and 2021, and thus on their funding
operations. The sample period of this paper covers the years 2020 and 2021, and to avoid
the impact of the COVID-19 on firms’ business credit financing, the paper removes all
samples from 2020 and later years and re-executes the relevant regression process. As
shown in column (2) of Table 4, the regression coefficient of tax honesty (HONEST)
is 0.007, which is significantly greater than 0 at the 1% level. These results are still
consistent with the baseline regression results and do not change the core findings of
this paper.

6 Heterogeneity Analysis

State-owned enterprises, due to the nature of his property rights, have more resources
available to them and are inherently more likely to gain the trust of other enterprises.
Compared with state-owned enterprises, the business credit of non-state-owned enter-
prises does not have enough external guarantee. And the A grade of tax credit is the
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Table 5. Heterogeneity analysis

(1) (2)

VARIABLES CREDIT_3 CREDIT_4

HONEST 0.005***(2.81) 0.003(1.20)

LEV 0.441***(75.08) 0.412***(52.18)

BANK −0.419***(−38.98) −0.344***(−25.49)

CASH 0.026***(3.78) 0.065***(6.00)

SIZE −0.016***(−8.70) −0.026***(−11.40)

FIXEDASSET −0.044***(−6.75) −0.093***(−13.42)

ROA 0.102***(7.66) 0.097***(4.14)

SHRL 0.000***(8.45) 0.001***(8.78)

OPINION 0.034***(8.01) 0.012*(1.76)

BIG4 −0.020***(−5.27) −0.007**(−2.05)

DUAL −0.000(−0.11) −0.010***(−2.91)

Constant 0.091***(4.76) 0.184***(7.99)

YEAR YES YES

INDUSTRY YES YES

Observations 10,893 6,922

R-squared 0.465 0.534

t-statistics in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1

recognition of taxation integrity by taxation authorities, which is equivalent to providing
a more authoritative credit endorsement for enterprises, which is exactly what non-state-
owned enterprises lack. At the same time, state-owned enterprises have more economic
resources and political support, so they have more excessive financing channels and
financing means. In this paper, all listed companies in the sample are divided into two
categories, state-owned and non-state-owned, according to the nature of property rights,
and the impact of tax credit on corporate commercial credit financing is examined sep-
arately. In the grouped regression results in Table 5, CREDIT_3 in column (1) is the
degree of commercial credit financing for non-state-owned enterprises and CREDIT_4
in column (2) is the degree of commercial credit financing for state-owned enterprises.
As can be seen from Table 5, the regression result for non-state-owned enterprises is
0.005, which is significantly positive at the 1% level. That is, the impact of honest tax
payment on business credit financing is more obvious among non-state enterprises.

7 Conclusion

This paper studies mobile business credit from the unique perspective of tax credit and
analyzes the impact of tax credit on corporate business credit financing. This paper uses
A-share listed companies from 2014–2021 as the research sample, and the tax credit
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rating of the State Administration of Taxation as a measure of corporate credit. The
study finds that: enterprises that pay taxes in good faith are more likely to obtain business
credit financing, and this result passes the robustness test of changing the measure of the
explanatory variables and reducing the sample period; the heterogeneity analysis shows
that the impact of tax credit on corporate business credit financing is more pronounced
for non-state-owned enterprises.

Based on the above analysis, this paper puts forward the following suggestions. First,
under the mobile commerce environment, good tax credit can help enterprises break the
barriers arising from the credit problems of mobile commerce. Therefore, enterprises
should pay attention to their own tax credit, have the advantages brought by good tax
credit in the mobile commerce environment, and show stronger competitiveness in the
competitive environment. Secondly, capital is the blood in the body of an enterprise,
which is necessary for the production and operation activities of an enterprise. Without
sufficient capital, the survival and development of an enterprise is not guaranteed. In
order to make better use of this channel of commercial credit financing, enterprises
should recognize the impact of tax credit rating on information asymmetry between
enterprises and corporate reputation, regulate their behavior in production and operation
activities, and realize thewin-win situation of honest tax payment and improved business
performance.
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