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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday lives, as
an ever-growing number of human activities are progressively moving from the phys-
ical to the digital world. This process, which has been ongoing for some time now,
was further accelerated during the acute period of the COVID-19 pandemic. The HCI
International (HCII) conference series, held annually, aims to respond to the compelling
need to advance the exchange of knowledge and research and development efforts on
the human aspects of design and use of computing systems.

The 25th International Conference on Human-Computer Interaction, HCI Interna-
tional 2023 (HCII 2023), was held in the emerging post-pandemic era as a ‘hybrid’ event
at the AC Bella Sky Hotel and Bella Center, Copenhagen, Denmark, during July 23–28,
2023. It incorporated the 21 thematic areas and affiliated conferences listed below.

A total of 7472 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1578 papers and
396 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will be
included in the ‘HCII 2023 - Late Breaking Work - Papers’ volumes of the proceedings
to be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2023 - Late Breaking Work - Posters’
volumes to be published in the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2023 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
sincere appreciation to Abbas Moallem, Communications Chair and Editor of HCI
International News.

July 2023 Constantine Stephanidis
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Preface

The 15th International Conference on Social Computing and SocialMedia (SCSM2023)
was an affiliated conference of the HCI International (HCII) conference. The conference
provided an established international forum for the exchange and dissemination of sci-
entific information related to social computing and social media, addressing a broad
spectrum of issues expanding our understanding of current and future issues in these
areas. The conferencewelcomed qualitative and quantitative research papers on a diverse
range of topics related to the design, development, assessment, use, and impact of social
media.

A considerable number of papers focused on presenting advancements and recent
developments in online communities and social media, discussing machine learning,
artificial intelligence and algorithmic approaches for understanding social interactions,
user behavior, as well as language and communication. Acknowledging and embracing
cultural diversity in the field, several works focused on exploring cultural diversity and
cultural influences in the design of social computing, fostering the design of technologies
that are culturally sensitive and inclusive. Furthermore, a theme that emerged pertains
to digital transformation in business and industry 4.0, highlighting the role and the
importance of social computing to facilitate connectivity, communication, and collabo-
ration, allowing organizations to adapt and remain competitive in the rapidly evolving
digital landscape of Industry 4.0. An additional topic that is addressed this year is the
prominence of SCSM in understanding consumer behavior, allowing businesses to tailor
their marketing strategies, product and service development, and customer experience
to address the needs and preferences of their target audience. Another field that can
be revolutionized by social computing is that of learning and education, with contri-
butions discussing new avenues for collaboration, knowledge sharing, and interactive
learning experiences. Moreover, many papers targeted the topic of social computing for
well-being and inclusion, presenting advancements that promote mental health, sup-
port individuals with developmental and learning disorders, and enhance rehabilitation
efforts. In the health domain, discussions focused on the role of social computing during
the pandemic and post-pandemic era. Finally, a significant number of papers elabo-
rated on innovations in the design and evaluation of social computing platforms to
create user-centric and socially meaningful digital spaces that enhance communication,
collaboration, and information sharing.

Two volumes of the HCII 2023 proceedings are dedicated to this year’s edition of the
SCSM conference. The first volume focuses on topics related to developments in Online
Communities and SocialMedia, SCSM inmulti-cultural contexts, digital transformation
in business and Industry 4.0 through Social Computing, as well as consumer behavior
in SCSM. The second volume focuses on topics related to Social Computing in learning
and education, Social Computing for well-being and inclusion, Social Computing in the
pandemic and post-pandemic era, as well as advancements in the design and evaluation
of Social Computing platforms.



xiv Preface

The papers in these volumes were included for publication after a minimum of two
single-blind reviews from the members of the SCSM Program Board or, in some cases,
from members of the Program Boards of other affiliated conferences. We would like to
thank all of them for their invaluable contribution, support, and efforts.

July 2023 Adela Coman
Simona Vasilache
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HCI International 2024 Conference

The 26th International Conference on Human-Computer Interaction, HCI International
2024, will be held jointly with the affiliated conferences at the Washington Hilton
Hotel, Washington, DC, USA, June 29 – July 4, 2024. It will cover a broad
spectrum of themes related to Human-Computer Interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as novel
interaction techniques, interfaces, and applications. The proceedings will be published
by Springer. More information will be made available on the conference website:
http://2024.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2024.org

h�ps://2024.hci.interna�onal/ 
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Abstract. Obtaining feedback fromcitizens is essential for the efficient and useful
functioning of public spaces. The paper examines the case of St. Petersburg, a city
with a population of 5.5 million. According to official data, over 2000 requests
are received daily from residents to the portal for solving urban problems. The
study hypothesized the possibility of using big data arrays to assess the demand
and discontent with urban public spaces in St. Petersburg.

The research aim is identifying both the most important spaces and the major
risks related to them, via user complaints and messages in social media.

The paper presents a method for identifying public spaces and citizens’ reac-
tions on them, as well as predicting social risks associated with those public
spaces. The method is based on the application of natural language processing
(NLP) methods to text messages of citizens received through feedback channels
and official web-sites, and social media. First NLPmethod is a text classifier based
on the pre-trained language model. Here we divide messages into 12 main cate-
gories. Then the second method, natural entities recognition combined with the
approximate string matching, is used to identify approximate locations of events
in messages.

The research was focused on the public spaces of Saint-Petersburg (Russia).
The data for calculating the model was compiled by a corpus of more than 70
thousand citizens’ appeals from social media communities and e-participation
service. Based on the data in citizens’ appeals about a specific issue of public
agenda, location and any feedback being received, the model identifies points of
public activity and assesses the risks associated with each specific object.

Themethod is based on the development of a classifier of thematic areas, auto-
matic recognition of objects and problematic aspects. Further, the risks associated
with public space are identified, and the polarity of users’ sentiments to those
risks is defined. The research group developed a model using Python and specific
libraries. The classifier was developed with use of nltk and spacy libraries. NER
method was applied with help of pymorphy2 and spacy. The accuracy metrics for
the model are as follows: precision 86, recall 71, F-score 78.
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social media
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1 Introduction

The introduction of the “Government as a Platform” concept in the Russian Federation
has stimulated the demand for research and development focused on the use of data
by authorities, which can act as indicators of “feedback” and indicate the reaction of
citizens to problems arising in various spheres of life. In recent years, in large cities,
there has been a tendency for the general penetration of digitization and, as a result, the
formation of a digital space for interaction between the population and city authorities.
Since 2021, St. Petersburg has been actively implementing the concept of urban digital
services ecosystem [5] as a space for the interaction of public and commercial services
with residents aimed at developing the digital environment of the city, as well as creating
new services based on open data.

This approach is based on the idea that a city can fully meet the needs of citizens
only in cooperation with partners and third-party developers. Obtaining feedback from
citizens is essential for the efficient and useful functioning of public spaces.

At the same time, citizens’ appeals represent a large flow of poorly structured infor-
mation, which contains important value assessments and judgments. But at the same
time, with the ever-increasing volume of such messages, it is not always possible to get
to their essence by automated means. In particular, the task of an automatic classifier of
messages by topics and objects of the urban environment based on machine learning is
quite acute [2].

This paper considers the case of using citizens’ appeals as a data source for building
a model for the development of urban spaces. The research was aimed at identifying
both the most important spaces and the major risks related to them, via user complaints
and messages in social media.

2 Literature Review

The research agenda for the analysis of civic e-participation forms is quite broad.
Attempts to evaluate e-participation through various channels are being made in interna-
tional indices. However, their criticism in recent years shows the need for new methods
for analyzing data from e-participation platforms, publishing appeals and complaints by
citizens [12].

On practice the incoming stream of requests from citizens is essentially a large array
of textual data, often poorly structured [6]. Scientists emphasize successful cases of
using these citizens’ appeals in response to emergency situations, for example, during
the COVID-19 pandemic in China [19]. Such use of citizens’ appeals is developing
within the framework of complain-oriented policy [8].

In another concept, the category of ‘lay people’ or ‘sensing people’ is used, which is
opposed to the expert community, but can give a lot to the management of the city and
specific public spaces [16]. Citymanagement is often associatedwith the assessment and
management of risks thatmay arise in various areas, including urban facilities.According
to Van Asselt and Ortwin [17], risk governance is “a translation of the substance and
core principles of governance to the context of risk-related decision-making”. In relation
to urban objects, risk forecasting is not always unambiguous and can be determined by
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a mathematical function, in view of the large number of stakeholders that have one or
another relationship with it, as well as social and cultural aspects [11].

Traditional risk management approaches involve extensive and costly ongoing mon-
itoring, including the use of additional labor [14]. For many years, researchers have
used traditional tools (questionnaires, interviews, focus-groups etc.) to study the urban
environment and collect people’s opinions on this matter.

With the development of Internet technologies and social networks, this need has
disappeared and now big data is used for many studies. People use various social media
platforms and share opinions and emotions, which helps in revealing the hidden charac-
teristics of urban spaces [18]. And the application of deep learning and natural language
processing provide a framework for further analysis of emotional information in social
media data [5].

The field of natural language processing originated at universities in the UK and
the US back in the mid-1950s [3]. However, since the end of the 20th century, database
mining,which canbeused in variousfields of science, has caused a stir among researchers
with the possibility of discovering new knowledge in unstructured text sources.

Computational linguist M. Hearst [7], in his pioneering text mining article “What
Is Text Mining?” defines text mining as a search for new information using computer
systems by automatically extracting it from various text resources. A key feature of text
mining is the machine learning of processed information to form new intellectual results
- facts and hypotheses, which can then be analyzed and investigated by more traditional
methods.

Text mining is defined as the discovery and extraction of interesting, non-trivial
knowledge from free or unstructured text. The application of this method involves
a number of processes from directly searching for information, to text classification,
subsequent clustering, extraction of entities, relationships and events [13].

Text mining and natural language processing become important where the size of
the studied text materials does not allow for manual analysis. Unstructured data created
by users of digital platforms every second around the world needs tools and methods
that will automatically extract useful information from texts [4]. It is in connection
with this that researchers began to apply automatic text analysis systems using artificial
intelligence methods for the intellectual analysis of big data, combining achievements
in the field of computer science, mathematics, management and other branch sciences
[10].

To date, many methods have been developed for analyzing texts. Huang C-Y., Yang
C-L. and Hsiao Y-H. [9] write about the use of latent Dirichlet distribution (LDA), 5-
point Likert-type scale, random forest algorithm (RF), DEMATEL for the analysis of
social networks.

Thus, the analysis of the literature emphasizes the relevance of developing a method
for structuring social data and identifying situations on their basis that potentially form
a state of risk.
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3 Research Methodology

The method is based on the application of natural language processing (NLP) methods
to text messages of citizens received through feedback channels and official web-sites,
and social media. First NLP method is a cascade of classifiers based on the pre-trained
language model. Here we divide messages into main categories and functional sub-
categories. Then the second method, natural entities recognition, is used to identify
approximate locations of events in messages.

The research was focused on the public spaces of Saint-Petersburg (Russia). For the
model development and experimentation, we used 2 datasets correspondingly:

1. Datasets of citizens’ appeals andmessages from social media and e-participation data
portal containing 71 thousand records for the period of 30.12.2021–23.02.2022.

2. Dataset of citizens’ messages from social media in one district of Saint-Petersburg
containing 18168 records for the period of 05.06.2017–25.01.2023.

The dataset structure includes submitted messages with their attributes. This
parameter set contains the following characteristics:

• Date of creation
• Text
• Block
• Location (district)
• Address of the object
• Streets of the facility

The classification includes 767 combinations divided into the following columns:

• Block
• An object
• Parameter
• Aspect
• Message subject
• Topic for the report
• Objects of Risk
• Risk processes

The classification includes such blocks as urban land improvement, roads, housing
and communal services, health care, education, social protection, construction, waste
disposal, transport, environment protection, energy and safety.

To classify messages into categories, we used the pre-labeled set described earlier.
It was first preprocessed with the re python regex package. Punctuation signs, hashtags,
duplicate spaces were separated. Next, a list of stop words in Russian language was
loaded from the nltk library, and the words were also filtered from the texts.

In this work, the spacy-ru model [20] was used as the initial language model for
training, as well as for lemmatization and morphological analysis. With this approach
words related to nouns, adjectives, verbs and adverbs were highlighted and lemmatized.
These sets formed the basis for further model training.
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For training, the categories attribute was converted into separate attributes using
the one-hot encoding procedure. The resulting set of text and the corresponding vector
was randomized and divided into a training set, which is 0.9 from the original, and a
test set, which is 0.1 from the original. A similar ratio is widely used in training with
a limited amount of data. Training was performed with batches size equal to 32 and
dropout rate = 0.2. The resulting model has the following accuracy characteristics by
category, presented in Table 1.

Table 1. Model characteristics.

Category Precision Recall F-score

Security 0.90 0.79 0.84

Urban land improvement 0.84 0.75 0.79

Roads 0.75 0.66 0.71

Housing and communal services 0.71 0.66 0.69

Healthcare 0.94 0.82 0.88

Education 0.94 0.79 0.86

Social protection 0.97 0.79 0.87

Construction 0.60 0.48 0.53

Waste disposal 1.00 0.61 0.76

Transport 0.91 0.88 0.90

Environmental protection 1.00 0.75 0.86

Energy 0.75 0.56 0.64

Average accuracy 0.86 0.71 0.78

It should be noted that the low accuracy for some categories may be described due
to the similarity of some topics within them. So, for example, the energy category can
often overlap with housing and communal services.

With the help of this step, we can identify problematic areas and spheres in the the
city. Next, it is necessary to identify the location of the phenomena described in the
messages. The spacy library was used for this task. Based on the addresses specified in
the pre-allocated data, a language model was trained from scratch at 100 iterations to
determine the NER, in this case, the streets. The text was not preprocessed for this step.
The resulting model has the following characteristics: 0.65 precision, 0.67 recall, 0.66
F-score.

Next, we compared the street names obtained using this model with the official
names downloaded from the open data service OpenStreetMaps. With this mapping,
each post that mentions a location was assigned a linear geometry. Thus, after two
steps of processing unstructured social data, it is possible to obtain appeals that have
functional, spatial and temporal characteristics. On their basis we studied the dynamics
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of situations both in time and space, and to determine the risks that form as a result of
these situations.

Based on the data in citizens’ appeals about a specific issue of public agenda, location
and any feedback being received, the model identifies points of public activity and
assesses the risks associated with each specific object.

The method is based on the development of a classifier of thematic areas, automatic
recognition of objects and problematic aspects. Further, the risks associated with public
space are identified, and the polarity of users’ sentiments to those risks is defined.

4 Results

For the experiment, a set of comments from the social network VK from the official
group of the Admiralteisky district (Saint Petersburg, Russia) was used. Such groups are
often used by residents as a platform for appealing to the authorities on various issues.
The initial volume of messages was 18250 records from June 05, 2017 to January 25,
2023.

Next, the texts of the addresses were preprocessed: stop words were removed from
the list of Russian stop words nltk, punctuation marks. The remaining words were lem-
matized and presented in lower case. The resulting set of texts was classified using a
pre-trained spacy model. Those texts that could not be assigned to any category with a
probability greater than 0.6 were removed from the set, reducing it to 18168 hits. The
distribution of calls by category at this moment is shown in Fig. 1.

Fig. 1. Distribution of calls by categories in dataset after the classification.
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Next, the geolocation algorithm was applied to the resulting set: first, toponyms
were identified from the texts using a pretrained NER model. Messages without defined
toponyms, as well as with incorrectly defined ones (the result length was more than 5
words) were filtered out. As a result, the set was reduced to 3845 entries. Then, using the
method of fuzzy name matching for each toponym in circulation, geometries taken from
OpenStreetMaps were added. Thus also filtering out some messages with toponyms that
were not found in the city’s address system (2727 messages). Moreover, if several places
were mentioned in one appeal, it was duplicated for each of them. So the total amount
of data was 16293 records.

The distribution of messages by the most popular toponyms is shown in Fig. 2
(map and diagram together). Based on certain functional and spatial characteristics, as
well as initially available temporal characteristics, the data outliers in distributions were
identified. The following are cases with spatial outliers and temporal dynamics. The
spatial distribution of messages is displayed on the map in Fig. 2

Fig. 2. Map of Admiralteisky district with geolocated messages grouped by streets.
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Here, the gradient shows the number of mentions of streets in messages from the
Admiralteisky district administration group. Based on the visual assessment, we can say
that the algorithm correctly highlights the geolocation of messages. At the same time,
outliers in the data corresponding to such locations as Pskovskaya street, Dekabris-
tov Street, Bolshaya Moskovskaya street, Dekabristov lane, Rizhskaya Street, Rizhsky
Avenue. The presence in this list of Bolshaya Moskovskaya Street, Dekabristov Lane
and Rizhskaya Street can be explained by the lack of algorithm, where, due to the weakly
formalized wording of the toponym in the message (“fix the sidewalk on Dekabristov”,
“the pipe burst on Bolshaya”), the message can be attributed to both one and the other
street.

From the point of view of the functional distribution of messages on these streets
(shown in Fig. 3), some problems specific to them were be identified.

Fig. 3. Distribution of messages in categories for three streets of case study.

So, for example, only on Pskovskaya Street there are problemswith the processing of
municipal waste. The citizens from Dekabristov Street did not encounter any problems
in the field of education and construction.

Also we identified the trends in the temporal distribution of appeals. For several
years, on all three streets, the main peaks of citizens’ appeals were detected in the winter
months, related to the security sector (Fig. 4). This can be explained by a large flow of
complaints about low indoor temperatures.

This distribution is also consistent with the general dynamics of messages in the
Admiralteisky district, which is shown in Fig. 5.
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Fig. 4. Temporal distribution of messages per month for three streets of case study.

Fig. 5. Total temporal distribution of messages in Admiralteisky district.

5 Discussion and Conclusion

The proposed method of structuring social data and identifying on their basis situations
that form a state of riskmakes it possible to study the subjective assessment of the quality
of city services in a historical perspective. Also the proposed method helps to quickly
obtain structured information about emerging problems that need to be addressed.

However, in the current version, the algorithm has some limitations. At this stage of
the study, it is difficult to accurately determine the address on the basis of one appeal text
in the case of similar place names. In addition, there are difficulties with the definition
of narrower topics of appeals. These questions will form the basis of further research.
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At the present stage of digitalization of state and municipal government, the issue of
forming a data-based decision-making system using big data technologies and artificial
intelligence is one of the most relevant.

The results of the study open up prospects for the development of a risk model for
public facilities. Within the framework of the model, risk detection is possible through
the detection of citizens’ appeals to determine those objects, the situation on which can
lead to potentially risky social situations. Above all, this model is important for objects
of socially significant infrastructure (schools, clinics, stadiums, playgrounds, etc.). The
method presented in the article will allow you to quickly process large data arrays for
the model development.

The development of a riskmodel based on citizens’ appeals is of particular interest for
research project “Institutional Transformation of E-Participation Governance in Russia:
a Study of Regional Peculiarities”, because the authorities are mastering new electronic
channels of interaction with citizens and groups of activists. At the same time, the
thematic content of e-participation channels is steadily shifting from socio-political
discourse to appeals on the quality of the living environment, including public spaces. It
is planned to receive answers to these questions in the context of specific e-participation
channels (including existing and new, active and passive, state and civil initiatives). This
will provide detailed information about the factors and effects of electronic interaction
between the authorities and citizens.
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situations based on text messages from citizens» (ITMO University research project).
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Abstract. The widespread use of social media and social networking
sites has transformed how people communicate. As a result, micro-
messages exchanged daily by people increased drastically. The micro-
messages, which limit the number of characters, are a unique way of
communication. Social media users communicate publicly or privately
using micro-messages. Also, social media users can use pseudo-identities
to stay anonymous. The identity of the user can be revealed using author
identification systems with their social media posts. The length limitation
of the micro-messages introduces novel problems for author identification
systems. In this work, we investigate the performance of author identifica-
tion systems on micro-messages with extensive experiments. Our results
demonstrate the capabilities of the author identifiers under various real-
world scenarios.

Keywords: Author Identification · Social Media · Anonymity

1 Introduction

The Author Identification task identifies an author from their writing samples.
The ability to automatically identify the authors has broad application areas in
social networks, both by users and the platforms, thus attracting much inter-
est. One of such usages is identifying undesirable actors such as cyber bullies,
cybercriminals, and actors trying to spread fake news. Such actors can be flagged
before committing a crime or any other adversarial effect by identifying potential
actors in the early stage. To this extent, it is crucial to study the capability of
the Author Identification systems to detect potential toxic actors.

While micro-messages are an effective way of communication, they introduce
several new challenges for author identification: (1) The limited number of char-
acters can affect the word choice with shorter ones, usage of emoji, or shortening
the words by removing some characters. It is very challenging for machine learn-
ing models that use words to identify the author since those micro messages are
not composed of ordinary words. (2) Unlike long texts such as news articles, the
topics frequently change between posts. Using different topics makes it harder to
track users based on the topics of the micro-messages [1]. (3) Multiple factors can
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affect the author’s writing style, including psychological and environmental fac-
tors. These factors cannot be directly observed since author identifiers can only
observe the writing samples. Some of the psychological factors include the state
of mind, happiness, and tiredness of the author at the time of writing. These
signals can introduce a noise that will mislead the machine learning models to
differentiate stylistic behaviors.

Social networks are hard to moderate because of their large size and unique
properties. One such property is that one person can have multiple identities by
creating multiple social media accounts under different handles. The same user
with multiple handles introduces noise to the system because writing samples
provided from different accounts are recognized as different users. The system
will be penalized for predicting the wrong identity even though it might pre-
dict the correct identity that controls both accounts. Furthermore, some social
media handles are controlled using automated software, also known as bots [2,3].
The bots can follow simple rules and phrases or can have more complex sets of
rules for posting micro-messages. They introduce noise to author identifiers as
detecting the writing style of bots does not generalize well to the rest of the
users.

There are several works available on the Author Identification task of micro-
messages [4–8]. However, none of those mentioned earlier works explore the
performance of author identification systems under various conditions to fully
understand their capabilities under real-world scenarios. In this work, we con-
ducted experiments to answer the following question: “How confidently can we
Identify an author on social media with X number of posts?”. For this purpose,
we perform a series of experiments under various conditions concerning the size
of the system and the number of writing samples available from each user.

We use a real-world dataset from Twitter to test the model and compare
how likely the identities can be identified under different conditions. Our exper-
imental results show exciting findings that increasing the number of authors
sometimes helps the author identifiers when the number of writing samples is
limited. However, as expected, when we have more writing samples from the
authors, the performance of the author identifiers increases, and we can make
confident predictions when there are more than fifty writing samples from the
same author. This work answers the question of how anonymous social media
identities are and how likely these identities can be tracked under different han-
dles. We believe these findings are essential foundations for understanding the
applicability of the performant Author Identification systems we demonstrated
in [6,7]. These insights are important for future research in how robust the
author identification models are and directly impact topics such as identifying
cybercriminals.
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Fig. 1. AARef architecture diagram [6]. The input text are processed to three repre-
sentations. The feature maps are calculated with shared convolutional layers and the
salient features over the sequence are selected using max-over-time pooling operation.
The output of the network predict the author using the final feature maps.

2 Method

To investigate the anonymity of social media users, we adapted the AARef frame-
work [6]. The Fig. 1 illustrates the AARef framework. Various representations,
including character, word, and part of speech tags, are processed through a con-
volutional neural network. The weights for convolutional layers are shared with
all the representations. Therefore, the same weights are applied to different rep-
resentations. By sharing the weights for different representations, the complexity
increases are minimized. The most salient features are extracted per represen-
tation layer by max-over-time pooling. This pooling operation picks the highest
value over the spatial dimension. Hence, the maximum score per writing sample
is selected for each filter. The most salient features are fed to the prediction
head. The prediction head is a multi-layer perceptron with a softmax activation
function to predict the author of a given writing sample.

3 Experiments

In this section, experimental configurations are presented, which were designed
to assess the impact of varying the number of authors and writing samples on the
performance of our model. A series of experiments were conducted based on the



Exploring the Anonymity of Social Media Users Using Micro-messages 17

results of the first experiment. We followed the preprocessing steps outlined in
previous work [6] in all subsets. We replaced the numbers, username references,
date, time, and website URLs with pre-defined meta tags. To maximize the
ability to capture stylistic features from the tweets, we did not convert the text
into lowercase to keep the case information. This is preferred to capture the way
users capitalize certain words.

3.1 Experiment I: Varying Number of Authors and Writing
Samples

In the first experiment, the parameters used in the experiments were the num-
ber of authors and the number of writing samples per author. We conducted
experiments with the following parameters 10, 20, 50, 100, 200, 500, and 1,000
for all pairs of writing samples and authors. Each pair of the number of writ-
ing samples and the number of authors are evaluated with a 10-fold crossover.
Therefore, each pair is trained ten times to be evaluated against a distinct test
set. There are seven possible values for both parameters. Therefore, there are
49 configurations to experiment with. Hence, we experimented on 490 different
subsets. The models are trained from scratch without any pretraining on the
Author Identification task.

3.2 Experiment II: Varying Number of Authors and Writing
Samples with AARef+

In the second experiment, we used the same range of combinations of the num-
ber of authors and writing samples as in the first experiment, but with the addi-
tion of a pretraining step using a pretraining dataset. The pretraining dataset
was tested with two variations. The first variation has 1,000 authors with 1,000
writing samples per author and is denoted as AARef+1000. The second varia-
tion has 2,000 authors with 1,000 writing samples per author and is denoted as
AARef+2000. The model was first trained on the pretraining dataset and then
fine-tuned on the evaluation dataset.

3.3 Experiment III: Evaluation of AARef+

In the third experiment, the pretrained approaches, AARef+1000 and
AARef+2000, were evaluated on the varying number of authors and a varying
number of writing samples from previous works [6,7]. This experiment also com-
pared the pretrained approaches with previous results and baselines.

3.4 Dataset

The Twitter dataset [4] is a collection of public tweets. This dataset is used in sev-
eral micro-message research concerning author identification [4–7]. The dataset
has two groups of subsets. These subsets include authors with at least 200 and
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Fig. 2. t-SNE plot of 50 authors with 50 writing samples per author randomly sampled
from the Twitter dataset. (Color figure online)

1,000 writing samples, respectively. Furthermore, The first subset contains a larger
number of authors with fewer writing samples. It allows us to experiment on a
dataset with a larger number of authors. Figure 2 shows the visualization of the
dataset. As seen in the figure, some writing samples form clusters. For example,
writing samples from authors on the right side of Fig. 2 with yellow, purple, dark
green, and light blue are clustered together. This clustering is an indication of
highly similar writing samples. The bots that post automated messages have sim-
ilar properties since they tend to follow the same structure.

4 Results

4.1 Results of Experiment I: Varying Number of Authors
and Writing Samples

Figure 3 displays the performance of AARef under different numbers of writing
samples and authors. Table 3 provides further details. The first column lists the
number of authors used in the experiment, and the remaining columns list the
number of writing samples per author.

In the smallest setting of writing samples per author, AARef was unable to
predict the authors confidently. However, accuracy increases with the number
of authors when there are ten writing samples per author. This is not the case
for the other writing sample per author conditions, where accuracy decreases
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Fig. 3. Performance evaluation with varying authors and writing samples. The
heatmap illustrates the performance of the author identification system with micro-
messages. Each cell shows the average accuracy of ten distinct test sets. The per-
formances are shown for Author Identification methods with varying pairs of several
writing samples and the number of authors.

with the number of authors. This suggests that AARef cannot gather sufficient
information about the environment in these conditions. Additionally, the per-
formance of ten writing samples per author highly depends on the random sam-
pling of authors and writing samples. Once the number of writing samples per
author increases, AARef can achieve more than 90% accuracy. The performance
improvement with large writing samples also indicates that AARef can scale
with larger writing samples.

4.2 Results of Experiment II: Varying Number of Authors
and Writing Samples with AARef+

In Fig. 4, the performance of AARef+1000 is illustrated similarly to the perfor-
mance illustration of AARef in Fig. 3. The heatmap plot shows the accuracy of
the number of authors and the number of writing sample pairs. It is straightfor-
ward to see the performance of AARef+1000 significantly improved on smaller
subsets over AARef. For example, on the smallest subset with ten authors and
ten writing samples per author accuracy of AARef increased from 24% to 71%
with AARef+1000, suggesting a 195% increase in performance. Although this is
the extreme case with minimal training data, it shows how well AARef+ can
perform in environments with low data availability.
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Fig. 4. Evaluation of AARef+1000 with the varying number of authors and writing sam-
ples. The heatmap plot illustrates the performance of Author Identification methods
with varying pairs of the number of writing samples and number of authors.

Table 1. Performance evaluation of AARef+1000 with the varying number of authors
and writing samples on the Twitter dataset. The table shows the average and standard
deviation (±) of the accuracy. The columns represent the number of writing samples
per author. The first values in the rows represent the number of authors.

a\w 10 20 50 100 200 500 1,000

10 71.00± 7.0 80.00± 8.4 83.20± 5.1 91.10± 2.0 92.00± 1.9 93.24± 0.6 94.03± 0.5

20 53.50± 9.9 69.00± 4.6 77.30± 4.7 81.85± 2.1 84.40± 1.5 87.64± 0.8 88.76± 0.8

50 47.80± 6.2 60.00± 4.7 68.24± 2.8 73.64± 1.3 76.09± 1.1 80.59± 0.7 84.95± 0.6

100 43.80± 3.3 52.55± 1.7 60.74± 1.2 65.94± 0.8 69.14± 1.1 74.27± 0.5 78.72± 0.4

200 34.65± 2.2 42.13± 2.7 50.08± 1.5 55.07± 0.8 58.73± 0.8 63.08± 0.5 69.22± 0.2

500 27.58± 1.3 33.93± 1.4 40.13± 0.7 45.30± 0.3 52.98± 0.3 57.27± 0.2 61.10± 0.2

1,000 24.60± 0.7 30.18± 0.5 35.55± 0.5 39.21± 0.4 42.50± 0.3 46.26± 0.3 50.70± 0.2

Since the performance improvement of AARef+1000 is promising, we explored
the performance of the larger pretraining sets. For this purpose, 1,000 more
authors were sampled from the Twitter dataset. Therefore, AARef+2000 trained
with a total of 2,000 authors with 1,000 writing samples per author. Table 2 shows
the average accuracy and standard deviation of AARef+2000. For comparison
Table 1 shows the average accuracy and standard deviation of AARef+1000. The
difference between the two models is marginal, especially on larger subsets. For
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Table 2. Performance evaluation of AARef+2000 with the varying number of authors
and writing samples on the Twitter dataset. The table shows the average and standard
deviation (± ) of the accuracy. The columns represent the number of writing samples
per author. The first values in the rows represent the number of authors.

a\w 10 20 50 100 200 500 1,000

10 68.00± 9.7 78.00± 9.3 86.60± 3.6 89.60± 2.5 91.95± 1.0 93.48± 0.6 94.16± 0.6

20 57.50± 6.8 69.00± 9.6 76.80± 4.2 81.65± 2.3 84.57± 1.2 88.02± 0.7 89.41± 0.7

50 47.60± 4.7 58.50± 4.2 69.00± 2.5 73.98± 1.0 76.74± 0.9 80.75± 0.6 82.36± 0.4

100 43.60± 4.5 52.05± 2.6 61.96± 2.0 66.71± 1.4 70.39± 1.3 74.17± 0.4 79.31± 0.3

200 34.50± 3.1 42.10± 2.4 52.05± 1.5 56.38± 0.7 59.57± 0.8 63.61± 0.4 68.14± 0.3

500 27.20± 1.3 34.36± 1.4 41.05± 0.9 45.08± 0.4 50.60± 0.3 57.53± 0.2 61.00± 0.2

1000 24.94± 0.8 30.76± 0.6 36.48± 0.6 39.92± 0.5 42.95± 0.4 46.52± 0.1 49.75± 0.2

example, on 1,000 authors with 1,000 writing samples per author AARef+1000

outperforms AARef+2000 by less than 2%. On the smaller subsets, the best
performer change between experiments. The smallest subset with ten authors
and ten writing samples AARef+1000 outperforms AARef+2000. However, with
20 authors and ten writing samples AARef+2000 outperforms AARef+1000. The
comparable performance of AARef+1000 and AARef+2000 suggests that 1,000
are sufficient on these experimental configurations to pretrain the AARef+ with
identical settings.

4.3 Results of Experiment III: Evaluation of AARef+

Table 3 shows the performance of approaches with varying the number of authors.
In Table 3, the first column lists the algorithm used in the experiment, where the
baseline methods are listed above the double lines, and our proposed method is
listed below the double lines. The rest of the columns list the accuracies of the
algorithms with 100, 200, 500, and 1,000 authors, respectively. The number in
bold marks the highest accuracy in each column.

The variations of the pretrained model AARef+1000 and AARef+2000 outper-
formed AARef on the varying number of authors experiment. The best perform-
ing model was AARef+2000 which improved the performance of AARef+1000.
The performance improvement is larger on smaller subsets, and this supports
the argument that the model requires sufficient task-related data to perform its’
best. For example, the improvement of AARef+2000 on 100 authors over AARef
is 5%, while an improvement on 200 authors is less than 3.1%. Furthermore,
the improvement of AARef+2000 on 500 authors over AARef is 1.8%, while an
improvement on 1,000 authors is less than 1%.

Table 4 shows the performance comparison with varying the number of writ-
ing samples. In Table 4, the first column lists the algorithm used in the exper-
iment, where the baseline methods are listed above the double lines, and our
proposed method is listed below the double lines. The asterisk denotes the sta-
tistical significance between a given AARef+ variation and AARef. The rest of
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Table 3. Performance of the algorithms with the varying number of authors.

Algorithms Authors

100 200 500 1,000

CNNChar1 [5] 49.24% 47.68% 41.37% 35.60%

CNNChar2 [5] 49.96% 48.84% 42.92% 37.55%

CNNW2V 47.21% 45.52% 39.85% 34.73%

CNNFastText 51.83% 50.25% 44.18% 38.74%

CNNWC [7] 55.20% 53.14% 46.90% 41.28%

Rocha et al. [9] 43.99% 42.32% 36.63% 31.61%

k -signatures [4] 42.50% 41.10% 35.50% 30.30%

AARef [6] 57.18% 55.31% 47.99% 42.83%

AARef+1000 59.92% 56.57% 48.52% 42.89

AARef+2000 60.32% 57.02% 48.89% 42.91

Table 4. Performances of the algorithms with the varying number of writing samples.

Algorithms Writing Samples

50 100 200 500

CNNChar1 [5] 51.40% 58.20% 64.07% 70.30%

CNNChar2 [5] 51.56% 58.25% 63.59% 69.80%

CNNW2V 49.14% 56.68% 62.96% 69.70%

CNNFastText 51.46% 59.14% 65.61% 72.46%

CNNWC [7] 54.36% 62.17% 68.34% 74.50%

Rocha et al. [9] 42.88% 49.90% 57.43% 66.71%

Theóphilo et al. [10] 30.20% 38.32% 45.53% 56.00%

AARef [6] 56.10% 63.51% 70.05% 76.04

AARef+1000 61.87%∗ 67.37%∗ 71.45% 76.12

AARef+2000 62.19%∗ 68.36%∗ 72.31%∗ 76.19

the columns list the accuracies of the algorithms with 100, 200, 500, and 1,000
authors, respectively. The number in bold marks the highest accuracy in each
column.

The variations of the pretrained model AARef+1000 and AARef+2000 out-
performed AARef AARef on the varying number of writing samples experiment.
The best performing model was AARef+2000 which improved the performance
of AARef+1000. The performance improvement is larger on smaller subsets, and
this supports the argument that the model requires sufficient task-related data to
perform its’ best. For example, the improvement of AARef+2000 on 100 authors
over AARef is 9.7%, while an improvement on 200 authors is around 7.6%. Fur-
thermore, the improvement of AARef+2000 on 500 authors over AARef is 3.2%,
while an improvement on 1,000 authors is less than 1%.
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Fig. 5. Performance visualization of AARef variations on the varying number of writing
authors experiment. Each box plot is visualized by aggregating the 100 runs. Each point
denotes the accuracy of a single experiment. The bottom and top of the box represent
the first and third quartiles, respectively, and the line within the box represents the
median. The whiskers extending from the box indicate the range of the data.

In Fig. 5 the performances of the proposed approaches AARef, AARef+1000,
and AARef+2000 are further compared. For each subset, and each variation, ten
distinct groups with ten splits. Therefore, each box visualizes the accuracy of
100 runs.

To test the statistical significance of the performance improvement of
AARef+1000 and AARef+2000 over AARef, two independent Student’s t-test is
conducted. AARef+1000 significantly outperforms AARef on subsets with 50 and
100 writing samples. AARef+1000 significantly outperforms AARef on subsets
with 50, 100, and 200 writing samples.

5 Conclusion

In this work, we investigated the anonymity of social media users using their
writing styles. Our results show the capability of existing author identification
systems under various conditions. Based on our findings, social media users and
social media networks can use adversarial users’ identities to avoid undesirable
behaviors. Our findings provide a guideline for the anonymity of users based on
their social media usage. The identities of social media users with more than
1,000 writing samples can be predicted with more than 94% accuracy when the
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number of candidates is ten. The accuracy drops to 71.90% when the social
media user posts ten micro-messages. Another important finding of our work
suggests that Author Identifiers can be improved with training authorship data
on a disjoint set prior to fine-tuning.

In future work, it would be interesting to analyze the ability to transfer
authorship classifiers between different social media domains. This would allow
larger datasets to train the authorship identification systems with more perfor-
mant downstream datasets and less data availability. Another promising direc-
tion is incorporating various public information about the user and the post.
For example, the time and the date of the post can provide helpful information
about the characteristics and regular schedule of the author.
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Abstract. In the recent years, a lot of methods have been proposed for
detection of topicality of user discussions. Recently, the scholars have
suggested approaches to tracing topicality evolution, including dynamic
topic modeling. However, these approaches are overwhelmingly limited
by representation of topics via lists of top words, which only hint to
possible contents of topics and does not allow for real mapping of opin-
ion cumulation [1]. We suggest a methodology for discussion mapping
that combines neural-network-based encoding of user posts, HDBSCAN-
based topic modeling, and abstractive summarization to map large-scale
online discussions and trace bifurcation points in opinion cumulation.
We test the proposed method on a mid-range dataset on climate change
from Reddit and show how discussions may be summarized in a feasible
and easily accessible way. Among the rest, we show that the bifurcation
points in topicality are often followed by growth of a given topic, which
may in future allow for predicting discussion outbursts.

Keywords: Cumulative deliberation · Opinion cumulation · Mapping
discussions · Topic modeling · Abstractive summarization · Dynamic
summarization

1 Introduction

As for today, topicality of online discussions, as well as opinion cumulation in
them, has been a focus of scholarly attention for several decades. In the recent
years, the scholars have moved to simple enough topic detection to more com-
plicated and flexible models for dynamic assessment of discussion topicality.
Finalized representations of topics may be misleading, as they create a feeling
that topics start at the very beginning of discussions and stably last till its last
moment, which is virtually never the case in real life. Moreover, opinion cumu-
lation in time may play significant roles in public deliberation, especially when
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it reaches spillover levels, and it is crucial to know when in time discussions split
and diversify, as well as intensify or die out.

In response to this pressing need, many works have tried to trace discus-
sion topicality in time. However, these attempts suffer from several significant
research gaps. One is that the discovered topics are represented either by top
words (that only hint on possible contents of a given topic) or by the most
relevant full posts (which may be too long and/or too many and, thus, unfea-
sible to read within real-world time pressures). The second shortcoming is that
topics are presented as evolving in time but not branching or ramifying. Third,
the relations between topicality/opinion bifurcations and discussion intensity are
obscure. Taken together, they so far prevent creation of a discussion mapping
tool that would provide for easily readable and close-to-reality maps of user
discussions that would adequately demonstrate accumulation or dissolution of
opinion clusters, topics, or agendas.

To tackle this gap, we have tested a multi-step methodology that allows
for producing a discussion map with feasible summaries of topics and sub-
topics, thus creating a tree-like representation of user-discussions. For that,
we employ a combination of neural-network and probabilistic instruments,
namely Transformer-based text encodings, HDBSCAN-based topic clustering,
and LongT5-based abstractive summarization. We test the proposed method of
discussion mapping on a middle-range dataset on climate change collected from
Reddit in May to November 2022. As this is still work in progress, we test the
necessary steps in their most feasible options; however, our method may be well
refined and customized for other research goals.

The remainder of the paper is organized as follows. In Sect. 2, we describe the
core of our approach and the research pipeline. Section 3 conveys our experiment
and discusses the methodological steps in detail, including encoding, cluster-
ing, and summarization. In conclusion, we provide interpretation of the received
results, including some non-expected ones.

2 Proposed Methodology

2.1 Core Principles

As it was stated before, the goal of this study lies in testing the methodology
capable of representing topicality-based shifts in user discussions and, thus, of
mapping the development of user discussions in time in a way that would allow
for judging on topicality and/or opinion shifts and bifurcations. We propose two
core components necessary for semantic opinion shift detection and presenting
the results in a comprehensive and readable way.

First, to detect the initial points of discussion and possible opinion shifts, a
topic modeling-based approach has been chosen. The general idea behind topic
modeling lies in dividing the set of user messages into topical groups described
via their corresponding top words. Traditional topic models such as LDA work
as word-level bag-of-words-based representations. Newly developed methods of



Mapping Opinion Cumulation 27

neural Transformer-based language models [2] in conjunction with robust clus-
tering approaches have created a framework for novel topic models capable of
deep understanding of text content. Initially proposed along with the Top2vec [3]
model, this approach was later expanded in the BERTopic [4] model. It utilizes
neural encoding, clustering methods, intermediate dimension reduction, and TF-
IDF-based keyword selection. The latter can be used to obtain dynamic topic
representations. Detailed description of the method will be presented in Sect. 3.
Second, to present the results in a clearly readable format, we propose the use of
an abstractive summarization model. This approach allows to generate concise
representations of long user writings, describing the key points of a given text
[5].

Altogether, this may provide the researchers and industry professionals with
a tree-like map of any discussion, where discovered discussion segments of similar
topicality get summarized for much quicker assessment. Bifurcation points inside
the discussion may be detected via dynamic topics modeling, and individual
discussion branches and sub-branches may get summarized in a way comfortable
for the reader. Summarizations may comprise whole discussion segments from
one bifurcation point to another (‘sub-topics’), as we demonstrate below, or
may be done more frequently or be customized depending on a researcher’s final
goal. Such an approach may allow for more cohesive and contextualized text
representations, to become a viable alternative to the basic keyword/top-word
representations of meaning found in topic models.

2.2 Model Description

Utilizing the previously described two-stage approach, we propose a method
of dynamic mapping of topicality/opinion in online discussions. The method
consists of the following steps:

1. Encoding of user posts using a Transformer-based model, in order to obtain
more standardized text representations.

2. Dimension reduction of post encodings (from 384 to 50 vectors), in order to
obtain contextualized encodings.

3. Topic modeling - that is, clustering the posts using the vectors from the
previous step.

4. Obtaining topic representations for fixed-size small-time intervals. Here, we
use a TF-IDF-based approach to obtain distributions of words for each topic
with static IDF values and time-dependent TF values.

5. Timeline segmentation for each topic. We calculate the level of similarity of
top words of each small time frame to the top-word list against the previous
time interval. If, at some point, the vocabulary of a given time frame diverges
significantly from the previous one, we consider the topic to have changed
enough. By that, an isolated discussion branch is detected. Such a branch
still relates to a particular ‘big’ topic discovered in step 3 but gemmates from
the main discussion trunk, becoming one of the two or three major discussion
sub-topics.
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6. Abstractive summarization for each isolated discussion segment (sub-topic)
in each topic. Again, here, we would like to underline that summarizations
may be customized in accordance with the researcher’s goals.

Figure 1 shows a graphic representation of the modeling process. In this
pipeline, a clustering-based topic model is used for pooling the initial messages
into time- and topic-specific groups. Abstractive summarization serves the role
of an output layer, providing concise text snippets that include major foci of
meaning for each message group. This dynamic summarization-based approach
allows for a novel way of mapping the development of a user discussion via its
easily readable and concise representation.

Besides the very idea of mapping discussions via combining detection of sub-
topics and their summarization, the main advantage of our approach over earlier
dynamic topic modeling approaches lies in the application of deep encodings
for user texts. This allows the model to capture contextual meaning of words,
providing message encodings with deeper semantic structure. This method allows
for creating highly interpretive dynamic summarizations of the user discussions
for further expert analysis.

3 Experimental Setup and Results

3.1 Dataset

The method was tested on a dataset collected from Reddit. The dataset focuses
on climate change and comprises a period of seven months of active discussion
(May to November 2022). For the purposes of testing, this particular topic was
chosen due to a major climate change conference (CCC2022) being held during
that time period. After technical pre-processing, the final dataset consisted of
54,565 user posts. Figure 2 shows the subreddits that contributed most to our
dataset.

3.2 Encoding and Dimension Reduction

The sentence encoder all-MiniLM-L6-v2 was chosen as an encoding model [6].
The model was trained on a variety of different datasets, including a dataset of
Reddit comments [7]. In this study, we use the model to obtain contextualized
encodings for post content and headings. As such, each post is mapped to a 384-
dimensional dense vector. The resulting vectors were reduced to 50 components
using the UMAP library [8].

3.3 Clustering

HDBSCAN [9] was used to extract topics. This model has been used, as it
is capable of quickly defining the number of clusters in a non-supervised way,
without their pre-testing or multiple trials, as in classic topic modeling. For even
more refined clustering, we advise to use the method of By using HDBSCAN,
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Fig. 1. The proposed method of dynamic discussion modeling



30 I. S. Blekanov et al.

Fig. 2. The subreddits with the highest number of posts on climate change

50+ topics were discovered, but most of them were unstable and contained white
noise. Using the methodology provided by the BERTopic implementation, the
number of topics was reduced to 10 for a more streamlined visualization. For
more precise analysis of real-world cases, this step can (and must) be omitted,
thus allowing for a full-fledged HDBSCAN utilization and detection of small
enough sub-topics throughout a given discussion. Multiple visualization methods
were used to show varied aspects of each topic.

Figure 3 shows the accumulating number of posts per topic. The graph shows
whether the number of posts within a given topic grows in time, week by week.
For each weekly interval, the displayed value is not the number of posts within it
but the number of all posts up to this interval (that is, the values of the current
and all previous ones are summed).

Figure 4 is constructed similarly to Fig. 3, but with additional normalization
of each topic by the total number of posts in it. If the graph line reaches above the
median (black line, y = x), it means that the number of posts grows respective
to previous days, while reaching below the media means the topic is dying out.
The graph shows cumulation dynamics of individual topics. Figure 4 shows that
some topics have grown in time, while some weakened.

3.4 Detection of Sub-topics and Their Summarization

Further on, we have detected the structure of topics in terms of possible sub-
topics and revealed the timing of topic bifurcations. For detecting the bifurcation
points, we needed to trace the changes in top words dynamically, throughout
the duration of the topic. To do that, we have split all the posts in a given
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Fig. 3. Topic accumulation over time

Fig. 4. Topic accumulation over time, normalised for each topic
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topic into 50 time intervals of equal length. This number of intervals was pre-
tested and empirically selected as optimal for our dataset, as it was enough to
retrospectively assess the differences in top words, and growth of the number
of intervals was much less feasible. For each interval, as stated in step 4 of
our model description, a list of top words was obtained using a TF-IDF with
time-dependent TF score. This procedure was realized the way offered by the
BERTopic model. Thus, for each topic, 50 lists of 5 top words per interval were
obtainted and then compared one to another in time. By that, we propose a way
to automatically detect semantic shifts in user posts and pool the data based on
these time intervals. A shift was detected if a significant enough number of words
(more than 3) differed from the previous list of top words, with the changing
words carrying onto the next segment to reduce the potential chance of detecting
short term changes, focusing on a larger scale shifts.

Fig. 5. Sub-topics in the dataset
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A sub-topic, thus, lasted from one bifurcation point to the next one. However,
as we were only testing the method, we did not detect many of such bifurcation
points; in future, bigger detailisation is possible. The results of detection of sub-
topics for all the 10 topics are presented on Fig. 5.

There are multiple ways of pooling posts for summarization. It can be done
by splitting all posts by fixed-time intervals or accumulating groups of posts
into chunks equal by the number of posts. However, this is not what could
correspond to our task; we needed to summarize the discovered sub-topics, to
demonstrate how the topicality transformed. Thus, we summarized all the posts
in the discovered sub-topics - that is, the posts that accumulated between two
semantic shifts and formed a separate branch within a bigger topic. Respective
to this, the posts in each ‘big’ topic were split into groups conditioned by the
bifurcation points. To summarize the posts, LongT5 model [10] tuned on a books
dataset for the task of summarization [11] was used. LongT5 is a modification
of a T5 [12] model capable of modeling on long sequences of texts, namely up
to 16,384 tokens. In our case, this is a crucial advantage, as it provides a way
to circumvent the common issue of non-feasibility of summarizing an entire set
of long user posts. In previous research [13], we have tested several ways to
pool the posts; however, each method caused notable information loss. This
approach, however, allows for summarizing much larger amounts of user posts,
with the main downside being a lack of training and tuning data for any given
specific case. We have tested whether a model, pretrained on unrelated data (the
booksum dataset) can provide an adequate result when applied to a set of posts
obtained from a social network.

The examples of summaries for the sub-topics depicted on Fig. 5 are pre-
sented in Appendix 4. In the table in Appendix 4, Column 1 represents the
topic number. Column 2 lists the top words of topic/sub-topic. Column 3 indi-
cates the time intervals for each sub-topic. Column 4 states the number of posts
that were summarized. Column 5 provides the sub-topic summarizations, with
all the posts in a sub-topic summarized.

4 Discussion and Conclusion

In our paper, we have presented a method for mapping user discussions. It
includes text encoding, topic clustering, and abstractive summarization, alto-
gether allowing for detection of meaningful bifurcation points in a given discus-
sion and summarize sub-topics situated between the bifurcation points. The
obtained summarizations, as our preliminary assessment shows, are of good
enough quality and allow for representing of the buzz in a given discussion,
despite the machine trained on books still perceives the data from Reddit as
books (or just one book). The summaries are easy and quick to read and allow
for assessing how the shape of discussion changes.

In future, with more fine-grained summarization within sub-topics, one would
easier detect opinion cumulation if multiple, more frequent summaries provide
for short descriptions of users’ agendas. Moreover, we have qualitatively assessed
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the graphs on Fig. 4 vs. the timing of bifurcation in topics on Fig. 5 and have
come to a conclusion that the bifurcation points in topicality are often followed
by growth of a given topic, which may in future allow for predicting discussion
outbursts. As for now, the method proposed may be employed for detection of
topicality shifts and detection of opinion cumulation.

Acknowledgements. This research has been supported in full by Russian Science
Foundation, grant 21-18-00454 (2021–2023).

Appendix

Topic Topic

words

Subtopic

time

interval

Number

of posts

for sum-

mariza-

tion

Text

0 Climate

Change

Repub-

lican

State

03.07

-24.11

300 The narrator continues his argument against climate change

in this chapter, explaining that the evidence is overwhelm-

ing and that it would be impossible to deny it com-

pletely. He then discusses Bidenćampaign for President of

the United States on climate change. On Day 4, the ”real-

ity TV challenge” comes up with new challenges for Biden:

whether itś Poilieve or Jean Charrest, climate change can

sink the next conservative leader. If someone does dont́

want to believe thereś definite proof, what irrefietable proof

would they offer them to alter their opinion? In other words,

no one will tell him about the climate change statistics.

Even though Biden has already proposed a law making it

illegal for rich men to set fires to add particulates to the

air, people are still not willing to admit that they have

been wrong all along. Finally, on Day 4, Gore announces

that Congress must make peace with climate change before

the midterm elections.

1 Dont Like

Want Feel

03.07

-24.11

50 The narrator describes his life as Chaos, and the world is

chaos. He has no passions or ambitions but wants to dis-

appear. His brother probably will die soon because it’s so

badly treated. He hates everything. He doesn’t know where

to go from here. He can’t find peace in anyone to love. He

feels like he’s already reached the end of his rope. He knows

that society is going to get worse when climate change

destroys civilization. He also realizes that people have been

much better off than him since he started studying law.

He thinks about suicide too. He does not want to be alone

anymore. He just hates himself for being trapped in exis-

tence with all this bad news. He wishes he could live on a

good note and on his own terms. He asks anyone else who

is going through similar problems. They say that they are

crippled with mental issues, lack of work, and one friend

whom they talk to every month. She tells him that her best

friend plans to have another child. She says that she would

rather have four kids than five. She adds that there is only

one problem: most families have two working mothers. She

wants to speak to my friend more directly. She hopes that

he regrets his behavior by coming across as means.
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2 Climate

Change

Fight

Hellsca-

pes

03.07

-24.11

300 In this chapter, the narrator explains how people can come

together and fight climate change better for less money.

He also discusses some of the most important threats to

humankind: penguins being threatened by climate change;

giant cities becoming uninhabited; and so on. He asks what

people can do to make it easier for them to stop climat-

echange. Some of the best known examples are from the

book ”In which Carbon Emissions Threaten Methane” by

Professor Carl-Octavius Otto Weiss. These include making

methane more powerful in the atmosphere than expected,

using burning it on fire as a way to slow climate change, cre-

ating penguin colonies that are at risk of extinct because

of climate changeś influence, and even forcing humans to

use electricity to help control the climate. The worst sce-

nario would be for people to delay action until they could

no longer live in their own communities. People would start

investing more into climate change immediately, leaving the

mass of people hungry and thirsty. There would be political

will and companies would invest more into fighting climate

change. Finally, there would be an end to the worldś cur-

rent cycle of heat and cooling. This is why we have to go

underground and build a nuclear winter on the planet.

3 change

climate

canada

greener

03.07

-24.11

700 In this chapter, Sebastian Vettel explains how climate

change is making his life easier. He says that the Alberta

Oil Sands are one of the most harmful places in the world

because you can chop down trees and destroy them just to

extract oils. Then he tells us that it’s up to everyone in

the Ontarian community to fight against climate change.

They’re all going to file lawsuits against the government for

failing to reduce their greenhouse gas footprints by cutting

back on energy-consuming businesses. We learn that five

young people will sue the government over an international

treaty that allows oil-industry companies to sue govern-

ments for taking action toward climate change; they’re also

going to get some new statistics about how much each of

these measures has saved Canada. It’s clear that there’s no

way anyone could be more concerned about climate change

than the seven young men who are suing the federal gov-

ernment.

4 Government

Party

Ontario

Australia

03.07

-06.07

50 In this chapter, the author discusses the recent actions

taken by the new government in Australia on climate

change and how it will affect the country’s economy. He

also discusses Jaimie Macevoy’s run for city council as well

as other issues that are important to the community. The

state government has slain many of its public board mem-

bers, including returning to work with an executive named

Greg McCarthy. A number of political parties have formed

boards to advise governments on issues such as poverty,

climate change, corruption, and violence against women.

Some candidates have already been elected, but others have

not yet been appointed. This list includes some of the most

damaging decisions made by the current government.
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Government

Climate

Change

People

06.07

-30.07

50 The party launches its election campaign in North Shore

with a crowd of supporters. Pacman, the partyś leader,

delivers a long speech about how his party is committed to

”unlocking New Zealandś potential economically and cul-

turally.” He says that the governmentś budget has failed

to address many of the issues New Zealand faces, including

housing, crime, and the environment. He also points out

that the Prime Minister refused to answer many questions

during his term as Minister for Mori or Pasifika affairs. He

tells the crowd that he was proud of his record answering

these questions but that this failed government had never

given to the peopleś elected representatives on any occa-

sion. He adds that it needs a road to net zero to secure the

climate change authority and measures for proper national

conversation.

Like Life

Kids Peo-

ple

30.07

-24.11

50 Australia’s House of Parliament has passed a bill to reduce

its greenhouse gas by 43 percent below the 2005 level by

2030. The Green Party supports the bill, but the conserva-

tives are not ready to move from the Paris commitment to

cut climate change by 28 percent to 35 percent. In addition

to this new legislation, the government will introduce mea-

sures to improve the nation’s transportation system and

create new jobs. He will also make sure that Australia is

able to thrive for all future generations. His government

will invest in new roads, railways, air forces, and cyberse-

curity. He plans to build new national parks, oceanic parks,

anti-piracy summits, and other measures to help slow and

perhaps reverse the damage caused by climate change. He

promises to replace the ban on gas cars by twenty-five with

a better plan to phaseout gas cars. This will be an impor-

tant step towards reducing climate change because it will

save us from rising sea levels.

5 Food

Change

Climate

Farmers

03.07

-24.11

150 The narrator discusses the latest developments in food pro-

duction and politics. He uses examples from the Nether-

lands, India, and Africa to explain how climate change is

affecting food supply chains. He also addresses concerns

about food prices in the U. S. as well as issues of poverty

and hunger in Africa. He suggests that farmers can use

genetically modified plants to help combat climate change.

6 India

Heat

Climate

Change

03.07

-21.08

100 In this chapter, the narrator explains how Indiaś actions

toward the climate crisis have been misunderstood. He asks

whether anyone can explain why India is making such a fuss

over the topic of climate change and what it means to be

an active citizen in the future. The narrators discuss several

topics: 1) Heatwaves; 2) Climate Change; 3) India; and 4)

Composting. They also discuss the role of Medha Patker,

one of the pioneers of the ”Narada BhaoAndolan” move-

ment against the Sardar Saraovar Dam project in India.
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Climate

Change

India

Energy

Renew-

able

21.08

-24.11

100 In this chapter, the author explains how India is planning

to use deep sea cables to create a green electricity grid as

well as reduce its energy consumption by up to 45%. He

also discusses some of the latest developments in the Indian

business community. For example, there are plans to build

an underseal cable linking the Gujarat coast with the Mid-

dle East and creating a new renewable energy Grid as India

and Arab Arabia. The article also mentions that Prince

Abdul Aziz Bin Salman will be visiting New Delhi next

month for a visit. Also, itś announced that India has already

received invites from the Sultan of Salman to New Delhi.

This makes the reader wonder whether climate change will

hit much more often than it does now. According to one of

the most recent reports on Indiaś economic loss due to heat

waves, India lost about 159 Billion in key sectors because

of extreme heat stress. If temperatures increase by a cer-

tain amount, labor hours will decline by 53%; snowfall will

increase by 3 times that expected at a temperature of 1.4

deg. Heatwaves are increasing frequency and temperature

across Europe. Meanwhile, India has set up a council on

climate change called the ”Climate Change Council” to dis-

cuss ways to combat climate change. There are many oppor-

tunities to attend the council: you can speak as a delegate

or speaker; you can attend as part of a session; you may

participate as if you were a speaker; etc.

7 Protest

Climate

Chnage

Wilson

03.07

-06.07

100 In this short scene, the narrator explains how climate

change protests are taking place in Sydney. He describes

how an old lady dressed as an elderly woman throws a cake

at Mona Lisaś painting and then throws roses at her. This is

not a typical example of what happens when people try to

raise awareness about a political issue. Itś more like ”rais-

ing awareness” for money than for anything else. The man

dressed up as an older woman yells that itś all about climate

change. A bunch of people have been arrested for blocking

roads or highways because theyŕe passionate about some-

thing. They dont́ want to get into trouble with big-time

politicians who just want to make money. But thereś no

way anyone can do anything about such a thing. So hereś

some background on why: People tend to block roads when

theyv́e got a passion for something. If youŕe going to advo-

cate for something, you need to be willing to go against

it. You know, things like voting for better urban planning,

public transport, etc. And so forth. Thereś nothing wrong

with these kinds of actions.

Rainn

Name

Wilson

Chnages

06.07

-24.11

150 Rainn Wilson has changed his name to Protest climate

change, and heś been getting more and more public atten-

tion for the past few weeks. He changes his name from

”Rainnahfall Heatwave Extreme Winter” to ”Protestcli-

mate Change.” And then he announces that he is changing

his name so that people can see him as an advocate for cli-

mate change. So what does this mean? Well, it doesnt́ seem

like thereś much of a difference between throwing soup over

Vangoghṕainting or throwing food at a famous paintings.

The whole thing is just trying to get people to stop using

oil in their lives. They are also spreading hate on reddit

because they dont́ want to be seen as supporting the cause.

In other words, theyŕe not helping anyone but themselves.
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8 School

Envi-

ronmen

Climate

Change

Science

03.07

-12.09

50 The top program for a student to study ”climate change”

requires a personal statement and an essay explaining how

the degree will help him achieve his future goals. This is

important because it allows students to tell their stories and

explain what they have experienced in their lives. In this

case, she has a background of studying ”econ” and ”math.”

She wants to be able to combine her passion for science with

her desire to fight climate change. Sheś been working as a

tech salesman since February 20, 2021 so she doesnt́ need a

job but wants to do something meaningful. She knows that

she can get into a graduate school where she can focus on

helping people make better decisions about climate change

while also getting a high paying job. Her biggest ambition is

to become an economic analyst or consultant in any indus-

try or local government. She needs experience in manag-

ing large scale projects like climate change and would like

to work at a consulting company doing business research.

She does not know how to write her personal statement;

instead, she just wants to talk about why she wants to go

to college. She had a hard time taking math classes due

to lack of commitment. She wanted to pursue econ studies

but didnt́ really want to finish them all. She was worried

about having enough motivation to complete these courses

when she got bad grades. Finally, she decided to try to

apply to university after graduating from UW. She started

looking for jobs outside of medicine and found some oppor-

tunities in finance. She tried to find career advice by asking

other students who had taken a Geography or Earth Sci-

ence degree. They were all very different. Some said that

earth sciences and geography seemed more respected than

other fields, but others said that law wasnt́ as respected as

many other fields. Isnt́ there anything else you could do? If

you are interested in finding out what kind of degree you

should take, please feel free to ask.

School

Year

Climate

Would

Change

12.09

-24.11

30 Engineering is the best career choice for high school stu-

dents because itś about creating revolutionary inventions

to benefit humanity. There are plenty of top engineering

jobs available in India, including aerospace engineers, chem-

ical engineers, and nuclear engineers. The fields of civil

engineering, transportation engineering, and environmental

engineering are also popular among those who love thinking

outside the box - they can get international opportunities.
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9 Floods

Pakistan

Flooding

Climate

03.07

-10.07

100 The narrator discusses how climate change is making floods

worse in the country. He says that there are more record-

breaking records in the world because of it. A huge fire

broke out at Islamabad on Tuesday, and the authorities

rushed to rescue people from the affected area. The Prime

Minister has instructed the capital development authority

to forestall the fire immediately. In this chapter, the author

describes some of the major disasters that have occurred

since June 14, including an earthquake in India; a monoon

storm in Bangladesh; and a series of floods in China. Sherry

reports that many people have died due to the heavy rains.

According to her, ”This is one national disaster.” As many

as seven people have lost their lives in recent rain-retrieval

incidents across the country,” Rehman tells the nationś

chief minister, saying that this is a ”national disaster.”

Since June 14, Monsoneon storms have killed about 77

people in Pakistan. This is not considered a big threat to

the country but rather a challenge for its citizens. Climate

change makes flooding worse.

Floods

Pakistan

Flooding

Climate

10.07

-24.11

150 The narrator discusses the recent heavy rains and floods in

South Korea, Nigeria, Chad, and other countries. He says

that climate change likely caused deadly floods because of

its effects on the environment. A report finds that one third

of Pakistanś population is under water due to ancient flood-

ing. Sherrie Rehman tells the AFP that she could make a

”third of country underwater” by changing the climate. The

government of Pakistan asks for help from the international

donor community as it faces high inflation and an overconfi-

dent current account deficit. In response, the United States

has pledged $139 million to help people affected by the dis-

aster. As part of this commitment, the Azgartesy charity

will donate more than $1 million to support relief efforts

across the country through local, vetoed organizations.
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Abstract. Neural-network-basedmodels of text analysis have beenwidely imple-
mented for assessment of the dynamics and quality of online discussions, as well
as for detection of individual opinions or opinion spectra. Techniques that allow
for representing user opinions are being applied in studies of public deliberation,
industry-and academe-based marketing studies, and a number of other areas in
social research. One of the approaches used more and more in the recent 15 years
is summarization, both extractive and abstractive. However, most studies of user
opinions tend to treat opinions as finalized extracted/formulated targets, rather than
parts of a discussion dynamics where opinions change each other and transform.
In accordance with the concept of cumulative deliberation, we see opinion cumu-
lation as a complex process, the dynamic features of which need to be accentuated
in literature and more researched upon. In this paper, we review the works that
employ abstractive summarization to detect opinions and discussion dynamics in
social media data. We show that, despite the availability of already elaborated
techniques and models, researchers do not apply them for detecting the dynamics
of opinion cumulation and discussion mapping.

Keywords: abstractive summarization · topicality detection · opinion
cumulation · cumulative deliberation · social media

1 Introduction

Today, automated text analysis is employed for resolution of multiple types of tasks
relevant for political, social, communication, and marketing studies. Among the goals
that the scholars try to achieve, there is prediction of people’s various choices in social,
political, and consumer lives via prediction of outcomes of user discussions. For that,
assessment of dynamics and quality of public discussions, as well as detection of indi-
vidual opinions or opinion spectra, is employed. Thus, the techniques that allow for
aggregating large-scale textual data in order to detect and represent user opinions are
being applied within the studies of public deliberation, industry- and academe-based
marketing investigations, and a number of other areas in social research.

One of the approaches used more and more in the recent 15 years to represent aggre-
gated user opinions is text summarization, extractive, abstractive, or hybrid [1]; fusion
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and compression as summarization methods for social media are used less frequently.
Extractive summarization focuses on finding the most representative text segments,
while abstractive summarization implies a text rewriting step and uses new terms [2].
Both approaches have shown promising efficiency in representing long texts or text
corpora, including data from social media, despite the reservations of the early 2010s
[3]. However, both approaches, just as many other ones like topic modeling or senti-
ment analysis, tend to treat opinions as finalized extracted/formulated targets, rather
than parts of a discussion dynamics where opinions influence each other and transform.
By 2016, extractive summarization methods have, as some scholars have stated [4, 5],
reached the peak of performance, while abstractive and hybrid approaches have been
spurred by rapid development of neural networks (and deep learning models based on
them) and encoder-decoder architectures. This is why we will mostly focus on abstrac-
tive summarization and especially on that done with the help of neural networks; to
add more, deep-learning-based methods allow for eliminating the opposition between
structure-oriented and semantics-oriented summarization techniques, as they capture
both structural and semantic features of the texts in the dataset [5].

In 2020–2022, we have suggested the concept of cumulative deliberation and elabo-
rated upon it [6, 7]. This concept implies that opinion formation in user discussions has
non-deliberative character and can be better described by patterns that reconstruct opin-
ion cumulation, rather than by any sort of round-robin rational opinion exchange. User
opinions online exist in the form of tiny acts of participation (posts, comments, likes,
or reposts) [8] which can also be seen as lowest-level communicative actions [9], see
also [7]. Their gradual accumulation online is, in essence, how opinions, attitudes, and
collective emotions grow [10]. Thus, opinion dynamics in the form of accumulation and
dissipation of opinion clusters may be detected within discussions on social media. This,
in its turn, implies that time-plus-opinion-bound segments within the discussions under
scrutiny may be summarized, and the discussions can be mapped in terms of opinions /
opinion shifts with the help of various summarization techniques.

Our earlier research [11, 12] shows that abstractive summarization allows for receiv-
ing successful summaries of textual data from several social media platforms. ‘Suc-
cessful’ here means more than just adequate representing what people were posting
about. Our summaries have allowed for judging upon how discussion agendas changed
from news-oriented to issues-oriented ones within hours cross-culturally in case of
internationally-relevant conflictual events. By this, they have also allowed for assessing
on both opinion dynamics and discussion quality, as well as have shown how agen-
das spread in concentric nature from the conflict epicenter to other countries. Research
similar to ours has been scattered around both social media studies and summarization
research, and the role of summarizations for representation of discussion dynamics has
not yet been in proper focus of automated research on user texts; we would like to
emphasize it. In accordance with the concept of cumulative deliberation, we see opinion
cumulation as a dynamic complex process, the dynamic features of which need to be
accentuated in literature and more researched upon; and this is exactly what summariza-
tion can capture and help assess while opinions grow, that is, in real or nearly-real time.
Moreover, discussion dynamics has political implications in several terms, starting from
polarization and echo chambering [13] to social exclusion to the impact of explosive
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online events like cyberbullying, scandals, or mob attacks, including those on politicians
and journalists [14].

In this paper, we review the works that either employ summarization techniques to
detect and represent the dynamics of opinion cumulation or elaborate on particular meth-
ods that may be directly applied for depicting of opinion cumulation and assessment of
temporal aspects of online discussions. In other words, such research techniques would
allow for assessing the dynamics of opinions within user discussions, which would even-
tually allow for or help in mapping opinion/topicality streams. As this research area is
emergent, the number of such works is still scarce; however, we see it important to
underline the need for scholars to pay attention to dynamic aspects of opinion forma-
tion and to representing opinion development. Here, though, we need to note that the
borders between summarization as a particular method of reworking original user data
and summarization as a research goal that may be reached by other methods is blurred.
For instance, there are reviews that see latent semantic analysis (LSA), topic modeling,
or centroid-based (k-means) clustering as summarization methods [15, 16]. We, though,
are stricter in methodological terms and will see summarization as a process that, first
and foremost, aims at creating representational segments of texts; abstractive summa-
rization implies text reformulation and creation of new, previously non-existent text,
while extractive summarization finds and shows to the assessor the most characteristic
and semantically saturated text fragment.

Wehave stated above that our goal is to look at the literature that dealswith techniques
of abstractive summarization for opinion/discussion mapping. As several comprehen-
sive and systematic reviews of opinion summarization (including abstractive one) were
published, i.a., in 2019 [5, 6], 2020 [7, 8], 2021 [1, 18, 19], and 2022 [20, 21], we will
predominantly focus on newer works published in 2020–2023, only mentioning older
works where very necessary. However, there is a notable gap in more narrow-scope
reviewing, e.g., of the application of abstractive summarization to mapping opinions
and discussion dynamics, this is why we see our review as timely and necessary.

The explosive growth of summarization research allows for maximal narrowing
down of our review even beyond this time frame. Thus, we limit it in the following
way. First, we will focus on abstractive summarization only. This mean we incorporate
the works that openly underline they use or develop abstractive-summarization-based
methodologies; if a paper does not openly state this in the abstract and/or methods
section, the paper is not reviewed. We will not review the papers focused on extractive
summarization, however innovative and fitting to our goal they would be.

Second, we will only focus on abstractive summarization for social media. In prac-
tice, this implies thatwewill not review themethod enhancements not dedicated specially
to working with social media data. From our previous research on various methods of
textual analysis we know that methods elaborated for structured data such as document
archives or news pieces differ highly from the noisy, varying-length, and unstructured
texts from social media. This is why methods elaborated for social media data deserve a
separate review, and not one. This also means that we will not review the papers that test
their methods on news datasets like XSum, CNN/DailyMail, or others; on biomedical
data; on translation datasets; etc. We will even exclude Wikipedia-based papers, and
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we will only mention reviews-based research only where it directly relates to opinion
representation.

Third, opinion dynamics and representation of temporal dynamics of user discussions
is our special focus. Given all the stated above, we can trace three lines of research to
be reviewed: 1) the works focused on method elaboration, with testing on real-world
datasets from social media; 2) the works that perceive and use abstractive summarization
as a tool in case studies to detect opinions, not as an ultimate methodological research
goal; 3) the works that come the closest to the idea of opinion-based mapping of user
discussion dynamics.

Fourth, ss social media datasets normally contain hundreds to millions of texts, we
will orient our reviewmore to techniques of abstractive summarization of multiple texts.
For a recent enough review on single-document summarization, see [22].

Further on, the paper is organized as follows. Section 2, divided into three sub-
chapters, will tell of today’s abstractive summarization. It describes the method elabora-
tion for Reddit and other social media platforms, as well as draws examples of case-study
use of abstractive summarization in social science. Section 3 is dedicated to reviewing
several onlyworks on abstractive summarization vs. discussion dynamics. Section 4 con-
cludes the paper by discussing its findings and setting prospects for future discussion
mapping studies.

2 Abstractive Summarization and Its Application to Mining
of Meanings from Social Media: Mapping Research Streams

The advent and spread of neural encoder-decoder architectures in the mid-2010s has
opened doors for deep- and transfer-learning models suitable for high-level abstraction
of text meaning similar enough to human summarization. With that, summarization
studies have made a critical step forward, which deserves a separate piece of reviewing.
Thus, e.g., authors [5] have singled out deep-learning abstractive summarization into
a separate type in their typology, in addition to structure- and semantics-based sum-
marization. Abstractive summarization may be performed with the help of many tech-
niques. Moussa and co-authors [2] name template-based, graph-based, semantic-based,
data-driven, machine-learning-based, and neural-networks-based types of abstractive
summarization. Below, the latter type attracts our closest attention.

However, despite the evident need, abstractive summarization has been applied to
social media data later than to more structured data. As stated above, for our goals,
three functional streams of literature may be singled out: The works that elaborate on
methodologies for social media suitable for mapping opinion dynamics; those that use
summarization for social science goals relatively distant from opinion mapping; and
those that approach opinion mapping in the closest way.

Below, we review the papers where researchers train and/or fine-tune the newest
deep- and/or transfer-learning summarization models for social media research. ‘Recent
advances in the field of abstractive summarization leverage pre-trained language models
rather than train a model from scratch’ [23], though some authors still argue for initial
training with the use of small number of real-world summaries [24].
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Among those, themajor focus of abstractive social media summarization studies has,
till today, been on Reddit, due to a specific affordance of this platform called ‘Too long;
didn’t read’ (TL;DR). In essence, TL;DRs are short user summaries of their longer texts;
that is, the platform allows for getting human summarizations for substantial amounts
of data. These summarizations created by real people serve as baselines to compare with
or marked-up datasets; we review them separately, due to their big number. The rest of
the papers is for all other platforms, which Reddit easily outperforms in the number of
research projects and papers.

2.1 Deep-Learning Abstractive Summarization for Datasets from Reddit:
Methodologies of Meaning Extraction

In this sub-area of summarization studies, researchers may aim at several goals beyond
the utmost goal of creating best-fit summaries. In particular, the authors test new neural-
networkmodels, participate in summarization challenges, and create large-scalemarked-
up datasets for common use. Below, we will show works that set one or several of these
goals.

To our best knowledge, the first large-scale dataset from Reddit, namely the Webis-
TLDR-17 one that contained nearly 4 million content-summary pairs, was yielded in
2017 [25]. Simultaneously, the Reddit data served for creating a method for collecting
author summaries for long texts from social media. So far, three major Reddit-based
datasets havebeendeveloped for testing summarizationmodels, aswell as several smaller
ones that are not available for public use. In all of them, the TL;DR feature is crucial: The
Reddit users provide their own summaries to longer posts, and their summaries are seen as
benchmark human summarizations. Only very rare works on abstractive summarization
(just as on extractive one, too) challenge the idea of the quality of human summarizations
being benchmark; forReddit, see [26]. In the early 2020s,Reddit remained the only social
networking platform to provide large-scale data for text summarization in English, with
Weibo and other Chinese-languages platforms gradually taking the lead. By 2018, a
labeled dataset called ‘Reddit TIFU’ had been developed [27]. It contains 123,000 posts
from Reddit with the same TL;DR summaries. For the so-called extreme summarization
of very high levels of abstraction, the TLDR9 + dataset of 9 + million Reddit content-
summary pairs was developed in 2021; from it, the authors [28] extracted high-quality
summaries, to form a smaller TldrHQ sub-dataset. For several years, these datasets were
the only reliable and publicly available datasets for social media summarization and
could serve for fine-tuning new models.

In as late as 2019, the scholars were still sure that, ‘as most recent models ha[d] been
evaluated exclusively on news corpora, our knowledge of their full capabilities [was]
still superficial’ [29: 524]. Real tackling of the Reddit-based abstractive summarization
has started in 2019, whenWebis-TLDR-17 was used for the text summarization ‘TL;DR
challenge’ [30] that showed that Reddit datawere ‘slightly noisier than the other datasets’
of more structured nature [26].

The creators of the Reddit TIFU dataset suggested a multi-level memory-networks
model [27] that performed better than basic seq2seq and extractive models available by
2019. Within the 2019 TL;DR challenge, authors [31] compared LSTM, LSTM+ copy,
Transformer, Transformer+ copy, and Transformer+ pretrained models for the n-gram
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abstractiveness performance evaluation in summarizations.Their pretrainedTransformer
model outperformed the ground truth for news summarizations; moreover, it worked
best for the Reddit data. Thus, Transformer-based models were shown to be efficient for
social media data without alterations to the core model architecture; pretraining and fine-
tuning was shown to be enough. The authors, though, claimed that none of the models
could ‘learn true semantic natural language compression’ (p. 520). In parallel, in 2019,
authors [32] have tackled the problem of degenerated attention distribution and tested
their proposed enhanced seq2seq model on six datasets, including two from Reddit.

Other works [33, 34] combined abstractive and extractive summarization (without a
focus on application). By this, they assisted the challenge organizers in identifying influ-
ential summary aspects that affected summarization, including sufficiency and formal
text quality [30].

The year of 2021 has seen novel neural-network models, mostly Transformed-based,
like BART, T5, and LongFormer, applied to Reddit data – though, with the results being
less promising than expected. Some works of 2020–2021 showed that BART-based
models worked best for the Reddit datasets [35]. Among them, low-resource abstractive
summarization methods based on combined transfer and meta learning [36] and perfec-
tion of pre-training by using extractive-type text masks [37] have been proposed. How-
ever, they have brought mixed results for news and social media datasets. The authors
[35] have reached the best improvement levels exactly for the Reddit TIFU dataset in
comparison with eight other datasets, which showed that social media data were well
summarizable, despite their higher noise levels and diversity of lexicons and grammar.
This corresponds to [35] showing that abstractive models worked better than extractive
ones on the Reddit TIFU datasets. However, in contrast to these findings, the authors
[37] have found that, on news datasets such as CNN/DailyMail and long-text XSum,
their pre-training enhancer worked better than on Reddit TIFU. This may be explained
by the fact that their model was more extractive and did not correspond to the abstractive
nature of the Reddit summarizations.

In 2021, as stated above, joint efforts by IRLab and Adobe Research have resulted
into preparation of two datasets recommended for wide use, namely TL;DR9 + and
TL;DRHQ. Creation of these datasets aimed at fostering the so-called extreme summa-
rization used to summarize large multi-text collections on high levels of abstraction and
compression. However, the test results provided by the authors are discouraging: They
train and test three deep-learning models of abstractive summarization (two BERTmod-
ifications and one BART) but Oracle-Ext, a model of extractive summarization, beats
them all on the Reddit data [28].

In 2022, a Syntax-Enriched Abstractive Summarization (SEASum) framework was
offered. It utilizes graph attention networks to introduce syntactic features of source
texts, to tackle the issue of faithfulness of summaries [38]. The method has been tested
on the CNN/Daily Mail and Reddit-TIFU datasets.

As our review shows,Reddit, despite being the leading platform forEnglish-language
abstractive summarization training and fine-tuning, is clearly lagging behind in real-
world applications of the trained models. This opinion of ours is supported by the fact
that, in the today’s review papers, e.g., on transfer learning in summarization [19] and
on seq2seq-based abstractive summarization [39], Reddit gains very low attention – the
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papers feature literally one paper on Reddit each. Most works use the Reddit datasets
along with many others such as in [35], rather than focus on them. For the purposes of
the current review, we need to state that the works that come close to using Reddit for
opinion and/or discussion mapping are extremely rare (see Sect. 3).

2.2 Abstractive Summarization for Other Social Media Platforms

Platforms other than Reddit are used in abstractive summarization studies even more
rarely than Reddit, as they need the amount of time for annotation and testing often
simply unfeasible for researchers. However, many enough works have already tried
elaborating on methodologies for social media summarization beyond Reddit. Some of
such methodologies may be used for detection of dynamics; this is why we include them
into our review. Some of such works, though, only aim at creating benchmark/gold-
standard/silver-standard datasets for social media for further use. Twitter and YouTube
are more popular in this respect, while Facebook is less researched upon, perhaps due
to many obstacles for data collection it creates.

Another feature of today’s abstractive summarization studies for social media is
that most authors, including our own working group, prefer to leverage on the existing
models via fine-tuning them; thus, transfer learning is gaining more and more space in
abstractive summarization research. At the same time, most authors underline that the
fine-tuning step is necessary and unavoidable [40].

Due to Twitter’s platform affordances, mainly the short texts, abstractive summariza-
tion is rarely developed for this platform; most studies understandably prefer extraction
of short texts from tweet corpora/pools rather than summarizing them (on our experi-
ments on Twitter in three languages, see below). Recently, for Twitter, template-based
abstractive summarization was offered; the summaries were created by trained jour-
nalists [40]. This team has also offered using the Wasserstein space for enhancing the
summarization quality [41], testing it on Twitter, Reddit, and reviews.

The research on YouTube video transcripts varies highly in quality, from low-quality
TF-IDF-based methodologies [42] to works that apply most up-to-date summarizers. In
2020–2022, Transformer-based models have started to be applied to YouTube video
transcripts [43, 44] and YouTube video captioning [45–48], several works integrating
text and video summarizations. Multimodal summarizations are being more and more
developed [49], especially in the area of text-guided video summarization [50, 51].
However, not many research groups deal with real-world non-marked-up YouTube data,
and, which is much more important, virtually no research summarizes the YouTube
comments; thus, we still lack the method for YouTube discussion summarization that
would be non-extractive.

For Chinese social media, existing training datasets like LCSTS serve extensively for
testing the newmodels. Liang et al. [52] have recently suggested to improve the ROUGE
scores directly via adding cross-entropy and reinforcement learning policy to the research
pipeline, testing it on LCSTS and getting benchmark results. A similar work also based
on the seq2seq approach and Chinese social media data suggests an enhanced technique
which makes the model pay attention to the information in the previously generated
summary [53]. A work on data of varying length, a truly significant problem for social
media data, first trains the models on news datasets and then uses LCSTS to evaluate
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the model [54]. Another work on Chinese data falls into the recent trend of combining
extractive and abstractive summarization for better performance [55]. Chinese authors
have also proposed the method of topic-aware summarization, in line with many other
works that unite topic modeling with abstractive summarization [56]. However, despite
this technique is very promising in terms of discussion topicality and opinion mapping
in time (see Sect. 3), we virtually do not see such research pipelines to be applied to
discussion mapping.

Some Chinese working groups gather their own data, thus creating valuable datasets
for future use. Huang et al. have created a dataset of what the authors call ‘legal public
opinion news’ (whatever it could mean) taken frommicroblogs [57]. Gao et al. [58] have
tackled the issue of main vs. secondary aspects and have tested the proposed method on
a 10,000 +Weibo dataset.

Another stream of research here is elaboration and/or fine-tuning of the models for
languages beyond English, Spanish, Arabic (for a recent review, see [59]), or Chinese
which are the most frequent in summarization studies. Several research groups have
worked with social media data on other languages like Bengali [60], German [61],
Russian [12], Urdu [62], or Telugu [63].

2.3 Abstractive Summarization as a Method in Case Studies

The research reviewed above differs highly from what we review below, as the method-
ological orientation gives in here to the goals set up by social sciences. Here, we review
for what purposes abstractive summarization is employed today for social media anal-
ysis; we do not touch works on detection of temporal dynamics of user discussions but
first show that abstractive summarization is applied to several socially and politically
relevant tasks. The methods developed in these works may also be applied for detection
of opinion structure and dynamics. The streams of literature on social-science tasks for
abstractive summarization (even if weak enough so far) may already be detected.

First, summarization serves for detecting democratic and deliberative quality of
online communication, including spread of news, fact-checking, and user consensus.
The work [64] focuses on capturing the consensus of opinions in user reviews; however,
the proposed method, called OpineSum, may also be tested for political opinions and
user consensus on public issues. Bhatnagar et al. [65] have proposed a workflow for
partial automation of fact-checking on Twitter.

Second, another understandably big stream of applied research is about consumer
opinion detection; here, we will only draw some examples, as reviewing this area would
take another paper. For consumer opinions, abstractive summarization is considered to be
waymore efficient, but also waymore complicated in realization [66]. Here, researchers,
as a rule, deploy combinations of enhanced summarization and object-oriented sentiment
analysis [67], as this allows for capturing both the popularity of goods/services and
opinion polarity (for a recent literature overview, see [68]). For us, this is important that,
in this research stream, the researchers seem to have come the closest to standardized
opinion tagging [69].

Third, detection of malicious content is another popular focus of summarization
studies, especially on Twitter. Here, an important work [70] proposes tweet stream
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summarization for spam detection; it is important for us, as it comes very close to the
idea of dynamic representation of discussion/stream and opinion cumulation.

Detection of illness is another issue dealt with via abstractive summarization. In par-
ticular, mental health problem detection has been tested for Reddit [71], and depression
detection – for Twitter [72].

However, again,we see that, within these streams (represented, though, by rare exam-
ples only), the authors do not relate the dynamics of opinion cumulation to the tasks they
resolve; neither the methods they try to create have no focus on temporal or cumulative
dynamics. Only several works of those that deal with abstractive summarization and
social media data have been having these aspects in mind; we describe them in short
below.

3 Abstractive Summarization as a Technique of Representing
Discussion Dynamics

As it is evident from Sect. 2, representation of discussion dynamics has by no means
been a priority for researchers who elaborated the abstractive summarization techniques
for social media. However, there are several works that need to be highlighted in this
respect.

Thus, Palma et al. [73] have proposed a mixed method of summarization of online
discussions that incorporates social context. Previously, ‘social context’ understood as
relations with other users exemplified by following, liking, commenting, and reposting
had been used in extractive summarization studies [74], as part of the studies where
social influence is employed for better summarization [75].

The paper by Gao et al. [58] mentioned above approach discussion/opinion mapping
from another angle. Their work incorporates reader comments into the summarized data
and detects what the authors call ‘reader focused aspects’, thus capturing the discussion
on Weibo with better precision in terms of discussion structure.

A promising attempt to summarize Twitter for reputational assessment was made in
[76], where the authors used both abstractive and extractive summaries. To our best
knowledge, this method has not been further studied or widely applied neither for
reputation management nor for discussion dynamics representation, as of 2023.

Our research group has been developing the methods for opinion cumulation assess-
ment and representation of discussion dynamics for some time already. Thus, our first
works [10, 11] has shown applicability of abstractive summarization to communication
studies and their tasks, includingmapping ofmicro-shifts in agendas of globally-relevant
issues and cumulation of public emotions. We have trained our T5 and LongFormer
models on Reddit data but applied them to Twitter real-world datasets on conflictual
discussions like that on the Charlie Hebdo massacre. In our work of 2021 [12], we
have continued to apply abstractive summarization to show how agendas spread cross-
culturally, noting that the method was capable of capturing the differences between
news-oriented and issue-oriented discussion segments. This work has allowed for map-
ping the micro-agendas in time, which has brought us to the idea of mapping online
discussions with the help of abstractive summarization, a method that would differ from
simple topic evolution research, as it would demonstrate the bifurcation points in the
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discussions and create trees of topicality. For this conference, we have suggested such a
methodology [77], on which we will elaborate much more in the nearest future.

4 Discussion and Conclusion

Our review has not been systemic, as it had a certain scope of finding works close to the
idea of applying abstractive summarization to tracing opinion dynamics on social media.
Our research has shown that only a tiny handful of works have tried to do so, despite that,
since 2017, social media, especially Reddit, have been in the focus of summarization
researchers.

Till today, social media summarization of abstractive nature is an emergent area.
Thus, Twitter is mostly summarized by extractive summarization, Facebook is next-to-
unavailable for data collection, YouTube comments are overseen by researchers who
only summarize the video content (via textual summaries or along with them), and Red-
dit mostly serves for elaboration of better methodologies. The Chinese part of abstractive
summarization research has moved far enough in methods, too, but lags behind in apply-
ing the discovered methodologies for large-scale studies of Weibo or WeChat content
just as well.

Given that abstractive summarization has already been applied to a range of social-
science tasks like detection of user opinions on goods and services, fact-checking and
news spread, or detection of illness andmalicious content, we see promising perspectives
in howabstractive summarization can serve in deliberation studies, especially for opinion
cumulation research. We have offered a method of reconstructing user discussions and
invite the scholars to elaborate more on today’s online communication.
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Abstract. This paper presents the analysis on the language use of non-
native (L2) Japanese speakers with focus on their proficiency in group
discussion conversations. Due to the demographic development the neces-
sity to close the resulting gap with foreign employees/workers and thus,
non-native speakers is increasing. This work is based on a corpus collected
in an experiment which acquired multimodal sensory data in collabora-
tive tasks with unbalanced mixed setup, composed of one none-native
speaker and three native (L1) speakers. Each group was given the task
to discuss two topics and find a joint decision. This work aims to find
the insights how the proficiency of the speakers and the difference in
being a native or non-native speakers changes the used vocabulary and
decision-making process, which will later be a major issue to ensure an
efficient work of such mixed groups. The analysis is based on findings of
a total number of seven groups and thus seven L2 speakers. The analysis
is on the activeness of the participants during the discussion, the vari-
ety of their vocabularies, and language familiarity on using modifier and
oral-only expressions based on the results of POS (part of speech) analy-
sis. The results show the characteristics which can be used in automatic
assessment on proficiency level.

Keywords: Multiparty interaction · group discussion · multimodal
interaction · L2 learner · conversation analysis

1 Introduction

In developed countries, the declining birthrate and aging population are pro-
gressing. Especially in Japan, the ratio of the population over 65 years old has
been already as high as 28.1% and is expected to over 1/3 by 2036. On the other
hand, the total population is expected to continuously decrease to be less than
100 million from current 126.4 million by 2053 [2]. In order to supplement the
decreasing working population, Japanese government has started to relax the
regulations on introducing foreign workers. The increase of foreigner workers in
Japanese society can be expected in near future. In such a situation, foreigner

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Coman and S. Vasilache (Eds.): HCII 2023, LNCS 14025, pp. 55–67, 2023.
https://doi.org/10.1007/978-3-031-35915-6_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35915-6_5&domain=pdf
https://doi.org/10.1007/978-3-031-35915-6_5


56 H.-H. Huang

workers are the minority and have to collaboratively work with Japanese col-
leagues who are the majority. The working environment is optimized for the
Japanese, the rules of the company were also established by the Japanese. Not
only the language barrier, but the differences in habits, the way of thinking, com-
mon ground, and the communication styles oriented from cultural backgrounds
may inhibit efficient team work.

Under an unbalanced environment where non-native (L2) speakers have to
work with native (L1) speakers who are in majority, the L2 speakers may show
degraded performance on the task due to the burden of language and unfamil-
iarity of the local culture. This may further decrease the team efficiency. Our
project is aiming to understand the issues which may occur in an unbalanced
teamwork, based on the results we would like to develop supportive technologies
to close the gap and improve the team efficiency. This work is based on the
corpus collected in an experiment which acquired multimodal sensory data in
collaborative tasks with unbalanced group setup: each group is composed of one
L2 speaker and three L1 speakers. Each group discussed two topics and made
joint decisions on them. One topic is a free brainstorming one and the other
one is the ranking problem on a list of candidates. There are less limits in the
vocabulary of the former one and it is supposed to be more difficult for a L2
speaker to join. The discussion on the later one is supposed to be surrounding
the candidates and thus should be easier for the L2 speakers to join. Each ses-
sion for one topic is 15 min long. Experiments with such mixed groups as well as
homogeneous groups (all L1 Japanese speakers speaking in Japanese, all L1 Chi-
nese speakers speaking in Chinese) are conducted. From our knowledge, there is
no such corpus available and we believe the data collected can provide valuable
resources for developing tools in supporting unbalanced groups.

An example of such tools is a virtual reality environment where L2 speakers
can practice how to work with L1 speaker virtual agents. In such cases, the
system needs to automatically detect the language proficiency level of the L2
participant and adjust the behaviors of the virtual agents according to his/her
level in runtime. In order to judge someone’s proficiency level in a language,
how he or she uses the language is supposed to provide a direct impact on the
perception. We are then interested in the following research questions:

Q1: Is it possible to distinguish the proficiency level of Japanese language only
from the L2 speaker’s use of language (words)?

Q2: If the answer of the question above is “yes,” what kind of characteristics
of L2 speakers’ language use can be potentially used as the features for
detecting their proficiency level automatically?

Q3: Do the characteristics above vary depending on the topics of the discus-
sions?

This paper reports the investigation of the research questions on a subset of
the data corpus. Seven groups and thus seven L2 speakers are analyzed and are
compared with 21 L1 speakers. The analysis is on the richness of their vocab-
ularies, the use of oral-only expressions, and the use of suffix expressions that
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modify the meaning of the preceding words. We also compare the characteristics
of such language use based on the proficiency level (low, middle, high) and native
speakers.

2 Related Works

In the computer science field, there have been research works on machine learn-
ing based on nonverbal features, including such features as speaking turn, voice
prosody, visual activity, and visual focus of attention on the interaction of small
groups. Aran and Gatica-Perez [1] presented an analysis of participants’ person-
ality prediction in small groups. Okada et al. [8] developed a regression model to
infer the score for communication skill using multimodal features, including lin-
guistic and nonverbal features: voice prosody, speaking turn, and head activity.
Schiavo et al. [9] presented a system that monitors the group members’ nonverbal
behaviors and acts as an automatic facilitator. It supports the flow of communi-
cation in a group conversation activity. There are works in exploring the barriers
of L2 speakers in group discussion [10] or on their behavior changes between the
group discussion in L1 and L2 languages [11]. But most of them are about using
English as the L2 language. Although there are a number of research works on
Japanese language learning in the fields of linguistics and language education
[6], we found few works from the computer science field.

This work distinguishes previous one with the following settings:

– Unbalanced composition of L1/L2 speakers in the members of small groups.
– Comparable data of the sessions in Chinese-speaker/Chinese-speaker,

Chinese-speaker/Japanese, and Japanese/Japanese combinations so that the
behavior changes of both of Japanese and Chinese-speaker participants can
be analyzed.

– Data corpus collection and analysis in Japanese as 2nd language in the com-
puter science field where sensory data is recorded and meant for machine
learning tasks.

3 Corpus Gathering Experiment

3.1 Experiment Design

In order to extract the characteristics of unbalanced groups, we conducted the
experiment to compare unbalanced groups with homogeneous groups. Partici-
pants are formed to be groups in the following conditions:

Unbalanced groups: collaborative decision-making discussions were con-
ducted by four participants, three native Japanese speakers and one native
Chinese speaker who speaks Japanese as a second language. The language
used is Japanese only. Chinese-speaking participants are required to be liv-
ing in Japan for at least one year, pass Japanese Language Proficiency Test
(JLPT) level N2, and be confident to talk in Japanese fluently.
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Homogeneous groups: composed of native Japanese or Chinese speakers only.
The languages used are the participants’ native languages (Japanese or Man-
darin Chinese).

Chinese speakers are chosen as the foreigner participant because they are the
majority of foreigner students in Japan (Chinese and Taiwanese, 41% in 2018)
[4]. All subjects are recruited in Kyoto University including students and office
staff. Considering the potential wider range of foreign students and the ease for
people in the same generation to talk, the range of the participants are limited
to between 18 to 29. All groups are composed with equal numbers of male and
female participants to prevent gender bias in the results.

In order to identify the causes of the differences of participants’ behaviors,
the following factors are considered in the selection of discussion topics: the cat-
egories and the knowledge level. For the categories of topics, we considered the
factor of whether there are prior candidates to choose from in making the final
decision. Following the previous work [7], two typical categories of topics were
selected in investigating this factor, ranking style and brain-storming style of top-
ics. Because each participant is invited to attend two experiments (unbalanced
and homogeneous groups) if his/her schedule meets, two topics are prepared for
each category.

Ranking Style Topics: participants are asked to collaboratively rank the items
from a given list based on their importance or goodness. The discussion is sup-
posed to surround the items in the list, and the participants are supposed to
recall the vocabulary in a more limited space. The topic in this category should
be easier for a L2 speaker. The topics for discussion in this category:

– Ranking of anime titles: participants are asked to predict the top-five rankings
from a list of 15 Japanese anime titles based on their popularity. The correct
answers are the scores of these titles on a Japanese SNS site where its members
can discuss and score anime titles1. On this site, popular titles have at least
several hundreds of evaluations and can be considered as a reliable source.
Because it is possible that some participants do not know the titles of the
anime, we prepare the preview video clips of each title which length around
five minutes so the participants can prepare themselves before the discussion.
There is no time limitation for the participants to watch the video clips, but
they usually finish the preparation within 20 min.

– Winter survival exercise: this is a classic task in the research field of group
dynamics [5]. The participants are asked to rank the top-five important ones
from a list of 15 items with an assumption that they met an airplane crash
in winter mountains. Item scores determined by experts are available for
evaluating this task. Because the participants are not necessarily familiar
with all of the items, the text descriptions of the functionalities of the items
are provided to them.

1 https://www.anikore.jp/pop ranking/.

https://www.anikore.jp/pop_ranking/
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Brain-Storming Style Topics: participants are asked to collaboratively deliberate
as many ideas as possible without prior candidates. In this work, the preparation
of a debate is decided to be the brain-storming task. The participants are asked
to discuss the supporting and defending points from a point of view where they
are preparing to debate it with another team. Because reliable sources of the
evaluation of group performance on this type of task are not available, the count
of deliberated supporting/defending points can be used as an objective metric
of group performance. Therefore, all experiment sessions have to be conducted
with the same point of view on each topic. We set it to be the side of positive
opinion of the topics. In such a task, the boundary of the vocabulary is supposed
to be broader and should be more difficult for the L2 speakers to join.

– Deregulation for introducing foreign workers: the participants are instructed
to discuss this issue from the view point of its effect on Japanese society.

– Justice of animal experiments: the participants discuss the trade-off between
advances in medical technology and the rights of animals.

During the experiment, Chinese-speaking participants are expected to have
some degree of handicaps in their communication with the Japanese language.
We have a hypothesis: if there are manipulatable objects that can be used to
convey the participants’ ideas, the discussion may be facilitated to achieve better
team performance.

The setup of the recording environment is shown in Fig. 1. The experiment
participants sit around a 1.2 m× 1.2 m square table. Two video cameras are used
to capture the overall scene. Everyone of them had a dedicated WebCam (Log-
itech Brio Ultra HD) to capture his or her face in large size in 1920× 1080 reso-
lution 60 Hz frame rate. Four additional WebCam (Logitech C920) are attached
at diagonal direction of the table to compensate for the center ones in the case
when the participants face to the sides. These cameras have 1920× 1080 reso-
lution and capture at 30 fps. For each trial the data set contains 15 min of four
face camera recordings and four corner recordings. In addition to the eight Web-
Cams, two high-resolution (4K) video cameras (Sony FDR AX-700) are used to
capture.

The participants also wear motion capture suites (Noitom Perception Neuron
2.0), and their body movements including fingers are recorded. In five out of the
18 experiment sessions motion data was recorded at 60 fps with 33 sensors. The
sensor data was interpreted with a human body model by the bundled Axis Neuron
software and translated into a BVH file containing the 3D coordinates for 72 body
parts 60 Hz. Each participant wore a headset microphone (Audio-Technica HYP-
190H) which was connected to an audio digitizer (Roland Sonar X1 LE).
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3.2 Experiment Procedures

All subjects were recruited in Kyoto University, nearly all of them are students
with only one exception, an office staff. Nine native Chinese speakers (three
males and six females, mean age: 25.1) and 33 Japanese participants (18 males
and 15 females, mean age: 22.7) were recruited for the experiment. Considering
the potential wider range of foreign students and the ease for people in the same
generation to talk, the age range of the majority of the participants is from
18 to 29 with only two exceptions (one is 31 and one is 36). Chinese-speaking
participants were required to have been living in Japan for at least one year,
passed Japanese Language Proficiency Test (JLPT)2 level N2 and above, and
self-declared that they can communicate in Japanese fluently.

The experiment was conducted in an in-subject manner, that is, the par-
ticipants participated in two experiments, in an unbalanced group and in a
homogenous group (speak in Japanese or Chinese as their L1). These partici-
pants were formed into 17 groups: eight mixed ones, seven Japanese-only ones,
and two Chinese speaker-only ones. All groups are composed of the participants
in the same gender or equal number of male and female participants to prevent
gender bias in the results. The differences of group dynamics may be caused
by the balance of a member’s cultural background and may be caused by the
personal traits. After the introduction of the whole experiment, the big-five [3]
personality test of each participant is conducted. They then discuss two assigned
topics, one is a ranking style topic and the other one is in brainstorming style.
Each discussion session is limited to 15 min. An alarm clock is placed in front of
each participant to help them to conclude the discussion within the allowed time
slot. After the experiment, they filled questionnaires which evaluate the perfor-
mance of the group and the individual participants. As Fig. 1 shows, an alarm is
placed in front of each participant so that they can be aware of how much time
is remaining and try to finish their discussion within the allowed time slot. After
each discussion session, the participants are asked to fill a questionnaire about
the performance of the group, the other members, and themselves.

3.3 Analyzed Dataset

For the work reported in this paper, a subset of the collected corpus, seven mixed
groups and thus seven L2 speakers are analyzed and are compared with 21 L1
speakers. Although the conditions in recruiting the L2 participants, they all at
least hold the level N2 of JLPT and all claimed that they are fluent in speaking
Japanese, their actual proficiency levels are diverse. For the analysis, the L2
participants are divided into three levels, low, middle, and high according to the
following criteria by the experimenter. The experimenter is not a native speaker
of Japanese language but has been living in Japan for more than 20 years since
his 20’s and holds professor positions for 13 years in Japanese universities. He
teaches in Japanese and works in the field of communication science.

2 https://www.jlpt.jp/e/.

https://www.jlpt.jp/e/
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High (H): the participant may have some foreign accent in his/her pronun-
ciation and may have some non-native choices occasionally, but those are
able to be compensated by L1 participants implicitly. The participant speaks
Japanese fluently and has no difficulties in capturing L1 speakers’ vocabu-
laries and speed. The discussion is smooth and there are no observable issues
occurring due to one of the participants being a foreigner.

Middle (M): the participant’s proficiency level is perceived lower than the par-
ticipants in the High group. The participant can speak Japanese fluently
and can capture almost all of what the L1 speakers said. However, the par-
ticipant’s vocabulary is perceived to be limited. Sometimes the participant
cannot figure out how to express his/her ideas and requires the assistance
from the L1 speakers explicitly.

Low (L): the participant’s proficiency level is perceived lower than the partic-
ipants in the High and the Middle group. The participant does not speak
Japanese fluently and the vocabulary is even more limited. The participant
is perceived not to be not able to fully engage the discussion.

According to the criteria above, three of the L2 participants are rated as in
the High group, two in the Middle group, and two in the Low group. The video
data is then sent to a professional service for manual transcription. Since the L2
participants sometimes did not pronounce some words correctly or used wrong
words, these errors are annotated with the correct words that the participants
are supposed to say.

In Japanese, all words are connected and not separated by spaces. Also,
the verbs are conjugated to show tenses. The words need to be extracted from
the sentences, and the verbs need to convert to their original form to iden-
tify their meanings. The transcriptions are then processed with the Japanese
morphological and part-of-speech (POS) analyzer MeCab3. MeCab is merely an
engine and requires a dictionary to work. The dictionary, UniDic4 which is devel-
oped by National Institute for Japanese Language and Linguistics is used in the
task. After the POS analysis, 49 grammatical categories are found. These results
include punctuations, symbols, and numbers which are not relevant to the pur-
pose of this work. Also, we consider that some postpositional particles like yori
(than), de (at), kara (from), ni (to), no (of) and so on are basic-level words
and omit them from the targets of analysis. People’s names are also omitted. As
the results, 36 grammatical categories, 1,835 unique words, and totally 32,269
words are found in the dataset. The summary of the analyzed data set is shown
in Table 1.

3 https://taku910.github.io/mecab/.
4 https://clrd.ninjal.ac.jp/unidic/.

https://taku910.github.io/mecab/
https://clrd.ninjal.ac.jp/unidic/
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Table 1. Summary of the corpus. The “B” block denotes the brain-storming task
sessions, the “R” block denotes the ranking task sessions, and the “O” block denotes
the overall data including both sessions. The columns show the data of individual L2
participants and are sorted in the order according to their proficiency groups. The
items with (J) denote the average numbers of the three L1 participants in the groups.

H1 H2 H3 M1 M2 L1 L2

B unique word 270 (2.22) 201 (1.11) 131 (0.73) 144 (0.73) 81 (0.47) 64 (0.43) 20 (0.16)

word count 996 (3.24) 889 (1.45) 386 (0.58) 405 (0.51) 217 (0.31) 155 (0.28) 44 (0.09)

# of utterances 280 (2.74) 235 (1.34) 65 (0.43) 146 (0.74) 119 (0.62) 62 (0.36) 18 (0.12)

word/utterance 3.56 (1.24) 3.78 (1.12) 5.94 (1.21) 2.77 (0.70) 1.82 (0.52) 2.50 (0.71) 2.44 (0.84)

unique word (J) 122 180 181 198 171 150 124

word count (J) 307 615 664 801 695 556 497

# of utterances (J) 102 176 150 197 191 172 153

word/utterance (J) 2.87 3.39 4.90 3.97 3.53 3.54 2.92

R unique word 259 (2.31) 146 (0.83) 75 (0.38) 150 (0.77) 110 (0.58) 89 (0.61) 96 (0.57)

word count 1,004 (2.88) 689 (1.25) 231 (0.29) 527 (0.67) 331 (0.40) 263 (0.49) 302 (0.50)

# of utterances 270 (2.66) 210 (1.22) 91 (0.46) 178 (0.93) 170 (0.81) 117 (0.71) 167 (0.84)

word/utterance 3.72 (1.00) 3.28 (1.07) 2.54 (0.63) 2.96 (0.73) 1.95 (0.50) 2.25 (0.63) 1.81 (0.68)

unique word (J) 112 177 199 196 190 146 167

word count (J) 349 550 807 791 832 541 605

# of utterances (J) 101 172 200 191 211 165 198

word/utterance (J) 3.72 3.08 4.04 4.04 3.92 3.57 2.68

O unique word 428 (2.25) 278 (0.97) 167 (0.54) 246 (0.77) 150 (0.51) 126 (0.54) 107 (0.46)

word count 2,000 (3.05) 1,578 (1.35) 617 (0.42) 932 (0.59) 548 (0.36) 418 (0.38) 346 (0.31)

# of utterances 550 (2.70) 445 (1.28) 156 (0.45) 324 (0.84) 289 (0.72) 179 (0.53) 189 (0.53)

word/utterance 3.64 (1.10) 3.55 (1.09) 3.96 (0.92) 2.88 (0.72) 1.90 (0.52) 2.34 (0.66) 1.87 (0.68)

unique word (J) 190 287 308 318 292 234 232

word count (J) 656 1,165 1,471 1,592 1,527 1,097 1,103

# of utterances (J) 204 348 350 388 401 337 351

word/utterance (J) 3.31 3.24 4.31 4.02 3.67 3.55 2.77

4 Analysis

4.1 Analysis on the Activeness

The first observation on the results of POS analysis is the activeness, or the
amount of words they spoke and the length of their utterances. The intuitive
hypotheses are:

– The higher the L2 participant’s level is, he or she is more active in the dis-
cussion.

– If the L2 participant’s level is near L1 level, then he or she is as active as the
L1 speakers.

– If the L2 participant’s level is near L1 level, then he or she can compose
utterances as long as L1 speakers.

As shown in Table 1, generally the lower the proficiency level, the subjects
were less active (spoke less words). It can also be found that while there are
no obvious differences in the activities of High group subjects between the two
categories of topics, the Middle and Low group subjects seem to be able to join
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the discussion easier in ranking topics. This coincides with the hypothesis that
the subjects with lower proficiency should be able to recall words easier in a
bounded space of discussion topics and provides partial answer to the research
question Q3.

The participant H3 showed a tendency different to other participants, her
activity in the ranking topic (Japanese anime) is less than in the brain-storming
one (introduction of foreign workers). This is probably because she lacks knowl-
edge about Japanese anime. Although overall her perceived proficiency level of
Japanese language is high and her pronunciation is near native level, she was
not so active in both categories of topics. This may be because her personality
is more introverted. Therefore, it is not enough to assess someone’s proficiency
level merely on how much he or she speaks.

Then we investigated the length of the participants’ utterances in the number
of words. The assumption is if the L2 speakers speak broken Japanese, then their
utterances should be shorter. Because the length of the utterance may depend
on the topic, the ratio between the L2 speaker and the L1 speakers in the same
group is compared. In the groups where the participant H1 and H2 belong, the
L2 speakers actually spoke a lot more than the L1 speakers, but the ratio of
word per utterance compared to L1 speakers is slightly larger than 1.0 while H3
is slightly smaller than 1.0. The ratios of Middle and Low level participants are
less (around 0.5 to 0.7). The ratio of the word per utterance between L2 and L1
speakers seems to show a good characteristic of the L2 participant’s proficiency
level.

Fig. 1. Setup of the data corpus recording experiment. The female participant who is
facing the camera is the L2 speaker who is perceived highest level of Japanese profi-
ciency (H1)
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4.2 Analysis on Word Use

The second analysis is on the distribution of the types of POS. We are interested
in the richness of each subject’s vocabulary and his/her skill in using the lan-
guage. We approximate the richness of the participants’ vocabulary as the ratio
of unique words over the total number of the words spoken by a participant.
The expectation is, if the participant has higher skill then this value should be
higher because he or she knows more words and there is a larger variety in his
or her word use. The measured results are shown in Table 2. Contrary to the
expectation, lower rated L2 participants have higher variety of word use in their
utterances. Compared to their L1 counterparts, participant H1 and H2 were
lower than 1.0 while participant H3 to L2 were higher than 1.0. The results were
probably caused by the absolute amount of uttered words of the participants.
The fewer the less uttered words, the higher unique word/word count ratio is
higher.

The MeCab POS analysis engine reported 49 types of POSs in the analyzed
data corpus. After removing the POS types which are irrelevant in evaluating
L2 speakers’ proficiency level (Sect. 3.3), there are 36 types remaining. We then
categorize them in the following three criteria:

Vocabulary: the regular words which can be considered as the speaker’s vocab-
ulary. These words are more knowledge oriented, that is, know the word or
not. The higher the proficiency the speaker is, the more such words the
speaker is supposed to know and use in the conversation. The words in 22
POS types are categorized in this category. These POS types are basically
the variations of nouns, verbs, adjectives, and adverbs.

Modifiers: some Japanese words are not used independently but are attached in
front of or behind other words to modify their meanings. For example, “mitai”
is attached behind a noun to show that something is similar to that noun,
“kaku” is attached in front of a noun to show mean each of the noun, “teki”
is attached after a noun to make it possible to be used as an adjective, “garu”
is attached after a verb to show that someone wants to do that action, and so
on. These suffixes or prefixes are identified as 11 POS types by MeCab using
UniDic. We consider these words themselves to be part of basic Japanese
grammar and a L2 speaker who holds JLPT N2 should have the knowledge
of almost all of them. However, they cannot be used to modify any word in the
same POS type. There are idiomatic expressions, and there are implicit rules
when they are used creatively (not an idiomatic expression but an original
use by the speaker). A natural use of such expressions often requires a higher
degree of linguistic sense or familiarity rather than the knowledge merely.

Oral-only expressions: like many other languages, there are some expressions
which can only be used in casual oral conversation. They cannot be used in
a written article or a formal conversation. Also, unlike a L1 speaker, who
initially learns the language from the oral conversation conducted by fam-
ily members, a L2 learner usually starts to learn the language for formal
conversations. If the L2 learner does not have the chances to practice oral
conversation with L1 speakers, they often cannot use those expressions well,
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even though they can understand the meanings. The POS analyzer identifies
such oral-only expressions in three POS types: fillers, interjections, and the
particles at the end of sentences. Examples of such expressions are: “jyan” is
an informal expression used to request acknowledgement from the addressee
of the utterances, “kke” is a request of a confirmation of an event in the past.
The same as the category above, the knowledge itself of such expressions are
basic, but a good use of the words in this category requires the familiarity of
the language.

Table 2. Distribution of the L2 participants’ uttered words regarding POS categories.
The “O” block shows the overall state or the richness of the participants’ utterances.
“V” blocks show the distribution in the vocabulary categories and “F” blocks show the
distribution in the famalarity categories. The “u” blocks show the numbers of unique
instances and the “c” blocks show the numbers of total counts of the instances. The
blocks with overlines show the numbers normalized with the number of utterances. The
numbers in the parentheses are the ratio over the L1 speaker partners.

H1 H2 H3 M1 M2 L1 L2

O richness 0.214 0.176 0.271 0.264 0.274 0.301 0.309

richness (J) (0.751) (0.658) (1.252) (1.268) (1.316) (1.379) (1.192)

V u vocabulary 354 (2.52) 221 (0.97) 120 (0.49) 189 (0.75) 99 (0.44) 87 (0.51) 74 (0.42)

noun 240 (2.62) 130 (0.98) 66 (0.45) 125 (0.79) 60 (0.45) 50 (0.52) 44 (0.42)

verb 57 (1.99) 43 (0.78) 27 (0.54) 26 (0.49) 17 (0.37) 24 (0.64) 13 (0.34)

adjective 19 (2.71) 20 (1.25) 5 (0.31) 15 (0.94) 7 (0.42) 2 (0.16) 4 (0.35)

adverb 39 (3.00) 28 (1.14) 22 (.071) 24 (0.88) 15 (0.54) 11 (0.45) 13 (0.57)

V u vocabulary 0.64 (0.92) 0.50 (0.77) 0.77 (1.04) 0.58 (0.90) 0.34 (0.61) 0.49 (0.83) 0.40 (0.87)

noun 0.44 (0.95) 0.29 (0.78) 0.42 (0.97) 0.39 (0.95) 0.21 (0.62) 0.28 (0.82) 0.24 (0.87)

verb 0.10 (0.74) 0.10 (0.62) 0.17 (1.11) 0.08 (0.59) 0.06 (0.51) 0.13 (1.06) 0.07 (0.65)

adjective 0.03 (0.97) 0.04 (0.99) 0.03 (0.60) 0.05 (1.11) 0.02 (0.58) 0.01 (0.28) 0.02 (0.79)

adverb 0.07 (1.10) 0.06 (0.90) 0.14 (1.48) 0.07 (1.04) 0.05 (0.77) 0.06 (0.79) 0.07 (1.27)

V c vocabulary 1,121 (4.19) 616 (1.19) 279 (0.41) 456 (0.62) 209 (0.30) 182 (0.48) 126 (0.27)

noun 657 (4.41) 324 (1.25) 150 (0.45) 276 (0.70) 108 (0.28) 97 (0.54) 74 (0.30)

verb 239 (3.43) 128 (0.83) 83 (0.48) 78 (0.42) 61 (0.31) 46 (0.48) 23 (0.20)

adjective 41 (3.97) 29 (0.96) 11 (0.22) 26 (0.94) 10 (0.31) 2 (0.06) 6 (0.29)

adverb 184 (4.76) 135 (1.81) 35 (0.29) 76 (0.60) 30 (0.36) 37 (0.57) 23 (0.28)

V c vocabulary 2.04 (1.52) 1.38 (0.96) 1.79 (0.92) 1.41 (0.76) 0.72 (0.44) 1.02 (0.80) 0.68 (0.63)

noun 1.19 (1.59) 0.73 (1.00) 0.96 (1.01) 0.85 (0.85) 0.37 (0.41) 0.54 (0.88) 0.40 (0.69)

verb 0.43 (1.26) 0.29 (0.68) 0.53 (1.07) 0.24 (0.51) 0.21 (0.45) 0.26 (0.78) 0.12 (0.45)

adjective 0.07 (1.48) 0.07 (0.79) 0.07 (0.45) 0.08 (1.10) 0.03 (0.45) 0.01 (0.12) 0.03 (0.65)

adverb 0.33 (1.68) 0.30 (1.46) 0.22 (0.64) 0.23 (0.74) 0.10 (0.52) 0.21 (0.90) 0.12 (0.71)

Fu modifier 53 (1.66) 40 (0.98) 28 (0.62) 35 (0.79) 25 (0.58) 26 (0.72) 17 (0.45)

oral 194 (1.00) 359 (1.51) 135 (0.44) 245 (0.66) 194 (0.56) 125 (0.32) 160 (0.64)

Fu modifier 0.10 (0.60) 0.09 (0.77) 0.18 (1.27) 0.11 (0.93) 0.09 (0.80) 0.15 (1.19) 0.09 (0.75)

oral 0.04 (0.46) 0.04 (0.71) 0.13 (1.92) 0.07 (1.18) 0.10 (1.49) 0.08 (0.91) 0.09 (1.28)

Fc modifier 685 (3.52) 603 (1.47) 203 (0.42) 231 (0.48) 145 (0.30) 111 (0.33) 60 (0.15)

oral 194 (1.00) 359 (1.51) 135 (0.44) 245 (0.66) 194 (0.56) 125 (0.32) 160 (0.64)

Fc modifier 1.25 (1.27) 1.36 (1.21) 1.30 (0.89) 0.71 (0.58) 0.50 (0.43) 0.62 (0.55) 0.32 (0.35)

oral 0.35 (0.36) 0.81 (1.19) 0.87 (0.97) 0.76 (0.82) 0.67 (0.80) 0.70 (0.60) 0.86 (1.12)
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Table 2 shows the analysis results according to the three categories above. In
the vocabulary category, we further distinguish the variations of nouns, verbs,
adjectives, and adverbs, respectively to see whether there are tendencies in dif-
ferent POS types. For all participants including both L1 and L2 speakers, nouns
were the majority of all of the words analyzed. The ratio is from 1/2 to 2/3. The
second are verbs while there were much less adjective and adverb instances. The
ratio of nouns spoken by L2 speakers over L1 speakers is close to the total of
all POS types in the vocabulary category. The intuitive expectation of vocabu-
lary is, the more the unique words, the higher the proficiency level the speaker
has. However, these values depend on the number of total words spoken by the
participant and have no obvious tendency. On the other hand, the L2/L1 values
normalized with the number of utterances more match the impression of the L2
participants’ level. The participants in the High group have values close to 1.0
and the lower rated L2 participants have lower values. In addition, compared to
the number of unique words (V u values), the total counts of words (V c values)
fit the level better.

The results in language familiarity categories do not clearly meet the expec-
tation where the higher the proficiency level the higher the values are. The
normalized total counts (Fc) of modifiers generally meet the order of the partic-
ipant level while oral-only expressions have two exceptions. The H1 participant
is low but the L2 participant is high. This probably imply that participant H1
has good knowledge of the Japanese language but may do not have so many
chances in face-to-face conversations. This makes her utterances have less oral-
only expressions and feel more formal.

5 Conclusions

This paper reports the investigation of the potential in using linguistic features of
L2 speakers’ language use to detect their proficiency level of Japanese language.
We analyzed the L2 and L1 participants’ distribution of their word use based
on POS analysis in unbalanced group discussion. The results show that there
are indeed characteristics for this purpose. The activeness of the participants,
the richness of their vocabulary, the familiarity in using modifier expressions
and oral-only expressions all show specific characteristics. Also, rather than raw
values, values normalized with the total amount of utterance provide better
information. The measurement depends on the topic of discussion and therefore
multiple topics of conversation should be used for the assessment.

The results show that the proficiency level of a L2 speaker is not from low
to high in one dimension. A L2 speaker may be able to pronounce the language
with nearly no foreigner accent but may not have a large size of vocabulary.
Or, a L2 speaker may have good knowledge of vocabulary but is not good in
oral expressions. Therefore, we would like to explore more modalities such as
the prosodic information of L2 speakers’ pronunciation and develop a multi-
dimensional assessment method.

Further direction of this work is to find the what kinds of computer aided
support can be realized in what kind of situations during collaborative work of
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unbalanced group members. A short-term goal is to find the moments where non-
native speakers have difficulty in expressing their thoughts and provide handily
hints in runtime. In order to work on such detection task, the data corpus is still
small, it is necessary for us to conduct more experiments to increase the number
of groups for more generalized results.
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Abstract. Advocators of ESG (Environment, Social, Governance) attempt to pro-
pose standards for business to report their sustainability measure to investors. The
three aspects are corporate social responsibility in society. However, the indica-
tors to reveal impact generated by social activities are still in the development.
As an result, the Social Impact reported on websites and ESG reports are diversi-
fied and inconsistent. This research aimed at recommending model webpages to
readers for the references of business world. This research implements variations
of HITS algorithm to identify authority and hub pages excluding the influence of
pages in the same website as self-references may seriously distort ranking result.
Top 10 authority pages are recommended among 3 million webpages collected
from the world wide web. The appropriateness of the pages is compared against
first 10 links retrieved from Google search. Expert reviewers confirmed that the
recommended pages were better than the links retrieved from Google.

Keywords: HITS Algorithm · ESG · Social Impact · CSR

1 Introduction

The concept of CSRwas alreadymentioned in the book “Philosophy ofManagement” by
British scholar Oliver Sheldon in 1923. In recent years, the concept of CSR has surfaced
again due to the increasing exploitation of the environment and the rising awareness of
environmental protection among the general public (Li Xiuying, Liu Junru, & Vol. 1
[1]). The importance of ESG as an action guideline for CSR is obvious. In a successful
company, the “S(Social)” in ESG is about how to implement Social Impact. What kind
of social impact do they have on society?

The HITS algorithm has been proven in previous studies to find opinion leaders in
social networks (Sun, Bin, & Applications [2]) or to improve the accuracy of recom-
mendation systems (Y.W. Liu & J.L. Huang. [3]). The above studies aim to find the most
representative nodes in Internet graphs to find their hidden meaning. In short, the HITS
algorithm coincides with this study to find the authority concept of “social impact” in
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web pages. Therefore, this study used the HITS algorithm to analyze the social impact
of each webpage and gave the ranking to find the best social impact criteria.

In this study, we collected many social impact-related web pages from the World
Wide Web, modified the graphs, and then implemented the HITS algorithm to find the
authority of social impact web pages.

This paper organized as follow: (1) Introduction: Research background, motivation
and purpose. (2) Related work: Review of scholars’ researches on HITS algorithm, CSR
and ESG, social impact of ESG and Scopus. (3) Research methodology: Content of
research process in this study. (4)Result analysis: Experimental results and the discussion
of the test results. (5) Conclusion and future research: Contribution of the study, and
possible future research direction is discussed.

2 Related Work

2.1 HITS Algorithm

Hyperlink-Induced Topic Search (HITS Algorithm, short for HITS) is a link-oriented
graph theory algorithm that is well suited for use in Internet relationships. The HITS
algorithm assigns an Authority Score and a Hub Score to each web page and ranks them
(Fig. 1). The HITS algorithm has two basic assumptions.

1. A good Authority page will be pointed to by many good Hub pages.
2. A good Hub page will point to many good Authority pages.

These two assumptions give the relationship between theAuthority page and theHub
page:mutual reinforcement, a recursive definition. (Gibson,Kleinberg,&Raghavan [4]).

Fig. 1. Schematic diagram of Root Set and its derived Base Set

Based on the two points mentioned above, the HITS algorithm is good at extracting
andfindingbetter qualitywebpages in aweb system for users’ reference. Previous studies
have also shown that HITS algorithms are commonly used in recommendation systems
to find important topics in them (Y.W. Liu & J.L. Huang [3]). The HITS algorithm has
been shown to coincide with this study’s attempt to filter out unknown “social impact”
authority from many web pages, and it is hoped that this will serve as a reference for
future researchers.
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The HITS algorithm gives each web page two scores, which are: 1. Authority Score
and 2. Hub Score.

The HITS algorithm is as follows. Give the query term q in the search engine, take
the first n pages (e.g., n = 200) from the total set of returned result pages as the root set
(S), then S meets (Kleinberg [5]).

1. The pages in S are fewer in number.
2. The pages in S are related to query q.
3. The pages in S contain more authority pages.

So far, index-based Web search engines have been the main tool for users to search
for information. However, these search engines are not suitable for many searches in the
same domain, especially when the subject of any breadth contains thousands or millions
of relevant pages (Chakrabarti et al. [6]). Therefore, how to present the correct and most
valuable pages to users becomes an important issue. The HITS algorithm is a graphical
algorithm to analyze the importance of web pages.

However, HITS also has obvious drawbacks, such as taking too long and being
prone to Topic Drift (Nomura, Oyama, Hayamizu, Ishida, & Japan [7]). In this study,
these problems were specially considered and improved, and the detailed experimental
methods will be described in Sect. 4.

2.2 Social Impact of ESG

Previous studies have shown that investors consider ESG ratings an additional criterion in
addition to a company’s bond rating.However, bond ratings are similar for each company,
while ESG ratings are significantly divergent (Dimson, Marsh, & Staunton [8]). At the
same time, there is no significant return difference between ESG ratings and returns.
Other studies have separated ESG into three separate factors and attempted to distinguish
which factor is most strongly associated with financial performance (Ahlklo&Lind [9]).
However, they both suggest that investors should no longer expect returns by judging by
ESG ratings (Halbritter & Dorfleitner [10]). However, these studies suggest that when
selecting two companies, choosing the one with the higher ESG rating is recommended.

These literature studies show that companies with higher ESG ratings mostly have
better fundamentals, representing positive mutual feedback between the company and
society. Therefore, ESG is not only an important issue that modern companies must pay
attention to but also a key to the long-term operation of the company. However, there
is no unified criterion for ESG (Dorfleitner, Halbritter, & Nguyen [11]). The literature
above shows that there is no standardized standard for the “S” in ESG. What kind of
social contribution is considered good? Is it possible to extract good social standards
from some successful companies? In this study, we hope to find out the social impact
of ESG by the HITS algorithm from the web pages of many successful companies and
provide a reliable standard for subsequent researchers.
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3 Research Methodology

This study is divided into three parts, as shown in Fig. 2. In the first stage, web crawlers
will be used to collect as many Social Impact related web pages as possible and record all
out-links of each web page to build a root collection. In the second stage, all web pages
are stored in nodes and added to relationships according to the relationships accessed
in the first stage to complete a directed graph containing all web pages. The third stage
is to execute the HITS algorithm by this graph and modify the data or change the score
weights to do the final result analysis.

Fig. 2. The Research Architecture

3.1 Research Process

This study uses the HITS algorithm based on the query engine, so it is necessary to start
the algorithm from the keyword query, and the keyword collection process is shown in the
figure. The first part of this study is to search for papers in different fields using Scopus
and retrieve the most repeated keywords as the set of keywords to start the algorithm.
The idea of using the most repeated words is inspired by the association rule (Srikant &
Agrawal [12]). We believe that the keywords satisfying a certain repetition can be used
as the set of keywords to start the algorithm, just like the association rule satisfying the
minimum support threshold and the minimum support confidence threshold.

The data collected above is stored in the graph with the data structure as in Fig. 3, so
that G = (V, E) is a directed graph with vertex set V and edge set E, where E is a subset
of V × V. For a given vertex Vi, In(Vi) is the set of vertices pointing to it (In-link set),
and let Out(Vi) be the vertex pointing to Out-link.

3.2 Algorithms Processing

The algorithm first gives all the nodes in the graph a fixed Hub score, which is initially
the same for each node, and the following are the weights of the nodes in the basic update
algorithm (1).

1. Updated authority values of all nodes in the graph: for all nodes V, (vi) the sum of all
In-link(vj) of the Hub values vj ∈ Nin(vi).
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Fig. 3. Keyword search flow chart

2. Updated hub values of all nodes in the graph: for all nodes V, (vi) the sum of all
0ut-link(vi) of the Authority values vj ∈ Nin(vi)

3. Standardized Authority values and Hub values.
4. Repeat points 1, 2, and 3.
5. Terminate the iteration if the maximum number of iterations is reached or the error

of change is less than the error tolerance.

Authority(vi) = ∑

vj∈Nin(vi)
hub(vj)

hub(vi) = ∑

vj∈Nin(vi)
Authority(vj)

(1)

This algorithm will be implemented using Python code, using two Dictionary con-
tainers to record the node’s Authority score and Hub score, respectively, and update each
individual node sequentially. The reasons for using Dictionary containers are (1) Python
Dictionary is faster to find, and (2) Dictionary features can ensure that nodes will not
be duplicated, and it is easier to add nodes dynamically afterward and to optimize the
dynamic maintenance process if there is a follow-up.

4 Research Experiment

4.1 Data Collection

The first step is to create a set of keywords. Since this study is a new field of research,
there are no keywords related to “social impact” for the root set to be implemented.
Therefore, we first use the search engine built into the Scopus paper database and type
in the keywords: 1. “Social Impact”; 2. “Social Value”; 3. “Value Impact”.

A total of 352 papers were queried using the Scopus engine for the above three
keywords, and the keywords mentioned in these papers were repeated more than 4 times
(50 in total) as the starting query for the HITS algorithm. Each keyword query was
processed through a brand new incognito browser to ensure query results are not altered
by past query preferences, language, region, or private cookie results. After removing the
first page of query results (about 9 results) for each keyword, including the abandoned
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results due to long response time and the duplicate results, we found that the total
number of non-duplicate pages was 384. We used this as the Root Set of the program.
Next, according to the web pages of the above root collection, requests were made in
turn, and the hyperlinks in all HTML documents were obtained as many as possible
from all responses. This section retrieved all< a> tags, and the HTML< a> elements
create hyperlinks to external, other pages, files, email addresses, or other URLs.

In this study, a complete crawler and an indexing system were established to crawl
tens of millions of data and store more than 3 million non-repetitive website data in
total. In order to implement the HITS algorithm, the web crawler needs to crawl all the
hyperlinks of the web pages. Although this is a simple task, the search time is huge,
and the number of pages is very large. In addition, each link in the database needs to be
compared, which is another huge amount of time spent (time complexity O(N3). And
this does not include the various bugs web crawlers are bound to encounter. In summary,
the whole crawling process is not an easy task. This study has proposed an effective
solution, which will be described below.

This study is a hyperlink-oriented algorithm, so only the links starting with HTTP
andHTTPS in the< a> tag in theHTML text of theweb pagewere taken. The algorithm
was suspended after the search of all websites in each layer, and the number of “non-
duplicate pages” added in this layer was counted first. If the number of non-duplicate
pages added in this layer is less than 10%of the total number of non-duplicate pages, then
we consider that the Base Set is close to convergence. At each level, we have compared
the pages in the database to see if there is any duplication. If there are duplicate pages,
we delete them, otherwise, we put all non-duplicate sites into the next search level. This
was repeated until the algorithm finally reached the convergence condition. In this study,
we conducted 14 levels of search, and the rate of increase of non-duplicate new pages
was 7.40318289134777%, and the total number of non-duplicate pages was 3031080
before the search was stopped (Fig. 4 and 5).

The following are the descriptive statistics of all the collected web data sets.

• The average number of Out-links per node = 71.69195092644324.
• Median Out-links per node = 29.
• Number of Out-links per node = 0.
• Maximum number of node out-links = 38400

However, the shortcomings of the HITS algorithm have been clearly pointed out
in previous studies because it is an algorithm based on search engine query initiation,
where the high time cost is the obvious shortcoming of the algorithm (Patel & Patel
[13]). The crawling time of several days to weeks greatly reduces the smoothness of
the study and is an insurmountable obstacle. This problem was also encountered in the
implementation of this study, and because of the huge number of keywords searched
in this study (50 in total), the hyperlinks extended from the root set were larger than
those of other studies, and the total number of search sites was even close to hundreds
of millions. Therefore, it is important to consider how to solve the significant time cost
required to start this study.

In this study, the Python Seleniummodule was used to avoid the detection of the anti-
crawler by using its human click simulation function. This is because the anti-crawler
not only blocks the data collection in this study but also may cause the whole crawler to
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Fig. 4. The total number of pages in each layer (no duplicate pages)

Fig. 5. Percentage increase of non-repeated web pages for each layer (conforms to power
distribution)

stall or have no response. The detection of anti-reptiles by the Selenium module proved
to be effective in this study, but the time cost was very high because it simulated human
clicks. This study requires crawling tens of millions of data, so the Selenium module
approach was not used in this study for the time being.

This section highlights the technique used in this study—Asyncio asynchronous
programming for writing crawlers in Python. Python’s asyncio module is a standard
module for asynchronous frameworks introduced only in python 3.4. Previous research
has used similar asynchronous programming logic and effectively optimized its code
(Shettar & Shobha [14]).

In asynchronous programming, the programmer can execute aCoroutine by dropping
it into the Event Loop (as shown in Fig. 6 below). Throughout the execution of the
Event Loop, the Event Loop checks all the Coroutine tasks and classifies them into two
categories, (1) the list of executable procedures and (2) the list of completed tasks.When
a task has been completed, it will be classified as “Completed Tasks” until all tasks in
the Event Loop have been completed (all are classified as Completed Task), then the
Event Loop will be terminated.

The waiting time required for a typical linear crawler is very long. With such a large
amount of crawling data as this study, it took days to tens of days just to crawl the
hyperlinked information by waiting for each packet to be sent in turn. In addition, this
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Fig. 6. Asynchronous programming Coroutine call principle and differences from general
programs

crawler contains a lot of input/output operations. For such I/O-intensive operations, the
linear crawler cannot effectively handle the errors often encountered by crawlers. Finally,
this study was a program that encountered a lot of waiting (waiting for packets to come
back) because the CPU processor spent a lot of time waiting for network I/O. However,
if we directly use preemptive multitasking to split the crawlers in this study, most of the
programs would still be waiting due to a large number of waiting for tasks (more than
tens of millions of crawlers), and there may still be potential race conditions. Therefore,
when executing a large amount of I/O code like this study, this study prefers to use
asynchronous programming rather than linear crawlers and multi-execution sequential
code programming.

After we wrote the program using Python Asyncio, we reduced the crawling time
from tens of days to weeks to half a day (about 15 h), significantly reducing the crawling
time.

4.2 Data Preprocessing

Split Info is often used to penalize nodes with too much branching (Harris [15]). We
have speculated that this method is similar to the nodal-directed graph in this study. In
the above-mentioned directed graph, if the node has many outward links, its Hub value
may be better, affecting the subsequent Authority score. Therefore, this study tries to
modify the algorithm by using Split Info (2).

−
k∑

i=1

N (vi)

N
log2

N (vi)

N
(2)

The formula of Split Info is shown above. In this study, N(vi) is the number of
instances assigned to node vi, and k is the total amount of splitting. Split Info splits the
entropy of a partition into its sub-nodes and evaluates whether the split will produce a
large number of sub-nodes of the same size. For example, if each partition has the same
number of instances, then vi: N(vi) /N = 1/k, and the split information will equal log2 k.
Therefore, if a node produces many splits, then its Split Info is also large, reducing the
gain ratio.

In this study, Split Info was used as a penalty for nodes with too many outbound
links, meaning that if a node (web page) has a large number of branches (outbound links),
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its hub value calculated from the original formula would keep adding up the weights of
all outbound links in each iteration to update the weights. By dividing by the Split Info
value, we try to restore the values of these nodes to a reasonable range.

Another problem was found in the data processing stage. The collected data men-
tioned above showsmany web pages with the same hyperlinks as the original web pages.
The following Fig. 7 shows the data of the duplicate domain.

Fig. 7. It is found that in the collected data set, some webpages have subpages with the same
domain.

This situation was not consistent with the previous assumptions. First, the search for
the HITS algorithm was based on the hyperlink between different web pages. However,
because the previous HITS algorithm implementation might not be able to focus on so
many aspects (such as the 50 keywords in this paper), most of the searches and rankings
were conducted in a single field. Most of the searches and rankings were conducted in a
single field, so similar social networking sites such as “Amazon,” “Facebook,” “Tumblr,”
or the electronic commerce industry were not considered, and such sites usually have
a large number of self-directed hyperlinks. Second, HITS pays much attention to the
quality of the Root Set; otherwise, they found a set of websites could easily produce
“Topic Drift,” and the algorithm cannot determine the valid results from the low-quality
data set.

Based on the above two points, this study attempted to leave only “outward” links
in the relationship between websites, meaning that all hyperlinks leading to their own
domains would be deleted, and the deleted data would be used to create graphs. In this
study, we used Regular Expression to capture the domain part of each URL, sorted all
the in-links and out-links of each URL in turn, and deleted the URLs with the same
domain directly.

In this study, each URL was converted into a unique integer to implement the HITS
algorithm, and these integers were used as IDs stored in the graph. After confirming that
the nodes in the graph were non-duplicate, we assigned each node an initial Authority
score and a Hub score. Usually, all nodes in the graph would start with the same weight,
with additional changes described in the following methods.

4.3 Experimental Result and Analysis

A total of three experts were asked to evaluate the results of this study and rank the top
10 web pages analyzed by each of the four methods. Among them, “4” was the most
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agreed that it represents Social Impact Authority Page. “1” was the most disagreed. “0”
was considered irrelevant. The results are shown in the table below.

In this study, four types of dispositions were performed on the previously collected
datasets, (1) the original HITS algorithm, (2) Split-info was used to calculate the original
data, (3) SameDomainRemoval, and (4) used SameDomainRemoval to process the data
before using Split-info to compute. The result showed that the same domain collection
was distributed into several regions due to the ranking relationship of the algorithm. In
order to make the distribution of the top 10 authoritative web pages clearer, this study
took the first web page of different domains as the representative and listed the top 10
authoritative web pages, respectively. The results are presented in Tables 1. The web
pages were retrieved on May 20, 2022.

This study used Google Chrome as the browser to support the study results. In
addition to being the first search engine to start the algorithm, it is also the most popular
browser in the world today. Previous studies have shown that the Google Chrome search
engine uses PageRank techniques to help it produce highly accurate results (Brin, Page,&
systems [16]). The PageRank algorithm is described in detail in Page, Brin, Motwani, &
Winograd [17].

This study verified that the keywords searched in the Scopus database: Social Impact,
Value Impact, and Social Value were firstly typed in the untraceable google browser and
compared the results of the keywords searched in the browser with the results of this
study. We compared the search results of the keywords on the browser with the search
results of this study to find out which was more representative in searching for Social
Impact Authority. Figure 8 are the screenshots of the results of the above three keywords,
respectively. The results of the Google browser search were used to determine whether
the authoritative websites pointed out in this study were better than Google after expert
discussion.

Fig. 8. Screenshot of Google Search “Value Impact”, “social Impact”, “Social Value”
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First, experts agreed that the results of individual searches for Social Impact, Value
Impact, and Social Value keywords did not represent the authority of Social Impact.Most
noun explanations appeared first, and the results lacked a “global” character compared
to this study.

Another expert suggested that the study was initiated by typing “Social Impact,
Value Impact, and Social Value” into Scopus, and the 50 most frequent keywords were
suggested. The search terms were then dropped into a blank Google browser. Therefore,
when verifying the merits of authoritative websites, it is necessary to type in all three
keywords together to have a fairer judgment. The first result is a link to a related paper,
and then Social Value explains the definition of the term, which is not in line with the
requirement to find an authoritative website.

The third search result was "Social value impact - Cheshire East Council (https://
www.cheshireeast.gov.uk/council_and_democracy/your_council/social-value/
social-value-impact.Aspx).“ The experts believe that although it meets the definition
of a Social Impact website, it has regional limitations. Compared to this study’s results,
the results have a more global perspective and are more representative of Social Impact’s
authoritative website.

In general, the first search result given by Google search is mostly “explanation of
terms.“ Next, according to the keywords, links to discussion articles were given, or pages
that were relatively local or might mention the keywords related to this study, but no
authoritative websites with global representation were given. Compared to the results
of this study, the web pages recommended by the Google search engine hardly matched
the topics we were seeking.

Table 1 below shows the results of this study using four differentmethods. The results
of the third authoritative website are already biased. “Twoje Drzwi do IT” means “Your
Gateway to IT,” a website that provides training and online consulting services, which
is considered by experts to be very different from the objectives of this study.

The results of the twomodifiedHITS algorithms divided by Split Infowere discussed
by experts and did not meet the objectives of this study, so they were not used.

However, Table 2 gives a fairer result. After expert discussion and comparison with
the above Google results, the results of Table 2, “Same Domain Removal,” best meet
the criteria of “Global Social Impact Authority.” Because the ranking results such as
World Bank, MIGA, IFC, WHO, etc., have a global scope of business and do not focus
on a single region or rank high because of relevant keywords, it is more authoritative
and representative website compared to other results.

Table 1. Total of three experts

Original HITS Same Domain
Removal HITS

Split Info HITS Same Domain
Removal and
Split Info

google

Expert A 25 40 15 13 0

Expert B 27 39 21 10 0

Expert C 26 39 19 11 0

https://www.cheshireeast.gov.uk/council_and_democracy/your_council/social-value/social-value-impact.Aspx


Identifying Influential Social Impact Websites with HITS Algorithms 79

Table 2. HITS algorithm result after processing with Same Domain Removal method

1. https://www.worldbank.org (World-Bank) 
The World Bank, this study identifies the pages considered to be the best so-
cial impact pages, through which experts unanimously agree to represent an 
authority on the organization's social impact, the World Bank is committed 
to eradicating poverty, and all its decisions must drive direct investment or 
international trade, laying the foundation for convenient capital investment. 

2. https://www.miga.org/ (MIGA) 

The Multilateral Investment Guarantee Agency (MIGA) is a member of the 
World Bank Group. Its mission is to facilitate cross-border investment in de-
veloping countries by providing guarantees (political risk insurance and 
credit enhancement) to investors and lenders. 

3. https://www.ifc.org/ (IFC) 
IFC, a member of the World Bank Group, promotes economic development 
and improves people's lives by encouraging private sector growth in devel-
oping countries. 

4. https://www.cao-ombudsman.org/ (CAO) 
The Office of the Compliance Advisor Ombudsman (CAO) is the independ-
ent accountability mechanism for projects supported by the International Fi-
nance Corporation (IFC) and the Multilateral Investment Guarantee Agency 
(MIGA), members of the World Bank Group. Act as an intermediary between 
the IFC and those affected by the program.

(continued)
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Table 2. (continued)

5.  https://www.covid19taskforce.com/en/programs/task-force-on-covid-19-
vaccines (IMF) 
Founded in 1944 after the Great Depression of the 1930s, the International 
Monetary Fund is committed to sustainable growth and prosperity  for all of 
its 190 member countries. 

5 Conclusion and Future Research

This study aims to determine the authority of social impact web pages by collecting a
large number of social impact related web pages from the World Wide Web, modifying
them with this graph, and then using the HITS algorithm to find out the authority of
social impact web pages.
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The contribution of this study can be summarized in two points.

1. The asynchronous crawler program adopted in this study can greatly reduce the
crawler execution time compared to the original linear crawler, which saves a lot of
time for the HITS algorithm to start.

2. Compared with the original algorithm, the HITS—Same Domain Removal method
results in 10 web pages that can best represent the social impact.

This study used asynchronous programming to significantly shorten the crawler
program time from tens of days to one day. We also found the top 10 social impact
authority pages, which many experts and scholars confirmed, and have more global and
oriented viewpoints than google search and more explanatory power.

In addition, this study also tried other additional methods to compare with each
other. Compared with the previous study, this study can now search the keywords of the
possible domain quickly, and the modified HITS algorithm is better than the original
algorithm. The modified HITS algorithm can better search for the authority of the topic
than the original algorithm.

The limitation of this study is that only English language web pages are extracted
in principle, and the analysis ability of web pages in other languages may not be so
comprehensive.

This study tried to reduce the scoreweight ofweb pageswithmany branches by using
the Split Info method, which is well-intentioned but may be overly penalized by using
Split Info, and it is suggested that subsequent researchers can work in this direction.
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Abstract. To address the wicked issues perplexing the globe today that are ever
more volatile, uncertain, complex, and ambiguous (VUCA), we need to bemoving
toward a truly collective leadership. We argue that a truly collective leadership is
one thatmoves beyond the conceptualization of a singular leader to a collective that
is highly engaged and relationship-centred, culturally attuned, and contextually
informed. Such leadership recognizes that contexts are also global while local and
we, human and non-human, alike, are all inextricably interconnected. We require
such an approach for our ever-changing new realities of complexity. The paper,
thus, discusses what this can look like with the issues of climate change, framed
as such, if we focus instead on planetary health and artificial intelligence through
the lens of symbiotic relationships. It discusses the importance of an overarching
framework for supporting planetary health and understanding artificial intelligence
from different wisdom traditions based on regenerative practices.

Keywords: Actor network theory · artificial intelligence · climate change ·
cognitive assemblages · collective leadership · planetary health · artificial
intelligence · VUCA

1 Introduction

This paper inquires into what truly collective leadership must look like in order to
address the wicked issues perplexing the globe today. Complex global challenges require
collaborative solutions and innovative approaches that integrate worldwide values and
views (Goryunova&Lehmann 2023). The paper investigates howwemay take guidance
from others beyond a singular conceptualization of a leader but rather a collective in non-
static engagements allowing for emergent developments towards and as part of a change
process. Both context and tasks are not static but rather impact the process and require
changes to the process (Tolstikov-Mast & Aghajanian 2023). It investigates how, in fact,
an engagement with all elements of being become necessary for sustainable change –
that is, going beyond the mindset of quick fixes and solutions disconnected from reality
of a highly complex, interdependent, and integrated world.
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This approach requires a process of inquiry into how leading change must be from
mental models, therefore, that are much more inclusive, dynamic, adaptable, and com-
plex than the leadership paradigm widely understood and viewed as leadership. In this,
the paper critically advances an approach that decenters our understanding of leadership
as person-centered; as such, focusing on the engagement, and nature of relationships,
rather than the person. To aid in this endeavor, it relies on systems thinking and offers
two key global and wicked issues as examples for this inquiry. It argues for a shift in
thinking from a person-centric mindset to a relation-centric mindset; that is, between
people, as nodes, and people and other nodes of being and as self-in-systems to address
wicked problems of our VUCA times. The term “wicked problems” was first described
by Rittel and Webber (1973) as the inadequacy of traditional planning to address com-
plex issues. We characterize wicked problems as being difficult to define and identify the
leading cause of the problem are humans and, as such, are expected to find the solutions
to the problems (Thatcher et al. 2020). Significantly, Tolstikov-Mast and Aghajanian
(2023) argue that they also involve multiple actors, that they are socially and politically
complex, as aligned to the context.

Two key barriers to reconceptualizing leadership are structures and binomials. It
seems that it already became a truism to speak of ‘wicked problems’ in a VUCA world.
But it also seems that, while we identify a VUCA world as a relatively new context
and terrain generating new types of problems, we look for old-style solutions. We do
this not merely in the way the solution is formulated on the surface, but certainly in
the way in which we think of the structure of leadership. While we have expanded the
concept of leadership to encompass different leadership styles, we still find ourselves
conceptualizing leadership within the structure of the binomial of problem/solution.
This paper, thus, further argues that structural changes in the context demand radical
changes in the way leadership is conceived, and problems framed. To allow for the
possibility to go beyond individual leadership to the embracing of collective leadership,
we must a) move past seeing static structures that only allow for deterministic and
singular directions, and b) the identification of problems and generation of solutions to
understanding and adaptation to emergent contexts.

As attempts to address the barrier of static structures, recent and very recent lead-
ership theories have introduced servant leadership, flat hierarchies, and awareness of
human diversity. Each of these three approaches has done well to emphasize the recog-
nition of the role of amultitude of inputs into the process of leadership. Arguably though,
none of them questions the fact that the leadership position is occupied by an individual.
While the very idea of the individual is a historic one and played a major role in the
modern era colonization through the corollary of ‘possessive individualism’, we need to
move beyond it in conceiving collective leadership. However, this paper, furthermore,
argues that we need to conceptualize collective leadership not as a sum of individual
leaders (as in Marvel studios). Rather, we must define collective leadership as an inclu-
sive framework that allows for emergent inputs, including that from non-human actors.
We need to turn the idea of leadership on its head and move it from leading toward the
solutions to being led by the context and its constitutive elements. As such, we need to
devise forms of collective leadership if we want to better respond and proactively adapt
to the current challenges.
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Our VUCA context today comprises two major defining elements and a derived
corollary: climate change and artificial intelligence, giving way to energy transition.
They both generate socio-environmental reshapings beyond our power of forecasting.
Up to very recently,we defined our relationship to these challenges in a binomial, reactive
manner: climate change/fight, mitigate, AI/counter negative effects of bias and nefarious
use. We need to move towards giving more room to understand how our entire context
changes driven by these elements, and how theymight restructure everything we take for
granted, fromwork and leisure to family and identity. To do this, we need to reframe from
reacting for a while, and the framing of the problem/ solution is a reactive approach. We
need to pause, integrate, understand, and adapt. This can only be done within a structure
of leadership that de-emphasize the individual and integrates a multitude as a decisional
(and not consultative) factor. The following inquires how we may do so with the two
examples of climate change and AI.

2 An Integral Approach to Collective Leadership

Leadership, seen as a practice, has been one key approach that has been sensitive to differ-
ence, intersectionality, cultures, and context, rather than leadership residing in the traits
or behaviours of particular individuals (Raelin 2016). For Raelin (2016), ‘leadership-
as-practice’, as he calls it, centres the idea that people accomplish change together. Sig-
nificantly, this approach seeks to move away from identifying valiant acts of leadership
as initiated by a person at the top of a hierarchical formation and instead investigates
how leadership emerges and unfolds through everyday life or day-to-day experience.
Such understanding of leadership allows for the possibility of viewing engagement as
the space in which leadership can be identified at many junctures of time rather than
through some major act on part of an individual. From this standpoint, people do not
reside outside of leadership but are rather embedded within it. We must look to the
practice within which it is occurring, and from here we can enact the kind of leadership
needed for our VUCA times (Krause & Balasescu 2022). Each of these dimensions are
reciprocally shaped by the other, and they form a web of interactions that imply actors
that are both human and non-human alike (Krause & Balasescu 2022). Accordingly,
we conceptualize leadership as a social relationship whereby leadership is an influence
relationship among leaders and collaborators (Rost 1997), which takes shape according
to their own contexts and the nature of those actors as nodes or elements shaping and
reshaping direction and at times even intent.

Such an adaptive, non-binomial approach draws from systems thinking and Inte-
gral theory. Wilber (2005) explores holistically how to integrate the interpersonal or
subjective, the intercultural or organizational, and the macro-level social, political, and
economical. We argue that it is imperative to first understand how leadership practice is
an everyday event aligned to context and that it is imperative that awareness precedes
practice as informed through multiple perspectives offered by actors (Krause & Bal-
asescu 2022). Such a collective leadership is appreciative of and attunes to the different
perspectives aligned to and informed by contexts to address wicked issues. Such an
approach supports and embraces incremental shifts in thinking, being, and doing from a
person-centric, leader-centric position to a relation-centric and context-aware position.
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This is one that is integrative of the human and non-human alike as part of systems.
Drawing on worldviews outside our largely western references, we rely on wisdom
traditions that emphasize and seek systems as integrated wholes.

For example, Atleo (Umeek) speaks of tsawalk, which in the Nuu-chah-nulth lan-
guage, means “one.” Such a worldview sees all living things are part of an integrated
whole, and these may be humans, plants, or animals. Harmony is made possible through
their constant negotiation and mutual respect for the other, which rests on their rela-
tionships. While Western scientific inquiry might provide knowledge to what is visible,
actors more typically within Indigenous ways of knowing and the Global South have
knowledge about how to create change through what is invisible (Krause 2023). In fact,
human-centric hierarchies are most often absent in Indigenous languages and lifeways
with a profound and deep respect given for all human and non-human entities (Redvers
et al. 2022). Through the following examples, we highlight how an inclusive and integral
leadership approach is imperative for our fast-changing times.

3 Climate Change to Planetary Health

Despite the many organizations emerging around the globe addressing the climate crisis,
climate change is premised on a singular conceptualization of a leader rather than a
collective of engagements allowing for emergent developments towards and as part of a
change process. Greta Thunberg, as an example,maywell be an inspiration for especially
youth. Ultimately, the thinking and leadership-in-practice that will carry us forward to
sustainable change rest on the capacity for individuals to engage with one another,
truly listen to Mother Earth’s leadership and align practice to its guidance. As such, an
engagement with all elements of being become necessary for sustainable change – that
is, critically and urgently going beyond individual leaders and quick fixes and solutions
disconnected from the reality of a highly complex, interdependent and integrated world.
Shifting how we address climate change, as a key wicked issue of our VUCA world,
will require shifting mindset around leadership, practice, how we engage, and how we
connect the self/selves to the broader systems of which we are a part – currently on the
trajectory of the climate crisis.

Nature-based solutions (NbS) aim to deliver simultaneous benefits for environmen-
tal and social well-being and contribute to the realization of the United Nations 2030
Agenda for Sustainable Development. The embracing of sustainability through the sus-
tainability development goals is a step towards an integral approach in that through a
broad range of actions, supporting and working with nature contributes to environmen-
tal and social goals (Dahdaleh Institute for Global Health Research 2021). The term,
“planetary boundaries” has recently been introduced and defined as the safe “planetary
playing field,” or the “safe operating space for humanity” to stay within if we want to be
sure to avoid major human-induced environmental change on a global scale (Couchere
2019). However, it has been argued that “[a]s humanity finds itself reaching the envi-
ronmental limits of our planet, it is no longer radical to suggest a paradigmatic shift
to embrace Indigenous worldviews that provide a philosophy for living centred on sus-
tainable development” (Ratima, 2019, para. 12). An integrally or holistically oriented
change process can serve to bring together knowledges and practices allowing leaders a
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better way to address climate issues that relate to our collective well-being as connected
to the wider systems of planetary health.

To address complex wicked challenges for planetary health requires thinking and
practices that are guided by systems principles, an understanding of globalization forces,
insight into how to support vibrant civil societies, and, significantly, awareness of global
mental models and worldviews that are diverse and anchored in wisdom (Krause 2023).
Further to mindset, little understanding of the subject or, rather, the subjectification of
climate change rather than seeing thatwe are part of the system remains a key barrier. Part
of motivating a process for change at the individual level, or self in systems, significant to
planetary health, includes decolonization ofmindset. Thismeans going beyond dominant
western worldviews that continue to contribute a capitalist mindset, whether subtly or
overtly as in one that extracts from the planet that which exclusively benefits “man and
human communities” (Redvers et al. 2020). Such includes peeling back layers of bias and
letting go of old ways of thinking that do not allow for new understanding, knowledge,
and insight around our relations to non-human entities.

We also argue it is important to understand power and agency not within a finite form
as ‘power over’ or controlling power but as power to, power with, power within, and
power for (Krause 2012). By expanding perspectives and practices on power, we might
be able to identifymultiple forms of desire and goals, nuanced by context and inclusive of
everyday concerns, needs, and actions (Krause 2012). One is both a leader and follower
in a collective towards planetary health. To advance truly inclusive leadership around
planetary health is to exercise power in itsmany forms and, thus, seek to influence change
or impact. From these spaces, we can choose actions that are more ethical, empathic,
or conscious in relation to those we have come to believe from which we are separate
or are sovereign over. The argument is not for individual leadership from a liberal,
individualistic, perspective. Rather, the argument is that self-leadership is anticipated
as honed and developed in service of the whole, the planet, as an agent conscious of
how its actions are impacted by and impact others in relationship also to the whole.
Such, then, is an approach in mindset that includes but transcends a singular leader and
a solution-binary through the appreciation of a multitude of agents as part of the planet.

A shift also involves shifting agency around the binomial to healing and regenerative
practices. Here, too, the nexus of this shift is aligning practice with the shifted mind-
set around relationship. When we recognize that we are not separate from the climate
changes but the source and inextricably linked to each other and the environment, essen-
tially as one, we understand how our actions must then change with such consciousness.
Such allows us to address the wicked issues of our VUCA times and be attuned to
expanding the health of planetary systems based on. For this, we advocate delineating
leadership and followership practice from a collectivist worldview of shared responsibil-
ity to support the health, well-being, and success of all.We advocate seeing andmapping
the self in the wider systems to inquire into and strategize howwe can foster and enhance
the capacities for influence and transformation at all levels of systems. From the bottom
up, that is, through individual development and transformation and sub-system devel-
opment and transformation, we can then co-create new thinking and practices together.
We believe these shifts are imperative if we hope to truly lead a regenerative process to
healing ourselves and our planet as an inextricably linked collective.
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Shifting thinking and practice is necessary to address how our current leadership
conceptualizations feed current political and economic narratives. In the example of
climate, it continues to deprive the land, water, and air of being in the world as equal
rights-holders (Redvers et al. 2022). The denial of being is a deficit discourse and it
perpetuates negativity, deficiency, and disempowerment (Ford et al. 2012; Redvers et al.
2022). Building on the decentering of the individual and the leader’s hierarchization,
Redvers (2022) calls for an orientation to planetary health and, more specifically, deter-
minants to planetary health, to better “expand the call for the inclusion of equity rights
to all of our relations, including Mother Earth and all of her inhabitants” (Redvers et al.
2022, para. 3). As such, we argue for a shift in mindset and practice around addressing
climate change, as framed in binomial terms, to planetary health, through truly collective
leadership.

4 Artificial Intelligence to Symbiotic Relationships

Another important element that needs to be considered is Artificial Intelligence. The
recent and relentless exponential advancement in the domain challenges our under-
standing of the human experience in relationship with technology. We are way past the
age of technology as a tool, and well into the era of technology as a subject of/in action.
The Actor Network Theory (ANT) best expressed in Bruno Latour’s work emphasizes
the decentering of humans as subject and the diffusion of agency in the network of
interlinked elements, human and non-human alike. Using the Hayles (2014) model of
cognition, one can speak of cognitive assemblages, that is, complex interactions between
human and nonhuman cognizers and their abilities to enlist material forces. In partic-
ular, a cognitive assemblage emphasizes the flow of information through a system and
the choices and decisions that create, modify, and interpret the flow. While the ANT
perspective postulates equal importance to the elements implied in a system of inter-
action, the cognitive assemblages introduce the idea of affordances. While a cognitive
assemblage may include material agents and forces (and almost always does so), it is
the cognizers within the assemblage that enlist these affordances and direct their powers
to act in complex situations.

Regardless of the view we chose in order to understand our relationship with tech-
nology and AI, it is clear that the role of human agency changes dramatically. Decisions
are no longer to be understood as the exclusive prerogative of human agency, but as
an emergent state of interactions between networked cognizers that include non-human
biological and non-biological agents. Thus, plants, animals, meteors and artificial intel-
ligence are all part of the decision-making mechanisms, and the possibility of action is
both circumscribed to and transcendent of specific agents. In this context and through
these lenses leadership becomes a matter of symbiotic assemblages navigating complex
systems, and understanding it may as well mean renouncing altogether at its prevalence.
Simultaneity replaces succession and linear causality fades into the light of multiplic-
ity of sources of action. Actionability within and through symbiosis offers the key to
future leadership, and the meaning of collective is extended thus from individuals to
assemblages and from human to non-humans of any kind.
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5 Conclusions

We cannot afford approaching new problems with old tools, not more than we can afford
relying on the centrality of individuality and humanness in leadership theories, if we are
to remain in any way human. If we try to continue to minimize the role of collective, of
symbiotic assemblages, and the non-human in the complex systems in which we exist,
not only will we not be able to address the challenges that the transforming environment
will subject us to, we will also lose our ability to be human. This is simply due to the
fact that, while perceiving the necessity of complex and collective leadership, we would
try to step into the roles that are not ours to begin with, and we would try to replicate
ourselves as (the) non-humans with which we should in fact share the leadership role.
Human leadership in this new context may as well mean knowing how to step down
and not attempt to place human agency in all the nodes of the system, allowing the
complexity, variance and diversity of agencies to manifest themselves and create the
emergent collective and symbiotic leadership. The planetary health requires it.
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Abstract. With the rapid development of artificial agents, more
researchers have explored the importance of user engagement level pre-
diction. Real-time user engagement level prediction assists the agent in
properly adjusting its policy for the interaction. However, the existing
engagement modeling lacks the element of interpersonal synchrony, a
temporal behavior alignment closely related to the engagement level.
Part of this is because the synchrony phenomenon is complex and hard
to delimit. With this background, we aim to develop a model suitable for
temporal interpersonal features with the help of the modern data-driven
machine learning method. Based on previous studies, we select multiple
non-verbal modalities of dyadic interactions as predictive features and
design a multi-stream attention model to capture the interpersonal tem-
poral relationship of each modality. Furthermore, we experiment with
two additional embedding schemas according to the synchrony defini-
tions in psychology. Finally, we compare our model with a conventional
structure that emphasizes the multimodal features within an individual.
Our experiments showed the effectiveness of the intra-modal inter-person
design in engagement prediction. However, the attempt to manipulate
the embeddings failed to improve the performance. In the end, we dis-
cuss the experiment result and elaborate on the limitations of our work.

Keywords: Engagement Modeling · Interpersonal Synchrony ·
Attention Model

1 Introduction

Researchers have come to realize the importance of engagement prediction in the
area of virtual communications and human-robot interaction. The engagement
level has been a crucial factor in interaction diagrams. For example, an embodied
conversational agent needs to adjust the interaction strategy based on the current
engagement level of the subject. Many studies have been conducted based on
various modalities via rule-based measurements or machine learning to predict
engagement levels [21]. However, synchrony, a prosocial behavior phenomenon [3]
which is closely related to high engagement, has not received enough attention in
engagement modeling. Despite being a widely observed phenomenon, synchrony
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is complex and challenging to define and delimit by rule-based methods. With
the rapid development of data-driven deep learning, stunning progress has been
made for numerous problems that are also hard to define and delimit with,
such image classification tasks and content generation tasks. We believe that the
modern deep learning model can capture the synchrony features and improve
the prediction accuracy of engagement levels.

This paper introduces an intra-modality attention-based model for dyadic
interaction real-time engagement level prediction. We first introduce the related
concepts and the most influential works on engagement modeling. Then, we
describe our model and evaluate its performance.

2 Related Works

2.1 Engagement and Synchrony

Nadine G. and Catherine P. have conducted an in-depth survey on the engagement
for human-agent exchange [11]. There are many definitions in the literature focus-
ing on various perspectives and targets. For example, Dan Bohus and Eric Horvitz
describe engagement as “The process subsuming the joint, coordinated activities
by which participants initiate, maintain, join, abandon, suspend, resume or ter-
minate an interaction” [4]. In contrast, Poggi regarded engagement as “The value
that a participant in an interaction attributes to the goal of being together with the
other participant(s) and of continuing the interaction” [22]. Yu et al. [28] defined
engagement in the voice communication system as “User engagement describes
how much a participant is interested in and attentive to a conversation.” Engage-
ment can be observed multimodally from both verbal and non-verbal features. For
example, engagement detection has been studied on prosodic features and emo-
tions from speech [28], as well as facial expression, smile and gaze [10].

Synchrony is the temporal alignment among the participants during social
interaction. Frank J. B and his colleagues defined synchrony as “The coordina-
tion of movement between individuals in social interactions” [2]. In loose terms,
synchrony is similar to interpersonal coordination - “the degree to which the
behaviors in an interaction are non-random, patterned, or synchronized in both
timing and form” [3]. In later works, researchers viewed synchrony as a simul-
taneous synchronization of behaviors [15,23]. There are other similar concepts,
such as the chameleon effects [6], co-occurrence [18], mimicry [7]. Synchrony
has positively affected building rapport [25], smoothing social interactions [17],
and promoting cooperation [27]. Emilie Delaherche et al. [9] have conducted an
excellent survey on interpersonal synchrony for more insights.

2.2 Deep Learning Engagement Models

In the early stage of engagement prediction, researchers took a single image
or frame from a video to predict the engagement level. For example, Omid
Mohamad Nezami et al. [20] proposed a VGG-B [24] style deep neural network.
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Their work was trained and evaluated on individual frames sampled from stu-
dent study videos. Their model showed improved results over the histogram of
oriented gradients and support vector machines [8]. Later, researchers included
temporal information into consideration. For example, Hadfield et al. [12] studied
child-robot attention tasks with long short-term memory (LSTM) models [14]
and showed that temporal dynamics are crucial for engagement level prediction
as LSTM models outperformed stationary classifiers.

Other approaches predicted engagement from modality features instead of
video. In [1], a human-agent engagement prediction, employed a RESNet-18 [13]
model as the backbone to extract attention signals from the gaze and head
pose. Then they predicted the engagement level through rule-based policies on
body postures and extracted attention signals. In [16], a student engagement
prediction task over online lecture scenarios, the authors took face frames and
facial landmarks for a fully connected neural network. In addition, they also used
head pose and eye gaze features and fed them into a LSTM model. These works
have studied the non-verbal features practical for engagement level prediction.
Lastly, Soumia D. and Catherine P. [10] used gaze, head rotation, and facial
action unit features and fed them into an LSTM model in a dyadic interaction
engagement prediction task on NoXi dataset [5]. Their study consists of three
models: target LSTM, partner LSTM, and dyadic LSTM. The result showed
that additional information from the interaction partner boosted the prediction
accuracy.

3 Methods

The task of our experiments is to predict the target participant’s real-time
engagement level from both interaction participants’ modality features as input.
We hypothesize that synchrony manifests as a form of feature similarity. The
question becomes what kind of similarity and which time frame to compare the
similarity. Different from refined features like the binary features of presence of
smiling or other behaviors, measuring the similarity of sensor data such as face
mesh is very challenging from the definition. We adopt a multi-stream deep neu-
ral network to let data speak for itself to extract similarity (Sect. 3.1 and 3.2).
As for the time frame, we manually manipulate the embedding phrase of the
network to control the feature grouping (Sect. 3.3) (Fig. 1).

3.1 Overall Structure

The overall model design follows multi-stream late-fusion scheme as shown in
Fig. 2. The intuition is to allow the model to extract temporal synchrony features
that reside within each modality between two participants. The multi-stream
structure process the multi-modalities inputs in isolation. The intuition behind
seeking temporal associations within the same modality is from the definitions of
synchrony. Running in isolation avoids cross-modality learning that is not related
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Fig. 1. Task Overview - We obtained facial landmarks, body skeletons, head orienta-
tions, and action units from the NoXi dataset as input features. The model will take
four modalities sequence from present to past within a preset window length as input
to predict the engagement level of the present sample.

Fig. 2. Model Overview - Each modality sequence is fed into a separate parallel model,
and the outputs are concatenated for the final prediction. All parallel models have
identical structures (shown in Fig. 3) but with different layer dimensions adjusted for
the input modality.
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to synchrony. The main mechanism adopted for parallel models is the multi-
head self-attention block. Attention models are incredibly flexible in learning
temporal relationships. However, it also requires more training data to learn the
attention matrix than models with built-in inductive bias. To tackle this issue,
we designed two other embedding approaches to reduce the complexity of the
attention matrix.

3.2 Multi-head Self Attention Backbone Model

Fig. 3. Parallel Model Structure - The model takes the modality sequence as input,
embeds them into patches (Embedding detail in Fig. 4), and processes the patches via
a standard transformer block. A typical learnable “class token” patch is added to the
sequence, serving as the parallel model fusion output.

Inspired by the fantastic work of ViT [19], we considered modality information
as a series of “words” embedded and processed them with a transformer [26]
encoder. Figure 2 illustrates the general structure of our parallel models. Modal-
ity sequences are first embedded into patches, applied positional embeddings,
and processed by attention blocks. The flexibility of the attention mechanism
comes from its learnable attention matrix. Embedded patches are first projected
into matrices Q, K, and V with the exact dimensions P by L, where P the num-
ber of patches and L is the length of the embedding (Eq. 1). Then, the attention
matrix is the matrix multiplication of Q and K with softmax and value scale
(Eq. 2).

Q,K, V = linear(patches) (1)
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attentionMatrix = softmax(
Q × KT

√
P

) (2)

Each row of the attention matrix indicates the weight of all embedding patches to
the corresponding patch. Softmax operation ensures the sum of each row equals
1. By performing matrix multiplication on the attention matrix and V , each row
of the final output is the weighted sum of all embeddings.

attention = attentionMatix × V (3)

The uniqueness of the attention matrix is that it is learned from scratch
without inductive bias. As a result, the nearby and faraway patches have an
equal chance of gaining weight. This unbiasedness of the attention matrix is ideal
for the vague concept of synchrony. For example, LSTM has an inductive bias
that assumes later (newer) input contributes more to the prediction. However,
for synchrony, the definitions are either behaviors aligned simultaneously or with
unspecified time delay. Neither case fits perfectly with LSTM’s bias.

3.3 Embedding Methods

Since our study focused on a dyadic interaction dataset, the input actually con-
sists of features from both the target participant (blue) and the interaction
partner (red) for every sample, shown at the top of Fig. 4. First, the separate
embedding, as illustrated in Fig. 4 mid left, is the basic setup that all patches
access to each other without imposed limitation. Second, to reduce training
difficulty, the same frame embedding embeds the dyadic sample of the same
frame into a single patch, shown at the mid right of Fig. 4. This embedding is
based on strict case synchrony that defines the behavior aligned at exact timing.
This method reduces the number of patches by half and simplifies the attention
matrix.

If the separate embedding model is adequately trained, the embeddings will
be fit towards the engagement task. In another sense, these embeddings are pro-
jections of the initial modality on a particular embedding domain. Furthermore,
this domain is trained to represent necessary information for the engagement
prediction task. We hypothesize that the cosine similarity of these projections
is akin to the modality similarity for measuring synchrony. Therefore, the third
method takes the embeddings from a trained separate embedding model and
performs a dynamic warping algorithm (DTW) over the target and the part-
ner sequence to obtain a matching table from the target to the partner. This
matching represents the most synchronized partner sample of each target sam-
ple within the input sequence. Finally, the matching pair embedding embeds the
matching pairs into patches. This method also reduced the number of patches
by half.
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Fig. 4. Embedding Details - The topmost section describes an alternate representation
of the dyadic modality input sequence. In this alternative representation, Tark stands
for the kth input sample of the target participant. Similarly, Park stands for the kth
input sample of the partner. In the mid-left section, Tark is embedded into Pk, where P
represents embedded patches. Likewise, Park is embedded into P ′

k, which means each
sample will be embedded into two separate patches. In the mid-right section, both the
target participant and partner of the same sample k will be concatenated first, then
embedded into one Pk, where the yellow color of P indicates a mix of both participants.
Finally, in the bottom section, the trained separate embedding model serves as a feature
extractor. The matching table contains matched pairs from the dynamic time-warping
algorithm (marked as DTW in the figure). Dyadic samples are concatenated based on
the matching table and embedded input patches. In this schema, Pk always contains
Tark, but not necessarily Park. (Color figure online)
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4 Experiments

4.1 Data

We experimented with our models on the NoXi dataset, a dyadic interaction cor-
pus of an expert sharing knowledge with a novice [5]. One great feature of the
NoXi dataset is the open-source database, which provides frame-level annota-
tions and the original sensor data. We mainly used the engagement labels under
the annotator gold standard, which annotated the data with continuous engage-
ment values between 0 and 1. Additionally, we downloaded all other samples with
available annotations of the same engagement scale to extend the sample size. In
total, we downloaded 27 sessions with the face, body skeleton, action unit, head
orientation sensor data, and continuous engagement annotation ranging from 0
to 1.

4.2 Models

All models consist of 4 parallel streams (face, skeleton, action unit, and head
orientation) and a regression head. The backbone model consists of one linear
embedding layer, an attention block, and one linear layer for resizing output. The
attention block is the standard attention block introduced in the transformer.
The late fusion prediction head is a two-layer multi-layer perceptron with hidden
layer ratio of 4.

The differences across different models reside in the embedding layer. This
part follows the three methods of separate embedding, same-frame embedding,
and matching frame embedding. As a baseline, we experimented with a two
stream LSTM model with each stream process all four modalities of the target
or the partner, similar to the model described in [10]. Additionally, we experi-
mented with three attention blocks instead of one for same frame embedding and
separate embedding to test if a deeper and larger model improves the result. For
the matching frame embedding, we conducted an extra experiment that directly
embeds the extracted embeddings instead of embedding original modality The
window constraint for time dynamic warping is set from the present to 3 s in
the past. Additionally, the algorithm cannot skip the target participant, details
shown in Algorithms 1 and 2. In Algorithm 1, X and Y are target patches and
partner patches respectively, and W is the window constraint which is 75 samples
(3 s). The output of Algorithm 1, the DTW cost table, is the input for Algorithm
2 to calculate the optimal path which consists of optimal matching pairs.

We used mean square error as loss function. The training adopted the leave-
one-out strategy. The first session from Paris serves as the testing data, and
the training utilized the remaining 26 sessions. We set the initial learning rate
as 1e−4, the default attention blocks as 1, dropout rate as 0.3. To reduce the
training time, the input is limited to 250 frames with a striding of 5 frames and
we embed 5 frames as a single patch. All experiments ran for 50 epochs on GPU
with a fixed random seed of 22718.
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Algorithm 1. CostTable(X,Y,W)
Ensure: |X| = |Y |

N ← |X| + 1
dtw[] ← new[N × N ]
for i ← 0; i < N ; i ++ do

for j ← 0; j < N ; j ++ do
dtw[i, j] ← ∞ � Initialize costs to infinity

end for
end for
dtw(0, 0) ← 0
for i ← 1; i < N ; i ++ do

for j ← max(1, i − W ); j < i + 1; j ++ do � loop with window constraint
cost ← distance(X[i], Y [j])
prev ← min(dtw[i − 1, j], dtw[i − 1, j − 1] � no skipping for target
dtw[i, j] ← prev + cost

end for
end for
return dtw

Algorithm 2. TracePath(dtw)
Ensure: rows(dtw) = columns(dtw)

path ← new[]
N ← rows(dtw)
min ← ∞
for j ← 0; j < N ; j ++ do

if dtw[N − 1, j] < min then
min ← dtw[N − 1, j]
J ← j � find the index of minimum total cost

end if
end for
i ← N − 1
j ← J
while i �= 1 do

prev ← min(dtw[i − 1, j], dtw[i − 1, j − 1]) � no skipping for target
if dtw[i − 1, j] = prev then

i ← i − 1
else if dtw[i − 1, j − 1] = prev then

i ← i − 1
j ← j − 1

end if
path add (i, j)

end while
return path
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5 Results and Discussion

5.1 Experiment Results

Table 1. Experiment results - Mean Square Error and pseudo accuracy

Experiment Models MSE Pseudo Accuracy (±0.1)

Two stream LSTM (baseline) 0.0480 0.2750
Separate Embedding 0.0278 0.3998
Same Frame Embedding 0.0310 0.3228
Matching Frame Embedding 0.0361 0.3035
Separate Embedding with 3 Attention Blocks 0.0392 0.2754
Same Frame Embedding with 3 Attention Blocks 0.0303 0.3092
Matching Frame Embedding with Embedding as input 0.0389 0.2757

Since the annotations are continuous, we cannot simply calculate the accuracy of
our results. Instead, we evaluate the performance by MSE and pseudo accuracy.
First, MSE indicates the overall deviation of the prediction from the ground
truth. Second, we set predictions within a ±0.1 tolerance range of the ground
truth as positive predictions to calculate pseudo accuracy.

Table 1 lists each experiment’s testing MSE and pseudo accuracy. The pseudo
accuracy aligned with MSE, which showed no unexpected exceptions. This result
indicated that the predictions from all models generally followed that lower MSE
had higher pseudo accuracy. In other words, no particular model had most of its
predictions accurate but had a small number of severely erroneous results that
contributed to the majority of the MSE.

Our results showed that the intra-modality structure did improve the engage-
ment level prediction accuracy. All models that adopted inter-person intra-
modality structure outperformed the two-stream LSTM baseline model in MSE.
However, except the separate embedding model, there is no significant improve-
ment in pseudo accuracy.

The embedding methods also created distinct differences in the results. The
separate embedding model, which had to learn the largest attention matrix,
turned out to be the best-performed model. The same frame embedding model
followed as the intermediate result. The worst result was the matching frame
embedding models. Additionally, given our experiment setup, the deeper mod-
els with three attention blocks did not outperform their simpler counterparts.
Finally, for matching-frame embedding, directly matching the extracted embed-
ding patches resulted in an even worse result than matching the original modality
features.

5.2 Discussions

In this section, we first discuss the reasons behind the experiment results. Then
we highlight the limitations of this work.
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Result Discussion

Modality Independent and Person Independent. The two-stream baseline pro-
cesses each participant as an independent entity. In each stream, time series
features of all modalities are processed in the sequential layers and contribute
to the output. This structure properly utilizes the multi-modal features for each
participant. However, the output of each stream contains mixed information
about all input modalities. Once the information is intertwined, it would be
improbable to learn the synchrony phenomenon as synchrony is observed within
the same modality. A similar issue also applies to our multi-stream inter-person
intra-modal model. Our models allow each modality stream to learn from two
participants, which can also be considered treating each modality independently.
The output of each stream contains mixed information from both participants,
which can hinder the learning of cross-modality information of each person.
In other words, the two-stream model prioritizes the cross-modal learning of
each participant, while our model prioritizes the interpersonal synchrony of each
modality. Our results showed that the inter-person intra-modality models all had
better results than the two-stream baseline. That is interpersonal information
outweighs cross-modal features in the dyadic scenarios. But different results may
apply in different scenarios. Extensive experiments with different settings would
be desired to validate our findings. Furthermore, these designs are not necessar-
ily mutually exclusive. Developing models covering both structures as submodels
with a weighted fusion can be promising.

Issues for Hand-Crafted Pair Embedding. Among our models, the two hand-
crafted pair embedding models failed to outperform the baseline model by a
considerable margin, especially for the pseudo accuracy. This is because no
matter which hand-crafted method, we limited the possible cases of synchrony.
Notably, we observed that the matching frame embedding model was harshly
underperforming. There are two major reasons for this. First, the matching
frame embedding depends on the matching algorithm which requires a reliable
similarity function. In our hypothesis, a trained separate embedding model can
serve as a feature extractor so that the cosine similarity of the extracted feature
serves as the similarity function. However, our feature extractor was severely
undertrained compared with commonly used feature extractors. As a result, the
features could not be adequately projected into the new domain, and the cosine
similarity of the extracted features could not appropriately reflect the modality
similarity. Second, there is a missing sample problem created by the constraints
for dynamic time warping. The constraints are that the target participant sam-
ples cannot be skipped or matched to future partner samples. As a result, the
partner samples close to the present are discarded in nearly all cases. The only
possible matching that uses the present partner sample is the same frame match-
ing. Otherwise, the present partner sample will be the future sample for the rest
of the target samples, which is prohibited by constraints. That is, the match-
ing frame model can never obtain the newest features of the partner. Therefore,
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we need a better solution for the modality feature extraction and an improved
matching algorithm.

Fig. 5. A sample of attention weights for the extra patch from all 8 heads in the separate
embedding model - Each figure represents an attention head. The x-axis indicates the
index of the patches, where 0 is the extra patch, 1 to 50 are the target participant from
past to present, and 51 to 100 are the partner from past to present. The y-axis shows
the weights of which the sum equals 1.

Other Limitations

Explainability. We were unable to model synchrony directly. In the early stage
of this work, we attempted to model the synchrony itself. For example, we used
high-level features such as smiles and head nods and tried to define a successful
case of synchrony. However, we found these high-level behaviors very individual-
based. For example, some participants smile habitually, and some rarely smile.
Eventually, we adopted a data-driven approach using base-level sensor data,
which is less interpretable. Figure 5 shows a sample of attention weights for the
extra patch, illustrated in Fig. 3, which is the only patch used for prediction.
Therefore, in the case of one block of attention, we only need to examine the
attention matrix’s first row, i.e., the row for the extra patch. The figure indi-
cates most heads are trained to get information from the target participant
only, but some heads, three heads on the right side, partially get weights from
the partner. As all heads in multi-head attention contribute to the output with
learned weights, temporal information from both participants affected the pre-
diction. This matches the our hypothesis that interpersonal information benefits
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the prediction, but getting any further explanation is challenging. We cannot be
certain that these weights are a manifestation of synchrony.

Data and Annotation. We used continuous annotation because it was the most
viable type of annotation across all sessions. However, for engagement level pre-
diction, such precision is unnecessary. Moreover, training a regression task is
significantly more problematic than a classification task. Another aspect of anno-
tation limitation is the difficulty of obtaining frame-level annotations. In NoXi
dataset, each session contains tens of thousands of frames. Annotating on such
a scale is a daunting task for either crowd annotating or expert annotating.

Limited Optimization. Many machine learning techniques, such as hyperparam-
eter grid search, can help improve the results. However, since our experiments
are on the frame level, the training takes much longer than the conversation
level tasks. As a result, our experiment could not optimize each model; instead
adopted similar hyperparameters for all experiments. There is a possibility that
some results can be significantly improved if supported by proper optimization
techniques.

Individual Modality Effects. A common aspect of multi-modality research is to
experiment with the contribution of each modality and different combinations
of modalities. During our experiments, we encountered distinct attention dis-
tributions between parallel models. However, we considered this aspect beyond
the scope of this paper. Which modality is better suited for the inter-person
intra-modality structure remains an undiscussed topic.

6 Conclusion

This work explored the gap between engagement modeling and interpersonal
synchrony. To enable models to capture the behavior synchrony between dyadic
partners, we developed an inter-person intra-modality attention based model
with different embedding schemas. Our experiments verified the positive impact
of inter-person intra-modality features in engagement level prediction. We
showed that time series feature processing grouped by each modality produced
better results in the dyadic interaction scenario than those grouped by each
participant. In future work, we plan to extend the model to cover both intra-
modal inter-person and grouped-by-person submodels, explore different methods
to assist training, and expand the training data to support more complex models.
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Abstract. Embedded representations that express the user’s personality are
essential for personalizing the output of machine learning. However, annotat-
ing training data to learn the embedding is difficult because one cannot directly
observe a person’s internal personality. This paper proposes a method for learn-
ing user embedding representations from social networking service data to make
language models behave with personality. The method focuses on text posted by
social networking service users and obtains the user’s embedded representation
by learning a model that predicts and generates sentences before and after the
text input to the social networking service. Evaluation experiments showed that
the proposed method could learn embedded expressions that reflected the user’s
attributes, such as location or personality.

Keywords: Deep learning · Embeddings · Text generation · Personality

1 Introduction

In natural language processing, the emergence of language models such as BERT [2]
has produced significant results in various tasks. Several studies have been conducted
to add individuality and diversity to these tasks rather than simply improving accuracy.
For example, there is research on recommending products and information based on an
individual’s tastes and preferences [6], and dialogue processing reproduces an individ-
ual’s behavior to ensure consistent utterances [23]. In particular, research to reproduce
individuals has recently attracted attention as the Human Digital Twin[7,15].

To reproduce the behavior of an individual itself, it is necessary to model the indi-
vidual, including their attributes and personality. However, collecting data for training
deep learning models with personalities is very difficult [22]. Furthermore, the task of
annotating an individual’s personality is a very costly operation. These are due to the
difficulty of defining annotating because personality and individuality cannot be directly
observed.

In this paper, we propose a learning method for individual user embeddings. Embed-
ded representations represent a symbol, such as a word, as a high-dimensional real-
valued vector. Our goal is to give machine learning models individuality by inputting
the embeddings as to the deep learning model’s initial value.
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Fig. 1. Concept of our method. User’s personalities are represented as an embedded vector from
the generation of the preceding and following utterances.

Our proposed method uses text posted on social networking services (SNS) to learn
embedded representations. Figure 1 shows an overview of the method. We assume that
personal attributes and personality manifest themselves externally as a series of behav-
iors and statements of the individual, and some of them can be said to be expressed in
the text posted on an SNS. Our method involves a learning the user’s embedding layer
and learning a generative model that predicts the text before and after the text that will
be the context of the text posted on an SNS. Our main contributions are:

– We propose a novel unsupervised model-learning method for user embeddings that
involves learning a generative model to predict the context of a user’s posted text,
and we train the model using publicly available tweet data.

– We compare the proposed embedding with that of Doc2Vec, a common document
embedding, and find that the embedding representation of the proposed method
reflects the user’s personality characteristics.

2 Related Work

Prior work has been reported on user embeddings in research on recommendations.
Pal [9] et al. proposed an embedded representation that reflects user preferences by
incorporating embeddings of different content into a predictive user behavior model.
Wang [21] et al. used RNNs to learn embeddings of a set of behaviors, such as click
information and query logs. Shimei [10] et al. summarized a method for creating user
embeddings using social media. Tagliabue [17] et al. proposed content-based embed-
dings for cold embedding. Plant [11] et al. reported a study that protects privacy in
the case of language models with personality. Polignano [12] et al. proposed a method
that combines two types of embedded representations of users and products for rec-
ommendations: graph-based and word-based. Christian [1] et al. proposed a model for
personality prediction by feature extraction from multiple language models in SNS.
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Fig. 2. Proposed Model.

Prior research also reported obtaining embedded expressions from the user-written
text. Vu [20] et al. proposed a method for predicting responses to survey questionnaires
from a user-posted text by combining embedding representations of SNS users encoded
by BERT and psychological survey results. Song [16] et al. proposed a method for learn-
ing a user’s embedding representation that considers the correspondent in addition to the
e-mail message. Uban [18] et al. proposed a method to detect manifestations of anorexia
by creating embedded expressions from the vocabulary of SNS texts. Huang [4] et al.
propose a method for learning user embeddings that reflect interests and concerns by
multitask-learning the interrelationships among three embedded representations: user,
vocabulary, and product.

3 Method

In this section, we describe in detail the learning model and method for learning user
embeddings. Our model consists of a user embedding layer and a context generation
model, as shown in Fig. 2.

3.1 Context Generation Model

The context generation model is a model that generates predictions of tweets posted
before and after the input tweet. Tweet Tt = {w1,w2, ...,wl} consisting of word pieces of
length l, is input to the context generation model, where w1 denotes a word piece of the
tweet Tt . In this paper, we use a transformer-based language generative model [13,19]
for context generations. The training data for model learning is a series of tweets before
and after the input tweet and is represented as,

St = [Tt−n,w[SEP],Tt−n+1,w[SEP], (1)

...,w[SEP],Tt+1,w[SEP], ...,Tt+m]
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where w[SEP] is a one-hot vector corresponding to the special token [SEP] that indicates
the tweet boundary. n and m are natural numbers, where Tt−n denotes the tweet n before
and Tt+m denotes the tweet m after the input tweet Tt , and note that the output target
data does not include Tt .

3.2 User Embedding Layer

The user embedding layer requires user IDs expressed as one-hot vectors. The num-
ber of dimensions of the one-hot vector is equal to the number of users u. The user
embedding layer projects the one-hot vectors into a vector Eχ ∈ R

d with a user word
embedding matrixWe ∈R

u×d , where d denotes the number of dimensions of the vector.
We regard a vector Eχ as a user embedding representation.

The vector Eχ of user embedding representations is concatenated to the input of the
context generation model, and it is represented as,

U ′
Tχt

= [Eχ ;UTχt ] ∈ R
d×L+1 (2)

where UTχt is a continuous value matrix projected by the embedding layer of the gen-
erative model from the input tweet Tt , and [; ] denotes a vector concatenation across a
row. The output Sχt for the inputU

′
Tχt

is the same as in the context generation model.

4 Experiments

4.1 Model Training

For evaluation experiments, we created a dataset from a year’s worth of 2015 tweet data.
First, we randomly sampled 1,000 users from among all Twitter users, excluding BOTs
and users with too few tweets per day. We created data pairs from each user’s tweets and
their contexts and prepared a dataset consisting of 1.2M data points. The Japanese T5
[13]1 model was used for the generation model, and the lengths of context n and m to
be learned in context generation were set to 2. We used three GPUs (NVIDIA A6000)
and trained the model with 10 epochs of all training data (42 h of training time).

4.2 Experiment with Context Generation

In this section, we will confirm that the context generation model is learning to take
user information into account. A time series of loss function values during training of
the generative model is shown in Fig. 3. The orange line represents the context genera-
tion model, and the blue line represents the user embedding representation model. The
user embedding representation model has a smaller value of loss function at the end
of learning than the context generation model without user embedding, indicating that
learning with user embedding produces output closer to the teaching context.

To confirm that the context is generated based on the user, Table 1 shows the results
of context generation for two users with different places of residence. User A lives in

1 https://github.com/sonoisa/t5-japanese.

https://github.com/sonoisa/t5-japanese
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Fig. 3. Transition of loss functions while model training.

Tokyo, and User B lives in Yamanashi Prefecture, and this information was obtained
from the Twitter location form. User A tweets that he is “I will go to Yamanashi.”
which implies that he does not live in Yamanashi. On the other hand, user B is most
likely living in Yamanashi, based on his tweet, “I work in Kofu too.”. These results
suggest that the user’s information influences the context generation model.

To quantitatively evaluate that the proposed model generates a variety of user-
specific contexts, 100 randomly selected tweets were input into the two models to gen-
erate ten contexts in each model. Table 2 shows the results of calculating the average
value of the output context agreement by the F1 value of the BERTScore [24]. The user-
embedded expression learning model has a lower BERTScore for each output, result-
ing in more diverse context generation. This result indicates that the proposed learning
model can generate a variety of contexts according to user-specific features rather than
general contexts.

4.3 Experiment with Down-Stream Task

We evaluated the performance of user embedding representations by performing the
task of estimating the location of Twitter users. The purpose of this experiment was to
test the hypothesis that context learning corresponds to learning user attribute informa-
tion, which is the claim of this paper.

Setup. We first extracted users whose location information included “Hokkaido,”
“Tokyo,” and “Aichi” from the 1000 users in the trained model. The number of obtained
users was 100 for “Hokkaido,” 68 for “Aichi” Prefecture, and 99 for “Tokyo,” for a total
of 267, divided 4:1:1 into training data, validation data, and test data. The evaluation
scores were Precision, Recall, and F1.

The classification model was a neural network with two layers; the input dimension
was 768 for the proposed method, the dimension of the hidden layer was 200, and ReLU
[8] is used as the activation function. We trained the model with a stochastic gradient
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Table 1. Output tweets from generated models. Note that each word is literal translation from
Japanese.Kofu is the capital city of Yamanashi Prefecture. Budokan is the name of a stadium in
Tokyo.

User input tweet output tweets

t t-2 t-1 t+1 t+2

A Tokyo is the
best place.

congratulations. It is raining
today in
Tokyo.

It was
snowing in
Tokyo, too.

The weather
is nice and
pleasant
today!

Yamanashi is
the best
place.

Oh,i see I met an
uncle
yesterday in
Yamanashi.

I am at
Budokan.

I will go to
Yamanashi.

B Tokyo is the
best place.

congratulations. Is it raining
in Tokyo?

Glad it was
sunny again
today.

I went to
Tokyo
yesterday.

Yamanashi is
the best
place.

Oh,i see I work in
Kofu too.

I still think
Yamanashi is
a wonderful
place!

Oh

Table 2. BERTScores of outputs for random inputs.

w/o user embedding w/ user embedding

BERTScore 0.923 0.753

descent, where the loss function was set to cross-entropy, and the dropout rate was set
to 0.2.

The proposed method uses two different learning methods as:

all-training: The 232M parameters of the user embedding layer and the context gener-
ation layer are updated simultaneously.

fine-tuning: After training the context generation model, the 10M parameters of user
embedding layer is trained for fine-tuning.

Comparison. We used Doc2Vec [5] as the method for comparison by considering each
user’s series of tweets as a document [3]. The number of dimensions of Doc2Vec was
set to 200, and the learning algorithm was the Distributed Bag of Words version of
Paragraph Vector. The classification model was the same as the proposed method, but
the number of input dimensions was set to 200.

We used a concatenation of the Doc2Vec vector and the proposed embedding.

Result. The result of the location classification task is shown in Table 3. Since “fine-
tune” had the highest scores, it was effective for the proposed method to learn user
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Table 3. Results of location prediction: numbers are mean and standard deviation of 20 cross-
validations. “concat” denotes result of inputting vector that is concatenation of fine-tuning and
Doc2Vec vectors.

Precision(%) Recall(%) F1-score

Doc2Vec 58.2±4.4 56.4±4.4 56.2±4.7

all-training 43.4±6.7 42.4±5.7 41.9±5.7

fine-tune 59.6±4.1 58.9±4.0 58.6±4.0

concat 63.8±3.9 60.7±3.5 60.7±3.6

Table 4. High-frequency words for each cluster. Note that each word is literal translation from
Japanese.

Doc2Vec proposed

C1 smile, study, laugh Japan, work, nhk

C2 work, Japan, video follow, please, work

C3 follow, laugh, fanny follow, please, work

C4 picture, please, work game, animation, work

C5 game, character, recently work, game, picture

embeddings after learning context generation. Furthermore, “concat”, which is a con-
catenation of fine-tuning and Doc2Vec, was the highest. This result indicates that com-
bining the conventional embedding representation and the embedding of the proposed
method may improve the output reflecting individuality in deep learning models.

4.4 Evaluation Based on Similarity

We evaluated the embeddings in terms of similarity. We first performed clustering using
the embeddings and investigated the similarity in terms of embeddings by observing the
users belonging to each cluster.

Setup. The proposed model used in Sect. 4.3 and the embeddings of the 1000 users for
Doc2Vec were classified into five clusters by k-means.

Word Based Similarity. We aggregated the calculation of the frequency of word occur-
rences in the tweets of users in each cluster. The top three high-frequency words in each
cluster are shown in Table 4. With the proposed method, words such as “work” occur at
a high frequency in all clusters. Row “word’ in Table 5 shows the mean of the correla-
tion coefficients for the frequency distribution of the top-20 words in each cluster with
other clusters. The proposed method had a greater correlation between clusters than
Doc2Vec. However, the test results showed no dominant difference in the mean values
of the correlation coefficients.
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Fig. 4. User distribution for each cluster based on Big Five. C1-C5 denotes each cluster.Each
graph represents distribution of users for each Big Five factor in each cluster.

Table 5. Mean correlation coefficient of word distribution between clusters.“p-value” denotes
result of performing Wilcoxon rank-sum test to test difference between the means of Doc2Vec
and proposed method.

CC Doc2Vec Proposed p-value

word 0.151 0.234 0.516

Big Five 0.787 0.156 1.90 e−5

Personality Based Similarity. We examined users’ personalities in each cluster based
on the Big Five [14]. We observed users’ tweets in each cluster and judged them on
the positives and negatives of each Big Five item of the user’s personality as perceived
by their tweets. Two raters viewed ten consecutive tweets at three random locations to
determine the user’s personality. The results of evaluating the impression of the tweets
in the clusters are shown in Fig. 4. Doc2Vec had minor differences in distribution among
clusters and a slight bias in the character of each cluster. In comparison, the proposed
method had a highly skewed distribution of users in each cluster, e.g., C1 had a large
number of positive users for each factor.

Row “Big Five” in Table 5 shows the mean of the correlation coefficients for the Big
Five-based personality. Doc2Vec showed a strong correlation between the distributions
of the clusters, while the proposed method showed no correlation. In other words, the
proposed method was highly independent of each cluster from the point of view of
the Big Five. The test results also showed a significant difference in the correlation
coefficients between the proposed and comparison methods (p< 0.05), suggesting that
the proposed embedding may include similarities based on the user’s personality.

Proposed method aims to not limit to specific downstream tasks and does not require
expensive human work such as dataset creation and labeling.
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5 Conclusion

In this paper, we proposed an unsupervised method for learning user embeddings for
acquiring personality in a deep learning model through a generation model for tweets.
In an evaluation experiment, we obtained results suggesting that the user embeddings
learned by the proposed method reflect the user’s personality as well as attributes such
as the user’s location.

Future work is a detailed analysis of embedded user embeddings. Evaluation exper-
iments revealed the possibility that the embedded vectors contain user personality infor-
mation. Further analysis may lead to using the embedded vectors for dialogue and gen-
eration tasks that reflect the user’s personality and thoughts. Since the proposed method
applies to more than just SNS text, it should also be applied to other domains.

Limitations. The experiment of this paper used Japanese data. However, the proposed
method can also be applied to multilingual data. The method creates embeddings from
one-hot vectors. Thus, there are issues when adding new users. In this paper, the model
was trained with a fixed window size for context generation. It is possible that better
training could be achieved by dynamically setting the window size to account for the
interval between text submissions.
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Abstract. Twitter has grown in popularity as a microblogging social media plat-
form for people of all ages and locations to exchange and discuss important events,
information, and news. Some Twitter users exhibit unique behaviors, and they use
such platforms maliciously to spread hate content over social media platforms.
These materials may be harmful to the mental health of people and cause suicide
ideation, criminal behavior, or racism. On social media, hateful content spreads
more quickly than other types of content by nature. Early detection of hate users
can help to lessen its damaging effects. Different personality types exist among
social media users, and these personality types influence how a person interacts
with others, processes information, and makes decisions. This study determines
whether personality is associated with the sharing of hate content by hate users,
identifying the HIGH/LOW availability of Big Five personality traits. Meanwhile,
three psychologists determine the personalities of Twitter users based on their
profiles. With more than 80% accuracy for each personality trait, the ensemble
approach (SVM, Random Forest, XGBoost) was used in this study to examine
how the Big Five personality traits of Twitter users may be predicted using their
Twitter user profiles’ attributes and Twitter activity considering both English and
Sinhala language Tweets in the Sri Lankan context. The findings of this study pro-
vide new empirical proof that there is a considerable relationship between people’s
personality traits and their harmful intentions, with neuroticism and extraversion
being closely associated with hate users by raising anti-social traits in them.

Keywords: Big Five personality traits · Hate speech propagators · Hate user
behaviour · Twitter

1 Introduction

There has been an exponential rise in internet communication over the past few years.
Social media platforms like Facebook, Twitter, Instagram, Snapchat, and YouTube are
some key platforms in communication. These social media platforms attract users from
a variety of cultures and educational backgrounds, and the people who use them openly
express their thoughts. Furthermore, the expansion of hate content on social media
platforms is encouraged by the freedom of speech on the internet and the anonymity of
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platform users. The lack of accountability by the platform owners also encourages the
propagation of hate content over socialmedia platforms. Further, hate speech propagators
use some terms which cannot be directly identified as hate content and lack editorial
oversight, which sometimes positively correlate with the engagement algorithms used by
the platform owners. Additionally, hate speech is more likely to be heard on social media
than it could be in traditional communication platforms since it grabsmore attention than
non-hate speech.

Hate content over social media platforms has adverse effects, such as causing psy-
chological harm (Nielsen 2002). Those resulted in the violation of human dignity, build
depression and even some situations, attempted suicide by being hate speech victims. It
resulted in psychological effects on people such as low self-esteem, sleeping disorders,
increased anxiety, and feelings of fear and insecurity (Chandra 2021). Therefore, it is
important to reduce the propagation of hate content over social media platforms and
reduce the adversarial effects on society.

It is essential to identify and regulate hate content on social media sites since there
is a close connection between hate speech and actual hate crimes. Robert Bowers shot
18 people inside a Pittsburgh synagogue on October 27, 2018 (McIlroy-Young and
Anderson 2019). He mentioned anti-Semitic remarks on the social media site Gab,
mentioning the Tree of Life synagogue that he had targeted. A few countries have
imposed bans on social media sites like Facebook and Twitter to stop the spread of hate
speech.

Facebook, WhatsApp, Viber, and Instagram were recently totally taken down by the
government of Sri Lanka as people used to spread messages of racial hatred following
the Easter bombing (Wijeratne 2018). However, they do not have an effective impact
on reducing hate content. Even though there are several laws and guidelines in place
to protect the public, their inadequate execution compels the necessary deletion of such
messages from users’ timelines in all conceivable ways (Alshalan and Al-Khalifa 2020).
Therefore, effective utilization of countermeasures to combat hate content is important
to reduce the propagation of hate content over social media platforms.

The research on hate content online is not complete if user-generated content on
social media platforms is only taken into account. It’s critical to identify and study the
user who posted hateful information on social media.

Social media has changed the way people interact with each other and represent
themselves using their profiles. Further, they share their thoughts, feelings, insights, and
emotions by writing, posting, reacting, and commenting. Therefore, they represent their
actual personality from their profile. Those platform data can be used to predict their
psychological characteristics. Personality is one of the most important psychological
aspectswhichhelps to identify the online behavior of the socialmedia user. The automatic
detection of personality traits has become important with the rapid development of social
media platforms. Numerous studies have been conducted to identify personality traits
with publicly available social media data (Xue et al. 2017).

This study used Twitter for the analysis of personality traits of the users online.
The hateful people on social media platforms have a variety of personalities. A human
language is developed through communication. The profile information presented on a
Twitter profile are an indication of personality traits. In order to analyze the personalities
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of users, particularly those who propagate hatred, Twitter user profiles are examined in
this study. Thus, the focus of this study is on Sri Lanka-specific hate user personality
identification.

The study finds that the Twitter user profile attributes and the Twitter activities could
be effectively used to predict the Big Five personality traits (extroversion, agreeableness,
conscientiousness, neuroticism, and openness to experience) of Twitter users. For that,
this study effectively uses the supervisedmachine learningmethod of ensemble approach
(SVM, Random Forest, XGBoost using soft-voting classifier) with 80% accuracy to find
the high/low availability of each personality traits among the Twitter users. This is
more important when considering the hate users in finding their relationship between
personalities and their behaviour on the Twitter social media platform. It is interesting
to find that the extraversion and neuroticism traits are prominent among hate users.

Several theoretical and practical contributions have been made in this study. First,
discover the link between a user’s personality and the spreading of hate content over
the Twitter social media platform. Second, it would also be helpful to pinpoint the hate
users that might post hateful stuff on social media so that these users might be given
low priority or visibility on their profiles. The Sinhala language has few/no personality
predictions using only their Twitter profile extrinsic and intrinsic information, despite the
fact that personality classifications are available for other languages like English. This
study, therefore, helps Sinhala-speaking Twitter users identify their Big Five personality
traits.

The remainder of this paper is organized as follows. The following section reviews
the theoretical foundations of user personality in social media platforms. Following
a discussion of the theoretical foundations of user personality, then explains the data
collection, adapted methodology, and research design. Finally, the analysis and results
are mentioned, followed by a discussion and conclusion.

2 Literature Review

In 1982, Goldberg developed the Big Five Model, which describes an individual’s
characteristics by considering patterns of thinking, feeling, and behavior, as well as
how they are expressed in response to environmental changes in five ways, and it was
reconfirmed in 1990 (Goldberg 1990). The Big Five Model is one of the most widely
and frequently used personality models (Bachrach et al. 2012). It identifies five broad
personality dimensions as (Stajner and Yenikent 2020) Openness, Conscientiousness,
Extraversion, Agreeableness, and Neuroticism.

The personality detection was done manually by trained psychologists using a ques-
tionnaire. However, with the development of computational linguistics and Natural Lan-
guage Processing (NLP), automatic identification of personality traits has become pop-
ular. Moreover, this has been boosted by social media usage by incorporating machine
learning approaches for automatic personality prediction using Tweets, Facebook posts,
etc. People communicate using words that reflect the human. Further, language aids to
show humans’ internal thoughts and their emotions. Therefore language and words play
a major role in psychology and communication (Tausczik and Pennebaker 2010). In
psychology, the most accepted model to describe the personality of a person is the Big
Five model (Tadesse et al. 2018).
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A survey paper identified various behavioral and linguistic implications of the Big
Five model in the fields such as organizational behavior, advertising and marketing,
and many other fields (Stajner and Yenikent 2020). The way social media users use
the language and react on Facebook helps in identifying each dimension relevant to the
Big Five model. There is a prevalence to use personality traits identification with hate
instigators and targets where they experienced unique personality characteristics related
to them such as anger, depression, and immoderation (ElSherief et al. 2018).

Personality prediction is observed based on a given set of data such as essays,
social media posts, social media behaviour analysis, etc. Personality prediction based
on linguistic feature analysis aided with several text analysis tools such as Linguistic
Inquiry and Word Count (LIWC), Structured Programming for Linguistic Cue Extrac-
tion (SPLICE), and Medical Research Council (MRC) Psycholinguistic Database (Ong,
Rahmanto and Suhartono 2017). LIWC is a text analysis program that counts words in
psychologically significant categories. This has been used in a variety of experiments
to demonstrate attentional focus, emotionality, social relationships, thinking styles, and
individual differences (Tausczik and Pennebaker 2010). According to LIWC research,
language style information is critical to understanding a person’s state of mind. LIWC
is used to automatically detect the personality from texts. SPLICE is a linguistic feature
that has been used in several studies in this field of linguistic analysis. Upon input of
text, the SPLICE gives various features such as negative and positive self-evaluation, part
of speech features, and so on. The MRC Psycholinguistic Database computed features
(Coltheart 1981) consists of linguistic and psycholinguistic features of each word.

A study (Bachrach et al. 2012) has used some Facebook features to find the personal-
ity traits using the Big Five model with the features such as number of Facebook friends,
groups (number of associations with groups), number of Facebook “likes”, number of
photos uploaded by user, number of status updates by the user, and number of times
others “tagged” user in photos. The likes and groups have a positive correlation with
openness, highlighting users’ increased involvement in seeking new things and ideas
and sharing them with their friends. However, likes and groups have a negative corre-
lation with conscientiousness while photos have a positive correlation. Conscientious
people have a negative correlation with likes and groups while photos have a positive
correlation where those people consider that using Facebook may waste their time hence
resulting in fewer likes for objects as well as joining with fewer groups. However, those
people upload more photos to show that they are more active than others. Extraverts
tend to reach out and interact with other people on Facebook. Further, they share what’s
going on in their lives, and feelings via status updates. They engage with the objects by
liking them to show their appreciation or sympathy. Moreover, there is a high chance
of getting connected with groups where it provides the environment to interact with the
wider community and exchange information. Furthermore, there is a positive correlation
with the number of friends. People with low agreeableness are less concerned with what
other people think and like different objects more freely. More agreeable people, on the
other hand, are concerned that by liking, they will alienate themselves from their friends.
Agreeableness is less correlated with those Facebook features. Users with neuroticism
are positively correlated with Facebook likes where it is moderate for the lower levels
of likes and stronger for the users with many likes and slightly positively correlated
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with several groups. Neuroticism users feel negative emotions such as anxiety, anger,
or depression where they expect support from Facebook groups, like others’ updates.
Average neuroticism increases with the number of friends until reaching peak levels for
roughly 200 friends. Beyond this peak level, neuroticism becomes negatively associated
with the number of friends. Therefore, very neurotic people may tend to have fewer
friends, but maintain closer relations, providing more support.

Another study (Xue et al. 2017) used three categories of features from users’ profiles
and what they have posted in the Big Five personality traits prediction model to recog-
nize an individual’s personality. They are profile-based static features (gender, address,
nickname), profile-based dynamic features (number of followers or followings), and
content-based micro-blogs features (raw data of users posted micro-blogs, including
linguistic features, psychological features, and so on). All together 113 features have
been used including 11 profile-based features such as length of the nickname, gender,
province, city, language, length of self-description, number of friends, number of fol-
lowers, number of followings, number of statuses, and number of favourites and 102
content-based features.

There are two disciplines observed in predicting personality in social media as com-
putational linguistics and SNA. The Big Five model has been used to predict the person-
ality of socialmedia users and a study by (Tandera et al. 2017) used two data sets by using
both linguistics and SNA. The first data set is myPersonality (Schwartz et al. 2013) and
the second data set is manually collected where the personality labeling was done man-
ually for the second data set using Apply Magic Sauce application (Apply Magic Sauce
- Prediction API, no date) by Cambridge Psychometrics Centre to predict psychological
traits from digital footprints of human behavior. They developed personality prediction
using different machine learning and deep learning methods with LIWC, SPLICE, SNA
features. Finally, they have identified that the deep learning methods perform well.

A study by (Schwartz et al. 2013) was conducted with personality, gender, and
age in social media. They used R: Square-root of the coefficient of determination (for
sequential/continuous outcomes), LIWC, topics, WordPhrases: words and phrases (n-
grams of size 1 to 3 passing a collocation filter).

A study by (Farnadi et al. 2013) used LIWC, social network information (network
size, betweenness, nbetweenness, density, brokerage, nbrokerage, and transitivity), time
stamps (frequency of status updates per day, number of statuses posted between 6 am–11
am, number of statuses posted between 11 am–4 pm, number of statuses posted between
4 pm–9 pm, number of statuses posted between 9 pm–0 am, and number of statuses
posted between 0 am–6 am.), and others (total number of statuses per user, number
of capitalized words, number of capital letters, number of words that are used more
than once, number of URLs, and number of occurrences of the string PROPNAME).
They discovered some intriguing findings, such as the fact that Facebook status updates
contain important cues about their authors’ personality types, that there is no single type
of feature that produces the best results for all personality traits, and that results for
linguistic features improve when additional training examples from another domain are
used (training examples from different social media platforms may build more accurate
models).
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Another study by (Tadesse et al. 2018) SNA features (network size, betweenness,
density, brokerage, and transitivity measures), LIWC, and SPLICE based on the myPer-
sonality dataset to predict personality traits using the Big Five model. LIWC features
outperformed SPLICE features in the study. They discovered that using SNA features
yielded better results than using linguistic features. They discovered that using XGBoost
prevents overfitting and improves model performance and extraction speed.

Several research studies attempted to identify personality traits using the Big Five
model with the Twitter social media platform (Golbeck et al. 2011; Sumner et al. 2012;
Mathew and Kumar 2018). They have used some of the Twitter statistics such as the
number of followers, followings, replies, hashtags, links, etc., and linguistic features to
identify the personality traits using different classification algorithms.

Some studies have been conducted to identify the personality of Hate speakers. A
study by (ElSherief et al. 2018) used original English tweets and replies for the per-
sonality analysis with IBM Watson Personality Insights API, which infers personality
characteristics from textual information based on an open vocabulary approach. They
have compared the personality traits of the hate users, general users, and hate target
users whose Twitter account is targeted by a hate tweet and explicitly mentioned in the
tweet using the mention. They indicated that hate users are more self-focused, contrary,
proud, cautious of others, and can compromise morality. When considering openness,
the hate users obtained lower scores for emotionality and adventurousness and higher
imagination scores. For the emotional range, they have lower scores; however, the higher
emotional range indicates that hate users are fierier, prone-toworry,melancholy, hedonis-
tic, and susceptible to stress. Further, it shows that emotional range facets such as anxiety,
depression, immoderation, and self-consciousness are embodied more in the tweets of
hate users. Further, hate users have lower values for conscientiousness and extraversion
with lower scores of activity levels, friendliness, and cheerfulness but higher scores for
excitement seeking in comparison to general users.

According to (Mathew and Kumar 2018), hate users have higher extraversion, indi-
cating that they are more energetic and talkative in nature. Moreover, they are more
energetic, talkative, cheerful, excitement-seeking, outgoing, and sociable by nature.

The study of personality traits (ElSherief et al. 2018) is critical because it can be used
to design next-generation counter-speech bots with greater effectiveness. Furthermore,
the study discovered that the greater the openness, the more the counterspeech could be
successfully used to decrease hate speech.

According to the previous studies, to the best of our knowledge, no analysis has been
used on personality traits with social media hate speech propagators to rank them on
SMPs. This study expected to use the Big Five personality model, which is identified
as the most widely used in predicting the personality traits of social media users, to
identify the level of influence and contribution to propagate hate speech over SMPs by
hate speech propagators.

3 Methodology

There are various methods used to analyze the personality traits of people, and this study
uses the Big Five model to identify the personality traits of hate users on Twitter. Each
attribute has a few qualities that can be seen in user behaviour. Previous researchers have
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found that it is important to understand what characteristics need to score, whether a
high/low score (Stidham, Summers and Shuffler 2018; Abdel-Khalek et al. 2022) for
each personality.

This study concerns Twitter as the social media platform and Fig. 1 describes the
overall flow of the entire process. They are obtaining the user data from Twitter (tweets
and metadata), classifying tweets as hate or non-hate (Hathnapitiya, Ahangama and
Adikari 2023; Rajapaksha, Ahangama and Adikari 2023), identifying hate and non-hate
users based on the number of hate posts generated by users, classifying the personality
traits of the hate and non-hate users as high/low by psychology experts, and use super-
vised machine learning algorithms to classify the users’ personality traits as high/low.
Finally, perform the relationship analysis between the Big Five personality traits with
hate users.

We crawled the Twitter social media platform to get a diverse dataset for the study.
In the beginning, Twitter used to browse a few random users’ profiles and the last 200
tweets they had sent. The tweets were then divided into hate and non-hate categories
using a specific Recurrent Neural Networks made up of FastText and Long-Short Term
Memory (Dias, Welikala and Dias 2018). When labelling the tweets as hate or not,
this study considered both Sinhala and English posts as the Users considered this study
represents the Sri Lankan context. From that sample, this study considered 50 hate users
who have tweeted more than five times and another 50 hate users who have tweeted
fewer than five times or none.

The 100Sri LankanTwitter users from the above dataset (50 hate users and another 50
non-hate users) have been annotated into five classes to represent theBig Five personality
traits. Each class has two labels: HIGH and LOW. The dataset was tagged by three
psychology experts. Each user was given tweets and Twitter metadata. The standard
indicator of inter-annotator agreement is the Cohen’s kappa coefficient used as the inter-
annotator agreement for categorical items (Cohen 2016). As a cutoff, the kappa value of
0.67 has been selected. The Cohen’s Kappa for the inter-annotator agreement was 0.84.

Most of the time, users of the social media platform Twitter, use very informal lan-
guage. To create a clean text, we removed slang words, emojis, stop words, punctuation,
URLs, and other elements from the tweets using the steps in (Perera and Karunanayaka
2022). Preprocessing is done to make these datasets ready for experimentation by
removing noisy, inconsistent, and incomplete data.

From the dataset, this study used the following features in Table 1 to predict the
personality of Twitter users using supervised Machine Learning algorithms. Number of
followers, Number of followings, Number of Favourites, Number of statuses are directly
extracted from the twitter user’s profile.Number ofwords in the user description,Number
ofmentions,Number of hashtags,Number of urls, Number of first personwords,Number
of second person words, Number of third person words are taken after processing the
extracted tweets and metadata of each Twitter user. Number of hate tweets and Number
of non-hate tweets were calculated after the tweets have been labelled as hate or non-hate
with the existing methods used by the previous scholars. The sentiment analysis of the
tweets was performed separately for the Sinhala and English tweets (Perera, Ahangama
and Perera 2023). In order to identify negative, neutral, and positive tweets, this study
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Fig. 1. The architecture of the identification of the relationship between hate user and their
personality traits.

used the VADER sentiment analysis method. Then calculate the two features: Number
of positive tweets and Number of negative tweets, Number of neutral tweets.

The four machine learning algorithms used in this study to predict personalities
are SVM, Random Forest, XGBoost, and the ensemble method (SVM, Random For-
est, XGBoost using a soft-voting classifier. There are three categories of features as
the information directly crawled from the Twitter user profile (user profile informa-
tion), the lexicon analysis and analysis of tweets by the hate and non-hate users (Tweet
information), and the sentiment of the tweets expressed by the users (Sentiment).

Table 1. The features used to predict the personality of the hate and non-hate user

User profile information Tweet information Sentiment

Number of followers,
Number of followings,
Number of hate tweets,
Number of non-hate tweets,
Number of Favourites,
Number of statuses,
Number of words in the user
description

Number of mentions,
Number of hashtags,
Number of URLs,
Number of first person words,
Number of second person
words,
Number of third person words

Number of positive tweets,
Number of negative tweets,
Number of neutral tweets

The evaluation of the classifiers was performed with accuracy, recall, F1 score, and
precision. Then the hate and non-hate user personality traits would be analyzed.
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4 Results

This study used four machine learning techniques to investigate the predictability of per-
sonality traits of hate and on-hate users, asmentioned in themethodology section. Table 2
depicts the classification algorithm outcomes in terms of precision, recall, accuracy, and
F1 score.

From the results in Table 2, it is visible that the ensemble model achieved the highest
accuracy among all models. The SVM model got the lowest accuracy compared to
other models. Accuracies in SVM classifier lie between 63% to 77% for five traits.
Both openness and neuroticism have 63% accuracy. It is the lowest accuracy level in
SVM classifier for the given data. The extraversion trait has given 77%, the highest
accuracy in the SVM classifier. RF classifiers offer improved accuracies than SVM for
all five personalities. RF produced 91% accuracy for the neuroticism trait, the highest
accuracy delivered by a single classifier. Agreeableness only achieved 74% accuracy, the
lowest value in the RF classifier. XGB classifier produced accuracy values between 77%
and 88%, where 77% for openness and 88% for agreeableness. The ensemble model
has delivered the highest accuracy values for all five personality traits. It has given 93%
accuracy for the openness trait. It is the highest accuracy value in the ensemblemodel. All
accuracies in the ensemble model are higher than 80%. Results show that the ensemble
model gives the highest accuracy, precision, and recall results among all tested models.

As depicted in the Fig. 2, openness, conscientiousness, and agreeableness are higher
with non-hate users while extraversion and neuroticism are higher with hate users. How-
ever, twelve hate and 20 non-hate users fall in the high openness trait. High conscien-
tiousness scores are available in 25 hate users, which is half of the hate user sample size
and 27 non-hate users. Twenty-one hate and forty-nine non-hate users, which is almost
all the non-hate users except one got high agreeableness. Thirty-six hate users fall in the
high extraversion personality trait, while only twenty-seven non-hate users fall in the
same category. Twenty-one hate and ten non-hate users have high neuroticism scores.
There is a considerable difference between hate and non-hate users in agreeableness and
neuroticism traits.

Low scores were calculated for the same high-five traits as depicted in Fig. 3. Out
of fifty hate users, thirty-eight, and out of fifty non-hate users, thirty people have low
openness scores. Twenty-five hate and twenty-three non-hate users have low conscien-
tiousness. Low extraversion scores are available in fourteen hate users and twenty-three
non-hate users. There is a big difference in low scores of the agreeableness trait. Only
one non-hate user falls in low agreeableness, while twenty-nine hate users have low
agreeableness. There are twenty-nine hate users who have low neuroticism scores, but
forty non-hate users fall in the same category.

5 Discussion

The rapid development of information and communication technologies has transformed
howpeople communicate various perspectives, beliefs, andmotivations in society.Oneof
the microblogging sites Sri Lankans utilize to communicate their information is Twitter.
As individuals from various backgrounds also with various personalities communicate
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Table 2. Comparison of the supervised machine learning algorithms on prediction of Big Five
personality traits of Twitter hate and non-hate users

Personality Trait O C E A N

SVM Accuracy 0.63 0.67 0.77 0.73 0.63

Precision 0.60 0.67 0.79 0.73 0.67

Recall 0.63 0.67 0.77 0.73 0.63

F1 Score 0.61 0.67 0.75 0.73 0.65

RF Accuracy 0.87 0.88 0.84 0.74 0.91

Precision 0.87 0.87 0.79 0.88 0.88

Recall 0.87 0.88 0.78 0.80 0.88

F1 Score 0.87 0.87 0.79 0.87 0.88

XGB Accuracy 0.77 0.84 0.87 0.88 0.85

Precision 0.80 0.85 0.87 0.87 0.88

Recall 0.77 0.85 0.88 0.88 0.85

F1 Score 0.76 0.85 0.87 0.88 0.84

Ensemble Accuracy 0.93 0.90 0.90 0.90 0.90

Precision 0.95 0.95 0.90 0.89 0.89

Recall 0.95 0.91 0.95 0.80 0.94

F1 Score 0.95 0.93 0.92 0.84 0.91

Note: O - Openness, C - Conscientiousness, E - Extraversion, A - Agreeableness, N - Neuroticism

Fig. 2. High score comparison of Big Five personality traits between hate and non-hate users

with these platforms.As a result of that, hate speech propagation is a darker part of society
that is felt by everyone. Therefore, it is necessary to identify the propagation of hate
content over the Twitter socialmedia platform aswell as the users. A person’s personality
ismore closely related to how they interactwith others, processes information, andmakes
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Fig. 3. Low score comparison of Big Five personality traits between hate and non-hate users

decisions. It is essential to consider whether there is a relationship between a person’s
personality and the spread of hate information on the Twitter social media platform. This
research study analyses the relationship between Big Five personality traits and Twitter
hate user profiles and activity. A comparison of the personality traits of hate and non-hate
users was undertaken to distinguish their behaviors.

With the results of this study, it is evidenced thatTwitter profile information andTweet
activities could be used to identify personality traits of people. We used four supervised
machine learning models to implement the detection algorithms. They are SVM, RF,
XGB, and Ensemblemodels. The ensemblemodel outperformed the results by achieving
more than 80% accuracy for all five personality traits. The proposed system considered
Sinhala language Tweets also. Analyzing Sinhala text with Big Five personality traits
and Twitter data is a new approach in the text analysis research area. Hence, authors
exploited that Big Five personality traits and Twitter data can use to analyze personality
traits in low-resource languages like Sinhala. Future researchers can use these techniques
to improve the detection results and introduce new approaches to identify hate speech
to mitigate its negative impact on society.

Three psychologists were used in this study to classify Twitter users according to
their personality qualities (Extroversion, Agreeableness, Conscientiousness, Neuroti-
cism, and Openness). When we look at the results of the personality trait analysis, more
hate users have high scores in extraversion personality trait factors. Extraversion trait
represents sociability factors. Most hate users’ Twitter profiles contain many tweets in
different aspects. They seek social attention through their tweets. They want to engage
with more people and convey their intentions to others and gather more people. Most
of the identified hate users want to start conversations on different topics. Openness in
hate users is low than non-hate users. Only twelve hate users have a high score in the
openness trait. It depicts that hateful users resist new changes and new ideas. They do
not want to deviate from their preferred routine. The Agreeableness trait is low among
hate people. They are always suspicious and uncooperativewith their environment.More
hate users tend to spread their hate-related feelings among a broader audience.More hate
users fall into the high neuroticism trait than non-hate users. Neuroticism trait depicts
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a tendency towards unstable emotions. Personalities with high score neuroticism trait
have characteristics like worrying about many different things, being upset, and feeling
sad. More hate users with high neuroticism factors seek more attention from society to
feel safe and to overcome their emotional imbalance. We can say that with the attained
values for each Twitter profile. Twenty-one hate users have high scores for neuroticism.
Out of them, fourteen have high scores for the extraversion trait. With these results, we
can say that when a hate user is emotionally unstable, that person tends to have a more
companionable social media life. The Agreeableness score is low in more hate users.
That means more hate users manipulate and do not care about others’ needs and interests
but want to achieve their intentions. The results show that neuroticism and extraversion
positively associate with hateful profiles.

Out of the fifty forty-nine non-hate users have high scores for the agreeableness
personality trait. People with a high score in agreeableness are generally optimistic and
trusting of others. They want to keep peace and feel empathy for others. With the given
results, we can find that most non-hate users need a calm and peaceful life and tend
to offer a supporting hand to those in need. High openness factors are visible in more
non-hate users than hate users. We can say that non-hate people are more creative and
look for new opportunities than hate people. Out of fifty, forty non-hate people have low
neuroticism scores. It shows that non-hate people are more mentally stable than hateful
people. Non-hate people like to share new facts and spread knowledge and motivational
content among their audience. The results show that neuroticism is negatively associated
with non-hate people, while agreeableness is positively associated.

A study by (Mathew and Kumar 2018) defined two types of Twitter accounts. Some
people comment on hateful tweets to mitigate the hate and reduce harmful outcomes.
These accounts are called counter accounts (CA) (Mathew and Kumar 2018). Their
findings proved that CAs score higher in agreeableness and conscientiousness. These
results are also like our findings for non-hate profiles. With these results, our findings
also depict that non-hate users are more thoughtful about social well-being in a peaceful
world.

We are now limited to investigating only user profile information, tweet information,
and sentiments. In addition to these features, we believe it is vital to take into account the
NRC Word-Emotion Lexicon and social network analysis measures such as centrality
in future.

6 Conclusion

In this paper, the authors attempt to predict the personality traits of hate and non-hate
users using Twitter as the social media platform and the Big Five personality model,
with an emphasis on the Sri Lankan context. A supervised learning approach using
four machine learning algorithms is utilized to calculate personality traits based on
what an individual publicly tweets as well as profile information. The ensemble method
outperformed SVM, Random Forest, and XGBoost. This research has exploited that the
Big Five personality can be predicted using public information data in the Twitter profile
and tweets they share on Twitter. Three psychologists assign high/low values to each
personality trait based on the Twitter user profile, and those data are used to train the
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classifiers. We extracted all the data from each user’s Twitter profile needed to create the
features listed in Table 1 to feed for the classifiers. The ensemble method outperformed
the other three classification algorithms in terms of accuracy.

The study sheds light on how personality manifests itself on the Twitter social media
platform, particularly with those who spread hate speech. When addressing the Sri
Lankan context, the findings indicate that extraversion and neuroticism traits are promi-
nent among hate users, while openness, conscientiousness, and agreeableness are higher
among non-hate users on the Twitter social media platform. The ability to predict a user’s
personality traits, particularly hate users on social media platforms, enables policymak-
ers, governments, and social media platform owners to make decisions to counter hate
speech dissemination on social media platforms. A higher sample size would yield far
better results. However, even with this 100 sample size, the results show these techniques
used in this research study can be used to compute personality traits on Twitter hate and
non-hate users. Furthermore, the study sheds light on how personality manifests itself
in microblogs and provides an example of how social media can be used for personality
research.
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Abstract. The Internet accompanies us in every moment of our lives,
supporting us in many ways. Among these, it helps us when we want
to choose the best services and products. So when it comes to picking a
movie to watch, a restaurant to eat in, a hotel to stay in, or a product to
buy, we grab our smartphone and visit one of the countless sites where
users can report their experiences and read those of others. However,
as often happens, even in this case there are possible scams of which
we must beware. In this paper, we propose a machine learning system
for predicting the reliability of online reviews. Specifically, our system
collects reviews from Amazon, extracts various features, and gives them
as input to an ensemble learning system based on three anomaly detec-
tion algorithms. To demonstrate the benefits of our approach, we report
the results of a comparative analysis with some state-of-the-art systems
using the data collected by ReviewMeta. These results have allowed us
to realize how widespread the phenomenon of online fake reviews is.

Keywords: Machine learning · Fake reviews · Anomaly detection

1 Introduction

The Internet represents one of the major achievements of Computer Science.
Every day it accompanies us in our lives [9,29]. It allows us everywhere and
every time to satisfy our information needs [10,17], as well as to communi-
cate with whomever we want [51]. Intelligent systems such as recommender sys-
tems [7,18] suggest items to buy [5], music songs to listen to [42], movies to
watch [3], news articles to read [6,19], research papers to study [20,21] and peo-
ple to get in touch with [13]. They recommend new points of interest [44,48]
(e.g., cultural or artistic resources [11,46] such as museums [15,35] or restau-
rants [4,49]), multimedia applications for enhancing their fruition [36,47,54],
and the best itineraries among them [8,16]. However, in the face of all these
extraordinary benefits, there are still threats to avoid such as fake news and fake
reviews. By fake news, we mean misinformation spread specifically for malicious
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purposes [45]. By fake reviews, we mean all reviews that do not represent a real
evaluation of the experience the user had with the product [1,56]. The problem
addressed in this paper concerns precisely the detection of fake reviews posted on
online markets. To solve this problem, we propose a system that rely on machine
learning [52] techniques to predict the reliability of online reviews. It retrieves data
from the popular e-commerce site Amazon1 through a scraping module and then
processes it by extracting the information of interest. From this information, the
system identifies several features, some related to the reviews and others related
to their authors. These features are then given as input to an ensemble learning
module of three different anomaly detection techniques. To evaluate the perfor-
mance of the review reliability prediction system, our system includes an addi-
tional scraping module. This module extracts data from ReviewMeta2, a site that
predicts the reliability of reviews based on a proprietary algorithm. Thus, we could
compare the values predicted by our system with those collected by ReviewMeta.
A comparative analysis between our system and others proposed in the literature
for the same purpose has shown the remarkable performance provided by our app-
roach. The results of our study have allowed us to realize that the phenomenon of
fake reviews is much more widespread than one might imagine.

2 Related Work

In this section, we review some approaches proposed in the research literature
for the detection of online fake reviews.

Jindal and Liu were among the first researchers to study the reliability of
online reviews [24]. They focused on evaluating the text of the reviews, looking
for potentially fake ones based on purely linguistic aspects. The authors carried
out their studies on a dataset retrieved from Amazon. Their aim was to find
reviews that turned out to be total or partial copies of others. The rationale
behind this is that companies interested in advertising their products contact
customers or train specialized bots based on a original text that can vary little
between the different users who work on it. Their goal is indeed to adapt the
reviews to the given product and avoid that they are too generic. In later work,
the authors extended the meaning of duplicate. While previously they limited
themselves to checking reviews in the single context of a product, in [23] possible
duplicates have become of three different types:

– Duplicate reviews of the same product with a different user ID;
– Duplicate reviews from the same user ID but on different products;
– Duplicate reviews from different user IDs on different products.

In [25], exploiting the duplicate reviews detected in the past, the authors pro-
pose a classifier that leverages the latter as positive training data (therefore,
considering them as false reviews) and the remaining reviews as negative train-
ing data. Starting from those first research activities carried out mainly based
1 https://www.amazon.com/.
2 https://reviewmeta.com/.

https://www.amazon.com/
https://reviewmeta.com/
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on the text of the reviews, there have been many developments concerning the
additional analyzes that can be carried out and the possible further consider-
ations on the textual characteristics of a review. However, all the approaches
proposed from then on can be classified into two main categories: the one based
on review analysis and the one based on reviewer analysis.

2.1 Methods Based on Review Analysis

In [26], the authors resume the approach proposed by Jindal and Liu in their
previous research, once again tackling the problem of identifying fake reviews
through text analysis. In particular, they propose to search review copies
using the Kullback-Leibler divergence as a rating measure associated with an
SVM classifier.

In [27], further analyses based on the syntactic text characteristics (in par-
ticular of the unigrams) are introduced, realizing an unsupervised probabilistic
language model to evaluate the diffusion of fake reviews. In [28], the authors
propose a new type of analysis for online reviews that, for the first time, also
exploits the semantics of the review to search for misleading ones. The rationale
is that a copy can be evaluated not only textually but also for its semantics.
However, this approach proves useful in analyzing online reviews in general but
less useful in evaluating reviews related to an individual product. The reason is
that, on a significant number of reviews belonging to the same product, there is
necessarily a minimum quantity of them that are semantically similar but which
are not to be considered fake, being evaluations expressed on the same product
and having a high probability of being similar between them.

In [14], the authors hypothesize that companies interested in advertising their
product through misleading reviews contact users for increasing the average rat-
ing of the given product. They, therefore, focus on analyzing the review distri-
bution over time. Indeed, to promote the object, unexpected spikes in reviews
are produced in a short time, considering this behavior as anomalous. Thus, the
authors first investigated the distribution anomaly of fake reviews on Amazon
and TripAdvisor, and then proposed statistically-driven strategies that consider
the distribution of these anomalies to detect fake reviews.

In [38], the authors propose a Bayesian classifier built using the reviews
filtered by Yelp3. This site, unlike others, uses an algorithm for filtering reviews,
not publishing those that do not meet evaluation criteria. This algorithm is not
public but the reviews that are considered negative are.

In [30], the authors propose an approach developed in collaboration with
Dianping4, the largest Chinese review hosting site, by exploiting the algorithm
site filtering. Dianping’s algorithm has high precision, however, it is not pos-
sible to accurately evaluate its accuracy, as all fake reviews detected by the
system are almost certainly fake, but the remaining reviews may not all be true.
Several classifiers have been created that rely on the Learning from Positive and
Unlabeled Data (PU Learning) approach. This approach is semi-supervised with

3 https://www.yelp.com.
4 https://www.dianping.com/.

https://www.yelp.com
https://www.dianping.com/
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labeled data (i.e., the fake reviews identified by the algorithm) and unlabeled
data (i.e., reviews that the algorithm does not identify as fake and on which the
label is uncertain).

In [43], the authors present an approach, named SpEagle, which performs the
analysis based on all metadata (text, creation time, rating, etc.) and relational
data, and groups them into a unified framework for identifying suspicious users
and reviews, and products likely to be targeted by spam. The approach is unsu-
pervised learning, however providing for the possibility of integrating the model
with labeled reviews to adopt a semi-supervised SpEagle+ approach.

2.2 Methods Based on Reviewer Analysis

Unlike the previous ones, the approach discussed in [31] relies on the reviewer
analysis rather than on the characteristics of the review itself. The authors argue
that it is better to study reviewers because the information obtained from their
behavior is much more indicative than the information that can be obtained
from the text of a review. Hence, they proposed a method of analysis based on
assigning a score to each reviewer, through which the review was evaluated to
identify those deemed fake.

In [41], the authors focused on identifying groups of authors who write fake
reviews, who are referred to as spammers. In particular, this approach focuses
on authors writing their reviews on several products rather than on a single
product. The research relies on the rationale that companies interested in adver-
tising their product, and devaluing a competing product, hire people to publish
reviews. These reviews are, therefore, made by the same user on several prod-
ucts, evaluating one of them positively and those of its competitors negatively.
By searching for the presence of groups of users with similar behavior, reviews
deemed fake can thus be identified. Each reviewer was evaluated based on eight
criteria that express her behavior in the group considered. This aspect was also
addressed in [40], where the author introduced four further evaluation criteria
for evaluating the reviewer, which in this case do not refer to her behavior in the
group, but represent individual values. Both approaches rely on a Support Vec-
tor Machine for Ranking (SVM-Rank) to classify the reviewers and, therefore,
their reviews evaluated based on the criteria considered.

In [39], the authors present an unsupervised model, called Author Spamicity
Model, which, taking into consideration the behavioral characteristics of a user,
defined as fingerprints, uses them on a clustering algorithm to identify if she is
to be considered spammer or not. So the intuition of their research is that users
can be classified into only two different groups, spammers and non-spammers.
Based on this classification, their reviews are identified as fake or not.

In [55], the authors tackle the problem of identifying spammers by evaluating
the behavioral characteristics of the authors, who have been grouped through
clustering algorithms, in different communities, which have then been labeled as
spammer community or non-spammer community.

In [33], the authors follow a different approach that aims to detect review
spam and spammers at the same time. To this aim, a graph model was developed
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based on criteria relating to the review, which consist of the analysis of its specific
characteristics (e.g., the length of the review, the date it was published, etc.) and
criteria related to the author (e.g., percentage of helpful votes received on written
reviews, deviation of ratings from average product ratings, etc.).

In [32], a hybrid method based on the evaluation of both reviews and authors
is proposed. A series of evaluation functions are used for reviews based on sim-
ilarity values, which are calculated at the textual level and, therefore, based on
the content of the review as follows:

– Similarity with other reviews written by the same author;
– Similarity with other reviews on the same product;
– Similarity with the reviews on other products.

In the same way, evaluation functions are used for authors as follows:

– Frequency of user reviews;
– Frequency of reviews on a product;
– Frequency with which a user writes about the same product.

In [12], the goal is to recognize online campaigns placed on crowdsourcing
sites that require the massive publication of fake reviews. To this aim, the authors
analyze crowdsourcing sites and social networks, exploiting graph methods for
identifying relationships between reviewers, which make it possible to identify
groups of authors with deceptive purposes and, consequently, to identify fake
reviews that correspond to them.

In [50], authors focus on manipulating the average rating of a product by
spammer authors. The assumption is that when a product, subject to fake
reviews, is devalued due to the average rating of the reviews it has obtained,
spammers take action to raise this average. The behavior of the authors was
then observed based on this criterion, evaluating whether in specific time win-
dows there was a peak of reviews on a specific product capable of raising its
average rating. A further consideration was to identify as suspect authors who
express a rating percentage that deviate from the majority opinion and, there-
fore, from the average rating.

3 The Proposed Approach

In this section, we present the overall architecture of our system. In particular,
we describe the modules that allowed us to collect training and testing datasets,
as well as the machine learning module.

The problem addressed in this paper concerns the detection of fake reviews
posted on online markets. To this aim, we have designed and developed a system
that leverages machine learning techniques to predict the reliability of online
reviews. Figure 1 shows the overall architecture of our system, where it is possible
to notice two scraping systems for data retrieval, and a central component for
training the model for reviews classification.
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Fig. 1. The overall system architecture.

Fig. 2. The architecture of the Amazon scraper.

The first scraping system (see Fig. 2) enabled us to extract information from
the popular e-commerce site Amazon. More specifically, starting with a given
product, we collected all its data (average rating, producer, seller, etc.) and all
the reviews posted on it. From the latter, we extracted all the details such as
the text, the creation time, the rating, and possible tags. Furthermore, for each
review, we also extracted information about the author who wrote it, retrieving
from Amazon all the details related to her profile and all the other reviews she
posted. Indeed, in our study we want to analyze the reviews relating to a product
and the behavior of the user who is the author of the reviews. In this way, we
want to have more observation points on a single review to better define its
reliability and classify it as fake or trust. Our aim, therefore, is to find not only
the information and reviews of a specific product, but also all those related to
the user who wrote a review for the product at hand. Furthermore, we want to
obtain information on all products that are the subject of reviews from that user.
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At the end of this scraping operation, we collected the dataset whose statistics
are shown in Table 1.

Table 1. Statistics of the dataset retrieved through scraping on the Amazon site.

Reviews Products Users

1,464,202 625,952 54,604

From this data, we then identified the different features of the reviews. To this
aim, we realized two different modules, one for reviews and one for the user.
In this way, we extracted 17 total features, 9 related to the review and 8 to its
author. Such features rely on linguistic and statistical analyzes, thus evaluat-
ing both the texts of the reviews and their metadata such as the creation time,
the rating, and the length of the text. We then performed the feature selection
phase. Using the feature vectors created during the extraction phase, we used
the all-subsets algorithm to select the features suitable for each machine learning
technique. This algorithm relies on the evaluation of each possible subset made
up of 17 features, for a total of 217 subsets (i.e., 131, 072 subsets). This approach
is time expensive but allows the best subsets to be detected with high accuracy.
After selecting the different features that proved best for each different approach,
we trained the final model for prediction through the use of three different tech-
nologies that were then combined using the ensemble learning technique known
as bagging (Fig. 3).

Fig. 3. The architecture of the machine learning module.

For the prediction phase, we then employed three anomaly detection techniques:
the first one based on clustering, the second one based on local density distribu-
tion, and the last one based on Support Vector Machines (SVMs). As a clustering
technique, we used the well-known K-Means algorithm that divides the data into
two separate groups: anomalous data and normal data. As an algorithm based on
the local distribution density, we used Isolation Forest, which aims to isolate the
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data. The easier it is to isolate one data from the others, the more likely it repre-
sents an anomaly. Finally, we used One-Class SVM (OCSVM) as a classification
technique. OCSVM aims at dividing the data arranged on a multidimensional
plane into two different regions: a positive region, which corresponds to a high
concentration of points and identifies normal data, and a negative region, which
has a lower concentration of data and identifies anomalous data (see Fig. 4).

Fig. 4. One-Class Support Vector Machine (OCSVM).

In the dataset we collected, the reviews are not tagged. We have, therefore,
implemented an additional scraping system (see Fig. 5) to extract new data from
ReviewMeta.

Fig. 5. The architecture of the ReviewMeta scraper.

This site offers a service based on a proprietary algorithm that performs various
statistical analyzes on the reviews of a product and categorizes them by divid-
ing them into three classes: fake, warm, and true. In detail, the scraper provides
for a specific request to the ReviewMeta site for product analysis (1). If the
analysis has already been carried out previously, this is updated by evaluating
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all the new information deriving from the new reviews. Following this request,
some information relating to the reliability percentage of negatively evaluated
reviews (i.e., those identified as fake) is extracted from the site (2) by request-
ing specific information on them (3). The data is processed (4) by extracting
information about their reliability percentage and saving the information in the
non-relational database. Thereby, we obtained about 61,000 reviews classified as
shown in Table 2.

Table 2. Statistics of the dataset retrieved through scraping on the ReviewMeta site.

Reviews Amount

Reviews with reliability percentage 0%–35% 28, 925

Reviews with reliability percentage 36%–70% 3, 519

Reviews with reliability percentage 71%–100% 28, 537

Total reviews 60, 981

4 Experimental Evaluation

In this section, we report the experimental results obtained by evaluating the
performance of our system. We also report the results of a comparative analysis
between our system and others proposed in the literature [34,37].

Thanks to the information obtained from ReviewMeta, we could proceed with
the system evaluation by measuring the Cohen’s kappa metric. The kappa coeffi-
cient represents the degree of accuracy and reliability of a classification. It is an
index that represents how consistent the result obtained is in relation to how much
the maximum obtainable result is. It compares the values on which “prediction”
and “reality” agree with those in which there is instead disagreement. In our case,
this evaluation metric enabled us to evaluate the agreement between the values
predicted by the system and those obtained by ReviewMeta. Cohen’s kappa can
assume values ranging from −1 to 1. The higher the value, the higher the agree-
ment between the values predicted by the system and those by ReviewMeta. For
the calculation of Cohen’s kappa, the predicted results (i.e., the results obtained
from the classification carried out by the implemented system) are compared with
the values obtained from reliable sources, which can be human judges, who man-
ually carried out the classification operation of data, rather than information
obtained from other systems whose reliability is proven and verified. In our study,
the data was retrieved, as mentioned, from ReviewMeta. Contextualizing such
considerations in our scenario, we derived Table 3

where

– G1 represents our model, namely, what we predict;
– G2 represents the information taken from ReviewMeta;
– A represents the amount of reviews that G1 detects as normal and G2 detects

as true (the true positives, i.e., the reviews rated as real by both judges);
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Table 3. Computation of Cohen’s kappa.

G1

G2 Normal Anomalous

True A B ST = A+B

Fake C D SF = C +D

SN = A+ C SA = B +D TOT = SN + SA = ST + SF

– B represents the amount of reviews that G1 detects as anomalous and G2
detects as true (the false negatives, i.e., reviews rated as false but really
positive);

– C represents the amount of reviews that G1 detects as normal and G2 detects
as fake (the false positives, i.e., reviews rated as real but really fake);

– D represents the amount of reviews that G1 detects as anomalous and G2
detects as fake (the true negatives, i.e., reviews rated as false by both judges);

From this, it follows that Cohen’s kappa is computed as follows:

K =
P0 + PE

1 − PE
(1)

where P0 and PE are calculated as follows:

P0 =
A + D

TOT
(2)

PE =
SN

TOT
∗ ST

TOT
+

SA

TOT
∗ SF

TOT
(3)

As already mentioned, the values that the Cohen’s kappa can take are between
−1 and +1. Specifically, the model is evaluated as follows:

– If k has values less than 0, then there is no match;
– If k assumes values between 0 and 0.4, then the agreement is poor;
– If k assumes values between 0.4 and 0.6, then the agreement is discrete;
– If k assumes values between 0.6 and 0.8, the agreement is good;
– If k assumes values between 0.8 and 1, the agreement is excellent.

The results obtained through our system are shown in Table 4.

Table 4. Experimental results.

Metric KMeans Isolation Forest One-Class SVM Ensemble Learning

Kappa Score 0.64 0.62 0.67 0.83

As we can note, the system evaluation allowed us to achieve a value higher than
0.8. Table 5 shows the results obtained from similar approaches to fake review
detection.
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Table 5. Results of a comparative analysis between our system and some unsupervised
learning systems proposed in the research literature.

Ref. Target ML Technique Result Notes

[31] Product review
spammer

Unsupervised
approach

Cohen’s kappa
k = 0.48

Manual labeling
of reviewers

[28] Fake reviews Unsupervised
approach based on
language models

Cohen’s kappa
k = 0.81

Reviews labeled
as fake and
non-fake by
four human
judges

[40] Opinion
spammer
groups

Unsupervised
approach based on
relational models

Cohen’s kappa
k = 0.79

Reviews labeled
as fake and
non-fake by
eight human
judges

[38] Product review
spammers

Unsupervised
approach based on
Bayesian classifiers

Cohen’s kappa
k = 0.73

Reviewer
labeling based
on behavioral
features

[53] Store review
spammers

Unsupervised
approach based on
graph models

Cohen’s kappa
k = 0.61

A small set of
stores labeled
by human
judges

Our approach Fake reviews Unsupervised
approach based on
ensemble learning

Cohen’s kappa
k = 0.83

Labels retrieved
through
scraping on
ReviewMeta

Note how for such studies human judges were paid to manually label the reviews.
Differently, we used ReviewMeta as ground truth given the difficulties in pro-
ducing an equally numerous labeled dataset. Generally speaking, those findings
let us realize how widespread the fake reviews phenomenon is, certainly more
than one could imagine.

5 Conclusions and Future Works

In this article, we have presented a system for predicting the reliability of online
reviews related to different products. This system exploits an ensemble learn-
ing approach based on three anomaly detection algorithms. Scraping techniques
allowed us to collect data to train and test our system. A comparative evaluation
with similar state-of-the-art systems has shown the benefits of our approach.

The possible future developments of our approach are manifold. Among these,
the first undoubtedly concerns the nature of the data used. In our system, we
used the data collected by the ReviewMeta site as a ground truth, which relies
on a proprietary algorithm to evaluate the reliability of product reviews on e-
commerce sites. It represents a limitation of our approach. Ideally, you could hire
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human judges to label reviews or re-evaluate the data retrieved by ReviewMeta.
Another possible future development could concern the consideration of new
features that take into consideration the semantics of the text or the relationship
between users and businesses or between groups of users who act together on
the same products to raise the average rating, thus making the most attractive
product in the eyes of possible future buyers. Finally, in this article we have
presented a comparative analysis between our approach and others which, like
ours, rely on classic machine learning algorithms. In the future, we would also
like to compare our approach with online review prediction systems that rely on
deep neural networks (e.g., see [2,22,57]). However, as is known, deep learning
approaches require large amounts of data to be truly effective, which represents
a significant hurdle in the online review scenario.
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Abstract. The paper intends to contribute to a better comprehension of litera-
ture on online deliberation and demonstrate possibilities of using software pro-
vided for automated processing of information arrays downloaded from bib-
liographic databases for scientometric analysis of a complex interdisciplinary
research domain. We present a descriptive analysis of sources and authors in
order to detect what meanings (networked) deliberation may have, comprising a
short review on basic directions of research domain. Also, the conceptual structure
of research field is analyzed using bibliometric analysis which allows to gener-
ate a map of main and highly relevant themes studied. As a result, we suggest
future research directions for deliberative studies. In total, 1946 publications from
databases of Scopus during the period 1968–2022 are analyzed. The outcomes
indicate on an opportunity of effective using the functionality of Biblioshiny and
VOSviewer to investigate trends in science. Qualitative interpretation of results
assists to propose a few valuable directions for deliberative studies which should
be developed further. The first prominent observance is a lack of studies exploring
e-deliberation and its quality in the conditions of exogenous shocks (war, pan-
demics, natural disasters). One more less discovered venue correlates with study-
ing citizens’ motivations and purposes to participate in political conversation via
online platforms. The third research idea is devoted to understanding what online
deliberation represents and what effects it may have on citizenry and government.

Keywords: Deliberation · Online Deliberation · Bibliometric Analysis ·
Research Domain

1 Introduction

Today, the current state of deliberative democratic theory is extremely hard to evalu-
ate unambiguously (Savin, 2019) as it has quite different tendencies and directions of
elaboration. The state of political theory in 1990s was described by John Dryzek as a
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deliberative turn, then the theory of deliberative democracy became a mainstream in
political science in 2000s, even going beyond a political theory. Two decades later after
deliberative turn, Dryzek distinguished a few more turns in the deliberative democ-
racy such as institutional, systemic, practical and empirical ones which were outlined
in a clear manner in his work “Foundations and Frontiers of Deliberative Governance”
(Dryzek, 2010). A number of theoretical, methodological and empirical studies devoted
to deliberative democracy, democratic deliberation and online deliberation has increased
exponentially in the last decade covering new aspects and directions of research thought.
However, despite a constantly growing quantity of studies in this field and improvement
of their quality, there is a crisis of democracy which is interpreted as an “overload” of
opportunities for citizens to have their voices heard “accompanied by marked decline
in civility and argumentative complexity” (Dryzek et al., 2019). These days, the real
world of politics is far from a deliberative ideal due to huge polarization and incivility
that have a negative impact on civic participation (Buchanan et al., 2022), precarious-
ness and inefficiency of simple arguments and solutions for ambiguous and complex
issues that lead to “susceptibility by citizens to ill-reasoned, populist, and increasingly
authoritarian appeals from political elites” (Buchanan et al., 2022). Nevertheless, there
is accruing empirical evidence that deliberative practices, programs, and structures have
potential and offer some ways to mitigate the recessionary political situation.

Online deliberation can be considered as one of effective instruments allowing to
raise the deliberative quality of politics. However, there are some problems correlating
with conceptualization of deliberation, including online deliberation as well, due to a
growing body of literature on deliberation that has stretched the concept (Bächtiger
et al. 2010; Friess & Eilders, 2015). As a result, it may be confusing to understand what
conditions are needed for deliberation to occur and how to define it exactly.

The present research is aimed at contributing to a better understanding of literature in
the field of online deliberation in three ways. Firstly, to develop a descriptive analysis of
papers and authors in order to determine what (online) deliberation does mean and what
directions this research domain has. Secondly, to analyze the conceptual structure of
research field employing bibliometric analysis. It helps create a map of main and highly
important topics studies which may be grouped. Databases of Scopus publications were
investigated to solve these problems. Third, to suggest future research directions. Totally,
we analyzed 1946 publications during the period 1968–2022. The main purpose of this
article is to demonstrate possibilities of using software provided for automated process-
ing of information arrays downloaded from bibliographic databases for scientometric
analysis of such a complex interdisciplinary research domain as online deliberation.

2 Online Deliberation as a Research Domain

2.1 What Does Deliberation Mean? Conceptualizing and Proposing Own
Definition

The term of (public) deliberation is a central category to deliberative democracy theory.
In recent decades, the idea of deliberation has been considered in public and scholarly
discourse as “a cornerstone of democracy” (Delli Carpini, 2002) and as “a remedy for
the imperfections of the democratic system” (Witkowska 2012). Public deliberation
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Table 1. Conceptualization of deliberation

Authors & years Meaning Basic set of attributes

Cohen, 1997 Public argument and reasoning
among equal citizens prior to a
decision

Public argument,
reasoning, equal, decision

Bohman & Rehg, 1996 Deliberation is a participatory
form of politically, morally, and
ethically justified discourse
when citizens voluntarily
discuss politics in a casual
manner to present competing
perspectives through public
reasoning instead of bargaining

A participatory form of
justified discourse, public
reasoning instead of
bargaining

Dryzek, 2010 Deliberation should be
associated with discussions that
are (unnaturally) calm,
reasoned, argumentative,
whereas the genuine
communication in democracy
should include the real-life
discursive processes that are
intrinsically social,
intersubjective invoking all
kinds of ‘unruly and contentious
communications from the
margin’

Reasoned, argumentative
discussions, discursive
processes

Chambers, 1996 Debate and discussion aimed at
producing reasonable,
well-informed opinions in
which participants are willing to
revise preferences in light of
discussion, new information,
and claims made by fellow
participants. Although
consensus need not be the
ultimate aim of deliberation, and
participants are expected to
pursue their interests, an
overarching interest in the
legitimacy of outcomes
(understood as justification to
all affected) ideally
characterizes deliberation

Reasonable,
well-informed opinions,
consensus, legitimacy of
outcomes

(continued)
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Table 1. (continued)

Authors & years Meaning Basic set of attributes

Gastil, Black & Lawra, 2008 The process of getting people
together to examine problems
carefully and find out solutions
for the existed problem based on
the reasons where differences
and views highly respected

To examine problems, find
out solutions, based on the
reasons, respected views

Bächtiger, Dryzek, Mansbridge,
& Warren, 2018

Mutual communication that
involves weighing and reflecting
on preferences, values, and
interests regarding matters of
common concern

Mutual communication,
weighing, reflecting on
preferences, matters of
common concern

is a multi-dimensional theory studied in political philosophy (Gutmann & Thompson,
1996; Cohen, 1997), political communications (Carcasson, Black, & Sink, 2010; Gastil,
1993; Pearce & Littlejohn, 1997), public opinion research (Gastil, 2008; Page, 1996),
citizen’s juries (Crosby, 1995).Wepay attention to two significant thingswhich should be
known about definition of deliberation. First, there is a plethora of definitions of (public)
deliberation as “deliberation is a rather complex concept, and it should be used with
care” (Steiner, 2008). Secondly, there is no unified term which can be tested empirically
by all scholars in a standard way due to various techniques of conceptualization and
operationalization of the concept.

In order to propose our own definition of deliberation, first, we present some defi-
nitions which are highly relevant to deliberative studies. Then, we highlight main and
common components of deliberation which should be comprised when giving a descrip-
tion on what deliberation is (see Table 1). Our definition of deliberation is predominantly
based on works of Cohen (1997), Bohman (1996), Dryzek (2010), Chambers (1996),
Gastil, Black & Lawra (2008), Bächtiger, Dryzek, Mansbridge, &Warren (2018). Thus,
we perceive deliberation as a process of inclusive reasoned, respected discussion of
citizens with the prevalence of dialogical form of communication, aiming at solving
common problems and reaching consensus, or legitimacy of outcomes.

2.2 What is e-deliberation? Main Directions of Research on Online Deliberation

Since 1990s, researchers have begun to study in more detail the role of the Internet, ICT
in discussing political problems and making decisions on certain political issues (Chad-
wick, 2006; Davis, 1999; Davis &Owen, 1998; Römmele, 2003). Today, one of the most
discussed forms of political Internet communication is online deliberation on issues of
common interest to all participants. Themodern political science demonstrates a growing
number of communication practices of justification between citizens, civil institutions,
media and authorities (Chambers, 1996; Habermas, 1996, 2006; Wessler, 2018) in rela-
tion to socio-political problems in the public sphere that occur online (Coleman, 2018;
Coleman & Shane, 2012; Kersting, 2013; Warren, 2009). Internet-based deliberation
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can be understood as “the interest in the capacity for information and communications
technology (ICT) to support political debate and decisionmaking” (King, 2018). Amore
recent definition of e-deliberation is described as “an online deliberation process that uses
Internet to sense public opinion on one ormore specific issues, to enable and enhance dis-
cussion among citizens, and to shape consent among citizens” (Fitsilis, 2022). According
to V. Tsakanikas, G. Rokkou, and V. Triantafyllou (2022), e-deliberation presents differ-
ent categories of systems which are dependent on the subject of deliberation, its goals,
participants’ and moderators’/coordinators’ experience of e-participation, general char-
acteristics of platforms: online forums, deliberative polls, votes, discussions, e-surveys,
e-petitions (Tsakanikas, Rokkou, & Triantafyllou, 2022). In our understanding, online
(Internet, web, digital, electronic, networked, Internet-based) deliberation is a delibera-
tion conducted in online environment with usage of electronic means of communication.
The main point in any term of e-deliberation is the usage of ICT and Internet.

Internet-based deliberation is a relatively new field that currently comprises a lot of
changes and developments in subject of scholarly attention and variety of approaches to
studying it (Davies & Chandler, 2011). S. Gangadharan (2009) observes online delib-
eration’s “multiple histories”, while Davies (2009) describes the field of networked
deliberation as fragmented. In addition to this, according to Davies, an academic com-
munity formed around digital deliberation agenda seems to be fragmented as well, since
many scholars and practitioners work separately from each other (Davies, 2009). As a
consequence, it leads to duplicated efforts and lost opportunities that could benefit to
a more comprehensive and unified understanding of online deliberation and research
approaches to it. Instead, there are many conflicting and inconsistent assumptions about
nature of digital deliberation, its operationalization and measurement which may be
noticed in the literature (Coleman & Moss 2012).

D. Friess and C. Eliders (2015) observed that research on online deliberative prac-
tices gained tremendous scholarly attention in the first decade of the 21st century. The
great amount of theoretical and empirical literature has become available (Black,Welser,
Cosley, & DeGroot, 2011; Davies & Gangadharan, 2009; Gerhards & Schafer, 2010;
Price &Cappella, 2002; Stromer-Galley &Martinson, 2009). Nonetheless, there are still
many open questions regarding the relation between such relevant components of online
deliberation as design, communication processes and outcomes that are needed to be
clarified in normative (finding an ideal), descriptive (investigating empirical nature) and
prescriptiveways (how things can be altered in order to achieve progress) (Davies&Gan-
gadharan, 2009). The scholars distinguished three main directions of research on online
deliberative practices (Friess & Eliders, 2015; Jonsson & Åström, 2014; Strandberg &
Grönlund, 2018).

a) Institutional input (“design”) – the institutional design that sheds light on the precon-
ditions of deliberation, enables and fosters it. For example, it may include institu-
tional arrangements (e.g., participatory budgeting), platforms (e.g., government-run
platform), and socio-political elements (e.g., internet access rate and social strata).

b) Productive outcome (“results”) – the expected results of deliberation, their inter-
nal (e.g., new knowledge and experience, change of positions and preferences) and
external effects (e.g., policy metamorphoses).
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c) Communicative throughput (“process”) – the communication processes through
which individuals participate and its quality, ways how consensus can be demo-
cratically built and reached.

The early 2000s revealed an enormous academic interest in empirical studies on
online deliberation (Davies, 2009). There was a lot of optimism towards benefits of ICT
in overcoming practical issues of web deliberative process. However, online deliberation
research had gradually moved from early enthusiasm to pessimism and, most recently,
to a more qualified and balanced exploration of the relationship between technology
and democracy. Although technologies may facilitate greater availability of data and
information, it is not enough for strengthening democracy. For example, Price and Cap-
pella (2002) indicated that the increased accessibility of information did not expand the
usage of such information. Scheufele and Nisbet (2002), Davis (2009), and Lusoli and
others (2006) observed that citizens’ usage of ICT reinforced a gap between engaged
and unengaged citizens. Sunstein’s (2001) observations of polarization and previously
mentioned works showed that while ICTmanaged to remove barriers of time, geography
and cost to deliberative processes, there were still challenges and negative consequences
for Internet-based deliberation.

Social media and ICT have become more significant in the last two decades (Davis
2009, Boyd, & Ellison, 2008). According to Daniel Halpern and Jennifer Gibbs (2013),
social mediamay perform as a catalyst for online deliberation, since it provides a deliber-
ative space to discuss and encourage political participation, both directly and indirectly.
However, as an opposing effect, social media promotes unintentional access to hetero-
geneous information which can lead to political disagreements (Barnidge, 2018; Maia
et al., 2018) and spread of incivility, hate speech (Herbst, 2010; Rowe, 2015; Sobieraj &
Berry, 2011; Coe, Kenski, & Rains, 2014) that diminishes the quality of deliberation
and participant’s desire to be engaged in it. We suppose this is one of the reasons why
scholars currently focus more on intensive research of institutional settings, platforms,
its design, tools and software, but not on communication process and its quality.

Our study helped understand what research direction currently dominates in the field
of online deliberation and what gaps are needed to be filled by future studies.

3 Workflow of Conducted Bibliometric Analysis

The bibliometric study aimed at detecting various publication patterns of online
deliberation as a research domain and was driven by the following research questions:

RQ1: What is the state-of-the-art of online deliberation reflected by the most cited
papers, most important authors, sources (journals), countries, etc.?

RQ2: What are the key themes/concepts in the literature of online deliberation?
The process of bibliometric analysis includes several stages and methods.
Study design included selecting a bibliographic database for data collection (in this

case, Scopus); developing a search strategy.
Totally, we found 1946 publications during the period 1968–2022 with the following

search:
KEY (“online deliberation” OR “electronic deliberation” OR “e-deliberation” OR

“e-deliberation” OR “computer-mediated deliberation” OR “web-deliberation” OR
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“digital deliberation” OR “virtual deliberation” OR “Internet deliberation” OR “de-
liberation online” OR “social media deliberation” OR “networked deliberation”) OR
TITLE-ABS-KEY (“electronic participation” OR “e-participation”).

Data collection included:

– searching Scopus based on the chosen search strategy;
– exporting the retrieved bibliographic records to Plain Text and bib formats;
– uploading the collection (Plain Text) on Biblioshiny (2017);
– exporting the collection from Biblioshiny as an Excel file;
– importing the same collection in bib format in Mendeley for screening.
– Data analysis included:
– automatic checking for duplicates (both in the Mendeley library and the Excel file

exported from Biblioshiny);
– screening titles, abstracts, and keywords of each record in Mendeley, deleting irrel-

evant records in Mendeley and Excel as described below. Following Lan & Anders
(2000), we excluded the analysis of reviews, editorials, prefaces and forewords
because they presented a limited view of the subject addressed. We included only
the items in English. Yet, English is internationally accepted and widely used for
publishing research.

FollowingDekker andBekkers (2015), we have selected a set of criteria for including
articles in the review:

1. English language, Peer-review process
2. Original research (empirical and theoretical studies; excluding editorials, reviews,

previews, forewords, etc.)
3. Relevance to the research questions, we excluded the articles:
a) not specifically addressing online deliberation;
b) addressing non-political online deliberation topics (arts, culture, etc.);
c) addressing another context (e.g., health or education or private sector).
- cleaning Authors’ keywords of the final collection in Excel:

After cleaning the keywords in Mendeley, we took 285 items, namely 126 (“delib-
erat(ion/ive)”), 37 (“discours(e/ive)”), 110 (“discussion”), 12 (“argumentat(ion/ive)”).
After deleting duplications, we took 212 publications.

After cleaning the keywords in Biblioshiny, we took 174 publications. After deleting
duplications, we took 148 publications.

– uploading the final collection (Excel) on Biblioshiny and performing different bib-
liometric analyses (e.g., calculation of main bibliometric measures, such as most
productive authors;

– keyword co-occurrence network analysis, country collaboration network analysis).

Data visualization was performed using the functionality of Biblioshiny and
VOSviewer for visualizations, using Excel graphs (e.g., for visualization of annual
scientific production and frequency distribution of Research Areas).

Qualitative interpretation of results aims at defining key areas of research, themes,
and relations between authors in online deliberation studies. It will allow to detect the
meaningful lacunas in this research area and parallelism in various research locations
and provide suggestions for future collaborations.
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4 Interpretation of Results

4.1 What is the State-of-the-Art of Online Deliberation Reflected by the Most
Cited Papers, Most Important Authors, Sources (Journals)?

The bibliometric analysis enabled to identify the most cited sources which are presented
on Fig. 1. The most cited document was «Social media as a catalyst for online delibera-
tion? Exploring the affordances of Facebook and YouTube for political expression» by
Halpern and Gibbs (2013). Their paper was devoted to the potential of social networks as
a catalyst for e-deliberation. The scholars assessed such social media channels as Face-
book and YouTube to understand whether these platforms meet the necessary conditions
for deliberative democracy. They evaluated two traditional predictors of e-deliberation:
the affordances of identifiability and networked information access. Based on discourse
analysis of networked messages, Halpern and Gibbs concluded that Facebook expanded
the flow of information to other networks and allowed to conduct more symmetrical
conversations among participants, while YouTube showed lower figures for politeness
in the more anonymous and deindividuated environments.

Fig. 1. Most global cited documents and authors

«Using data mining as a strategy for assessing asynchronous discussion forums»
by L. P. Dringus and T. Ellis (2005) was the second most cited source. Their work
aimed at demonstrating how data mining may offer promise as a strategy for exploring
and building alternative representations for the data underlying asynchronous discussion
forums. The authors took attempt to sort out the question, “what is data from an online
forum?” among other key questions. Using temporal participation indicators, Dringus
and Ellis managed to reveal how employing data and text mining techniques in the query
process could improve the instructor’s ability to estimate the progress of a threaded
conversation.

After articles of D. Halpern and L.P. Dringus, our analysis showed a paper of S.
Wright (2012) named «Politics as usual? Revolution, normalization and a new agenda
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for online deliberation» as the most cited document in Scopus database. The article
argued that the split between revolution and normalization schools (these discourses are
about the role of newmedia in shaping politics) had a negative impact on further empirical
analyses of political Internet-based talk. This paper had three main conclusions: 1) the
majority of investigators failed to consider the nature of revolutionary change in any
detail, tending to frame and interpret their research results with the very technologically
determinist accounts of revolutionary change; 2) the revolution/normalization frame
led scholars to disproportionately analyze current political institutions and practices,
using narrow definitions of politics which are irrelevant and often inappropriate in the
context of new media; 3) the revolution/normalization frame led researchers to construe
their empirical data in an excessively negative way. As a result, Wright proposed a few
suggestions on how scholars could refine online deliberation research and make it more
optimistic.

In the Sect. 2, we mentioned some mostly cited works by D. Halpern and J. Gibbs
(2013), D. Friess and C. Eliders (2015) and the directions of research proposed by them.
However, we could not track this tendency among other most cited works. Considering
the most cited documents and scholars represented in the Fig. 1, we investigated that
the majority of papers were about institutional input (Halpern (2013); Dringus (2005);
Gonzalez-Bailon (2010); Cartwright (2009); several studies contained communication
throughput (Robertson (2008); Graham (2003)), theory and review (Wright (2012);
Friess (2015)), and combination of three directions (Baek (2012); Stromer-Galley
(2009)).

According to Fig. 2, it may be noticed that a number of sources had been rising since
2005. As for types of sources, we see that they had been gradually appearing: Policy and
Internet in 2003, ACM International Conference Proceedings Series in 2005, Lecture
Notes in Computer Science in 2006, International Journal of Electronic Governance in
2007. The last one was Journal of Information Technology and Policy since 2011. A
quantity of Policy and Internet publications started increasing only since 2014, however,
as mentioned before, it was formed in 2003. The impressive results of growth were
illustrated by Lecture Notes in Computer Science since 2009. It saw a sharp increase
since 2012 till 2017. As a result of accumulation, currently, it is the dominating source in
comparison to others. ACM International Conference Proceedings Series, International
Journal of ElectronicGovernance, and Journal of InformationTechnology andPolicy had
constantly growing patterns alternating with periods of stable indicators. In 2022, Policy
and Internet and International Journal of Electronic Governance obtained the lowest fig-
ures for cumulate occurrences among others, although Policy and Internet emergedmuch
earlier than other sources. Interestingly, a common trend among all sources, except Policy
and Internet, was observed: the first year of appearance was characterized by growth and
then there were some periods without changes (ACM International Conference Proceed-
ings Series 2005–2006 and 2006–2010 respectively, Lecture Notes in Computer Science
2006–2007 and 2007–2009 respectively, International Journal of Electronic Governance
2007–2008 and 2008–2011 respectively, Journal of Information Technology and Pol-
icy 2011–2012 and 2012–2017 respectively); after those periods of stability, we could
discover the growth of sources again.
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Fig. 2. Source Dynamics

4.2 What Are the Key Themes/concepts in the Literature of Online Deliberation?

Figure 3 shows trend topics from 2008 to 2022. The most widespread themes were
forums (2008–2020), political (2010–2020), electronic (2012–2022), discussion (2010–
2019), e-participation (2010–2019), design (2011–2019), social (2013–2021), delibera-
tion (2012–2020), deliberative (2012–2020), and online (2012–2015). Themost frequent
terms engaged were online (in 2015), deliberation (in 2016), deliberative (in 2017), dis-
cussions and social (in 2016), political (in 2013), discussion (in 2012). We noticed that
scholars focused predominantly on online deliberation, political discussion, deliberative
discussions, deliberative forums, social media, online participation, online discourse,
digital platforms and their design. It means that an institutional input venue currently
dominates in deliberative studies.

Figure 4 demonstrates co-occurrence network of keywords that summarizes the
research content. We found “deliberation” and “online” as the largest nodes in the net-
work, followed by “discussion”, “discourse” and “social media”. We can see several
segments of the network. For instance, a “red” segment shows a co-occurrence of the
words “deliberative”, “discussions”, “democracy” and “citizens” which indicates that
the main purpose of deliberation is to strengthen the democracy and citizens. A “green”
segment shows a co-occurrence of the words “social media”, “discourse”, “citizens”
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Fig. 3. Trend topics

and “dialogue”, which we can interpret as many authors adhere to the approach accord-
ing to which social media generate a discourse, empower the citizens and promote the
dialogue between citizens and government. At the same time, we can see the absence
(or week representativeness) of such topics as “deliberation effects” and “deliberation
assessment”. It means that these topics are still emerging, taking a low development and
increasing (but still low) relevance. We can see that online deliberation remains a field
which includes a “variety of arenas” and “wide range of methods”, comparing to the
previous study of 2014 (Jonsson &Åström, 2014). Meanwhile, more and more attention
is paid to democratic aspects of online deliberation, comparing to the findings of 2014.

In the last two decades, the body of literature on e-deliberation has grown rapidly, but
the majority of empirical studies have focused predominantly on communication pro-
cesses. These investigations aimed at measuring the quality of deliberation in Internet
discussions based on values and dimensions of deliberation (Filatova, Kabanov, & Mis-
nikov, 2019; Volkovskii & Filatova, 2021; Volkovskii, Filatova, & Bolgov, 2022). Other
studies have concentrated on the results of e-deliberation (Han et al., 2015; Price & Cap-
pella, 2002; Strandberg, Berg, Karv, & Backström, 2021). There has been still a problem
earlier noticed by Price, Stromer-Galley andMuhlberger in 2009 that input-output mod-
els currently dominate in research agenda whereas a lack of throughput research remains
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Fig. 4. Co-Occurrence Maps of Keywords in the International Agenda. Source: Biblioshiny

and gets neglected. Their criticism was that deliberation is treated as a black box, adding
that analysis is often limited to “observing change from before to after the delibera-
tion without considering what has happened during the discussion” (Stromer-Galley &
Muhlberger, 2009).

5 Discussion

5.1 Study Limitations

It should be noted that the choice of keywords for the search is determined by initial
knowledge of the author on this topic. This fact determined the findings (see Fig. 4).
We searched for data in Scopus, traditionally used for these purposes. We can distin-
guish “Authors”, “Keywords”, “Titles”, “Source” and “Year of publication” as fields
of research interest. Web of Science (WoS) has better and more diverse data than Sco-
pus. However, the advantage of Scopus is the indexing of conference proceedings, not
only journal articles, as well as more publications on social sciences and humanities
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than WoS. At the same time, the books are not included in the sample. This fact may
significantly affect the findings.

5.2 What Are the Gaps and Future Research Opportunities in the Field?

Little has changed during the last decade as our analysis confirmed the same pattern
mentioned by us earlier. We tracked the articles mostly devoted to institutional input or
combination of it with productive outcome/communicative throughput. However, there
were almost no studies investigating all three aspects of deliberation and their causal
links (design-process-results). The empirical studies still concentrate more on a deliber-
ative communication as a dependent variable and effects of design (input) on its process
(Alnemr, 2020; Gonçalves, Cecília, & Baranauskas, 2022) rather than on effects of the
communication process on the outcomes of deliberation (Price, Nir, & Capella, 2006).
However, only in the last 5–7 years a number of works dedicated to studying com-
municative throughput (Del Valle, Sijtsma, Stegeman, & Borge, 2020; Esau, Fleu, &
Nienhaus, 2020; Esau, Friess, & Eilders, 2017; Volkovskii, 2021), especially with inte-
grating automated and machine methods (Fournier-Tombs, & Di Marzo, 2020; Shin &
Rask, 2021), has begun to grow. The sharp increase can be explained by the fact that
“deliberation is a key element of governance, and assessing its quality is crucial to the
development of better governance practices” (Shin&Rask, 2021). Indeed, it is now com-
monly acknowledged that governments can no longer address and solve social problems
by themselves, they should tend to cooperation with citizenry and civil society in order
to make well-balanced collective decisions and share responsibility together (Torfing,
Sørensen, & Røiseland, 2019).

A review on literature assisted us to propose a few directions for deliberative studies
which should be developed in the future. The first prominent observance is a lack of
studies exploring e-deliberation and its quality in the conditions of exogeneous shocks
(pandemic, war, natural or technogenic catastrophes, ecological crisis). Online deliber-
ation is traditionally studied during the periods of social certainty, but our bibliometric
analysis showed the shortage of theoretical findings and empirical studies of deliber-
ation in crises. One more less explored venue correlates with citizens’ motivation and
intentions to participate in political conversation and online deliberation. The focus
should be shifted on participants’ behavior, engagement and motives to discuss poli-
tics. The are some studies examining motivations. However, there is little known about
the motivations of people who take part in formal deliberation venues (Stromer-Galley,
Bryant, & Bimber, 2009). The third research idea is about understanding what online
deliberation represents and what effects it has. Only a few studies proposed a definition
of networked deliberation and described its process in terms of contributions and advan-
tages. However, online deliberation is not always good as it may have negative effects
on participants. This influence should be deeply studied not only by scholars of political
communications, but also by psychologists and sociologists.
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6 Conclusion

The conducted research demonstrated the capabilities of automated detection of dif-
ferent publication patterns of online deliberation. The concept of online deliberation is
interdisciplinary and, along with related concepts, is studied from positions of different
fields. The interdisciplinary nature of this scientific direction, intersection of different
approaches makes the case particularly interesting for usage in bibliometric research.
The results indicated on a possibility of effective using the functionality of Biblioshiny
and VOSviewer to analyze interdisciplinary trends in world science. Using a sample that
is not completely representative, we identifiedmany features that can serve as the subject
of further, more detailed analysis. Themethodology of bibliometric analysis presented in
this article can be used and further developed in the analysis of more extensive academic
fields—E-Participation and E-Governance. As a part of the project “Institutional Trans-
formation of e-Participation Governance in Russia: A Study of Regional Specifics”, it
is planned to analyze the conceptual structure of the research field using bibliometric
analysis, which will allow to create a map of basically studied themes.
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Abstract. Opinion cumulation on social networks has been widely researched
upon; however, we still lack knowledge on its dynamics. In particular, politi-
cal polarization that leads to echo chambering with democratically inefficient
homophily of views is mostly studied in terms of resulting echo chambers and
factors shaping it, but not in terms of formation dynamics; this may misinform
understandings of the nature of echo chambers. The concept of cumulative delib-
eration [1] implies opinion divergence and growth of clusters of posts/comments
that may contain differing opinions in online discussions, where a ‘tug-of-war’
model of winning the dispute may be traced. However, in our earlier work [2], we
have shown that user discoursemay diverge into neutral vs. politically opinionated
clusters, rather than, e.g., left vs. right or loyal vs. oppositional. Our other research
[3] shows that, in case of global or nationwide events, news content spreads first,
and then, with a time lag, issues of public importance raise in the discussions.
Combining this knowledge, we use Twitter data from Russia to reveal the dynam-
ics of echo chambering as cumulation of neutral vs. polarized content in time. For
that, we use a multi-step research pipeline that includes, i.a., web graph analyt-
ics, k-means clustering, creation of frequency vocabularies, Granger testing, and
visual mapping. We show that echo chambers of news-based and opinion-based
nature form in different time and depend upon the lifestyle of their actors. We
detect cumulative patterns in formation of echo chambers, including one where
the spread of news leads to discourse radicalization and one called ‘the spiral of
influence’ in interdependence of clusters.

Keywords: cumulative deliberation · dynamic polarization · echo chambers ·
opinions · social media · clustering

1 Introduction

Political and social polarization has become a fundamental feature of today’s politi-
cal systems, both in democracies and countries with no stable democratic traditions.
The growth of polarization has coincided with digitalization of social communication,
and especially with the rise of social networking platforms. Complex relations between
socially-mediated online discussions and political polarization have been studied practi-
cally since social networks have appeared on stage; however, evidence on whether social
media truly foster polarization varies from full belief to full rejection.
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A significant gap in online political polarization studies is that, in the overwhelming
majority of cases studied, polarization is seen as a structural feature of discussions
that leads to echo chambering, and echo chambers, in their turn, are viewed as stable
elements of discussion structure consisting of users with particular stable positions.
Several years ago, we have offered another view on discussion polarization [2], showing
that echo chambers have a discursive, rather than structural, nature. This may imply that
echo chambering is not divergence of users according to their ties in discussions, but
divergence and co-development of certain discourses within online talk.

Another gap in online polarization studies is that echo chambers are assessed as
finalized structures, rather than dynamic andflexible ones.Dynamics of echo chambering
is assessed extremely rarely, partly because there is lack of conceptual thinking on
how opinions accumulate online and how exactly they may cast impact upon offline
deliberation. We have offered the concept of cumulative deliberation [1] that allows for
seeing opinion cumulation as a neutral and dynamic process with systemic features that
are yet to be discovered. Thus, we would like to unite both gaps in our current research
and assess echo chambers as dynamic discursive features.

In our work [2], we have also shown that discursive echo chambers may be divided
into those based on more or less neutral news and those politicized or even radicalized.
Also, we have shown elsewhere [3] that news content tends to appear first in discussions,
and then issues around the discussion topic arise, both nationally and cross-culturally.
Having in mind all the abovementioned, we pose several research questions on whether
news-based or politicized echo chambers appear first and how they shape the overall
discussion dynamics.

For that, we use a previously marked-up Twitter dataset from 2013 where we had
detected echo chambers; for a number of reasons discussed below, this dataset is more
suitable for our studies than today’s ones. We assess the dynamics of echo chambering
discourses, including how participants changing positions affect them. The remainder
of the paper describes our conceptualization (Sect. 2), research questions (Sect. 3), the
research pipeline, pre-processing, and new methods applied (Sect. 4), results (Sect. 5),
and their discussion (Sect. 6).

2 Cumulative Dynamics vs. Opinion Polarization in Online Talk

2.1 Dynamic Polarization as a Scientific Problem

Over the past 20 years, research on user polarization has become a major line within
the studies of online communication in general and its deliberative quality in particular.
There are many works dedicated to the dynamics of polarization (for example, see the
review of works before 2011 on the simulation of opinion formation in [4], and modern
reviews in [5, 6]), but not all aspects have been studied yet.

So far, the polarization process was investigated in three ways: by evaluating empir-
ical data and modeling [7], via user surveys (including panel surveys) and experiments
[8]. In early polarization studies, there were at least as many works that modelled polar-
ization and growth of echo chambers online as the empirical papers, and they appeared
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no later than 2000, i.e., even earlier than most social networking platforms. By model-
ing polarization (mainly via systemmodeling), researchers have been investigating what
states a polarized online discussion can come if seen as a closed system.

Back in 2000, by applying spin-Ising model and Monte Carlo simulation, a conclu-
sion was made about two possible outcomes of forming opinions within a closed group.
Simple communication rules, as the simulation showed, lead to complex dynamics and
power law in how decisions are distributed over time. As a result, a closed community
evolves either towards dictatorship or into a stalemate in which it is impossible to make
any common decision [9]. Thus, the authors conclude that only an open society can
make decisions democratically without evolving into either of the extremes.

Törnberg and colleagues [10] have shown that the polarization process obeys the
logic of systems theory, as it has phase states and points of no return. Namely, they have
documented the hysteresis effect, which means that the transition to a fragmented state
cannot be reversed, even if the costs of returning to the previous state may increase.
‘[D]ue to systemic feedback effects, if polarization passes certain tipping points, we
may experience run-away political polarization that is highly difficult to reverse’ [10:
Abstract]. Let us add to this that, as shown in an influential work by Sobkowicz and
colleagues [4: 472], polarization consists of two components, namely a change in the
opinions of users and the development of communication networks running parallel to
each other and influencing each other over time.

Empirical research of online polarization studies real cases of polarization based
on data from social networks (and many scientists still complain that there is little
connection between modeling and empirical research – for example, models are not
tested on real cases). Empirical studies discover the relations between polarization, on
one hand, and exogenous and endogenous factors shaping discussions, on the other. Of
exogenous factors, most often, cognitive (cross-cultural perspective) and technological
(platform perspective) contexts are tested. Thus, Yarchi and colleagues [11] showed
that polarization patterns differed significantly on three platforms – Twitter, Facebook,
and WhatsApp – in three aspects: interactional (user interaction and their heterophile
or homophile position preferences), positional (what political positions were voiced),
and affective (what emotions and attitudes were expressed). It was shown that Twitter
demonstrates the expected polarization (the discrepancy and mutual dislike of the echo
chambers grew), whereas Facebook was the least polarized and even resembled a cross-
roads of opinions, and WhatsApp showed de-polarization over time, which contradicts
the expectations formed by research based on modeling. Our own work [2] (referred
to by Yarchi and colleagues as an example of contextual conditionality of polarization)
showed differences in the patterns of fragmentation in Russia, Germany and the USA
easily explained by the structure of political field and how it is mirrored on the platform.

However, in general, very few works specifically focus upon the temporal dynamics
of polarization – e.g., on which type of content is the first to start forming the echo
chambers. This is important, as, given the institutional nature of users, it immediately
leads to another question – that on the roles of media on platforms as primary distributors
of many potentially viral (and potentially one-sided) content pieces. It would also allow
us to seewhether the dissemination of verified and politically unbiased news can resist the
formation of radical discussion clusters by hindering consensus and reducing aggression
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in discussions – or whether, on the contrary, the growth in the volume of news content
leads to an increase in the volume of problematized content, in the intensity of the
discussion as a whole, and in the speed of polarization.

Some research related to understanding how time works in discussions has also
been done since the late 2000s. For example, by 2010, it became clear that conflictual
discussions on certain issues (which we had designated as ad hoc conflictual discussions
[12]) developedmainly in the first few days. Some studies pay attention to the first days in
the discussion, as, in online communication, the dynamics of opinion formation is much
more intense than in the daily news cycle. In a well-known work on dynamic debates
[13], the first day of the discussion was used for evaluation. The authors showed that,
in their case, the aspects of polarization could be divided into structural (interactive),
positional, and affective, and affective parameters of polarization were those subjected
to intense dynamics. More recent work on Israel also revealed that the polarization of
positions and their deeper interpretations varied onlyminimally over time [14]. However,
this is not always the case: In our work of 2021–2022, it is shown that users switch from
sharing news content to discussing the agenda literally in the second hour of active
discussion, and by the end of the day the agendas can even transcend to other language
segments if its subject matter is global in nature [3]. Another interesting aspect of the
understanding of time in cumulative deliberation is the ‘time to reach consensus’ that the
researchers model, and the degree of polarization is measured just by the time needed to
form a consensus [15]. However, such works do not answer the question on deliberation
without consensus [16] – how do we assess the degree of polarization if consensus has
not developed?

Experimental works have also inquired how we define what polarization is and what
the role of social networks in shaping polarization could be. Is this a real discrepancy
between users that would grow in time due to being in social networks – or is it about
just identifying the existing user positions through the content of social media? Based
on the results of an experimental survey, authors [8] showed that polarization detected
via measuring of vector distances between US presidential candidates and between their
respective parties depended on the content of tweets, in particular on their tonality:
It increased in time if users saw more negative tweets. This effect does not coincide
with simple choice of like-minded people and is produced by content-embedded frames.
This proves that endogenous (discursive) factors in discussions may influence political
preferences of their participants, and the strength of this effect may increase over time.

2.2 News Media Consumption and Political Polarization

Many studies have pointed out that the dynamics of polarization is related to the con-
sumption of news. Thus, authors [7] found that high probability of the formation of
echo chambers is associated precisely with polarized media consumption, but also (to
a lesser extent) with (non-)tolerance to the opposite opinion and the speed of updating
individual opinions. These dependencies stayed regardless of the size and structure of
the Twitter segments on which the simulation was carried out. In another study [17],
users were conditionally divided into ‘mass market’ and ‘niche’ (radical), as based upon
consumption of certain media. The authors demonstrated that ‘niche’ users tended to
form echo chambers and contributedmore to polarization than the readers of mainstream
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media. Beam et al. [18] showed that Facebook, just like in the works mentioned above,
created an opinion crossroads, and news consumption on this platform led to a slight
de-polarization. Interestingly, in different working groups, news content is perceived
either as either neutral (as opposed to political, issue-based, opinionated, or emotional
one) or politically biased and containing different positions on a particular issue. So, the
authors claimed that the de-polarization effects they found arose primarily due to com-
munication between users who consumed newswith opposing attitudes (counter-attitude
news), especially if such communication happened accidentally.

However, very few studies examine how news (neutral) and issue-based (most often
opinion-laden) content interacts throughout the entire time and space of a discussion.
Here we will build on our earlier case studies. In 2019, we showed that, in very different
contexts (in Russia, Germany, and the USA), in conflictual discussions on Twitter, it was
not the left/right opposition but echo chambering based on the extent of content neutral-
ity. In particular, news-spreading clusters separated from more politicized clusters [2].
However, our reconstruction was static, and whether news content shaped the develop-
ment of the discussions as wholes or individual echo chambers was not asked. In 2021,
via abstractive summarization, we showed (using the #jesuischarlie case), as indicated
above, that conflictual discussions on inter-ethnic topics begin with news content, but
very quickly move to bringing in background issues related to religion, human rights,
professional journalism etc., and such a discussion becomes cross-border.

Taken together, our findings have raised questions about how the news discourse
interacts with discussing political issues in time and how individual discursive echo
chambers influence each other and the development of the discussion as a whole.
As already shown above, interaction with news content by reading can lead to de-
polarization, but if the content is shifted to radical positions, then, on the contrary, we
can expect growth of polarization. But so far there are no works that would assess the
mutual influence of news content and politicized content within one discussion.

The 2019 paper shows that discursive fractures are contextual (i.e., they do not repeat
cross-nationally and partially correspond to the structure of the national political field
in its fragmentation, but not the party structure). Therefore, to assess the interaction of
news and politicized content, wewill be looking at two discussions from those previously
studied, where news vs. politicized clusters clearly formed. Operationally, this meant
that, in each case, there had to be at least five clusters: a news-based one, at least two
politicized/issue-based one, a group with mixed discursive belonging, and a group of
users who did not belong to any of the previous cluster (the ‘neutral’ group which may
not form any visible cluster). This condition was met by the cases of Russia (the conflict
in Biryulevo, 2013, the dataset collected in 2014) and Germany (the conflict in Cologne,
2015–2016, the dataset collected in 2016).

3 Research Questions

For the current study stemming from the abovementioned ones, we have formulated the
following research questions (RQs) aimed at detecting temporal cumulative patterns in
online conflictual discussions and the roles of news content in the dynamics of the whole
discussions and individual echo chambers in them.
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RQ1. Which echo chambers arise first? Are they news-based or issue-
based/politicized/radical?

RQ2.What are the temporal relationships between news-based and non-news-based
echo chambers? Are they independent from each other, spur each other, or slow down
the unfolding of each other?

RQ3. What is the relationship between the unfolding of echo chambers and the
dynamics of the discussion in general? Is it independent of their growth, spurred on by
one or more of them, or slowed down by them?

4 The Research Method

4.1 The Markup Procedures for Clustering Users

The study uses marked-up datasets prepared earlier by the working group to study
discursive echo chambers in conflict discussions about immigrants/ethnic groups on
Twitter in Russia, Germany and the USA. The markup was prepared as follows:

1. Web discussion graphs have been restored.
2. Within the graphs, influencers were identified by analyzing nine metrics – four abso-

lute ones (number of tweets, comments, likes, and retweets) and five graph-based
ones (betweenness, PageRank, degree, in-degree, and out-degree centralities). The
lists of users ranged by metrics meanings were prepared; they were cut at approx.
#100, depending on the exact metrics meanings; thus, 900 usernames were identified
in 9 lists, one list per metric. Then repeating usernames were eliminated; the final
lists included both themost active tweeters and commentators and themost influential
ones.

3. The tweets of each influencer were pooled. The pools were coded from −2 to 2 for
four variables marking the attitude to four political actors, namely the leader of the
country, the ethnic minority, the radical majority, and the police/local authorities.

4. Using the Statistica package, k-means clustering users was carried out, groups of
influencers were obtained based on combinations of their attitudes to four political
actors. For each of the cases, three or four clusters of influencers were obtained, which
showed the non-binary nature of the polarization of influential users.

5. Frequency vocabularies were obtained for each cluster of influencers within each
country case. The vocabularies were cleaned with the help of expert reading of
words common for different clusters. Thus, the vocabularies were made unique; they
characterized the discourse of each cluster in a unique way.

Then, for the 2019 study, the vocabularies were applied to the polled tweets of the
rest of the users (beyond influencers), in order to mark each user in each dataset as
belonging to this or that discursive cluster. This helped identify the volume of discourse
that would belong a particular cluster. A user was recognized as belonging to one or
another cluster if at least two words from the unique cluster vocabulary were found in
his/her tweet pool. The number of words needed to characterize belonging to a cluster
was pre-tested; the two-lemma combination has demonstrated the optimal efficiency in
detecting cluster belonging, which meant that many users would be clustered (that is,
cluster reduction was avoided). As a result, five or six user clusters were obtained for
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each case: Three to four of them contained either news-based or politicized content,
clusters, and there were also a mixed cluster (which meant that its users used lexicons
from more than one vocabulary) and a group of non-clustered (‘neutral’) users.

Then, all the users were colored according to their clusters, and the discussion web
graphs containing coloring were restored, in a version with the neutral cluster and in
a version without it; the latter was needed in order to demonstrate the configuration of
the polar and mixed clusters more clearly. The graphs were restored taking into account
comments and reposts received by the users of the polar andmixed clusters. The resulting
representations may be found in [2].

This research of ours has shown that user polarization did not follow the same pattern
in the three countries. For our present study, we have chosen the Russian case, as it had
distinct clusters which, however, overlapped significantly (unlike in the German case),
which allows for suggesting that the clusters might be inter-penetrable, as previously
argued by Bruns [19]. In Russia, we have seen a low degree of user homophily, although
it was noticeable that the news-based and nationalist clusters did not mix and could be
visually distinguished. The cluster of non-nationalist but anyway aggressive discourse of
‘angry citizens’ was also noticeable. The role of mixed discourse was virtually invisible
in the discussion core; it did not have a distinct position in the graph that would allow
for determining its role.

4.2 The Research Pipeline

Such representations of the discussions suggest that polarization (in terms of formation
of clusters) may unfold in time; we assumed that it could be possible to trace the accu-
mulation of clusters and their mutual influence over time. To answer RQ1 – RQ3, we
used mapping based on the vocabulary application, but conducted it not only for users
(more precisely, for their pooled tweets), but also for individual tweets. This time, due
to very short individual tweets as units of analysis, belonging to a cluster was assigned
by one word only from a particular vocabulary. We also tested the relationship between
clusters through the Granger test, as well as the relationship between cluster and general
dynamics of the discussion. We also point out that the datasets of the 2010s are used
in the current study for two reasons: 1) they have low percentage of bots and trolls; 2)
today, data collection fromWestern platforms is extremely difficult from the territory of
the Russian Federation.

For the current study, the processing pipeline for the marked-up data includes data
uploading, lemmatization and tokenization, user clustering and random double-checks,
representation of tweets withmetadata, including the user’s mane, date, and class; aggre-
gation of messages based on cluster-detection by user, by time, or as a combination of
the two; and visualization. The datasets were lemmatized and tokenized using the nlp
library, with the model adapted for Russian (ru_core_news_sm). Similarly, sets of words
for each corpus were lemmatized.

Further, each tweet was assigned a cluster – based on the occurrence of one or more
words from frequency vocabularies. If words from different clusters were detected in
one tweet, the tweet was assigned a ‘mixed’ status; tweets without the words from the
vocabularies were designated as neutral. One-word markup sufficed for short texts.
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5 Results

To answer the RQs, we assessed the appearance of the marked-up tweets in time and
conducted visual assessment and Granger causality tests, both throughout the discussion
and for the first days.We also assessed user activity in changing their positions in relation
to the volume of clusters and the whole discussion dynamics.

As stated in Sect. 4, we have visualized the accumulation of tweets and users in time
in all the clusters of the discussion. The visualization is presented on Fig. 1 (three weeks)
and Fig. 2 (its first two days).

Fig. 1. Cluster dynamics in the Biryulevo case, Russia, three weeks (Color figure online)

Note for Fig. 1 and 2. Red: the mixed cluster; blue: ‘angry citizens’; orange: the
news-based cluster; green: anti-establishment nationalists; gray: the neutral cluster.

We have also assessed whether the dynamics of clusters affects each other and the
overall intensity of the discussion.

We see that the start of cluster formation clearly depends upon the nature and lifecycle
of the actors who form clusters. Thus, on the day after the alleged murder of young
Muscovite Egor Sviridov by an Azerbaijani, ordinary citizens were the first to wake up
(at circa 5 to 6 am). Then, by 8 to 9 am, the media and journalists who started work
joined the discussion, and later, by 11 am to 12 pm, nationalist-minded users began to
seize the talk (see Fig. 2). Thus, the first few hours of the discussion became key for
unfolding of the echo chambers, which then did not change over time (see Fig. 1). This
supports the results of previous studies on the rapid unfolding of echo chambers.

Note for Fig. 3 and 4. Red: the mixed cluster; blue: ‘angry citizens’; orange: the
news-based cluster; green: anti-Putin nationalists.

We do not see any serious radicalization of the discussion over time in general (see
Fig. 3), but we see three bursts of radicalism within 2–4 h on different days (see Fig. 4),
spurred mostly by the appearance of media information. We also see (Fig. 4) that the
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Fig. 2. Dynamics of clusters in the Biryulevo case, Russia, two days (Color figure online)

Fig. 3. Cluster dynamics in the Biryulevo case, Russia, the first three days, six-hour steps (Color
figure online)

discussion intensity, partly shaped by nationalist influencers starting from the first hours,
nevertheless decreased, as the percentage of two negative clusters did not grow but even
decreased, while the news-based discourse increased, due to both media’s active posting
and reposts. The pattern of ‘spreading news - > discussion radicalization’ that within 3
to 4 h is also obvious (see curly brackets on Fig. 4).

The mutual influence of clusters, calculated via the Granger test, allows for
identifying a ‘spiral of influence’ in how clusters depend on each other (see Table 1).

From Table 1 we see that the media and nationalists develop in the first discussion
outburst as generally independent clusters that affect only each other, and the influence
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Fig. 4. Cluster dynamics in the Biryulevo case, Russia, the first three days, hourly steps (Color
figure online)

Table 1. Mutual influence of clusters in the Biryulevo case, the first three days of the discussion,
hourly steps

Neutral ‘Angry
citizens’

News-based Nationalist Mixed TOTAL

Neutral /\
12,75***

/\ n/s /\ n/s /\ 12,53*** /\ n/s

‘Angry
citizens’

/\ n/s /\ n/s /\ n/s /\ 14,48*** /\ 10,07**

News-based /\ n/s /\ 4,37* /\ 12,64*** /\ n/s /\ 7,08**

Nationalist /\ 5,22* /\
12,77***

/\ 5,26* /\ n/s /\ n/s

Mixed /\ 6,16* /\ n/s /\ n/s /\ n/s /\ 5,45*

TOTAL /\ 6,70* /\
16,33***

/\ n/s /\ n/s /\ 10,96**

of the news on nationalists is more pronounced than the opposite. Taking into account
the pattern of ‘spreading news – > discussion radicalization’ revealed on hourly steps,
it can be argued that the ‘spiral of influence’ in the Biryulevo case developed as follows:
news discourse spurred the nationalist one, then both of them spurred ‘angry citizens’,
and then the ‘angry citizens’ spurred the mixed cluster and the total volume of the
discussion. However, activity of ‘angry citizens’ also depended upon the total volume
of the discussion and the volume of neutral tweets. Our conclusion of 2017 about the
leading role of the network of nationalist users in directing this discussion, made via the
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analysis of the links between influencerswithout taking into account the temporal aspects
of the discussion, has been confirmed in dynamics. Nationalists influenced individual
clusters within the discussion (media, ‘angry citizens’, and the neutral cluster), and
the volume of media discourse influenced the volume of discussion both directly (by
reposting) and through other clusters that grew after reposting (nationalists and ‘angry
citizens’). However, in the Biryulevo case, while nationalists boosted the talk, it was
news that played the role of regulating the volume of other clusters in the chain ‘media –
nationalists – ‘angry’/neutral/mixed – the total intensity of the discussion.’

We also, as stated in RQ1, wondered why clusters are formed and remain stable. Is
it users who choose a position once and for the entire discussion – or do clusters remain
more or less stable or increase/decrease due to the influx/outflow of users who have
joined them? To assess this, we have reconstructed the appearance of users in clusters
(Fig. 5) and the change of user positions (the arrival of new users in clusters) (Fig. 6).

Figure 5 shows the presence of users with a certain position during the first days
of the discussion; the position, as mentioned above, was assigned if at least two words
from the cluster’s unique dictionary were present in the user’s message pool. The first
appearances of users are shown. In Fig. 6, the picture is more complicated: The moments
of the users’ changes of position in a given cluster are shown, i.e., the moments of a
user’s transition to a particular discursive cluster.

Fig. 5. Carriers of cluster discourse, Biryulevo case (Color figure online)

Note for Fig. 5 and 6. Red: the mixed cluster; blue: ‘angry citizens’; orange: the
news-based cluster; green: anti-Putin nationalists; gray: the neutral cluster.

On Figs. 5 and 6, we see that stability of clusters is maintained in two ways: It is the
arrival of new users to the cluster who do not change their position later, and that of the
users who have changed their position. The news cluster, as we see, grows due to the
change of discourse more than the clusters of ‘angry citizens’ and nationalists. Due to
this, there is a slight displacement of more radical discourses.
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Fig. 6. Users who have changed the cluster, Biryulevo case (Color figure online)

We can interpret the data as follows. The first hours of the discussion are key when
there is an outburst of negative sentiments and rifts in the discourse; echo chambers
form on their basis in connection with the daily life cycle of participants. At the same
time, a large number of users do not immediately identify with the cluster, but change
it in the first hours. This may be due to the retweeting of news about the events and
needs additional verification. But then consolidation of discourses takes place, when the
clusters grow both by new participants in the discussion and by the change of positions
of many users. Having thrown away the main critical energy in the first hours and
not expecting any pronounced reaction from political institutions, as well as constantly
reading news about the situation, users begin to repost news more than publish radical
statements, and gradually radicalism comes to naught. There is ‘learning of the news
language’ either by reposting or by interiorizing media vocabulary about the trigger
event, and this process is somewhat more intense than it is for the nationalist discourse.

To test whether the clusters influence the dynamics of the discussion, we conducted
another Granger. Here we assessed if the number of users who changed the discourse in
each cluster and in general affects the dynamics of clusters and discussions in general
(Table 2) – and vice versa, whether the dynamics of clusters affects the change of position
by users (Table 3). The line ‘unstable [users]’ in the tables marks the users who change
positions several times within one Granger test step (that is, within one hour).

Tables 2 and 3 confirm the independent nature of themedia and nationalist discourses
and additionally highlight the dependenceof the dynamics of the cluster of ‘angry citizens
upon discourse dynamics in other clusters (news-based, nationalist, and unstable), aswell
as on the entire volume of changing positions in the discussion. Thus, it can be assumed
that the cluster of ‘angry citizens’ has a reactive nature: As soon as news or nationalist
tweets begin to spread (i.e., a number of users change the discourse through retweets),
‘angry citizens’ pick them up and discuss, and their discourse begins to grow in volume.
The same happens with the neutral cluster, but under the influence of the mixed and
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Table 2. The impact of changing user positions upon cluster dynamics, Biryulevo case, the first
three days, hourly steps

Neutral ‘Angry’ News-based Nationalist Mixed Total

Neutral /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s /\ 4,71*

‘Angry’ /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s

News-based /\ n/s /\ 7,42* /\ n/s /\ n/s /\ n/s /\ n/s

Nationalist /\ n/s /\ 6,04* /\ n/s /\ n/s /\ n/s /\ n/s

Mixed /\ 7,89** /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s

Unstable /\ 6,10* /\ 15,89*** /\ n/s /\ n/s /\ 3,33† /\ n/s

TOTAL /\ n/s /\ 12,05*** /\ n/s /\ n/s /\ n/s /\ 10,08**

Table 3. Influence of cluster dynamics on the change of user positions, Biryulevo case, the first
three days, hourly steps

Neutral ‘Angry’ News-based Nationalist Mixed Total

Neutral /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s

‘Angry’ /\ n/s /\ n/s < 6,37* < 6,27* /\ n/s /\ n/s

News-based /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s

Nationalist /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s

Mixed /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s

Unstable < 7,23** < 6,99* /\ n/s /\ n/s < 12,04*** < 6,21*

TOTAL /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s /\ n/s

unstable clusters. This result is also confirmed by the opposite effect: The dynamics of
news and nationalists affect howmany users become ‘angry citizens.’ And the dynamics
of an unstable cluster quite logically depends upon larger clusters of neutral, ‘angry’,
and ‘mixed’ users, as well as upon the discussion volume, as, with the growth of large
clusters, the number of those who retweet many different positions or discuss with
different people inevitably grows. This conclusion about the distinction in the nature
(independent vs. reactive) of clusters is new in the theory of political polarization in
online discussions.

Thus, the research questions may be answered as follows.
RQ1. The echo chamber that appeared first was that of angry citizens, but then,

within two hours, media took over, and after that, the nationalist cluster started to form.
Thus, the growth of echo chambers is clearly linked to life cycles of the users who
form them, especially media and local dwellers. Politicized clusters may appear first
but they do not clearly form before media-based information spreads. It is legitimate to
suggest that radicalization (and growth of the respective echo chamber) takes place after
new portions of news content virally spread within the discussion. Thus, echo chambers
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influence each other’s dynamics. Also, the clusters are permeable, and users change
positions often enough to make the clusters truly fuzzy; the view on echo chambers as
stable structures within discussions needs to be corrected.

RQ2. We have discovered that, within the Biryulevo discussion, there were
autonomous and reactive clusters. News-based and nationalist clusters could be called
autonomous, as they only spurred each other and were not heated by any other cluster.
In contrast, the cluster of ‘angry citizens’ was highly reactive, being dependent in its
development upon nearly all the other clusters, except for the mixed one. The latter,
in its turn, grew if the overall volume of the discussion started to grow, which also
included the neutral and ‘angry citizens’ clusters. Thus, the bigger the discussion was,
the more space was occupied by an ‘opinion crossroads’, which may seem logical but
is still unexpected as a result if one considers unavoidable cluster dynamics described
by Conover and colleagues [20]. We have discovered a ‘spiral of influence’ in the chain
of cluster growth: ‘Media – nationalists – ‘angry’/neutral/mixed – the total intensity of
the discussion.’ Thus, news-based clusters, despite not being the first to blow a whistle,
could shape the volumes of other clusters and, via that, affect the intensity of the dis-
cussion, both directly and indirectly. These results are clearly supported as well in the
assessment of cluster dynamics, as ‘angry citizens’ is the only cluster that is affected by
other politicized and news-based clusters.

RQ3. We have shown (see Table 1) that the overall discussion growth is affected by
how intensely news disseminate and by the number of ‘angry citizens’ as the biggest
politicized cluster. Interestingly, the discussion growth did not depend on nationalist
speakers whose leaders formed an internal chain of influential accounts inside the dis-
cussion [21]. Vice versa, the general dynamics of the discussion affects bigger clusters,
those of mostly neutral and mixed character. As to the shifts of users and opinions
between echo chambers, they do not affect the discussion growth.

6 Discussion and Conclusion

In this paper, we have shown that polarization and echo chambering in Twitter-based
discussions looks different if assessed in dynamics. In particular, the echo chambers,
indeed, form at the very first stages of discussing, but do not continue as stable discus-
sion structures uniting certain users but more as discursive lines within user talk, with
users coming and going. The dynamics of discursive clusters depends on both ‘discourse
carriers’ and people who join the cluster temporarily by using particular lexicons char-
acteristic for specific political attitudes. Seen that way, echo chambers look permeable,
fuzzy, overlapping, and flexible, closer to the conceptualization by Bruns [19].

Our research shows that polarization dynamics may be subordinate in its beginning
to the nature of the discussants and their life cycles; this is another contribution to
echo chambering studies. For some reason, this commonsensical conclusion was not
recorded in previous studies. And based on it, we can conclude that the life cycles of
actors represented on the platform and in the discussion should be added to the number
of exogenous factors of cumulative deliberation [1].

Our findings support what we have found in the Charlie Hebdo case via abstractive
summarization, where the news discourse dominated for about an hour, and then issues
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like journalistic ethics, opposition to radicalism, religion, current politics, etc. began to
penetrate into it [3].We see this pattern in Fig. 2. Thus, the ‘zero’ stage in the development
of polarization is appearance of conflicting news; ‘one’ is an explosion of concern and
the first emotions; ‘two’ is the growth of a three-cluster confrontation (two politicized
clusters opposing each other and themedia discourse); ‘three’ is the relative extinction of
radicalism due to its partial displacement by news and interiorization of news vocabulary
by the discussion participants; ‘four’ is a general decrease in the discussion activity, if
none of the clusters explodes again and there is no new trigger event. Interestingly, the
distribution of news content provides for a tactical loss, but a strategic gain in terms
of the deliberative quality of the discussion: The incoming news perceived negatively
induces short outbreaks of nationalism but, in general, media content gradually displaces
the radical one. Therefore, we can still recommend publishing news on social media as
soon as they arrive, without waiting for a politically ‘convenient’ moment: even if this is
followed by a small surge of radical commenting, the very presence of news for reposts
can eventually drive the discussion tone closer to neutrality.

We have also detected that clusters in discussionsmay be independent, where dynam-
ics is determined by internal logic and the actors’ nature, or reactive, where dynamics is
influenced by other clusters. Whether news-based and radical clusters tend to be more
independent than the ‘general public’ ones needs further research.

The surprise was that the total volume of the position change does not affect the
dynamics within the clusters, as in the case of Biryulyovo. Thus, the volume of changing
positions is not a significant deliberative factor in our case. However, this aswell deserves
further investigation.

Based on our results, we can preliminarily claim that we have identified an actor-time
pattern for the first (often key) days of ad hoc discussions on social media. It includes
an explosion of citizens’ concern, the reaction of the media and the opposite political
cluster, the gradual vaporing out of dissent and substitution of radicalized speech by
news content.
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Abstract. Cultural institutions are a part of any human community. Theway these
institutions are managed to leave their mark on our individual and collective evo-
lution. Therefore, the managers of cultural institutions can play a role as a catalyst
of change. As much as the external environment challenges increase and multi-
ply (e.g. the COVID-19 pandemic; technological progress; changes of taste and
preferences of consumers), cultural managers face a triple mission: to adapt their
organizations to this new context, to find new ways of managing the relationship
with the audience while creating an external framework flexible enough so as to
allow artists to express their own visions and manifest their creativity.

The objectives of our study are the following: (1) to identify what the man-
agement styles are that cultural managers use as a consequence of recent evolu-
tions in technology, health (the COVID-19 pandemic) and lifestyle (remote work,
online learning, etc.); (2) to identify what the management strategies that they
have adopted are in order to attract (new and old) audiences into the theaters while
increasing financial sustainability and preserving the status of relevance of these
institutions in their respective communities.

The research method is the sociological survey. In order to collect data, we
asked managers of cultural institutions (theater, opera, operetta) – located in
Bucharest, Cluj-Napoca, Timis,oara, Arad and some other smaller towns in Roma-
nia – to answer our questionnaire and where possible, we interviewed some of
them. As such, our research has a quantitative dimension, as well as a qualita-
tive one. Descriptive statistics and correlational analysis are used for testing our
hypotheses. Our case study addresses both public and private funded institutions.

This paper is organized in 3 sections: in the first part, we explain the conceptual
framework of the performing arts and its management. In the second section,
we discuss in detail the recent changes in the external environment and the way
these challenges (profoundly) impact the performing arts. In the third section,
we analyzed these evolutions from the cultural managers’ perspective with an
emphasis on their management styles and strategies they have adopted in order to
survive and thrive in the future. A number of concluding remarks are presented at
the end of the paper.
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1 Introduction

One of the most distinctive outcomes of the crises of the kind provoked by COVID-19
pandemic did change convictions, alter perspectives and reinforced contradictions at the
societal level. The cultural sector faces the challenges of technology while struggling to
identify new ways of surviving (Bradbury et al. 2021).

The rapid pace of digitalization reduces the dependence on physical space and pres-
ence (Amankwah-Amoah et al. 2021). Cultural institutions are forced to reorganize, to
adapt their operational models to the new reality and to look for alternative sources of
funding.

The loss of proximity to their audiences is heavily experienced by the artists of the
performing arts institutions in particular. In the last two years, consumers experienced
less social interactions and less real emotions in the digital space. Digital communities
of consumers are now connected with digital communities of performing artists.

As a result, patterns of cultural consumption and production are emerging and evolv-
ing. Theway these cultural institutions aremanaged to leave their mark on our individual
and collective evolution. Therefore, the managers of cultural institutions can play a role
as a catalyst of change. Managers of performing arts institutions will need to find new
ways to face risks and to reduce uncertainty over demand by developing new ways of
facing a triple mission: to adapt their organizations to this new context, to find new ways
of managing the relationship with the audience while creating an external framework
flexible enough so as to allow artists to express their own visions and manifest their
creativity.

This paper is organized in 3 sections: in the first part, we explain the conceptual
framework of the performing arts and its management. In the second section, we discuss
in detail the recent changes in the external environment and the way these challenges
(profoundly) impact the performing arts. In the third section, we analyzed these evolu-
tions from the cultural managers’ perspective with an emphasis on their management
styles and strategies they have adopted in order to survive and thrive in the future. A
number of concluding remarks are presented at the end of the paper.

2 Literature Review

As far as concepts are concerned, culture is approached from the following perspec-
tives: as an expression of human nature; an organizational factor of the society; a result
of creative activity, as well as a set of norms that regulates the life of both society and
human beings. It is through culture that knowledge, beliefs, traditions, attitudes, sym-
bols, images, values, norms and artefacts are conveyed (Breban 1992). On the other
hand, management is perceived as the science of organization and leadership of various
institutions in order to provide high-quality goods and services. At first glance, culture
and management may seem to be two contradictory terms. The former is commonly
associated with self-expression and creativity while the latter represents regulated pro-
cesses and hierarchies. However, if culture is to be institutionalized and possibly even
financially lucrative, it has to be organized professionally. Cultural management emerges
at exactly this intersection.
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According to John P. Kotter (1990), cultural management is the art of planning,
organizing, supervising and monitoring activities within the not-for-profit and for-profit
arts and the cultural sector. These activities include management and administration.
Cultural institutions were severely hit by the crises provoked by COVID-19 pandemic
because so many of them had to close their gates and to cancel or postpone shows and
events. The independent cultural sector lost its most important sources of funding: their
audiences.
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Fig. 1. Evolution of Performing Arts and Concert Institutions between 1990–202 Source:
Romanian National Institute for Statistics

Aswe can see on the graph, the general trend of the emergence of performing arts and
concert institutions had constantly been increasing in Romania until 2019. However, the
unstable period caused by the COVID phenomenon led to the gradual closure of some of
these institutions in 2020 and 2021 respectively, with a slight decrease observed (Fig. 1).

According to Encyclopaedia Britannica (2010), culture represents an “assembly
of human knowledge, beliefs and behaviours” that transmits the accumulated lore to
future generations and consists of “language, ideas, beliefs, customs, taboos, codes,
institutions, tools, technologies, artworks, rituals, ceremonies and symbols”. UNESCO
confirms this definition: in a broad sense, culture may be appreciated as an assembly
of spiritual, material, intellectual and emotional features that characterizes the society
or the social group. Culture includes art, literature, lifestyle, cohabitation, as well as
systems of values, traditions and beliefs.

The rapport between management and culture has known an ascending evolution
starting with the 1970s when the beneficial influence of economic institutions on the
cultural sphere was confirmed.

Cultural management is based on the premise of building a system which could
extend the cultural industry from an economic point of view and, thus, increase the
cultural level of society. According to contemporary specialists, management repre-
sents, before anything, an economic subject. However, going beyond the limits imposed
by economy, this science may direct the institutions with cultural and artistic profiles
towards a final product, a source of aesthetic and ethical values. Therefore, cultural
management represents a major interdisciplinary activity which directly contributes to
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the development of cultural and artistic areas, thus becoming an educational, moral and
aesthetic element – that is, an influential factor of the spiritual life for both society and
individual (Dvoracic 2013).

Cultural management imposes listening and becoming aware of the changing pro-
cess of reality, its in-depth analysis and adequate decision making to contribute to the
growth of the sector, as well as reference social and artistic communitites. By defi-
nition, all changing processes generate opposition and discomfort within institutions
of performing arts, as well as in its staff and traditional audiences. Decision-making,
responsibility-division and result evaluation processes depend on values, procedures
and their organizational culture as far as the performing arts are concerned (Bonnet
and Schargorodsky 2017). A “discretionary” note within decision-making processes
and a particular bohemian spirit may cause difficulty in reaching established objectives.
Beyond dominant management styles within the public and private sectors of each coun-
try, institutions of performing arts encounter difficulties in building management models
that are transparent, effective and efficient (Vasiliu 2004).

Dominated by new forms of communication and by themyriad of informationmeans,
postmodern culture imposes a new relativist mentality while manifesting in all social
contexts, as well as artistic, stylistic, literary, philosophical and scientific orientations.
The new relation between culture and society expresses the character of postmodern
culture by representing a derivative of global changes. The author Mario Vargas Llosa, a
Nobel Prize laureate, characterizes the contemporary civilization as a sick world in con-
stant search of entertainment. This “civilization of performance” places entertainment
at the top of the hierarchy of values. Well-being, freedom, laicism, the disappearance of
the intellectual, culture democratization and entertainment promotion are placed at its
basis by these aesthetic and moral declines. Communication techniques create various
avant-garde ideologies and transform culture into a “contemporary supermarket” that
offers the possibility to create a cultural similitude specific to personal preference.

Within the contemporary cultural context and, at the same time, under the influence
of postmodernist ideology, performing arts suffer the metamorphoses of a new identity,
different from their classic appearance – similar to the ones suffered by the entire soci-
ety. Social, cultural and political factors of the century of speed become significantly
imprinted on perfoming arts while modifying the audience’s preferences and values.
Digital technology and non-valuable mediatization carry out a powerful influence while
generating dissonant hybrid artistic styles. Traditional cultural forms suffer radical exper-
iments and metamorphoses, reinterpretations of meaning, decontextualization, as well
as complete redefinitions. As proof, there are thousands of drama, lyrical and contempo-
rary choreography shows intensely organized and promoted by the majority of managers
of culture institutions. In his study entitled “Postmodernismul s, i identităt,ile culturale.
Conflicte s, i coexistent,ă [Postmodernism and cultural identities. Conflicts and Coexis-
tence]”, the philosopher, Virgil Nemoianu (2012), suggests the necessity of an immediate
reconstruction of an equilibrium between the technical and economic progress, on the
one hand, and the spiritual progress, on the other hand. Within these contexts, cultural
management becomes an essential factor and an active participant in the value correction
process of the postmodern society. In any organization, the manager is the responsible
person for the performance of all the employees that are subordinated to him or her.
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The manager’s main role is to organize material and human resources that are at his or
her disposal in order to help the organization to reach its goals and objectives (Croitoru,
2017).

According to legislation, the selection of the manager position in Romania (gen-
eral executive) is carried out on the basis of a job competition on management projects
concluded with the winner signing a contract with the respective institution (alin.2,3).
Afterwards, the general executive is obliged to establish a board of directors with a delib-
erative role consisting of: deputy directors, a legal adviser, the union delegate and a rep-
resentative of the central or local administration to which the institution is subordinated
(cap.4 art.19, alin.1B). At the same time, the general executive has the responsibility to
establish a board for the Arts. This has a consultative role and it consists of scholars
coming from within, as well as from the outside of the institution (alin.2).

With regards to the funding of institutions of performing arts, these receive subsidies
from the state or local budget depending on the case, from the budget of local or central
authorities to which they are subordinated, but they also use their own income or the
revenue from various sources (cap.5, art.20).

According toByrnes (2009), the culturalmanager’s roles are as follows: planning and
development; marketing and public relations; maintenance of relations with each head of
department; human resource management; financial resources management, as well as
maintaining the relations with the local and national authorities. In addition, one key-role
of the culturalmanager is represented by formal and informal communication –necessary
for the goodmanagement of the relationship with his or her employees. According to the
same author, the cultural manager is the person who controls classic management tools
with the touchof an artistwhile using particularly needed creativity. The culturalmanager
needs to be intelligent, disciplined, responsible, committed and quick in decisionmaking
and conflict resolution he or she has the power to influence the community, its values
and mindset the cultural manager is responsible of defining their own objectives on a
social, educational and economic level and, last but not least, of harnessing all resources
at his or her disposal, including the transmission of joy, connection and the sense of
belonging” (p. 55).

3 Recent Changes in the External Environment: The Impact
on Arts and Culture

One of the roles that culture has in a democratic society is to create diversified horizons
of expectation, to convey experiences, to stir the interest for the myriad of ways in which
life may be lived and understood. Briefly, it has to offer the social being the sensible
needed tools for a complex and critical sense of reality (Vasiliu 2006).

To subsidize culture is a necessity – we are all aware of this fact. However, when
culture is conditioned by political, financial and ideologic interests, it can become a
powerful means of manipulating the audience’s preference (Nita 2004).

We already know that, when compared to commercial marketing, cultural marketing
proposes citizens a “truly special” kind of product and, consequently, it initiates an
offer that ends up in demand in the spirit of the “truly special” kind of product. Thus,
as mass culture has gained more ground, art has become a consumer product like any
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other under the pressure of globalization and, as a result, lost its sacred and emotional
character. Therefore, culture may be sacred and inspirational, as well as a (purely)
economic and entertaining product. Given this reason, the public subsidy for culture
implies responsibility towards society and citizens; responsibility that equally belongs
to the one who allots the resources, just like it belongs to the one that manages them (the
cultural manager) (Suteu 2006).

Cultural consumption tremendously increased during the COVID-19 pandemic.
Institutions of performing arts worldwide answered this by providing free access to
shows in order to help people cope with the situation; to help them find meaning; to
offer stories; to help people stay together given the absence of physical contact. Thus,
wemight have distanced from each other physically, but culture brought us back together.

However, performance shows are created by artists, intellectuals, thinkers and those
people whose roles are crucial – organizers and technicians. In Romania, the Ministry
of Culture has been quite slow with regards to the support provided to artists and staff
from performance institutions. As a result, given the closing of show halls (most of them
during a time period of one to five months), part of these people gifted with creative,
intellectual and technical abilities set to serve to the configuration of a symbolic identity
of communities, either reoriented themselves towards fields that were more productive
financially (TV) or permanently left the artistic field.

National policy models that are in favour of culture – practiced by the French that
generously finance it – have lost ground in favour of the planned Anglo-Saxon approach
that is strict and “poor”. The Anglo-Saxon model is more inclined towards the idea of
culture perceived as a formof entertainment. This distorts the identity of communities and
orients it (through an abundance of images and “recreational” manifestations) towards
an effortless show that lacks depth (Croitoru and Craciun 2015).

Communication technologies geometrically multiplied this effect: cultural produc-
tion, distribution and consumption have started to be confused. Immediate and total
access to information, creation and “cultural product” created a sense of saturation at
the level of selection: nowadays, we consume everything online without taking quality
into consideration.

The consumer has become both producer and distributor. Thus, we moved from a
society of “art connoisseurs” to one in which everyone is entitled to their opinion – as
opinions are all equally considered. Rigorous cultural selection has been replaced by “I
like it”. As a result, “I like it”, therefore, I consume it (Munteanu 2015).

Under the pressure of disruptive events, such as the pandemic, war, recession or
climate changes, the Ministries of Culture from European countries have lost their sym-
bolic power. Cultural administrations no longer match the evolutions of the cultural
system; artist communities have started to fall apart; creations are “flowing” whereas
subsidies allotted to culture and performance institutions, as well as their national meth-
ods of allocation can no longer keep up with European and global evolution of cultural
practices.

In the absence of flexible management tools, cultural managers have tried to find
their own solutions for redesigning and reconsidering the managerial act in such a way
that it brings back into focus the intellectual and creative qualities of shows: an entirely
risky and delicate mission as far as economy is concerned.
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Our case study refers to the types of changes that occurred in the field of performing
arts and to the way in which the managers of institutions of performing arts adapted to
these changes (regarding practisedmanagement styles, as well as specific actions carried
out within organizations).

4 Methodology

The research carried out is of an exploratory nature, having both a qualitative and a
quantitative approach. In making the questionnaire, the basic principles were taken into
account when constructing and designing the survey (Bolton and Brace 2022). Also,
random sampling (Thompson 2012) was used when emails were sent to the managers of
performing arts institutions from Romania. The data collection took place in May-June
and November of 2022 and the sample consists of 23 persons, from which:

– 26% women, 74% men;
– 18% with musical studies, 55% - theater studies, 9% - foreign language studies, 9%

- socio-human studies, 9% - technical studies;
– 73% from Bucharest and 27% not from Bucharest
– 18% - between 1–5 years of experience at work, 30% - between 5–10 years of expe-

rience, 30% - between 10–15 years of experience, 18% - between 15–20 years of
experience, 4% - more than 20 years of experience at work

– age: 9% - between 21 – 29 years, 9% - between 30–39 years, 30% - between 40–
49 years, 22% between 50–59 years, 30% - more than 60 years

– 48% - public funding, 52% - private funding

The data were processed in SPSS Statistics and the main method used in this study
involves hypothesis testing, necessary in the process of determining whether there is a
significant statistical difference to validate the above hypotheses. Because most of the
variables included in the questionnaire are categorical then the following statistical tests
will be applied: Pearson Chi-Square Test, the Linear-by-linear Association test - when
there is at least one ordinal variable, the Fisher’s exact test of independence and the
Likelihood Ratio test - the most used ones in this research, being most accurate in the
case of a small sample (Lehmann and Romano 2022). These tests take the form of two
hypotheses to be verified (Taff 2018):

– the null hypothesis: No association between the two variables;
– the alternative hypothesis: Association between the two variables; in which situation

the null hypothesis should be rejected whenever a p-value is less than 0.05.

The results can be guaranteed at a significance level of 90% with a margin of error
of ±15%.

In order to gain a more in-depth understanding of the subject, qualitative analysis
was also applied, where the basic research method was the interview (Dawson 2019).
The use of this method is recommended to be applied to small samples and it created
the opportunity to identify patterns or repeated ideas that might emerge.

To test our conceptual framework, we performed nine in-depth interviews.We devel-
oped and collected primary data using the online survey of cultural institutionalmanagers



190 A. Coman et al.

in Romania. We were also interested to check if there were differences and similari-
ties between the Romanian art managers’ approach and the art managers’ from other
countries in Europe.

The interviews provided useful data and nuances complementary to the survey. The
interviews were based on open-ended questions prompting the respondents to engage
in a storytelling approach to describe their experiences as art manager in a turbulent
and volatile environment, along with their perceptions. In the end, meanings found
from participants’ experiences are described in a meaningful text organized in themes.
(Sundler et al. 2019).

The interviewees’ profile is presented in the following table (Table 1):

Table 1. The socio-demographic data of the respondents

Respondent Code Title, Public/
private sector

Country Gender, Age Educational
level

Interviewee 1 General manager,
private sector

Romania Male, +50 PhD

Interviewee 2 General manager,
public sector

Romania Female, + 40 Postgraduate
University

Interviewee 3 General manager,
owner, private
sector

Romania Male, +55 PhD

Interviewee 4 General manager,
public sector

Romania Female, +40 Bachelor
degree

Interviewee 5 General manager,
public sector

Romania Female, +40 Bachelor
degree

Interviewee 6 General manager,
public sector

Romania Female, + 40 Bachelor
degree

Interviewee 7 Artistic Director,
owner, private
sector

UK Male, +55 Postgraduate
University

Interviewee 8 Manager, public
sector

Czech Republic Male, +45 Postgraduate
university

Interviewee 9 Art manager,
private sector

Norway Male, +60 Bachelor
degree

This qualitative research aimed to capture the art managers’ perspective/opinions
regarding the last years’ “events” worldwide and how all the subsequent changes have
affected their organizations. Questions were crafted in such a way in order to extract
information about respondents’ views of what happened (what themajor challenges they
faced were) and how they intend to proceed in the future - what type of strategy they
have in mind in general, specifying human resources politics in particular; and, last but
not least, if and how the relation with the public has changed.
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In the process of completing our panel of interviewees, we tried as much as it had
been possible to cover different types of people from both sectors: public and private.
The interviews lasted about one hour and were transcribed to enable the use of direct
quotations in this article. The sample of interviewees comprised 4 females and 5 males.
All the respondents have a high level of education.

Hypotheses of the Research:
H1: Participatory management is practiced by the majority of managers of

performing arts institutions.
H2: For the managers of private institutions, the main mission is to create their own

aesthetic vision/options, while the managers of state-funded performing arts institutions
- pursue the constant attraction of new audiences.

H3: More than 70% of managers of performing arts institutions have adopted the
hybrid format as an effect of the COVID-19 pandemic (face-to-face shows, but also
online shows).

H4: Over 90% of cultural institutions use social media as the main tool for
communication and cultivating the relationship with the public.

H5: Identifying the factors that can influence the management style of managers of
performing arts institutions among socio-demographic data: graduate profile, gender,
age, seniority at work, location of the institution, financing method.

H6: There are differences in approaches between managers from Romania and
managers from other European countries.

5 Findings and Discussions

When referring to the postmodernist ideology, respondents’ opinions are divided: 5%
totally agree, 26% partially agree, 26% partially disagree, 5% totally disagree and 39%
are neutral.

The most important function considered by the managers so that the institution
performs within society is the socio-cultural function with the lowest score of 1.7. This
follows the political function with a score of 2.26, the educational function with 2.58,
and last, but very close to the previous one, the economic function with 2.6.

The scores were much tighter in aspects related to the choice of the most impor-
tant function that a manager performs within the institution, but the lowest score (2.26)
belongs to planning and development, being closely followed by human resources man-
agement, with a score of 2.3 and the management of financial resources, with a score of
2.34. Next comes the relationship with the public (2.56), and then the relationship with
local and national authorities (2.82).

52% of the respondents consider that the central objective of a manager should be on
focusing how to constantly attract new audiences while 26% consider that it should con-
sist in creating and following an aesthetic option of their own. Only 5% chose approach-
ing aspects of social interest and 5% - inclusion of disadvantaged groups, while 12%
considered other factors as being important, such as cultivating the emotional intelligence
through performances. Contrary to expectations, most managers of private institutions
just asmostmanagers of state-funded performing arts institutions considered as essential
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the pursue of constant attraction to new audiences. Both categories considered as less
important – creating their own aesthetic vision/options.

When it comes to the strategy that managers want to use to achieve the proposed
goals, opinions are also divided: 30% focus on the pursuit of artistic excellence, 30% on
the transformation of the institution into a territorial cultural standard, 13% on providing
opportunities to artists at the beginning of their careers, 9% on facilitating the access of
citizens from all social categories to the act of culture and 9% on valuing the national
cultural heritage.

The most preferred managerial style is the participative management with 57%,
followed by management based on objectives with 30.4% and, at a great distance,
management through budgets with 5%.

Within the organization that they lead, 52% never call for delegation, 30% - rarely
and 18% - often and, when making important decisions in their organization, most of
them consult with their subordinates. 45% consider that the formal hierarchy is precisely
respected while the rest consider that it is not.

36% feel like the focus falls on achievement of tasks and objectives while the rest
choose the relative balance between tasks and people. No one considered human aspects
(people’s social problems and human contacts) as important.

The actions that the managers have in mind to achieve the proposed objective have
the following order:

• Capturing attention and attracting new audience (community orientation) with a score
of 1.7;

• Exploring the aesthetic side (artistic orientation) with a score of 2.13;
• Constant satisfaction of the public’s direct requests (customer orientation) with a

score of 2.3;
• Increasing/maximizing profit through a better management of financial resources

(orientation towards profitability) with a score of 2.5;
• Obtaining awards and, in this way, a very good reputation from critics (orientation

towards social prestige) with a score of 3.13.

Most managers during the COVID-19 pandemic organized and offered online shows
and 67% of the total respondents continued to offer online shows even after the end
of the COVID-19 pandemic. To a great extent, 27% considered that the preservation
of online shows was and is still influenced by the changing lifestyle of the audience-
spectator while 27% considered that to a small or to a very small extent and 45% of the
respondents still do not have clear opinions about this aspect.

The main traditional and classic means of communication used in managing the
relationship with the spectators were ordered by the respondents, as follows:

• Facebook with a score of 1.63
• Instagram with a score of 2.09
• the radio with a score of 2.27
• newsletters with a score of 2.54
• advertising campaigns with a score of 2.9
• the television with a score of 3.09
• Twitter with a score of 4.8
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Table 2. Analysis of potential influencing factors

Factor Associated variables

Age –

Gender central goal; strategies in achieving the goal;
actions to achieve the proposed objective

Graduate Profile agree/disagree with postmodernist ideology;
appeal to delegation; the emphasis falls on the
achievement of tasks and objectives or on the
relative balance between tasks and people;
organize or not online shows during and after the
COVID crisis; compliance or not with the formal
hierarchy

Seniority at work appeal to delegation

Location of the institution (Bucharest or
others)

the main traditional and classical means of
communication: Twitter; organizing and offering
online shows during and after the COVID crisis;
the emphasis falls on the achievement of tasks
and objectives or on the relative balance between
tasks and people

Financing method (public or private
funding)

the main traditional and classical means of
communication: television, Twitter, Instagram;
orientation towards social prestige;
agree/disagree postmodernist ideology

Source: Our elaboration using SPSS Statistics based on questionnaire answers

Age does not influence managers’ decisions, strategies or options and there is a
connection between seniority at work and appealing to delegation. Women, as managers
of institutions, generally consider that the central objective of theirmission is the creation
and pursuit of their own aesthetic option, while men emphasize the constant reaching to
new audiences. The strategy used by the majority of women includes the transformation
of the institution into a territorial cultural standard, while the majority of men choose the
search for artistic excellence. At the same time, women also consider it very important
to explore the aesthetic side (artistic orientation) compared to men in order to achieve
the proposed objective. The performing arts institutions in Bucharest, compared to those
in the country, do not use Twitter as one of their main means of communication; they
emphasize the balance between tasks and people, and they offered online shows during
and after the COVID crisis. The profile of the completed studies plays an important role
regarding topics as to agree/disagree to the postmodernist ideology; whether to appeal
to delegation; whether to choose the achievement of tasks and objectives or a balance
between tasks and people; to organize or not online shows during and after the COVID
crisis; compliance or not with the formal hierarchy. Managers of institutions that receive
public funding compared to those that receive private funds are more inclined to agree
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with the postmodernist ideology, to be focused on social prestige and to use television,
Twitter and Instagram as the main means of communication (Table 2).

In the remaining part of this section, we selected quotations from the art managers’
responses to illustrate the main traits of organizational management of last years.

Inevitably, the social crisis generated by this prolonged pandemic episode, with its
sudden and explosive occurrence, forced management at all levels – social and eco-
nomic – to make decisions and take actions on the spot, a reactive behavior. The first
priorities were directed to “reasonable functionality” or oftenmere survival in harsh eco-
nomical conditions and serious challenges of social and medical nature. Among others,
the cultural organizations were badly hit.

Cultural organizations not only needed to adapt to society’s new ways of working,
but they also needed to become ‘fit for the future’.

In such a context, the management actors and instruments proved their creative
capacity; they delivered new managerial approaches and new models that were appro-
priate and effective. Among these, we should mention the outbreak of a new managerial
concept: the management of atypical crises, which, through innovative solutions could
reduce negative effects and build new basis to restart and revive the mechanisms of
resilience and growth (Nicolescu 2022).

Yet, another tendency should be observed: the capacity of top-leaders and managers
to pivot in real time, to change the decisions and directions of action, to adjust to turbulent
and atypical contexts. As the following art manager explained:

“We tried to reinvent ourselves and the most important step we had to take was to
leave the theatre hall (which the audience could not enter for quite a long period of
time) and to create an outdoor season in which, beside the paying audience, we also
had many random spectators – the majority of whom were probably attending a show
for the first time in their lives.” (I3).

The agility and resilience of an organization imposed new lines of coordination in
many companies. These ad-hoc politics helped firms to go on, to retain the human
resource and preserve an otherwise fragile financial balance. As one art manager
explained:

“Fortunately, we managed to find solutions in order to continue our activity in such a
way that our staff were not affected. Technical and artistic teams worked tremendously,
and, as a result, we managed not to cancel the projects we had proposed before the
pandemic except for one. Not to work for a long period of time could have meant
catastrophic effects on each of us and, moreover, on the dynamics of the entire group.”
(I3).

Also, another tendency in managerial decisions in these times has been observed:
to design and implement agile, flexible strategies, capable to face complex, sinuous
evolutions, more than often unforeseeable. One of the interviewed managers underlined
that he is preoccupied by:

“Constant adaptation to the changes that are taking place, flexibility, strategies to
increase the number of events, as well as national and international collaborations, the
approach of current and acute topics for humanity – attention towards the environment,
global warming, etc.” (I5).
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Many of the cultural organizations reset their approach, developing new ways of
working – and new approaches to creating and distributing art (creating shows with
smaller casts, outdoor theater, performances filmed, making attractive ticket offers) –
and showing ambitions to embrace further changes that will allow them to flourish in
the future.

Analyzing the received responses, we identified several types of strategies born in
the pandemic:

The “replicating” strategy which – through a set of well-based decisions directed
mainly to reduce costs and the number of material assets – stops the downturn of income,
provides financial stability and redeems the profitability, generating resources for future
growth (Nicolescu 2022). As managers comment:

“We have created shows with small casts; we signed partnerships with theatres from
Bucharest that had shows in Ploies, ti; during the summer of 2021, we built a stage in the
courtyard of the theatre and seat rows for 80 spectators; Despair makes you come up
with new ideas! You do not want to lose the contact with your audience.” (I.4).

“It was a challenge to completely wake up one day entirely isolated. We tried the
online option as well, but this implied a different approach, additional technical require-
ments for recording, specialist teams and equipment that would contribute to the imple-
mentation of the show and, obviously, additional marketing costs. With the definite
advantage that this would keep us together, we enjoyed the interaction and the fact that
we had the possibility to have a particular continuity in our connection with our loyal
audience. Moreover, in this way, we managed to reach another type of audience that
would not have been reachable otherwise, that is, the Romanian diaspore. At the same
time, it was a challenge to handle the costs that had continued to flow – we managed to
renegotiate the rent of the building, but it was still a mandatory monthly expense.” (I1).

The “opportunistic” strategy, that takes advantage in a rapid and effective way of all
the occasions that the new context offers, has eventually changed the trajectory of the
firm, sometimes temporarily, sometimes permanently (Nicolescu 2022).

“The pandemic “inspired” us: we had 3 outdoor shows, as well as shows in the
city. We projected on the façade of the theatre while the spectators attended the show
and posted pictures on social media. We had recorded shows to archive before the
pandemic had started, but they were of poor quality (we did not have the necessary
digital infrastructure). However, we ended up recording better shows on VIMEO due
to the pandemic – therefore, if there are similar situations in the future, we will have
high-quality recordings in the archives.” (I5).

For the post-pandemic era, we detect other patterns:
The “recovery” strategy aimed to reach the quantitative and qualitative levels of orga-

nizational performance in a few years, as in previous periods before the crisis, through
revamping production, human resources, networks-in innovative ways (Verboncu 2018).

We selected the following reactions:
“This is a re-setting phase. We are looking at new producing and marketing models

that can re-energize our work. It will soon be back at the original pre-Covid levels – but
we need to re-ignite audiences further”(I7).

“I would describe it as the big inhale phase before a new exciting adventure”. (I8).
“Financially, we are still in a rehab period”. (I1).
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Oriented growth strategy aimed to reach better overall performances compared to
previous results, to strengthen the capacity and competitiveness of the organization in
its environment (Verboncu 2018).

We selected the following answers:
“Due to definite and reasonable objectives, as well as a rather linear increase, we

managed to establish the foundation of a new building.” (I6).
“Development strategy, 1–2 big shows per year, the increase of the number of cultural

soirees with 20–30% every year.” (I2).
Although the pandemic has caused significant economic and psychological hardship,

particularly for those working in the arts and cultural sector, many people turned to the
arts as a vitalmeans of copingwith the challenges of the pandemic (Bradbury et al. 2021).
In addition, some of the art managers also appreciated that the public were nearby them:

“Fortunately, the relationship with the audience does not seem to have been affected
as the attitude is the same with a part of the audience being loyal to shows and returning
to attend all our shows. We have kept in touch with them via means of mass media as my
colleagues were responsible of this aspect during the pandemic. Somehow, we managed
to encourage one another.” (I1).

“No, the relationship with the audience has not been affected – we tried to keep them
close to us.” (I6).

“As manager, you do not only take over an institution and manage a few salaries.
You take over something that is more important, meaning the audience. We have tried
to reduce or even revoke the distance between us and the spectators in the last years
regardless of the conditions imposed by the restrictions.” (I3).

An idea, as brilliant as they come and a manager as competent as they come-will not
be carried out without resources. Some of the managers interviewed reported difficulties
with both human and financial resources:

“It was difficult to get the actors back together after the pandemic. It was even more
difficult to get them back independently. They rushed towards television or job positions
that provided a stable income.” (I2).

“We found that there is a growth in people leaving theatre to work in the TV and
Film - the technical part - sound and lighting. Trade fairs are all back post-covid and
so, a lot of staff have moved into these areas – so we are really struggling to find good
technical people.” (I9).

“In management terms, it is very hard to get good marketing and digital content
employees because they can earn much better money elsewhere. So we run a number of
internship schemes to try and get graduates to work with us – even if it is for a short
period of time.”(I7).

It is well-known that essential for a cultural institution manager is the ability of
“public relation” and “team building” (Verboncu and Nicolescu 2011).

So, as we discussed above, in Romania, the relationship with the audience does not
seem to have been affected, the attitude is the same, part of the audience is a loyal one
who returns to all the shows; in the Czech Republic (another post-communist country):
first, the percentage drop in attendance, but with the beginning of winter, there came
an unexpected increase that may have eclipsed the best seasons before COVID crisis,
and so far, the trend has continued; in the UK and Norway: digital world/ Netflix has
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definitely had an impact on how people want to spend their time and hard work is needed
to get the public away from the TV and direct it into live space again.

Regarding the relationwith the employees: everyonewas looked after and financially
supported duringCOVID, but after this, the following phenomenawere recorded in some
places: a growth in people leaving theatre to work in TV and Film and struggling to find
good technical people because a lot of them moved in other fields.

It is clearly outlined thatmanagers and leaders need newways of approaching risks in
order to truly confront the economic changes and challenges that will come. Leadership
has become more practical and more pragmatic, top-down and bottom-up. Problems are
too big and too many to be solved only by the leader – “lone hero” – in the role of the
saviour (Cornea 2023). This tendency of leadership to be more open, more empathic
and more collaborative is reflected within the results of our inquiry as well. Thus, the
dominant style is the participative one: people’s involvement and accountability are
employed, and we may observe a tendency towards the balance between the focus on
results and the focus on people.”

Another tendency inmanagement – driven by the pandemic –may be recognized, and
that is the intensification of humanistic management. This greatly focuses on people,
their personalities, necessities, aspirations, expectations, emotions, their relationship
with others, emotional intelligence, social climate, the ambience of the workplace, as
well as individual and organizational resilience (Nicolescu 2022).

As a conclusion, the biggest challenge in Romania concerned the transition to an
online platform, because this involves a different approach, additional technical require-
ments for recording, teams of specialists and equipment to do this, and additionalmarket-
ing costs. UK deals with problems like Brexit – that has impacted the ability to produce
work with international partners, to tour in Europe and reduced access to funding; or the
Ukrainian war that has removed many international partnerships both in Russia – where
they are not allowed to work –, and Ukraine – where they cannot work; or with young
writers not being interested in writing for the stage and more interested in YouTube
videos, social media etc. A big change in Norway nowadays seems to be a focus on
family and children; more exactly, a high focus on work for youth could mean new
funding will be allotted.

In the Czech Republic, within the social sphere, the gap between the poor and the
rich is becoming wider, experiencing also a general rise in prices, which is affecting the
social sphere that causes a decrease in the audience.

Overall, in Romania, the public is relatively constant, the social part being still an
essential component and the performing arts institutions were not being affected by
the fact that they had been facing problems in the field of digitalization. Economically
developed countries, such as the UK or Norway, are facing decreases in the number
of audiences caused by much more accessible options, such as Netflix or TV. Here, a
feature of citizens’ convenience is observed. In the Czech Republic, a fluctuation in
the number of spectators was observed, from very few to more and more, all against a
backdrop of panic related to resources and energy. Surprisingly, Romanians are rather
faced with political games and complicated laws which constrain the cultural sector.
Unlike Romania, the minimum wage of the staff from performing arts institutions and
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the increase in the cost of living are considered to be the biggest challenges in other
European countries.

As common elements, in all countries during the COVID crisis, performing arts
institutions received funds to survive and there were problems in reestablishing their
technical teams almost everywhere.

6 Conclusions

The statistical test results support H1, H3, H4. H2 are partially supported because there
are no significant statistical differences between the two types ofmanagers (of public and
private institutions), both choosing to pursue the constant attraction of new audiences.
For H5, the only irrelevant factor is age. All the other socio-demographic data correlate
with different characteristics that define management style. H6 was supported as well,
but a few similarities were also identified.

As shown in our study, participative management is practiced by the majority of
managers of performing arts institutions. The cultural managers’ behaviour is a reactive
one while their strategies have put on a variety of forms specific to the management of
atypical crises: the reduction of negative effects generated by the crisis, as well as the
construction of a new beginning through the call made for innovative solutions have all
been stressed.

Several types of the strategies we have identified are the following: the replicat-
ing strategy (oriented towards cost reduction); opportunism as a strategy of harnessing
the advantages of the crisis; recovery strategy (returning to the pre-pandemic levels of
performance); growth-oriented strategy (reinforcement of the institutional capacity and
competitiveness).

Cultural managers have acutely experienced the need to invest in technology.
Recorded and high-quality online shows are requested by a larger audience and they
are absolutely necessary under crisis situations. With the possibility of using artificial
intelligence and virtual reality, will cultural managers manage to create the feeling of
connection between artists and spectators that we can only experience within show halls
filled with an audience nowadays? How may the performance institutions contribute to
the contouring of community identities and to the generation of a constant creative flow
thatmay support values, preferences, customs andmanifestations specifc to a democratic
society?

The limits of the present paper aremainly linked to the limited number of respondents
from Romania and abroad who answered our questions (questionnaire and interviews).

As future research directions, we believe that it may be useful to explore and research
the following: the chains responsible with the creation of values of the business-to-client
type applied to the perfoming arts field; the consumer’s satisfaction used as a measuring
indicator of the show within performing arts institutions that provide the classic format,
as well as the online show; last but not least, strategies specific to atypical crises with
which we are faced more often nowadays.
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Abstract. This study aims to analyze disaster mitigation communications and
communication patterns between the people of Jakarta and the government in han-
dling floods via Twitter. This type of researchwill use a descriptive qualitative app-
roach. This paper will useNvivo12. The primary data source for this research is the
activity records of Twitter users using the hashtag #tinggimukaair #peringatandini-
jkt. The findings in this article are digital communication via Twitter with hashtags
including #tinggimukaair #peringatandinijkt. The hashtag #tinggimukaair is used
to find information on the height of the flood level, and the location of the flood.
Meanwhile, the #peringatandinijkt hashtag is used by the DKI Jakarta Provincial
Government to share information related to disaster mitigation, such as rainfall,
and center number assistance. With digital communications interconnected with
point-to-multipoint (PMP) channels, one of the features frequently used on Twitter
is the use of hashtags used on government and public Twitter accounts. The use
of hashtags on Twitter is of course to build awareness of the disasters that have
occurred in Jakarta, especially in dealing with floods that occur every year.

Keywords: Twitter · Hashtag · Digital Native ·Mitigation

1 Introduction

Providing emergency information to population living in the vulnerable areas, there-
fore, has become a measure of disaster resilience and a policy priority (Feldman et al.
2016). Given the increasing presence of social media in everyday life, it can be a major
platform for sharing emergency information such as warnings, disaster relief efforts,
crisis mapping for escape routes, search and rescue, and connecting community mem-
bers following a disaster (Houston et al. 2015). Twitter is one of the prime social media
platforms, which has been used not only during emergency situations, but it also changed
the way people create, disseminate, and share emergency information (Li et al. 2018).
The real-time characteristic of Twitter makes it a suitable crowdsourcing platform for
dissemination and collection of information including texts and pictures during disas-
ters and crisis events (Yuan and Liu 2018). As twitter generates a large of amount of
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data, the researchers have attracted to analyse this data. The data can reveal different
aspects of user behaviour which is useful for companies to provide online services, cre-
ate awareness among people and use people network to make decisions for government
institutions. As twitter is one of themost prominent social networking site used by people
to express their views in the form of a tweet (Sujay et al. 2018). In the digital era, many
actors can use social media. Apart from individuals, the government uses social media to
interact with the community virtually to increase participation and accountability. New
media such as the internet, applications, and social media create a new interaction style
between the government and society (Nurmandi et al. 2020).

Social media is defined as websites and applications that enable users to create and
share content or to participate in social networking. These sites provide a platform for
discussion on issues that has been unnoticed in today’sworld. It is one of themostmodern
and favourite formof socialmedia includingmany features and social characteristics in it.
It has many advantages on same channel like as communicating, texting, images sharing,
audio and video sharing, fast publishing, linking with all over world, direct connecting.
It is also a cheapest fast access to the world so it is very essential for all age group of
peoples. Information and communications technology (ICT) refers to all the technology
used to handle telecommunications, broadcast media, intelligent building management
systems, audio visual processing and transmission systems, and network-based control
and monitoring functions (Kumari 2020).

Information Communication Technology (ICT) defines and revolutionizes the way
we live and work. By providing impact and prospects in the digital world that offers
ease of communication offered accelerates connectivity. The use of technology today
is important by not having boundaries globally with the current internet diversity, and
this is certainly a means of communication that brings a new paradigm in interacting
between people. The internet brings the transformation of conventional communication
users into a digital platform, one of which is Twitter being a communication tool that
makes it easier for people to find information with the use of hashtag signs on Twitter.

Twitter is not only a platform for human interaction in the digital world, but with
the presence of Twitter is able to change the pattern of political communication, in
Indonesia political communication is related to communication by the government and
society, Information Communication Technology (ICT) defines and revolutionizes the
way we live and work. By providing impact and prospects in the digital world that offers
ease of communication offered accelerates connectivity.

The use of technology today is important by not having boundaries globally with
the current internet diversity, and this is certainly a means of communication that brings
a new paradigm in interacting between people. The internet brings the transformation
of conventional communication users into a digital platform, one of which is Twitter
being a communication tool that makes it easier for people to find information with the
use of hashtag signs on Twitter. Twitter is not only a platform for human interaction in
the digital world, but with the presence of twitter able to change the pattern of political
communication (Setiawan 2022).

In Indonesia, social media as a strategy for public communication related to infor-
mation on the Flood Disaster Mitigation. Flooding is one of the natural disasters that
often occurs every year in Indonesia, especially in Jakarta. The floods that hit the capital
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city of Jakarta almost every year are a challenge for the government. Climate change is
projected as the cause of rising water and river levels resulting in increased rainfall in
some areas. Flooding and inundation are common in the capital and buffer areas. The
existence of social media is easy in responding to disasters, especially floods throughout
Jakarta and its surroundings.

Through the Regional Disaster Management Agency (BPBD) DKI Jakarta utilizes
social media as a communication tool based on applications to convey disaster prepared-
ness information, such as floods in the rainy season. By using @BPBDJakarta Twitter
account, information related to floods and weather uses this application to the fullest.
Activity on Twitter accounts mitigates information through status or tweets, for example
for @BPBDJakarta accounts that use #tinggimukaair #peringatandinijkt hashtags. The
social media had to listen to various aspect messages to spread information about flood
mitigation in Jakarta, government communication through social media and the public
on Twitter. This two-way communication model uses the retweets and comments feature
available (Trajkova et al. 2020).

The government must provide correct information regarding disaster management
mitigation related to floods that occur every year. by activating information technology
through Twitter media as a means of public communication and disaster information
mitigation. From the explanation above, this study aims to find out the comparison of
information about floods, with digital citizenship with social media activities, the com-
munity and the government can exchange information through Twitter which can effec-
tively provide information and socialization through interactions that are quite helpful
in handling flood mitigation in Jakarta.

2 Literature Review

2.1 Technology for Government

The literature on the use of technology for disaster management shows a growing inter-
est in the field. However, it also shows that the main focus of contemporary literature
is on the technology-specific opportunities and challenges of enhancing disaster man-
agement by investigating technology-specific, phase-specific and task-specific aspects
of the use of technology for disaster management (AlHinai 2020). With current devel-
opments, the use of technology is increasingly needed, especially in handling disasters
that can provide information using digital media as a tool that can provide information
quickly. The concept of E-government can be interpreted as using data and telecom-
munications technology for efficient and effective governance and providing transpar-
ent and satisfying services to the public (Twizeyimana and Andersson 2019). ICT or
information technology and information have become part of the government’s work
to improve performance, including leadership effectiveness, public participation, and
information disclosure (Harguem2021). InformationCommunicationTechnology (ICT)
refers to all the technology used to handle telecommunications, broadcast media, intelli-
gent building management systems, audio visual processing and transmission systems,
and network-based control and monitoring functions.
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ICT refers to technologies that provide access to information through telecommu-
nications. It is similar to Information Technology (IT), but focuses primarily on com-
munication technologies. This includes the Internet, wireless networks, cell phones, and
other communication mediums (Kumari 2020). ICT is technology that supports activ-
ities involving information. Such activities include gathering, processing, storing and
presenting data. Increasingly these activities also involve collaboration and communi-
cation. Practicality enjoys using ICTs which fulfil a need and help them complete tasks
in their everyday lives. They see the ICTs they use as being function specific and highly
tied to a single aspect of their lives, be it for use in their work, family, leisure, or com-
munity. These technologies are viewed as for their own personal use and they place a
high value on those with proven functionality. They have no interest in exploring how to
use a single ICT in every facet of their lives. Practicality place ICTs in function-specific
rooms, often placing computers in home offices and televisions in entertainment rooms.
Practicality see ICTs as tools (Birkland 2019).

2.2 Digital Native and Disaster Mitigation

The use of digital technologies has become a central cultural technique that increasingly
determines educational opportunities, the possibility of upward social mobility, par-
ticipation in social life and good job prospects. Thus, as a technological and social
phenomenon, digitalization affects virtually all areas of life. (Janschitz and Penker
2022). The information society has found ease abounding since entering the internet
age. People are also easier to connect to interact with each other. They communicate,
behave, work, and think as digital natives (Pujasari Supratman 2018). Digital communi-
cation is the main way to communicate with each other connected through social media.
Social media is a tool for government communicators to communicate with the commu-
nity. Using social media, the government can connect with the community at any time,
both of which have been integrated as an adaptation and innovation for government work
progress (Mergel 2016).

The existence of social media is now an alternative medium for institutions or
companies to explore to help them fulfil the vision, mission and goals of their own
organizations, and information about innovative values in the e-government system as
a whole (Fajriyah, Antoni, and Akbar 2020). Collaboration between government and
social media in e-government practices in social scientist studies can positively impact
public responsibility and trust in the government (Song and Lee 2016).

However, with virtual or e-government communication channels, social media is not
the primary communication tool to reach public participation because virtual commu-
nication still has shortcomings. For example, Santander Smart city in Spain conducts
direct meetings to continue programs communicated through social media (Díaz-Díaz
and Pérez-González 2016). The important role of the government in providing responsi-
bility in overcoming the dialectic between the government and society. The critical role
of social media for the government is as a medium for disaster communication and to
provide disaster preparedness messages as public information (Eko et al. 2022). Infor-
mation about disaster mitigation by the government can officially become valid data for
the community in dealing with disasters (Palen and Hughes 2018).
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In an emergency, social media is not only a coordination and communication tool
used by the government but has become part of a tool towards humanity as a preparedness
measure for disaster. Looking at Takashi’s explanation by categorizing the function of
social media as a means of disaster communication, as shown in Table 1 below.

Table 1. Category and description of social media use Takhsi 2015

No Category social media usage Descriptions

1 Situational report Information regarding disaster emergencies, mitigation,
handling or preparedness used by individuals and
organizations

2 Government critics Information from official government social media to
provide public information during a disaster emergency

3 Relief effort coordination Use of social media for philanthropic activities or
volunteering in cases of disaster emergencies

3 Research Methodology

This study used a qualitative, defines descriptive qualitative (QD) as a research method
that moves on a simple qualitative approach with an inductive flow. This inductive flow
means qualitative descriptive research (QD) begins with an explanatory process or event
which can finally be drawn as a generalization which is a conclusion from the process
or event. This study uses qualitative description by analyzing political communication
activities and Ridwan’s branding on Twitter social media (Nurmalasari and Erdiantoro
2020). Data collect through (@BPBDJakarta) Twitter account. Furthermore, the data
were coded using the NVivo 12 plus research application to determine each coding Twit-
ter account’s metadata classification. The NVivo software is one of the qualitative data
analysis tools used bymany qualitative researchers around theworld (Sotiriadou,Brouw-
ers, and Le 2014). Researchers would describe the NVivo process results to determine
a comparison or difference regarding the two accounts’ mitigation information.

NVivo 12 

Plus

NCapture 

Twitter
Coding Word Cloud

Domonation 

Imformation
Result

The datawas taken using theNVivo 12 plus Capture feature in Chromeweb browsing
to view content in the formof content from socialmedia. TheNVivo 12 plus visualization
in this study uses the coding feature manually to find data, analysis is used to study data
processing and answer analysis. With the word cloud, we are able to analyze and find
words that often arise from findings that are commonly used and discussed. This study
also looks at cluster distribution to visualize and collect dominant data/words that have
similarities and differences.
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4 Analysis, Finding and Discussion

4.1 Information Topic Intensity on Official Twitter Government

Figure 1 shows the number of word frequencies used by Twitter in the DKI Jakarta gov-
ernment through the @BPBDJakarta Twitter account. In this account, the word “Rain”
dominates information sharing during the floods in Jakarta. The word “peringatandini-
JKt” is often used to refer to the frequency of information about flood data widely on
the account @BPBDJakarta.

Fig. 1. Word Frequency @BPBDJakarta

Netizens’ tweets that have been collected are often uploaded by following
#peringatandinijkt. Analysis related to #peringatandinijkt aims to find out from thewords
that most often appear in a tweet or post followed by a #peringatandinijkt. There are
some words that are quite dominant, the dominant word is mostly in line with the hash-
tag they attached, namely #peringatandinijkt. There is a dominant word appearing in the
upload that attaches #peringatandinijkt, the dominant words are Rain, Wind, Potential,
and Flood.

4.2 Domination Information Massage on @BPBDJakarta

The results of the search using NVivo 12 plus, are based on a number of frequently
appearing accounts that use hashtags to communicate such as the #perigantandinijkt
hashtag which is continuously updated on the Twitter timeline. In Fig. 2, there are five
accounts that are used the most. If you look at the pie chart, the BPBDJKT account uses
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Fig. 2. The Number of Reference by username

this hashtag more often, other accounts quite often and the other three rarely use this
hashtag.

The use of hashtags is generally often used by Twitter users for conversations related
to issues or news that are demographically present in Jakarta. This is to create a conver-
sation network about the problem of flooding, especially areas that are often the worst
affected among others. Civil society will of course be facilitated by using hashtags to
make complaints digitally through the features on Twitter. Apart from that, of course,
for flood prevention mitigation which can be immediately updated related to flood infor-
mation quickly. Information related to flooding in Jakarta has a distribution of mentions
that are often used in providing information. Figure 3 shows the account @infobmkg
often mentions the hashtag #peringatandiniJKT. The other 3 accounts that use mention
the most are @BPBDJakarta 2 others quite often but not so intently.

The distribution of mentions in Fig. 3 is a utilization of the existing features on
Twitter, with the convenience of these features, of course, it will be very easy when
providing information that can connect one to another, the convenience of these features
can be immediate and fast when there is new information. This is possible because of the
reply feature on Twitter which can be immediately received by the account concerned
which is mentioned in the form of a notification, new interactive media allows for
direct feedback and there is a transformation of the boundaries between audiences and
information producers. This means that in new media the audience is not merely placed
as an object which is the target of the message. The audience and changes in media
technology and the meaning of the medium (news distribution) have renewed the role
of the audience to be more interactive with the message (Nasrullah 2016) (Fig. 4).

Based on Fig. 3, the number of tweets is more than re-tweets, this shows that the
intensity of news/tweets made on Twitter is very active and varied. Twitter has its own
traits and characteristics, which may be simpler than other social media tools. Many
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Fig. 3. The number of references by @mention

Fig. 4. The Number of Reference by Tweet type

terms exist only on this bird symbol site. First, Twitter operates a digital information
service that enables users to send and track micro-messages known as (tweets) of no
more than 140 characters. The tweet facility is designed for use on mobile devices and
PCs. Twitter is used to post any status, repost other users’ statuses (retweet), respond
to other users’ posts (replays), and share links. Users may also have links to their blog
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posts sent via Twitter, either post-by-post or automatically. This feature certainly helps
provide information directly, as a noun, is a tweet from another account that is forwarded
to followers with the aim of spreading it to a wider network. As an adjective, the action
of forwarding a tweet from another account for followers to see. (Quote retweets are
retweets that are written in quote form so they look like replies) (Rezeki 2020).

Fig. 5. Timeline by Day

In Fig. 5, by presenting the tweet feature, users are given the convenience to share
a tweet both individually and tweets from other accounts to all of their followers by
finding one or several tweets that they like. Even just wanted to share the tweet with
followers in the @BPBDJakarta account on the timeline. This timeline within Twitter
works to display a stream of tweets from accounts that are followed on Twitter viewing
constant supportive content from various recommendations as well as Retweeting or
liking Tweets made within the homepage.

To update the information held by any user or account owner, people can follow
(subscribe to) that person’s Twitter account.When a Twitter user has followed someone’s
account, any broadcast information (posts) will appear in an updated feed which is called
the timeline. The number of followers (total number of people followed) and followers
(total number of people following) is always updated in a specific box on the Twitter
profile page (Emeraldien, Sunarsono, and Alit 2019).

Figure 6 shows the distribution of clusters connected to the actors in presenting
flood-related information. The most visible interaction is on the accounts @infoBMKG
and@BPBDJakartam, the two accounts provide a fairly wide distribution in distributing
related information, in this case the use of hashtags for each actor. This is the distribution
and reception of information that is dominated by the general public, these two actors
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Fig. 6. Cluster search pada Twitter

are a link and source for the public to obtain information related to flooding in Jakarta,
especially when an alert occurs and water overflows to the surface.

Referring to the explanation above, the author sees that Twitter users during the flood
in Jakarta aka the tone of official information by the government through@BPBDJakarta
accounts consistently and periodically. Media activity increased during floods, messages
sent by the government and the public in the form of photos, videos during reports that
appeared in the community. Thus, the social media accounts owned by the Jakarta
Disaster Management Agency (BPBD) consistently provide periodic information both
before and when there has been a flood.

5 Conclusion

The digital era has made the government adapt to using communication technology
through the mass media to carry out information on mitigating Flood in Jakarta. Unlim-
itedness of communication through wireless channels helps the effectiveness and effi-
ciency of government work in public services. In the midst of a flood situation, the
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province of Jakarta actively communicates virtually via official Twitter account @BPB-
DJakarta. The results concluded in this study include information on mitigating floods
Jakarta’s Twitter account. Significant results in this study include information on digital
media, especially throughTwitter, which can be used to influence the Jakarta government
to make a serious commitment in dealing with flood prevention. There needs to be good
disaster management, so that the response can be maximized, especially by providing
education to the public, both through socialization through social media and directly
to the community. Suggestions for further research development with the government’s
mass media activity is to analyze tweets, retweets, and hashtags on communication
activity on Twitter to expand the analysis.
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Abstract. This study aims to analyze Ridwan Kamil’s Twitter social media in
building personal branding ahead of the 2024 general election. This study uses
a qualitative method. The data source in this study is the Twitter social media
account @ridwankamil. The research data collection period was carried out from
January 2022 to December 2022. The data analysis technique was through the
Nvivo 12 Plus application. The results of this study indicate that the content of Rid-
wan Kamil’s political communications through the Twitter social media account
@ridwankamil can build personal branding through the hashtag #indonesiajuara.
Ridwan Kamil’s branding often displays his daily activities on his Twitter account
to show consistency in what he does every day and what he displays to the public.
RidwanKamil in building positive perceptions of the public using personal Twitter
is reflected through the content of images, videos, and tweets that describe himself
as an egalitarian, humorous, open, credible, and responsible person. The contri-
butions in this research form the basis for building political image and branding
through social media.

Keywords: social media · Political Communications · Branding · Ridwan Kamil

1 Introduction

Along with the very rapid development of technology, humanity has shifted to devoting
its time to communication technology which is disseminated as new media which then
gave rise to the existence of social media. The existence of social media then also plays
a role in influencing matters in the political field in the cyber sphere globally. With this,
social media can be used as a form of political actor branding, through social media,
political actor branding is formed through a digital political campaign process (cyber
realm). Social media and political practice have an intensity relationship, and both play
an important role in political communication [1]. In addition, it is believed to provide an
opportunity to demonstrate their abilities in political branding which can be seen from
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polls and social interactions with the public through social media [2], moreover this
supports the importance of achieving professional values of integrity and credibility,
and the objectivity of spreading information [3]. Based on [4] Twitter has developed
into a social media platform that is able to bridge political communication channels
more quickly, Twitter then over time becomes a platform used by politicians to push an
agenda, Twitter is also used to start discussions, express opinions, and views in the form
of a tweet which is of course used to influence people’s mindset towards the political
situation or potential political candidates for the community. The use of social media
Twitter for public interest and political communication is increasingly being used by
political elites, regional leaders, and state officials [5].

Ridwan Kamil utilizes Twitter social media to form self-image, Ridwan Kamil’s
Twitter content is in the form of events or campaign activities that are followed daily.
This choice is not without reason, from the contents of Twitter to attract the attention
of followers to form Personal Branding [6]. Ridwan Kamil is a political figure who has
the potential to become a presidential candidate in 2024 Ridwan Kamil often enters the
figure exchange ahead of the 2024 election, driven by his activity and popularity on social
media. Ridwan Kamil is also often a newsmaker who uses social media as a source of
news from the mainstreammedia. Ridwan Kamil is a figure who often enters the radar of
figures who deserve to be reckoned with in the 2024 presidential election. This is one of
the reasons for making Ridwan Kamil both the subject and object of this research. Social
media activity is a factor in Ridwan Kamil’s popularity as a regional head, compared to
other regional heads. Even Ridwan Kamil has made a statement stating that he is ready
to fight as a presidential candidate in the 2024 elections [7].

There have been many previous studies related to personal branding by candidates
or political parties ahead of general elections. Research from [8], during the 2014 presi-
dential election, JokowiWidodo used online media to build self-image, the results of his
research showed that the figure of Jokowi was highly highlighted and branded in such a
way as an honest, simple person and close to the community. Personal Branding is now a
trend ahead of the general election. The results show that Jokowi Widodo won the 2014
presidential election with the branding he did through onlinemedia. Republican political
figure Donald Trump has a background as a businessman, during the 2016 presidential
election he also used Twitter to carry out personal branding. One of the issues that was
displayed or highlighted was nationalism that protected the native peoples of the United
States or the campaign phrase “America is Great Again” which was popular during the
presidential election at that time. As a result, even though his image has become a figure
of controversy and many are not happy with his political opponents who consider his
campaign style to be very amateurish and unprofessional, Donald Trump has proved that
he is still accepted by the people of the United States and won the presidential election
[9].

Other research has also observed personal branding from the 2018 West Java guber-
natorial election on social media. [10] explained that the candidate for governor of West
Java Province used Twitter as a tool to form personal branding during the campaign.
United States politicians in the era of social media make great use of the internet as a
media campaign tool [11]. The next research is how Sandiaga Uno uses his personal
Twitter to carry out branding during the campaign process which depicts themselves
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as someone close to the community so that they can create sympathy or admiration
from the public [12]. During the 2019 elections KH. Ma’ruf Amin also succeeded in
using Twitter social media as a tool to seek support, especially for Muslim voters. The
branding strategy and campaign model he built were about religious activities, events
supporting/voter meetings, and visiting several strategic places such as Islamic boarding
schools [13]. Political communication is considered successful and right on target, this
reflects closeness to the community.

Previous research has shown the importance of personal branding strategies in elec-
tions. The purpose of this research is to strengthen previous research that has never
existed. This article is expected to be able to complement the deficiencies of existing
previous studies related to branding in politics in the era of digital political communica-
tion by utilizing social media, but also able to contribute knowledge for political leaders,
political practitioner and consultant, social media specialist in recognizing the concept
of branding in politics. This article will answer two questions:

RQ1: How is Twitter used as a medium for political communication?
RQ2: How is Ridwan Kamil’s personal branding on Twitter social media?

2 Literature Review

2.1 Use Social Media in Political Communication

This political communication is defined as a complex communication activity using lan-
guage and symbols, which is used by leaders, media, citizens, citizen groups, experts to
give effect and to the results imposed on the public policy of the nation, state., or society,
there are seven main dimensions of political communication, namely communication
activities that bridge between political institutions and the media; emphasizing symbols
and language, mediation and mediatization; media technology; diverse, multifaceted
media, and decline of gatekeeping; interactions among leaders, media, and citizens, as
well as the functioning of economic and political structures [14], Social media is often
seen as a platform that allows for more direct relations between political leaders and
their citizens. Social media functions to support the campaigns of politicians [15]. In the
end, political leaders are starting to realize the importance of social media for conducting
political communication, rather than just making use of the mainstream mass media.

Twitter has gradually become one of the social media tools influencing how online
political communication practices are now impacting the way political actors interact
with citizens in Nigeria [3]. Social media is often seen as a platform that allows more
direct links between political leaders and their citizens. Social media functions to sup-
port the campaigns of politicians [16] In the end, political leaders began to realize the
importance of social media for political communication, rather than just utilizing the
mainstream mass media, then also how Trump also managed to engage Twitter users for
100 The first day of his presidency to gain Public Support for Trump has been confirmed
by the number of “likes”, retweets and comments, the latter with more positive than neg-
ative connotations. Thinking about the role of politicians’ social media, traditionalmedia
innovation with new communication paradigms and, above all, citizen action-reactions
that reproduce spectacle discourse, thus empowering a new political influencer strate-
gist [17]. [18] against the tweets of five political leaders in Italy, namely Matteo Salvini,
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Beppe Grillo, GiorgiaMeloni, Matteo Renzi, and Nichi Vendola revealed that among the
types of social media, Twitter plays a central role in hybridizing and redefining political
communication. Tweets have become the digital version of soundbites, and politicians
are using them to reach a wider audience thanks to the features available. It is stated
that Twitter is the perfect medium for the formation of a populist brand in implementing
public communication in the digital era.

2.2 Personal Branding

One important factor for a political leader to be able to gain popularity on social media
is to have a good brand so that the goals of political communication can be achieved
effectively. Brand, image, or credibility has been proven to play a role in explaining
the effect of support for political leaders on social media [19]. Branding is increasingly
being used in politics to incorporate symbolism, ideology, values, and policy promises
onto political parties/candidates. Therefore, this branding is not only used by political
actors but also by political parties through a series of values, beliefs and promises [20].
Previous research related to elections in Indonesia also shows that young voters build
their understanding of politics and political parties through “stories” and symbolic rep-
resentations of political candidates [21]. [22], politicians, political leaders, and parties
are busy building brands based on ability, character, and trustworthiness to gain public
trust and support. Democracy requires credible candidates and parties. Other research
has also observed personal branding from the 2018 West Java gubernatorial election
on social media. [10] explained that the candidate for governor of West Java Province
used Twitter as a tool to form personal branding during the campaign. This is done
to introduce, sharpen self-image and increase popularity. The characteristics of Twitter
which prioritize dialogue can also build interactive communication and influence the
perceptions of prospective voters towards the image displayed. Furthermore, other stud-
ies to assess identity, image, reputation, or position which will ultimately support the
development of strategy and management of branding in politics [23].

3 Method

This study uses a qualitative research approach. [24] defines descriptive qualitative (QD)
as a research method that moves on a simple qualitative approach with an inductive
flow. This inductive flow means qualitative descriptive research (QD) begins with an
explanatory process or event which can finally be drawn a generalization which is a
conclusion from the process or event. In this study using qualitative descriptive by
analyzing political communication activities and Ridwan’s personal branding in Twitter
social media.

Data collection throughRidwanKamil’s Twitter account can be in the formof tweets,
retweets, hashtags, images, videos, and others, which allows registrars to document and
analyze data systematically. Furthermore, it is supported by various types of literature
reviews that reinforce the truth of previous research, to cover up how social media users
of Ridwan Kamil’s Twitter account view Twitter media activity in the run-up to the
2024 Election, starting from January 2022 to December 2022. This research focuses on
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Ridwan’s Personal BrandingKamil and howTwitter is used as a political communication
without having to meet directly with the intended target. Selection of this account as
part of viewing political communication activities.

The analysis in this study uses the Nvivo 12 Plus software on the NCapture feature.
The NVivo software is one of the qualitative data analysis tools used by many qualitative
researchers around the world [25]. This feature can retrieve data from Twitter social
media in a systematic and in-depth manner, then an analysis is carried out using the
NVivo 12 Plus software with several tools. Such as cluster analysis used to determine
the relationship of communication actors in this study Word similarity is used to see the
communication delivered by communication actors using pear-son correlation. Pearson
Correlation is a correlationmeasure used tomeasure the strength and direction of a linear
relationship between two variables.

4 Result and Discussion

4.1 Ridwan Kamil’s Twitter Post

Social media is included as one of the tools to communicate with the audience and
potential voters, so the communication side must always be intertwined in it. In this case,
the required variable is themessage to be conveyedwhichmust be in accordance with the
target to be achieved [28]. It was stated that political actors, including political leaders
or prospective political leaders, found effective and efficient political communication
strategies to communicate and interact with the public through social media. However,
not just conveying information, political leaders deliberately form branding as part of
their political communication strategy to gain support and influence the public. That
the presence of new media has a significant impact on political activity, especially the
process of political communication [29] (Fig. 1).

Fig. 1. Ridwan Kamil’s Twitter post. Source: Processed from Ridwan Kamil’s Twitter

Showing the uploaded tweets are activities that aim to form Personal Branding
accompanied by supporting photos and videos, the @ridwankamil account uploads
tweets about his daily activities starting from family life to the activities he carries
out as Governor of West Java, directly showing his leadership da public is something
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that is important that as a leader, he always updates information on regional development
so that the general public can easily control and participate in monitoring development
developments in his area. So that this open and informative figure stuck with Ridwan
Kamil. Not only information about development, Ridwan Kamil also gave messages
about his development plans for West Java Province through visits he made to areas and
potential middleclass businesses.

4.2 A Twitter Account that is Often @Mantions Ridwan Kamil

Mention, which is offensive to other users in the photo title and in the photo comments
section, aims to communicate with the offended user (Fig. 2).

Akun Persentase 
Jokowi 16,59%

Atalia 12,44%

Qrjabar 8,29%

Anis Baswedan 5,07%

Bimaaryas 4,61%

Ganjar Pranowo 3,23%

Fig. 2. Mention made by @Ridwan Kamil Source: Processed by researchers using Nvivo12plus
(2022)

Based on Nvivo12 Plus analysis, @ridwankamil has been very active in presenting
work programs, public services to political communications. If you look at the picture
above, you can see thatmost of RidwanKamil’s political communications or interactions
through his Twitter account @ridwankamil are more focused on political matters. Apart
from that, he also interacted with the Twitter account of theWest Java government which
is engaged in public services and humanity. The communication interactions carried out
by RidwanKamil on Twitter social media seemed to tend towards politics and were quite
participatory with the president, other provincial governors, as well as deputy governors.
West Java, his wife, and the community. The relationship shows the intensity of Ridwan
Kamil’s two-way communication with the public.

4.3 Hashtags Often Used by Ridwan Kamil

A hashtag is a label (tag) in the form of a word prefixed with the symbol #. The hashtag
feature is important because it makes it very easy for users to find photos spread across
Instagram with a specific label (Fig. 3).

In the picture above you can see the intensity of using #Jabarjuara as an idea that aims
to present West Java which is able to liberate independence with unity, justice, justice,
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Word Persentase 
Jabarjuara 51,52%

Indonesiajuara 32,80%

Jabarjuaralahirbatin 2,76%

G20 0,80%

Fig. 3. Intensity of Use of Ridwan Kamil’s Twitter #Hashtag Source: Processed by researchers
using Nvivo12plus (2022)

and prosperity. The word “Jabar Champion” was originally intended so that anyone
who diligently interpreted and shouted it, his subconscious would make “champion” or
“Excellence” the spirit of his life’s work ethic. “Jabar Champion” is also a simple word
that when spoken is like a prayer. The more it is shouted, the more real it becomes. What
we keep thinking, we will get. The strength of the mind besides #Jabarjuara there is
also #Jabarjuaralahirbatin. This means that West Java does not only focus on building
physical infrastructure, but spiritual infrastructure must also be considered.

In addition to the hashtags #Jabarjuara and #Jabarjuarahirbatin, the hashtags that
are often used are #IndonesiaJuara because the 2024 Election is getting close and Rid-
wan Kamil uses #IndonesiaJuara as a national level personal branding, no longer using
hashtags only limited to the coverage area of West Java, we can observe this in when
he ran for mayor of Bandung he often used #bandungjuara on Twitter then to follow
the political contestation to become governor of West Java he often used the Hashtag
#Jabarjuara this is proof that when he wanted to take part in a political contest he used
Hashtag as part of his personal branding in Indonesia.

Then the use of #G20 or Group of Twenty is a major forum for international eco-
nomic cooperation which consists of countries with the largest economies in the world
consisting of 19 countries and 1 European Union institution. G20 members consist of
South Africa, the United States, Saudi Arabia, Argentina, Australia, Brazil, India, India,
Britain, Italy, Japan, Germany, Canada, Mexico, Republic of Korea, Russia, France,
China, Turkey, and the European Union. The current G20 Indonesia Presidency 2022
takes the theme “Recover Together, Recover Stronger”. Through this theme, Indonesia
wants to invite the whole world to work hand in hand, support each other to recover
together and grow stronger and more sustainable [30]. The use of #G20 is Ridwan
Kamil’s support for this activity. Furthermore, it can be seen between the correlations
of #jabarjuara as follows (Table 1).

The correlation between the #hashtags of Jabarjuara and Indonesiajuara ismost often
compared, it can be seen from the data above that the correlation is 0.984974, then the
correlation between #hashtags Jabarjuara and Jabarjuaralahitbatin is 0.462152 and the
correlation between #hashtag Jabarjura and G20 is only 0.061334.
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Table 1. Cluster analysis of Twitter hashtag

Code A Code B Pearson correlation coefficient

Jabarjuara Indonesiajuara 0,984978

Jabarjuaralahirbatin 0,462152

G20 0,061334

Source: Processed by researchers using Nvivo12plus.

Furthermore, #jabarjuara was used as personal branding by Ridwan Kamil. Accord-
ing to McNally and Speak [27], it is stated that a strong personal brand always has three
basic things that unite. 1. Distinctiveness A strong personal brand describes something
that is very specific or distinctive so that it is different from most people. Kkhasan here
can be represented by personal qualities, physical appearance, or expertise. 2. Rele-
vance A strong personal brand usually describes something that is considered important
by society and has relevance to the character of the person. If there is no relevance, it
will be difficult to strengthen the people’s mind. 3. Consistency of a strong Personal
Brand is usually the fruit of consistent branding efforts in various ways to form what
is commonly referred to as brand equity (brand excellence). Based on the findings on
Ridwan Kamil’s Twitter, the post fulfills the characteristics of the personal branding
process from McNally and Speak to these 3 characteristics.

Personal brand peculiarities that Ridwan Kamil also often shares portraits of his
personality, starting from uploading playing with his children and wife to portraits of
his hobby as an architect on a Twitter account, the most distinguishing thing is, in
each of his posts he always pins unique netizen comments with funny answers. This is
what characterizes Ridwan Kamil in social media which he uses as a means of building
personal branding. Ridwan Kamil, who appears in each of his Twitter content, shows
his personal side, which is humorous and down-to-earth. Of all the features that are used
as a whole, the range of activating the use of language that is humorous and up to date
is also classified as quite intensive by Ridwan Kamil. Ridwan Kamil’s closeness to his
followers has made himmuch liked, his communicative figure has made him sit in many
influencer podcast programs, so that his life which is not widely known ends up being
an inspirational story for many people. Not only that, the success of Ridwan Kamil’s
positive personal branding is also supported by his other family, such as his wife and
children who are active in social and community activities, this is also an attraction for
netizens who think that Ridwan Kamil’s family is support main system for his success
in leading.

Relevance of PersonalBrandRidwanKamil often displays his daily life on hisTwitter
account to show that there is unity and what is shown to the public with what he does
in daily life, without anything being engineered. Not only the figure as the Governor is
displayed on his Twitter, but also the figure of himself as an ordinary person and as a
father is also shown. It is this relevance that indicates Ridwan Kamil’s balanced figure
both in cyberspace and in the real world. Like other social media users, who also want
to share their little happiness with the public in cyberspace.
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Consistency Personal Brand behavior that is displayed daily is very consistent, espe-
cially on Twitter so that a positive perception will be built in the public. The behavior and
character that is formed here must be continuously carried out to maintain the continuity
of personal branding, of course by continuing to carry out routine activities as usual on
the Twitter account @ridwankamil. High consistency will maintain and strengthen the
value or image that has been or will be formed. Apart from that, in strengthening the
brand that is being built, Ridwan Kamil regularly and actively uploads videos or pho-
tos of his activities as a governor in West Java through the social media Twitter. Thus,
distinctiveness, relevance, and consistency in building Personal Branding are still being
carried out. Currently, Ridwan Kamil is still a politician who is idolized by most society,
besides being considered to represent young people who will one day become president
and vice president in the future, personal branding does not guarantee victory but will
become a provision or capital in the next general election.

5 Conclusions

On the social media Twitter, Ridwan Kamil is able to build his image, as a leader he is
a pioneer in how to use virtual world timelines to open a real space for communication
without borders and barriers between Ridwan Kamil and his staff as the government. In
social media, Political branding refers to the distinction of a RidwanKamil as a politician
who wants to portray himself as a different person from politicians in general. Like he
is egalitarian, close to the people, open, credible, and accountable. The main emphasis
of the Ridwan Kamil brand on differentiation strengthens Ridwan Kamil’s branding
through branding Indonesia as a champion because this hashtag is an effort to compare
we not only for political contestation in West Java but rather want to brand ourselves
through #indonesiajuara to participate in political contestation at the national level. It is
this difference that makes a political brand stronger and makes Ridwan Kamil’s brand
easier to recognize and announce to the public. Ridwan Kamil’s political branding as
a product of political communication in Indonesia in contemporary times is formed by
using messages summarized on Ridwan Kamil’s Twitter social media.
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Abstract. This research focuses on the perception of South African online
activists of intrinsic benefits and limitations associated with social media. The
number of social media users has more than doubled in the last decade due to the
medium creating an open public space where one can share their opinions and
voice with minimal restrictions. Having an open public space with few rules and
restrictions proves ideal for online activism with the potential to reach a larger
audience. The ability to spread information faster by using social media provides
for greater reach and awareness.Aqualitative study interrogating social activism in
South Africa was undertaken. Responses indicated that the digital divide together
with inherent financial limitations inhibited the access to social media activism.
These include the high cost of mobile data and ICT devices which limited many
groups’ access to digital devices, which in turn limits their capability to partici-
pate in social media activism. The findings also demonstrate that South African
activists often concentrate more on Western issues than local ones due to the
Western platform challenge. There are also typically fewer social media users in
locations where poverty is prevalent because of the several financial limitations
influencing access to social media and many South African activists found it dif-
ficult to infiltrate affected audiences because they weren’t active on social media.
These challenges have an impact on social media activism as they restrict its use
in South Africa. Additional research can now be conducted to identify solutions
for these shortcomings.

Keywords: Social media activism · South Africa · digital divide · usage
constraints

1 Introduction

The usage of social media has increased dramatically over time; this phenomenon has
not only impacted first world countries [6] but developing countries have also adopted
social media in digital networks in conjunction with social movements and activism
[7]. Digital networks [8] refer to the social network built using digital technologies
to create communication from one point to another. The phenomenon in discussion is
social media activismwhich involves modern forms of media that encompass interactive
participation where individuals can share how they feel and increase awareness to their
online social presence [9]. The amount of people who use social media worldwide in
2022 is estimated to be 4.62 billion people who are 58.4% of the world population [10].
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The percentage of social media users being just over half the population is considered an
impressive accomplishment when comparing it with the number of social media users
in 2015 which was 2.07 billion [10, 11]. One of the reasons why the percentage of social
media users doubled in usage was a result of social media creating an open public space
where one could share their opinions and voice without any restrictions [12]. Having an
open public space with no rules and restrictions was ideal for online activism since it
allowed people to share local issues with the potential to reach a larger audience [13,
14].

The benefit of social media compared to previous methods of spreading awareness
is that users can swiftly communicate information and mobilize supporters thanks to the
interactive elements and widespread usage [7]. Facebook and Twitter, for example, may
reach a considerably broader audience compared to traditional media such as posters
and news [13]. The ability to spread information faster by using social media provides
for a greater reach and recognition of difficulties that get spread to create awareness
[13] The use of social media activism has facilitated transparency and the dissemination
of awareness across countries [15], but there are still unresolved issues that limit its
potential in developing nations [16, 17].

1.1 Problem Statement

While social media activism has made it easier to educate a broader audience about a
variety of issues, it has also left many people who lack access to social media unaware
of the problems raised by online activism or unable to participate in said activism [13,
16, 17]. Such a barrier for those who don’t have access to online activism can be viewed
as a digital divide [19]. In South Africa where there is unequal access to technological
resources and education, the digital divide is even more pronounced [19]. In terms of
online activism, the digital divide separates those citizens with internet access who can
engage in activism and have a high level of familiarity with local issues from those
who do not [16]. As a result, there is a disconnect between offline and online activism,
and some even veered in separate directions [18]. As a result of this disconnect and
existing digital divide, it is important to investigate the factors that influence people’s
participation in social media activism as well as their perceptions of it.

2 Related Literature

There exists a gap in literature related to research around the factors that influence social
media activism in South Africa [12, 16, 17]. The objective of this study is to further
investigate this gap by identifying the factors that influence social media activism in
South Africa. Theoretical notions and patterns were developed to understand factors
influencing social media activism in South Africa by analysing the perspectives of South
African activists.

2.1 Social Media Activism

Social media activism is an online coordinated form of protest without any physical
presence or pre-existing offline campaign [7, 20, 21]. Social media platforms are mod-
ern forms of media that encompass interactive participation. Individuals can observe
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responses to their online social presence and receive attention, which makes them feel
more comfortable sharing their views, opinions, and enquiries [9]. In addition to enabling
people to express their opinions, social media also offers three other advantages: it
enables people to build public or semi-public profiles within regulated systems like Face-
book, Instagram, or Twitter. Finally, social media enables users to browse and explore
their list of connections as well as those formed by others inside the system. Users can
also build a digital connection with a list of other users that they know or just wish to
follow on the platform [22]. Given the capability to connect to the system digitally, users
can engage in conversations with friends or anonymous users outside of their immediate
geographic area [13, 14].

The creation of such an environment has allowed social media activism to flourish in
usage [13]. Social media activism has gained a lot of attention to movements all around
the world, where numerous issues have spread in awareness, thanks to the rising usage of
social media [23]. Social media activism has the advantage of enabling minority groups
to easily communicate and be heard [24]. Online and offline activism are increasingly
becoming intertwined and complementary social-psychological tools for politicization,
discussion, mobilization, and conflict resolution [24]. This adds to the diversity and
liveliness of social media, but it also has the potential to divide and polarize civilizations.

The importance of social media activism was presented in the Black Lives Matter
movement (BLM) where it proved to be an indispensable tool for BLM leaders and
supporters alike [26]. The BLM movement was in protest of the murder of black indi-
viduals by the police force in the United States. Even though the movement started
its online activism in 2013, it exploded in 2020 where Covid-19 pandemic was a big
part of that explosion [26]. The Covid-19 pandemic prompted many individuals to lose
their jobs, work from home, and cease traveling, resulting in a higher number of people
participating in the social movement than ever before [27].

The use of social media activism wasn’t only popular for the BLMmovement. It has
been popular for the past decade where the first considerable level of activism in social
media can be traced to what is often referred to as the “Twitter Revolution”. In June
2009, there was a movement in Iran where activists used Twitter to broadcast the crimes
the regime was committing [28]. Twitter and other similar websites were successful in
spreading the news and letting people around the world know what was happening in
Iran [28, 29]. However, some scholars also doubt the significance of social media’s role
in the political upheaval [28, 30].

SouthAfrica is a country historically plagued by slavery and colonial rule [31], which
delayed the countries educational renewal, cut boundaries arbitrarily, ignored social and
natural divisions of geography, and fuelled disputes in many situations [31]. Several
communities still live in the segregated areas forceduponduring the colonial rule, and this
historical reality is still present today in areas where there is a widening digital divide and
a high percentage of illiteracy [31]. Sebeelo [32], theorizes that, despite the continent of
Africa still lagging behind other parts of the world in terms of smartphone ownership and
internet availability, there is enough evidence to demonstrate that onlinemovements have
profoundly changed political activity in Africa. The presence of social media activism
in South Africa may be seen by looking at campaigns like #RhodesMustFall, but the
reach of these movements is still in question because of the factors that influence social
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media activism in South Africa. The existence of a digital divide can be seen in many
movements involving internet activism where the digital divide could impact the reach
of the movement [25]. This, amongst a number of other challenges around social media
activism in South Africa still exist.

2.2 Social Media Activism Challenges

The following table describes the challenges that influence social media activism in
South Africa (Table 1).

Table 1. Challenges influencing social media activism.
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As more societal and economic issues are publicized on social media, the chal-
lenges of social media activism have also increased [33]. A significant number of these
challenges are rooted in perceptions.

2.3 Perceptions of Social Media Activism

There are still a range of perceptions of social media activism, and not all of them
are favourable, even though it has increased and improved the opportunities for social
communication. Cortés-Ramos et al., [34] performed focus groups discussions with
youth in Spain regarding their online experience of social activism movements. The
youth perceived social media activism as plaguedwith unreliable internet sources, online
bullying, mistrust in the government, and privacy-related issues.

Participation in social activism is not always beneficial to mental health and can
occasionally evenworsen it [34, 35].One can suffer from fatigue brought on by long-term
activism’s overwhelming psychological and emotional demands. Being politically active
can make one more visible, which makes themmore likely to be mistreated and shunned
by the public and political opponents. It can also occasionally cause relationships with
friends and family to fall apart due to ideological differences. It was further identified
that social activism may worsen mental health after being exposed to media coverage
of certain movements, like police brutality in USA, because the activist may encounter
more difficulties as they work to change the status quo, such as being hurt during a
protest or being stigmatized by close friends or family [35].

Wilkins et al. [36] argues that if increasingly over-used, social media activism leads
to ‘slacktivism’. Slacktivism involves low-impact action that derails future engagement
and social change [36]. Consistent with the slacktivism hypothesis, Schumann and Klein
[37] discovered that participating online hinders offline engagement for the same reason
because of the satisfaction of contributing to the group.

The optimistic perspective of social media activism was that technological advances
would further advance social change [36]. The social change can be created by the
spread of viral videos that explain what a movement is about and why it then starts mass
mobilisation [36]. The usage of social media activism has created a method to spread
awareness on issues in a faster, more global process as compared to traditional methods
[7]. South Africa offers many opportunities for social media activism and it can give
many people a voice.

3 Approach to Theory

The primary research objective of this study was to investigate the factors that influence
social media activism in South Africa. To develop theoretical concepts, it is necessary
to identify such factors by identifying the perceptions of social media activism from
South African citizens. By utilizing the perspectives of the public, the themes found
in literature were supported and new, pertinent ideas emerged. With an interpretivist
research philosophy, the inductive approach to theory was most followed as it built on
the participants’ insights.
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The sample population for the research paper was social media activists and par-
ticipants in social media activism. Social media activists are identified as those who
are at the forefront of most online activism issues and spread awareness using multiple
methods. Participants in social media activism, however, tend to be those who spread
awareness through posting on their social media platforms with little additional effort,
which is referred to as armchair activism [38].

Data was collected using semi-structured interviews. On completion of each inter-
view, they were transcribed and saved to a secure cloud storage. After transcription, they
were loaded into Nvivo qualitative research software where they were coded. The data
analysis method followed was thematic analysis where a complete understanding of the
data by coding and categorizing was conducted.

4 Findings

The use of social media activism by South African activists was identified to be most
significantly influenced by four main factors. These factors are:

• Financial limitations
• Illiteracy
• Western vs Local
• Disinformation

Each of the factors identified are associated with specific challenges as shown in
Table 2.

Table 2. Factors influencing social media activism in South Africa

Factor  Challenge(s) to SMA 
Financial Limitations Poverty in developing countries Challenge 

Unequal opportunities Challenge 
Skills gap Challenge 
Lack of education Challenge 
Language barriers Challenge 

Illiteracy Poverty Challenge 
Language barriers Challenge 
Media Illiteracy Challenge 
Digital Divide Challenge 

Western vs Local Lack of content creators 
Social media users 
Echo Chambers Challenge 
Development levels 
Western Platform Challenge 
Specific audiences 

Disinformation Malicious Gain Challenge 
Fake News Challenge 
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4.1 Financial Limitations

A significant challenge identified was access to technology due to the digital divide
which exists in the SouthAfrican socio-economic environment [23, 38, 39]. The findings
indicated that with the existence of the digital divide and financial limitations, access
to social media activism was inhibited. The high cost of mobile data and ICT devices
limits many groups’ access to digital devices, which in turn limits their capability to
participate in social media activism [1, 2].

There is a rapid development of new technologies that arises with features that
supplant those of earlier technologies,where disadvantaged people are commonly unable
to catch up to the innovators and are thus excluded from enjoying the advantages of new
technological opportunities and run the risk of falling even further behind [3, 40]. Falling
behind has the effect of creating unequal opportunities and a skills gap where restricted
citizens lack the resources to upgrade their skills by use of digital devices [40]. Until
the accessibility issues with mobile devices and the high cost of data are resolved, the
digital divide will likely continue to hinder social media activism.

The findings also indicated how a language and educational barrier was produced
because of financial constraints. Saleh [31] demonstrated how almost all African coun-
tries with very low internet access are among the least developed countries in the world
in terms of health, education, and income. The connection between internet and poverty
is established, demonstrating how a lack of internet access typically translates into lower
rates of income and education [31].

4.2 Illiteracy

Findings also suggested that illiteracy was a large impending factor that influences
social media activism in South Africa. Cammaerts [7] describes social media activism
as the integration of media and communication tools into activists’ daily life, as well as
how their efforts achieve both practical and symbolic goals. Integration of media and
communication tools necessitates a certain level of literacy, whether computer or media
literacy.

Several communities in South Africa still live in segregated areas forced upon during
apartheid, and this historical reality persists today leading to a widening digital divide
and a high percentage of illiteracy [31]. As identified in the financial limitations section,
those areas inAfricawith low internet access are among the least developed areas in terms
of health, education, and income [31]. Coupled with illiteracy, there was also media and
technology illiteracy since individuals who couldn’t afford education typically couldn’t
afford technological devices [41].

Additionally, according to the findings, the challenges of the digital divide andmedia
literacy arise in the absence of access to technological devices. This results in the resi-
dents of developing townships being unable to participate in social media activism. The
problem of computer literacy is significant and it will cost a lot of money to address
because many people in developing townships don’t have access to education and can’t
pay the high costs associated with training [42].
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4.3 Western vs. Local

Many popular social media platforms are of western origin, hence there is a greater
emphasis on western issues compared to local issues [43]. Moazzam [43] argues that
social media is a source of penetration of cultures from dominant countries to developing
countries. Peters et al., [44] argue that despite over 80 percent of Facebook users, now
known as Meta, being outside of the US and Canada not much is implied about how
people from non-western cultures use Facebook. Both the articles echo the challenge of
social media platforms having a western focus and go as far as to identify the existence
of culture colonization through social media. Developing nations are socially more con-
servative than western nations because of their high rates of poverty and illiteracy [43].
Western nations, on the other hand, have modern societies with alluring social values
that interest those in developing nations [43].

SouthAfrica tends to bemore conservative in its use of socialmedia activismbecause
of illiteracy and poverty. The findings also showed howSouthAfrican activists often con-
centrated more onWestern issues than local ones due to theWestern platform challenge.
There are fewer social media users in locations where poverty is prevalent because of
the several financial limitations that have been identified as influencing access to social
media [24]. With the existence of the financial limitations there is a divide between
people who have access to social media and those who don’t. Lower participation rates
in South Africa’s social media activism are a result of this divide.

Thefindings showed that because of this digital divide, certain SouthAfrican activists
found it difficult to contact specific audiences because they weren’t active on social
media. The Echo Chamber challenge also included elements of the digital divide [45].
When using social media for activism, echo chambers occur when a person follows other
activists and assumes that because there are many posts on a particular problem, it is
well-known. Because they are confined to their own echo chamber, they fail to inform
people who are not their followers about the problems.

4.4 Disinformation

The challenges around disinformation involved the spread of fake news and associated
malicious gain. Fake news can intentionally or unintentionally misinform or deceive
audiences. These reports are typically produced to either sway people’s opinions, further
a political agenda, or create confusion, and they can frequently bring in money for web
publications [4]. In social media activism, malicious action refers to when someone uses
words or acts to damage the reputation of another person or movement. Actions against
the movement are taken by those opposed to it or who stand to gain from its demise to
detract from its goal. The findings for both fake news and malicious gain highlighted
how both adversely affect social media activism movements.

5 Conclusion

This study explored the factors influencing social media activism in South Africa and
explained how these factors influence the spread of social media activism. Each of
the factors presents unique challenges that impact the use of social media activism.
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Financial limitations involve challenges associatedwith poverty in developing countries,
unequal opportunities, skills gap, lack of education and language barriers. Illiteracy
challenges involve poverty, language barrier, media illiteracy and the digital divide.
Challenges around western vs local influences involve the lack of local content creators,
social media users, echo chambers, development levels, western platform, and specific
audiences. The final factor of disinformation has the two challenges of malicious gain
and fake news. South African activists acknowledged that social media activism has
many opportunities in South Africa to give people a voice. It is recommended that South
African organizations and government should support the use of social media to build the
awareness of online activism. Successful efforts can ensure that fewer residents in South
Africa are left in the dark. Future studies could build on the findings of this research by
utilizing a larger sample size and multimodal data collection techniques to increase the
precision of their conclusions.

References

1. Marler, W.: Mobile phones and inequality: findings, trends, and future directions. NewMedia
Soc. 20(9), 3498–3520 (2018). https://doi.org/10.1177/1461444818765154

2. Correa, T., Pavez, I., Contreras, J.: Digital inclusion through mobile phones?: A comparison
between mobile-only and computer users in internet access, skills and use. Inf. Commun.
Soc., 11–23 (2020)

3. Roessler, P.: The mobile phone revolution and digital inequality: scope, determinants and
consequences. Pathw. Prosper. Comm. 15, 1–10 (2018)

4. Brennen, B.: Making sense of lies, deceptive propaganda, and fake news. J. Media Ethics 32,
179–181 (2017)

5. Al-Haidari, N., Kabanda, S., Almukhaylid, M.: The challenges of implementing social media
marketing in the tourism industry, pp. 3–11 (2021)

6. Cammaerts, B.: Social media and activism. In: The International Encyclopaedia of Digital
Communication and Society, pp. 1027–1034 (2015)

7. GeeksforGeeks post. https://www.geeksforgeeks.org/what-is-digital-networking/. Accessed
22 July 2022

8. Manning, J.: Social media, definition and classes of. In: Harvey, K. (ed.) Encyclopedia of
Social Media and Politics, pp. 1158–1162 (2014)

9. Smart Insights post. https://www.smartinsights.com/social-media-marketing/social-media-
strategy/new-global-social-media-research/#:~:text=More%20than%20half%20of%20t
he,social%20media%20is%202h%2027m. Accessed 22 July 2022

10. Back linko blog. https://backlinko.com/social-media-users. Accessed 10 Apr 2022
11. Ferrara, E.: #COVID-19 on Twitter: bots, conspiracies and social media activism, pp: 1–21

(2020)
12. Stone, L.B., Veksler, A.E.: Stop talking about it already! Co-ruminating and social media

focused on COVID-19 was associated with heightened state anxiety, depressive symptoms,
and perceived changes in health anxiety during Spring 2020. BMC Psychol. 10(1), 7–15
(2022). https://doi.org/10.1186/s40359-022-00734-7

13. Longest, K., Kang, J.-A.: Social media, social support, and mental health of young adults
during COVID-19. Front. Commun. 7, 1–10 (2022). https://doi.org/10.3389/fcomm.2022.
828135

14. Zunes, S.: Sudan’s 2019 revolution. The Power of Civil Resistance, pp. 7–29 (2021)

https://doi.org/10.1177/1461444818765154
https://www.geeksforgeeks.org/what-is-digital-networking/
https://www.smartinsights.com/social-media-marketing/social-media-strategy/new-global-social-media-research/#:~:text=More%20than%20half%20of%20the,social%20media%20is%202h%2027m
https://backlinko.com/social-media-users
https://doi.org/10.1186/s40359-022-00734-7
https://doi.org/10.3389/fcomm.2022.828135


232 K. Kretschmer et al.

15. Suthar, S., et al.: Epidemiology and diagnosis, environmental resources quality and socio-
economic perspectives for COVID-19 pandemic. J. Environ. Manag. 6–10 (2021)

16. Shaw, J.: Citizenship and COVID-19: syndemic effects. Ger. Law J. 22(8), 1635–1660 (2021)
17. Ng, L.H.X., Cruickshank, I.J., Carley, K.M.: Cross-platform information spread during the

January 6th capitol riots. Soc. Netw. Anal. Min. 12(1), 1–5 (2022). https://doi.org/10.1007/
s13278-022-00937-1

18. Krönke, M.: Africa’s digital divide and the promise of e-learning. Afrobarometer Policy Pap.
66, 1–19 (2020)

19. Li, Y., Bernard, J.-G., Luczak-Roesch, M.: Beyond clicktivism: what makes digitally native
activism effective? An exploration of the sleeping giants movement. Soc. Media Soc. 7(3), 5
(2021). https://doi.org/10.1177/20563051211035357

20. Foster, M.D., Rathlin, J.: #MeToo as an ‘angry mob’ or in search of meaning? Using language
to assess the focus of #MeToo tweets across four events. Comput. Hum. Behav. Rep. 5, 1
(2022). https://doi.org/10.1016/j.chbr.2022.100173

21. Collin, P., Rahilly, K., Richardson, I., Third, A.: The benefits of social networking services.
cooperative research centre for young people. Technol. Wellbeing, 7–18 (2011)

22. Online optimism blog. https://www.onlineoptimism.com/blog/social-media-activism/.
Accessed 20 Aug 2022

23. Greijdanus, H., et al.: The psychology of online activism and social movements: relations
between online and offline collective action 35, 49–54 (2020). https://doi.org/10.1016/j.cop
syc.2020.03.003

24. Elliott, T., Earl, J.: Online protest participation and the digital divide: modeling the effect of
the digital divide on online petition-signing. NewMedia Soc. 20(2), 698–719 (2018). https://
doi.org/10.1177/1461444816669159

25. Gerbaudo, P.: The pandemic crowd: protest in the time of Covid-19. J. Int. Aff. 73(2), 61–75
(2020)

26. Olson, R.E.: Roles of social media in the black lives matter movement, pp. 10–17 (2021)
27. Rahimi, B.: The agonistic social media: cyberspace in the formation of dissent and consoli-

dation of state power in postelection Iran. Commun. Rev. 14(3), 158–178 (2011). https://doi.
org/10.1080/10714421.2011.597240

28. Hoskins, A., Shchelin, P.: The war feed: digital war in plain sight. Am. Behav. Sci. 67(3),
449–463 (2023). https://doi.org/10.1177/00027642221144848

29. Robertson, B., Marchant, J.: A safe refuge? Minorities and the state in Iranian. Online J.
Virtual Middle East 9(2), 70–110 (2015)

30. Ibrahim, S.: Media and information literacy in South Africa: goals and tools. Sci. J. Media
Educ. 39, 35–43 (2012). https://doi.org/10.3916/C39-2012-02-03

31. Sebeelo, T.B.: Hashtag activism, politics and resistance in Africa: examining #ThisFlag and
#RhodesMustFall online movements. Insight Afr. 13(1), 95–109 (2021). https://doi.org/10.
1177/0975087820971514

32. Uldam, J.: Social media visibility: challenges to activism. Media Cult. Soc. 40(1), 41–58
(2017). https://doi.org/10.1177/0163443717704997

33. Cortés-Ramos, A., Torrecilla García, J.A., Landa-Blanco, M., Poleo Gutiérrez, F.J., Castilla
Mesa, M.T.: Activism and social media: youth participation and communication. Sustainabil-
ity 13(18), 10485 (2021). https://doi.org/10.3390/su131810485

34. Alexander, A., et al.: Perceptions of mental health and exploring the role of social activism
among African Americans exposed to media coverage of police brutality and protests. J.
Racial Ethn. Health Disparities, 1–10 (2022)

35. Wilkins, D., Livingstone, A., Levine, M.: All click, no action? Online action, efficacy percep-
tions, and prior experience combine to affect future collective action. Comput. Hum. Behav.
91, 97–105 (2019)

https://doi.org/10.1007/s13278-022-00937-1
https://doi.org/10.1177/20563051211035357
https://doi.org/10.1016/j.chbr.2022.100173
https://www.onlineoptimism.com/blog/social-media-activism/
https://doi.org/10.1016/j.copsyc.2020.03.003
https://doi.org/10.1177/1461444816669159
https://doi.org/10.1080/10714421.2011.597240
https://doi.org/10.1177/00027642221144848
https://doi.org/10.3916/C39-2012-02-03
https://doi.org/10.1177/0975087820971514
https://doi.org/10.1177/0163443717704997
https://doi.org/10.3390/su131810485


Social Media Activism in South Africa 233

36. Schumann, S., Klein, O.: Substitute or stepping stone? Assessing the impact of low-threshold
online collective actions on offline participation. Eur. J. Soc. Psychol. 45(3), 308–322 (2015)

37. Digital 2021: global overview report. https://datareportal.com/reports/digital-2021-global-
overview-report. Accessed 21 Aug 2022

38. Public Health: Social determinants of health. How social and economic factors affect health,
pp. 6–8 (2013)

39. Cochrane, J.: Factors affecting access to digital technologies and the resulting impact for
students in a P-12 context, vol. 35, 1, pp. 1–14 (2020)

40. Lechman, E., Popowska, M.: Harnessing digital technologies for poverty reduction. Evidence
for low-income and lower-middle income countries. Telecommun. Policy 46(6) (2022)

41. Aker, J.C., Mbiti, I.M.: Mobile phones and economic development in Africa, vol. 24, pp
207–232 (2010)

42. Naseer, M., Latif, M., Ahmed, M.: Cultural imperialism through social media influence of
western dressing through Facebook in Urban areas of Pakistan. Media Sci., 160–171 (2021)

43. Peters, A.N., Winschiers-Theophilus, H., Mennecke, B.E.: Cultural influences on Facebook
practices. Comput. Hum. Behav. 49, 259–271 (2015)

44. Enjolras, B., & Salway, A.: Homophily and polarization on political twitter during the 2017
Norwegian election. Soc. Netw. Anal. Min., 13–15 (2023)

45. Pennycook, G., Rand, G.: Accuracy prompts are a replicable and generalizable approach for
reducing the spread of misinformation. Nat. Commun., 1–13 (2022). https://doi.org/10.1038/
s41467-022-30073-5

https://datareportal.com/reports/digital-2021-global-overview-report
https://doi.org/10.1038/s41467-022-30073-5


Designing a Robot as an Interaction Frontend
for Elderly People Living in Aging Mountainous

District in Japan

Itaru Kuramoto1(B), Jun Baba2,3, and Junya Nakanishi2

1 The University of Fukuchiyama, Kyoto, Japan
Kuramoto-itaru@fukuchiyama.ac.jp

2 Osaka University, Suita, Japan
3 CyberAgent Inc., Tokyo, Japan

Abstract. There are many elderly people living in mountainous area in Japan.
Health care, welfare, and disaster prevention support to them becomes difficult
due to the decrement of population, especially special skilled medical and/or wel-
fare staffs. Robot-based support can reduce such problematic situations, so we
proposed the design of a semi-autonomous communication robot for the elderly
people living in aging mountainous district. The robot has 1) daily communica-
tion function, 2) announcement for disaster prevention, and 3) telecommunication
between the elderly people and medical/welfare staffs in remote via the robot.
In the implementation of the former two functions, the robot communicates the
people autonomously with keyword-base message selection method. The latter
one is based on audible telecommunication system. Considering the design, the
first function is important to make the elderly people talk to the robot naturally in
their daily lives.

Keywords: human-robot interaction · elderly people · mountainous district ·
aging · health care · welfare · disaster prevention

1 Introduction

In Japan, about 67% of homeland is mountainous forest area (in 2017, measured by
Ministry of Agriculture, Forestry and Fisheries, Japan [1]). There still are many people
living in this kind of areas, and a large part of them are elderly people because the areas
are their birthplaces. In such a place, health care including medical and welfare support,
and sharing disaster prevention information for the elderly people are quite important.
In the past, special skilled medical/welfare staffs or workers in local government, who
were younger than the living people, had carried out such support works by face-to-face
manners. In most of cases, the staffs went to the elderly people’s home, communicated
to them, and gathered their medical/welfare needs from the conversation, because they
were hardly to move to the place where the staffs worked.
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However, in recent years, such face-to-face-based care works become difficult due
to lowering population, which leads higher rate of elderly population. The rate in moun-
tainous district is higher than city area, so the needs to such supports also becomes
higher. In spite of the situation, the load of support works in the area tends to be much
higher, and needs larger costs to give the same style of medical/welfare supports to the
elderly people living in the area. Another problem is the decrement of the number of
medical and welfare staffs. Currently, when the elderly people in the area want to receive
such cares by the skilled staffs, they must go to the staff’s offices far from their living
mountainous places. The movement tends to be a tough work for them. In Japan, some
researches reported that the care supports in mountainous area are covered mainly by
their families [2], because gathering support staffs in such areas becomes more difficult
[3]. This tendency would become more serious.

To tackle with the problematic situation, we plan to introduce a semi-autonomous
communication robot as a giver of the health care,welfare support and disaster prevention
information in the aging mountainous area (Fig. 1). In this paper, we propose the design
of the robot, including features which are needed to support elderly people.

Fig. 1. The proposed communication robot system.
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2 Supporting Elderly People in Aging Mountainous District

There are two purposes for supporting elderly people;

• medical and welfare support: daily survey of the people’s health, and
• disaster prevention information support: announcing forecast/disaster alert directly

to the people.

Commonly, the medical and welfare support have been done by some special skilled
medical and/or welfare staff. The first step of care supports was making conversation
to the elderly people. The staffs went to the home of the elderly people in mountainous
area, and made interviews with them for their health and daily life. In such conversation,
there were many hints about their health and quality of life, which were not able to
be gathered only by medical consultations. Recently, the less medical/welfare workers
were, the heavier the work became. There are many kinds of devices gathering medical
parameter (i.e. blood pressure, body temperature, and so on) automatically, but direct
interviews to the people are still important to check and understand their health and
welfare conditions precisely.

The disaster alert and its prevention information, including shelter operation status in
the district where the elder people live, are normally prepared by the local government,
and announced through TV news and/or websites. However, in TV announcement is too
sparse for them living in mountainous area, since the population in the area is small.
Local and precise information could be informed via a website maintained by the local
government of their living area, but the elderly people with less skills for digital devices
are hardly to access websites with them.

3 Design of the Robot for Supporting Elderly People

We propose an interaction robot to solve the problems mentioned in Sect. 2. The robot
has three functions:

1. autonomous verbal daily communication: for them to use the robot daily in order
to make the robot fit in their daily life,

2. autonomous verbal informing: to inform important information including disaster
alert and its prevention information, and

3. audio-based remote communication channel: for elderly people to communicate
with medical and/or welfare staffs directly.

To prevent the confusion of the usage of the robot, all these functions should be
produced single interaction style. In addition, the elderly people who are the main user
of the robot has little skill for digital devices, so these functions should be implemented
by speech-based interaction. Whenever the user, an elderly person, talks to the robot in
verbal, the robot replies audible messages based on one of these functions. For visually-
suited, complex, or large information such as a map to the disaster prevention shelter, a
small information display is complementally used.

As usual, the user asks the robot about something daily such as weather forecast,
recent news, and so on. The robot autonomously replies the user about what they asking
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based on function 1. Not only replying, but the robot informs directly to the user about
the information of disaster prevention, when he/she is by the robot, or when he/she comes
around the robot, based on the function 2.

To perform medical and/or welfare support, interviews by the medical/welfare staffs
are valuable, because a small change of their daily activities and their mental conditions,
commonly gathered from a communication in both verbal and non-verbal, are informa-
tive about their health and quality of life, as mentioned before. It is however difficult
for a current autonomous communication mechanism to make an interview suited for
each elderly person. To cover such a case, the robots at first simply asks the users about
their daily situations and impressions. The answers from the users are recorded and sent
to the staffs. When the staffs listen to the recorded answers, and considered that they
need more detail of the users’ daily situations, the staffs can communicate with the users
directly through the robots by the function 3. The function also solves the problem about
the difficulties for the small number of staffs visiting to the users. The staffs also avoid
to move to the mountainous area where the users live in.

The first function is not directly supported the aims described in Sect. 2, but this is
quite important to make the latter two functions effective. Because the robot has the first
function, the user will use the robot anytime they want. Based on the daily use, they can
communicate the staffs smoothly through the robot, and they can quickly notice disaster
alert and its prevention information announced by the robot.

4 Implementation

The system overview of the interaction robot is described in Fig. 2. As shown in Fig. 1,
the system hardware in an user’s home consists of a table-size communication robot1, a
speaker microphone with a noise canceller, a wide angle camera, a tablet-size display,
and a small desktop PC. For voice recognition and synthesis, some WebAPIs are used
through the Internet. To avoid the misrecognition of the voice of the robot itself, all
the audio is output by the speaker microphone. The robot’s controls including state
transitionmanagement, bodymovement, and construction of themessages are processed
by the small PC. The camera is used both of body recognition of the user and remote
communication to a medical/welfare staff.

4.1 Autonomous Talk with a Robot

The robot changes its state based on triggers including recognizing the user’s existence
and a keyword in verbal. Figure 3 shows a part of the state transition diagram of the
robot. At the beginning, the robot’s state is the initial state. A trigger is indicated on
each arrow. When the trigger comes, the state is changed to the next one along the arrow
with the trigger. At the same time, an action command will be operated, whose name
is shown in square brackets in the figure. The command name is dispatched to actions
including verbal messages, robot’s actions, and an image for the display at the side of

1 CommunicationRobot Sota™,VstoneCo., Ltd., https://www.vstone.co.jp/products/sota/index.
html (in Japanese).

https://www.vstone.co.jp/products/sota/index.html
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Fig. 2. An overview of the proposed interaction robot system.

the robot. Voice synthesis system then performs to make audible replies of the robot
with the movement of the robot, and the robot shows the image on the display.

We implement three types of triggers: 1) voice recognition, 2) human body recog-
nition, and 3) noticing the change of information sources. For the first trigger type, the
single-word recognition is used. When the robot receives the users’ utterances, the STT
(speech-to-text) system transforms the utterance to a sequence of the words. The robot
checks whether there are pre-defined keywords (for example, “hello”, “forecast”, etc.)
in the words. When one of the keywords is matched, the robot replies a corresponding
prepared message in verbal. The triggers of this type are indicated in Fig. 3 as “keyword:
word.” A part of keywords is shown in Table 1.

Human body recognition system is in operation all through the time the robot is exe-
cuting. From the view of a camera attached on the system, the human-body recognition
system calculates whether the human exists or not, and if exists, the distance from the
robot to the recognized human. The distance is shorter than a pre-configured value, the
trigger “user appeared” is sent to the state transition manager.

As the third type of triggers, which corresponds to the function 2, the robot constantly
polls the disaster prevention information website by local government. If the website
changes to show the disaster prevention information of the users’ living area, the robot
constructs the message base on the information. At the same time, the trigger “disaster
info. raised” is occurred so that the robot can announce the information when the user
comes around the robot.
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Fig. 3. State transition diagram of the robot (a part).

Table 1. Trigger keywords (a part).

Trigger keyword Recognized words from utterancesa

yes yes, sure, go ahead

no no, no thanks

thanks thank, appreciate, good job

stop stop, finish

greeting hello, good morning, good evening, good afternoon

news news, interesting

forecast weather, sunny, rainy, cloudy, snowy, windy, rain, snow

again repeat, pardon, again, one more
aThe original language is Japanese, and these are the translation. They might not precisely match
the exact nuance of recognized words.

Some replying messages should be changed based on the current situation, such as a
weather forecast. In such a case, the robot produces themessage based on the information
scraped from the suited information source, in this situation, a weather forecast website.

Here is an example of the state transition of the robot and its actions: In normal
daily communication situation (shown in the center of Fig. 3), at first the robot’s state is
initial. When the robot recognizes the user coming, the robot’s status is changed to the
state indicated “W” in Fig. 3 along the arrow indicating “user appeared.” At that time,
a command “a_greeting” starts, so the robot then says a greeting to the user based on
the dispatched action, and wait for his/her speech. After that, when he/she says “How
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is the weather today?” to the robot, the word “weather” hits the keyword “forecast” as
mentioned in Table 1. The state therefore changes to the next state indicated “F”, the
robot automatically replies today’s weather forecast information to him/her. When the
user disappears, the robot stops talking and waits the user come back again, in the initial
state.

These techniques used in the proposed system is rather simple, and some sophisti-
cated autonomous communication method like AI can be utilized. However, the system
is introduced in an usual home where elderly people lives. In many cases, they do not
have a wide internet connection in a mountainous distinct. They mean that they cannot
use any expensive hardware with a system with large computation resources, so our
research aims to support the elderly people’s health and welfare with a low-cost and
simple devices and systems.

4.2 Remote Communication with Staffs

A medical and/or welfare staff is available to use a remote communication system.
When the staff needs to communicate to the elderly person as an user, the staff starts
the system. Then the robot announces the user that the staff wants to communicate with
you directly. After acceptance by the user, the audio-based communication channel is
established, and they can communicate directly each other. At the time, only the staff
can capture the user’s appearance visually, because the non-verbal information of the
user should be transferred to the staff. When the communication ends, the staff closes
the communication channel by the remote communication system.

Fig. 4. The operator’s screen of remote communication via the robot.
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The operator’s screen is shown in Fig. 4. In common, one staff has several people to
support, so the operator, a medical and/or welfare staff in this situation, canwatch several
people’s situation simultaneously in the interface (at the blue box in Fig. 4). The operator
can start and end communication verbally by clicking a certain view of an elderly people
at the place. There is a case that the elderly people want to talk to the operator, and ask the
robot to start communication with the operator. In such a case, the robot does nothing,
but the operator can reply them via the function. To avoid mishearing them, especially
when two (or more) people talk simultaneously, each view shows the last speech of each
elderly person in text via STT system. The system can only one sentence in the views,
but the sentence might be enough to judge whose talk is important.

5 Related Works

Utilizing embodied robot in social environment becomes popular. Okafuji et al. [4]
introduced small robots to a shopping mall for attracting pedestrians. Such a research
indicates that robots are able to have a power to communicate people emotionally.
Emotional communication is important to make a rapport between a robot and an user,
especially when the robot stands in the user’s daily life immersively. In the proposed
system, we use a table-top size, in the other word, a “cute” robot with a child-like voice
synthesis system. The robot seems more familiar to the elderly people than serious adult
appearance and voice, especially in their home.

In a closer situation of the research, the care support robot in a hotel is proposed [5].
The system is similar to the proposed system,which do not have a remote communication
function. They are same that the robot implements for talking with one person, and
the importance of friendly and trustworthy interaction to make rapport for continuing
communication with the robot. However, the design of the robot in a hotel is different
from that in a house of elderly people in the view of, for example, privacy invasion,
information personalization, and so on.

In the view of care for elderly people, there are many researches about designing
robots and their usage, for instance, participatory design [6], using telepresence robot [7],
and so on. The main part of health care robot supports detection of falls and calling for
help, lifting, and monitoring location [8]. Comprehensive robot technologies for elderly
people in the view of caretaker [9], but the scale of such technologies tends to be large so
that it is difficult to introduce them to people livingmountainous district. In another view,
not social factors are needed to build relationships between robots and elderly people,
but more small, personal things such as using verbal/non-verbal communication, the
place where the robot is, and naming the robot is important to establish relationships
between robots and users [10].

In all cases, the design is deeply related to the elderly people’s social and living
environment, so the robot design should include consideration of such user-specific
environments.
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6 Conclusion and Future Work

In this article, we described the design of a semi-autonomous communication robot for
supportingmedical care, welfare and disaster prevention to elderly people living in aging
mountainous district. It includes autonomous daily communication, announcement of
disaster prevention information, and remote communication to medical/welfare staffs
via the robot. The users, the elderly people, only talk to the robot to receive the support
functionalities.

Experimental evaluation is needed to measure the effectiveness of the system. We
are planning a month-long experimentation at least to clarify whether the target elderly
people use the robot in every day.
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Abstract. This article aims to fulfill several objectives related to the specific
aspects of FinTech models in Romania.

The first objective consists in making a synthesis of the field literature related
to FinTechmodels in Romania. Another objective is the analysis of the appropriate
tools used the analysis of how FinTechs influence company-client relationships
in Romania, given that the appearance and expansion of FinTech has generated
changes on a social level as well as in the user’s profile of FinTech models, is
another objective of this research. We also analyzed the influence of FinTech
models on the interaction between the public and private financial sectors. Another
objective of the research is to identify new methods and accounting tools for the
quantification and the recognition of these financial operations in Romania, in
order to respond to the need for speed and financial-accounting credibility and we
made a prediction of the evolution of FinTech in Romania.

The conclusions at the end of the article refer to all these objectives, most
of them being based on the survey conducted on the basis of questionnaire that
we applied to both companies and individuals to see the extent to which they
use digital services, what kind of services, if they prefer specialized companies
or traditional ones, what are the reasons why they use/do not use or think about
using/not using these services in the future.

Keywords: FinTech operations · communication · accounting

1 Introduction

If today the payment of a plane ticket or a consumption with the smartphone is a natural
thing,wemust be aware that they are possible throughfinancial technological innovation.
These simple operations described above, if we look at things in their entirety, are
just tiny sequences of the electronic payment system created to provide and support

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Coman and S. Vasilache (Eds.): HCII 2023, LNCS 14025, pp. 243–270, 2023.
https://doi.org/10.1007/978-3-031-35915-6_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35915-6_19&domain=pdf
https://doi.org/10.1007/978-3-031-35915-6_19


244 C. Nicolaescu et al.

settlement operations and integrated globally. FinTech generates another paradigm of
financial culture manifested through new models of applications, financial products and
new types of businesses at the heart of which is the innovation of financial technology.
Thus, settlements made between financial or non-financial entities, be they private or
public, specific to the capital market or public credit, based on FinTech models will
be customized by the importance of technology both in terms of improving internal
processes and in the field of communication and interaction with customers.

FinTech technologies will make it possible to meet the two actors, the payer and the
payee in the virtual environment. The areas where FinTech innovation can be applied
relate in particular to payment services, creditworthiness assessment and automated
investment advice using artificial intelligence for this purpose. Financial institutions
in this context can completely change their appearance by working only in the online
environment. The relations with the beneficiaries of the services, the interaction and
communication with them will be carried out exclusively through social networks in
conditions of optimizing the supply of products and services.

So, our research will have as its object the study of another financial business model,
the analysis of the processes and techniques specific to a business in the virtual environ-
ment and its tools appropriate to the online environment and obviously the new types
of services as well as the innovative ways to communicate and interact with customers,
obviously with the specific opportunities and risks. How will account adapt to these
amazing, through its originality and the rapidity with which it unfolds, facets of her-
itage, because from an accounting point of view this is their representation, remains a
challenge for the study of this science. If the principle of accounting involves the recog-
nition of transactions when they take place, it is interesting to investigate what will be the
accounting instruments that will allow this to happen and how all these operations will
be quantified responding to the need for financial and accounting speed and credibility.

First let’s answer the question of what is FinTech? There are a multitude of defini-
tions of FinTech, between them,wemention: FinTech “newfinancial industry that applies
technology to improve financial activities” (Schueffel 2016), FinTech are “technology-
based businesses that compete against, enable and/or collaborate with financial insti-
tutions” (Pollari 2016 FinTech are “financial services delivered by technology” (Swan
2017), FinTech is “the use of technology to deliver financial solutions” (Arner, Bar-
beris, and Buckley 2017), FinTech refers to the application of new technology in pro-
viding financial solutions to individuals and firms (Imerman and Fabozzi 2020). Fin-
Tech is an acronym resembling an amalgamation of finance and technology, comprising
the combination disruptive technologies (Artificial Intelligence, Big Data, Internet of
Things, Distributed LedgerTechnology, etc.) with established business activities (e.g.
payments, investments, financing), resulting in new products, services, and business
processes (Woroch, Strobel, Wulfert 2022), etc. Analyzing the literature, we found that
many of the definitions are repeated or the articles cite the same sources for defining the
concept of FinTech and related ones [36].

A pertinent conclusion to these definitions seems to me to be that offered by Prashant
Subhash Chougule, Dipti Tulpule and Aparajita Dasgupta Amist, namely that “FinTech
is about provision of Financial Services by harnessing the improved affordability, high
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speed, enhanced reach & last level customization made possible by the ongoing inno-
vations in technology, so as to provide a personalised, positive, hassle-free & seamless
experience to the financial services consumer, of course, for a reasonable profit” [36].

On the other hand, wewould conclude that a generic answer would be that FinTech is
nothingmore than a start-up, a new company, the result of a newbusiness, new in terms of
concept, means, methods and tools, which addresses a new type of customer-consumer,
another generation that want more comfort and discretion and that has less patience
when it comes to solve its financial problems, regardless of their nature (payments,
investments, searching for sources of financing, etc.) and who likes to “play” with digital
money (Perhaps because of their appetence for everything that is virtual…).

Regarding this article, from the beginning it should be noted that the purpose of
the article is to analyze some of the aspects of the FinTech phenomenon in Romania,
therefore the international phenomenon will be used only as a frame of reference. Thus,
although the starting point in the analysis of each objective of the article will be the
international experience, the novelty element will be brought by the presentation of the
peculiarities of the phenomenon in Romania.

In this idea, although the presentation of international literature on this subject is part
of the article, more emphasis will be placed on Romanian literature and its peculiarities.

Because we cannot talk about FinTechwithout talking about technology, the analysis
of the tools used will also be part of this article, but thanks to train in the economic and
not technical field of the authors, it will not have a large weight within the article.

Once we know the capabilities and attributes of the digital instruments used, a new
logical question arises, that of the conditions and safety of the initiated payments, of the
necessary authorizations, the execution of the compensation operation and the confirma-
tion of the transfer. In these circumstances, the consumer’s trust in the payment service
provider must be justified by the provision of the regulatory framework but also by the
transparency of the management of the interface between the two of them.

Obviously, the emergence and expansion of FinTech has generated some mutations,
including on a social level, because it strongly influences the relationships of companies-
customers, the speed with which the profits of the premiums are marked and the speed
with which the customer has access to a service. So one topic that our study wants
to address is represented by how FinTechs influence company-client relationships in
Romania.

As it mentioned in policy research paper entitled Consumer Risks in Fintech, New
Manifestations of Consumer Risks and Emerging Regulatory Approaches prepared by
the staff of theWorldBankwith external contributions inApril 2021, “FinTech is increas-
ingly recognized as a key enabler for financial sectorsworldwide, enablingmore efficient
and competitive financial markets while expanding access to finance for traditionally
underserved consumers” [55]. But this new model of human interaction, in addition
to the obvious benefits, comes with certain risks for the users/consumers of these ser-
vices. As a result, in order to enjoy the benefits offered by these revolutionary services,
consumers need to be aware of the potential risks they take when using these services.

The lack of detailed knowledge of these services by customers and often the capacity
related to their development can generate the risk of fraud or misconduct by FinTech
entities or third parties.
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Certain features of FinTech operations can lead to conflicts of interest between
service providers and consumers of those services.

In some situations, increases in the risk of cyber fraud may be observed, in the case
of these platforms, by exploiting the vulnerability and lack of knowledge in the field of
users.

Some companies that base their funding or investments on these platforms may face
liquidity problems or even go bankrupt. Financial problems can generate transactions
based on these platforms and individuals with a certain profile and consumer personality.

With these aspects inmind in this article, we have developed and analyzed a question-
naire to determine how consumers, current or potential, of services affected by FinTech
platforms see these risks and to what extent they are willing to accept them.

The state through public institutions is also part of the economic ecosystem, as a
result of which it must adapt to the changes imposed by technological progress and the
use of modern technologies in daily transactions. In this idea, in the article we presented
some of the measures that ensure the digitisation of public services in Romania and not
only.

Many of the private companies in Romania have used the opportunities offered by
FinTech platforms or banks to optimize their activity, be it online payments, financing,
investments or the use of digital money. These operations will involve specific arrange-
ments for entry in the accounts. Proposals on these modalities that will be made in this
article.

2 Literature Review

The general academic research on the topic of FinTechs followed the development of
Webster J, Watson RT (2002) phased in specific technologies and followed and tried
to systematize conceptually the field and then explain the evolution and connections
specific to the level of sophistication of these operations at a given time [47].

Thus, in the early 2000s, the term e-finance was imposed, defined in the works of
BarberBM,OdeanT (2001),GreinerME,WangH(2010) that in the specialized literature
refers to the entire range of operations and digital financial communication interfaces
Allen F, McAndrews J, Strahan P (2002), Antweiler W, Frank MZ (2004), Petzel E
(2005) [2, 5, 7, 21]. The initiators of the domain have tried to define in this context
the two words “electronic” respectively “finance”. Several authors have highlighted
the relationship between the two terms, eventually concluding that e-finance is nothing
more than the perimeter of interaction of the financial interest of different players in a
specific financial market. Obviously this place is regarded as an interface, an electronic
one according to the predictions of Teschner F, Kranz TT, Weinhardt C (2015), both
technical and communicational between two participants [42].

Starting from the e-finance concept stated in thework ofGreinerME,WangH (2010),
which was used especially to express electronic operations from the beginning of finan-
cial digitization, in the following years another Digital-Finance concept was imposed,
which already had an operating area, both technical and conceptual, which related to
the entire financial system, through the massive introduction of digital technology [21]
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Karlan, D., Kendall, K., Mann, R., Pande, R. (2016) encompassing virtually all spe-
cific operational, institutional and financial communication segments [23]. Obviously,
the academic literature has become much richer, the studies trying to highlight, start-
ing from the realities of the financial market Lee M. (2009), concepts, roles, functions,
methods Devine P. (2015), new financial instruments and models [17, 25]. What would
the FinTech concept bring in addition as illustrated in Zavolokina L.’s article, Dolata M.
Schwabe G. (2016) to Digital-Finance? Perhaps additional importance given to IT-type
technological innovation. It seems that the innovations in the area of hard, software,
electronic money (cryptocurrency) and gadgets related to Jones H (2016) are going in
parallel.

The concept of Digital-Finance has crystallized in the literature a set of functions,
namely theBusiness Function, the Investment Function, theDigital-Money Function, the
Payment Instrument Function, the Insurance Function and last but not least the Digital
Advisory Function.

Regarding the research of the Business Function, we have identified in the literature
studies that approach the subfunction of financing through the works of Liu C., as the
opener of the new financial paradigm then Dapp T. (2014), Doering P. Neumann S., Paul
S. (2015) but also the subfunction of digital technology analyzed in the work of Gattenio
C.A. (2002) [16, 27].

Between the specialized works on digital financing on factoring system we mention
Klapper’s work (2006) with its reverse factoring form highlighted by Penttinen andTuu-
nainen’s work (2011) which provides a nuanced picture of the economic benefits of the
electronic invoice.

Along with these in the last decade, financing operations on “crowdfounding” plat-
forms have been increasingly imposed, a phenomenon analyzed through a series of
academic papers that study it such as Burtch G, Ghose A, Wattal S. (2013), Thies F.,
Wessel M., Benlian A. (2014), Kim Y. Park Y.J., Choi J., Yeon J. (2015), Maier E.
(2016), Bessière V., Stéphany E. (2017), Lee, I., Shin, Y.J. (2018), Omarova, S. T.
(2019), CSR Chan, A Parhankangas (2017), Motilska A.&Kuzma (2018), Wilson M.A.
(2019), Babich V., Allon G. (2020), Chandler J.A., Short J.C. (2021), Abdeldayem M.,
Aldulaimi S. (2022) and others.

The topic of digital investment refers to all types of investments made through smart
technology, whether they refer to smartphones, PCs, tablets or other gadgets used for the
purpose of online transactions in the capital market, the banking market or specialised
P2P platforms. Studies in this regard have been conducted by Greiner M.E., Wang H.
(2009), Duarte J., Siegel S., Young L. (2012), Lin M., Prabhala N.R., Viswanathan S.
(2013), Gao L., Waechter K.A. (2015) [18, 21].

Regarding the study of the functions of Digital Money respectively digital means of
payment, the segment of electronic money as ameans of exchange, from account money,
virtual or digital money respectively cryptocurrency, all perform the traditional functions
of money, that is, those of currency, means of payment, means of saving (investing) only
that the instrument is electronic and has no material form. Many of the characteristics
and peculiarities of this phenomenon have been analyzed through the academic papers
dedicated to Grinberg R (2012), Glaser F, Zimmermann K., Haferkorn M, Weber MC,
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Siering M. (2014), Brie’re M., Kim Oosterlinck, Szafarz A. (2015) or Dyhrberg A.H.
(2015) [10].

For the field of digital insurance, the literature is poor for this field, identifying so
far only the work of Arumugam M and Cusick K (2008), which, however, does not
come up with a study based on the realities of today’s digital-insurances but only makes
predictions from the perspective of 2008, which does not meet the relevant needs of
knowledge. So it remains an unexplored area from an academic point of view.

And last but not least, the academic literature on digital-advice is covered with rela-
tively recent papers that address research in an autarchic way, either from the perspective
of user behavior, mentioning some of them namely Marot E., Fernandez G., Carrick J.,
Hsi J. (2017), Chan-Lau, Chuang D.&Sun (2018), Andersen, Jonas V., Bogusz C.I.
(2019), Lund J. (2020), Luo Sumai, Yongkun Sun, Rui Zhou (2022) either from the per-
spective of banking, equity or online platformmanagers DouglasW. A., BarberisJ., Ross
P. B. (2017),Chen G. Faz X. (2019), Mutton T. (2020) addressing FintTechs under the
influence of covid-19, Nathan, Robert J., Budi Setiawan, Mac N. Quynh. 2022, Rabbani,
Mustafa R. (2022).

In the Romanian academic literature on FinTech we have identified a recent paper
BarbuC.M., FloreaD.L., Dabija D.C., BarbuM.C.R. (2021) that addresses issues related
to the behavior of FinTech consumers [8].

The analysis of the players on the FinTech market and of the relationships that are
created between them in Romania were highlighted by Hadad and Bratianu (2019) and
Moraru and Duhnea (2018) [22, 32].

Then the works of Bălt,oi I.C.M. (2020) and Mihail L.G. (2018) which can represent
a landmark in our research because they address most of the topics proposed by us.

The specific FinTech tools and mechanisms in Romania are studied in the work
Manta, O. (2018).

An interesting paper proposes Duma F. and Gligor R. (2018) which analyzes the
response of students inRomania regarding the behavior versus–versus online settlements
and investments in cryptocurrencies [19].

The work Micu and Micu (2016) proposes innovative elements for the ser-
vice providers on the Romanian capital market, respectively on the Bucharest Stock
Exchange, but also in the area of interaction with customers of this institution. In order
to be implemented they must be agreed by the players on the exchange and obviously
regulated [29].

We can also include in the specialized literature the Deloitte Report (FinTech in
CEE) for 2022 for Romania and Poland where, following the research carried out by
this specialized company, a real advice for entrepreneurs from the two countries in the
FinTech area is carried out through their conclusions.

Concluding, the academic literature was written as FinTech technology developed. It
is obvious that at a global level both the technology and its theoretical expression through
specialized works represent a phenomenon of greater amplitude than the Romanian one,
where only in recent years there is a concern for the study of the phenomenon.
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3 Research Methodology

Regarding the research methodology, we will try to achieve the proposed objectives by
analyzing the field literature on this subject, as well as the normative acts that regulate
FinTech and its activity in Romania.

Wewill also compare the quality and quantity ofworks inRomania and the normative
acts that regulate FinTech activity with those in other countries. The research will also
make use of the empirical analysis of concrete but revealing cases of the phenomenon
in Romania, in order to establish the current situation.

To achieve the objective related to the adjustment of accounting, we will use the
scenario, proposing models of accounting records of FinTech operations in the account-
ing of private companies. We will use the same research method to forecast a possible
evolution of this sector in Romania and its relationship with the traditional forms of
financial transactions.

In order to determine the profile of users of FinTech platforms in Romania, we will
develop a questionnaire which will be applied on a relevant sample of respondents.

A case study is a design that allows the researcher to develop a deep analysis of a
case (Saunders et al. 2016). With a case study, it is possible to collect a full amount of
information related to the case. This makes the case studies appropriate when the study
aims to explain a question “how” or “why” (Saunders et al. 2016). Because this study
aims to explain how digitization has affected the relationship of financial institutions
with customers, we have conducted a research in this field, especially due to the fact that
in Romania such studies are almost non-existent [38].

There are two main methods of data collection, the quantitative method and the
qualitativemethod. The quantitativemethod is usually an exactmethod, and its advantage
is that it can be achieved at any time; in addition, the quantitative method is associated
with the positivist paradigm, which usually results in findings that are very reliable
(Collis & Hussey 2014, p. 130) [12].

We are taking a quantitative approach to collect empirical data and draw some statis-
tical conclusions that may be the basis for generalizing findings for further applications
(Creswell 2014; Williams 2011) [13]. The quantitative method uses numerical data
(Saunders, et al. 2009, p. 151) [38]. In our study, we chose the interpretive paradigm.

Our study is considered an exploratory study because the topic of FinTech is quite
new, and the authors have very little information about the impact of FinTech platforms
on individuals, but also on companies. We relied on the knowledge of participants who
have experienced in the financial sector, even though their knowledge of FinTech is
limited due to the new and the lack of specialized literature, which makes us limit
ourselves to such exploratory studies rather than explanatory studies.

We used a structured, self-administered online questionnaire to collect data from
consumers of financial products.

The questionnaire was designed based on items and scales already used in previous
studies, adapted and adjusted to fit the context of this study (Oliveira et al. 2014, Xie,
J.; Ye, L.; Huang, W. 2021) [34].

In addition, the questionnaire was divided into two distinct sections, the first ana-
lyzing the current behavior adapted by respondents versus-digital platforms, and the
second, targeting the future scenario of evolution of these platforms. In the first part,
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we analyzed constructs such as perceived value, perceived risk, usage facilities. Other
aspects analyzed were the behavior of respondents towards prudence and expectations
when it comes to investments and capital raising and also towards digital counselling.
Another component of the survey focused on the behavior of companies towards FinTech
platforms.

Based on the premise that companies and individuals in their capacity as FinTech
users have totally different behaviors, we have developed two sets of questionnaires: one
set that addresses companies and one for individuals.

4 Analysis, Interpretation of Data and Discussion

4.1 Definitions and FinTech History in Romania

Next, we will ensure the achievement of the objectives set as they were previously
presented, but before, in order to understand the phenomenon and the presented aspects,
we will make a brief review of some significant historical landmarks in the evolution
of the FinTech phenomenon marking the points that this article tries to achieve in this
evolution, regarding the situation in Romania.

Thus, if we were to establish a definite moment of the appearance on the financial
market of FinTech, we cannot fail to mark the moment of inflection generated by the
financial crisiswith a peakmoment of 2007–2008.Thiswas a challenge for all individuals
in the financial market and beyond, as it also involved artificial intelligence creators. Let
everyone question the fairness and morality of banks if we can say so, and artificial
innovation has tried to come up with new technologies and occupy a segment of the
services offered until then, generally by banks.

This is how we see between 2013 and 2014 a tripling of investments in FinTech
technologies and on both sides of the Atlantic, with the approach to how to do business
moving from mass management to one targeted by person. If by the end of the first
decade of the 2000s the client knew that in order to perform a financial operation he
had to go to an ATM or even to the bank, the younger generation solved the same thing
with the help of the laptop or even easier with the help of the smartphone. Here’s how a
new category of investors has emerged alongside classic players that are more flexible
in terms of finding quick and simpler solutions from the customer’s perspective.

It makes sense to say that based on the attraction of the younger generation to
these technologies, FinTechs are primarily addressed to them and therefore become an
increasingly important segment of the financialmarket in countries with young, educated
and emerging populations that can afford their acquisition or in those cities around the
globe with a strong and sophisticated capital market where it is essential that financial
information circulates with great speed. This aspect represents another point of interest
in the research that we want to address here, to find out what is the real impact between
the young population in Romania of FinTechs in the conditions in which Romania has
registered in recent years one of the best GDP growth rates, which leads us to the
conclusion that Romania had a growth rate of the average income of the good active
population and therefore we want to know how much of the additional income unit has
influenced the growth of investment in FinTechs. It’s interesting how the FinTechmarket
will settle because about 60% of the world’s young population is found in Asia.
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Starting from the joining of the two technology and financial ends, the term FinTech
(Suryono R.R., Budi I., Purvandari B. 2020) has developed over time, both as a concept
and in scale of the activities it describes. Thus, the dimensions of the concept were
structured on three main lines, namely the business function, the technologies and the
supply institutions [40].

Analyzing the business function (Popova Y.2021; Tepe G., Geykci U.B., Sancack
F.M. 2021)we can say that FinTechs have imposed themselves on the one hand as a result
of technological innovation materialized in software for the management of financial
operations of financial services providers or digital platforms for making payments with
the help of more or less sophisticated electronic tools (mail, smartphones) [37]. On the
other hand, they represent the failure of the traditional financial market (Mention Al.
2019), as we know it, with an identifiable moment by the financial crisis of 2007–2008
[28]. That was the moment when the new digital technology was able to propose a new
financial paradigm and an impulse in the market grabbing given by the COVID-19 crisis
(Alber N. and Dabour M. 2020) that forced social distancing and thus an exponential
increase in remote transactions through online platforms and tools [1].

The perspectives looked good, that is, digital platforms (Yingying Z.Z., Rohlfer S.
and Rajasekera J. 2020) were to replace the classic system of financing, without costs,
without fees, without multiple approvals for access to finance and with a non-human
specialist who proposed a scheme of financing or placement of availability based on
electronically collected and processed data on the efficiency of the resources placed,
reducing transaction costs by staggering percent.

The second identified function of FinTechs respectively technologies (Varma P., Nij-
jer S., Sood K., Grima S. and Apoga R.R. 2022) we can say that they already existed
quite in time before we talked about FinTechs [43]. The technology existed separately,
only it took a little while for IT technology providers to seize the opportunity to expand
their range of customers on financial operations as well. Obviously, it was again about
necessity, given that the traditional banking institutions showed resistance to the tech-
nological attack that was indeed coming with a series of facilities such as speed, more
efficient management but at the same time the bankers had to give up some of their
traditional income, consisting of the various commissions collected. It is true that once
digital technology is accepted, banks have also considerably reduced their specific costs,
referring only to those with labour force, if we were to specify a considerable category.
Tages of up to 90% [45].

Then the third functionwe can assign to FinTech is that of financial agent (Morana, S.,
Gnewuch, U., Jung, D., Granig, C. 2020), (D’Acunto F., Rossi A.G. 2022) institutional
in this market, a new leading digital financial services provider that is able to create and
manage the interface between provider-client, between demand supply in the financial
market, financial agent who is able to provide diversified and sophisticated financial
services such as crowdfounding its APIs in which costs tend to zero [15, 31].

Coincidentally or not, after the financial crisis from 2007–2008, in the period 2008–
2018, FinTech start-up companies (Micu I., Micu A. 2016) appeared on the Romanian
financial market. Although almost 50 companies operate, the investments attracted are
modest, only 8 million euros, excluding from them the funds from the transactions,
respectively, the operations on the capital market [29]. About 50% of the financing
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went to the insurance segment, the rest being divided between SMEs by 23%, corporate
banking by 20% and retail banking by 10%. From the point of view of the segment
of the economy in which these 49 FinTech companies operate, they are dispersed on
retail banking-18, technology-9, banking for SMEs-8, support services-6, fuses-3 and
so on corporate banking. As a comparison term having the Poland standard, which in the
centre-eastern area of Europe is the leader, there are FinTechS with local funding of 64
million euros in the same period of the last decade (2008–2018). The other central and
eastern European countries have an equally small number (excluding Poland with more
than 170) of active FinTech companies but with higher investments, generally over 100
million euros, according to the study above.

The same RBI study lists the Romanian FinTechs that have established themselves
on the market, namely Argentum, Fintech OS, Minutizer, Confidas, SymphoPay, Think-
Out, Instant Factoring, Smart Bill respectively Revolut, Orange Money, Monese, N26,
TransferWise, Monzo, PayPal. Beside these in the area of investments are active venture
capital funds such as Early Game Ventures, Gapminder, Gecad Ventures, the accelera-
tors naming between them Techcelerator, Spherik Accelerator, Innovation Labs, Risky
Business but also business angels (techangels.ro).

Identifying, these financial service providers in Romania are primarily start-ups, e.g.
companies that have designed a new type of business consisting of digital financial
services, IT companies that have diversified their activity by also specializing in provid-
ing this type of services and not least the commercial banks operating in Romania and
which have restructured and digitized in large part their services. All these three institu-
tional types are today specialized in factoring activities, money lending through banks
or through leasing companies, electronic invoicing services, investment management,
savings, portfolio management on the capital market, foreign exchange, insurance of all
types including private pension funds for the time being.

In the following table are summarized the main “players on the FinTech market” in
Romania at the level of 2022, grouped on the services offered, according to Future Bank
[55] (Table 1).

4.2 Tools and Technologies Used

In the following part we will review the main technologies that ensure the operation of
digital businesses. As it has already been mentioned in the article due to the economic
expertise of the authors, we will not go into detail regarding the technical characteristics
of these technologies, but we only list, define and specify which of the digital businesses
benefit from the support of the respective technology.

The first technology we refer to is blockchain technology. Blockchain is a type
of Distributed Ledger Technology (DLT) that occupies a permanent spot in finance
industry by enhancing cryptocurrency technology and other technologies with essential
implementation in financial services [4].

Another tool used in the spread of Fintech are social networks. Boyd and Ellison
define “social network sites as web-based services that allow individuals to (1) construct
a public or semi-public profile within a bounded system, (2) articulate a list of other users
with whom they share a connection, and (3) view and traverse their list of connections
and those made by others within the system” [9]. According to Zhou (2022) the main
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Table 1. Romania’s FinTech map 2022

Types of services offered Companies

LENDING & CROWDFUNDING BankSpot, Credify, Factor, Instant Factoring, Fagura,
Filbo, Stock Estate

INVESTMENT & WEALTH
MANAGEMENT

Seedblink, Ronin, Vestinda

SAAS & ENABLERS Allevo, Druid, Ebriza, FinboardX, Fin light,
fintechOS, Keez, Paid, Pluridio, Prime dash, Qoobiz,
Solo, Symphopay, Tailent, ThinkOut, Traderion,
Cloud Software Development

OPEN BANKING Banki, Finqware, Smart System, Smart FinTech

PERSONAL FINANCE Cashcontrol, Lendrise, Salarium

PAYMENT & WALLETS 24 pay, Besz, Enfineo, Figo.Pay, Kids Finance,
Minutizer, mobilePay, Mone POS, ovelt, Pago,
paybyface, PO online payments, twispay, volt

INSURTECH 24, Paypact

BLOCKCHAIN &CRYPTO Modex, Coreto, FilmChain, XOXNO, SWAZM,
Morfin, Multivers, Tailpath

SPECIAL ENTRIES Confidas, Monitor, Doctor business, payment,
smartbill, Deadlines,

CHALLENGERS iBanFirst, Mokka, money, OrangeMoney, peysera, tbi
bank, Revolut

Fintech operation which benefits from this facility is Fintech mortgage lending across
social networks [50].

P2P (peer to peer) technology is another technology that facilitates the use of FinTech.
Peer-to-Peer (P2P) networking emerged as a disruptive business model displacing the
server based networks within a point in time [24]. The P2P file sharing applications can
be categorized into two types: centralized/hybrid or decentralize/pure architectures. The
P2P file sharing applications can be categorized into two types: centralized/hybrid or
decentralize/pure architectures [14]. In the centralized model there is the presence of
a central server to index contents and peers. This model is easy to manage and gives
a competent search. However, it has a limited scalability and a single point of failure.
Decentralize P2P systems eliminate a central server, thus enhancing the reliability [11].

The most widespread FinTech application of this tool is P2P (Peer-to-Peer) Lending.
P2P (Peer-to-Peer) Lending is described as a money lending service practiced through
online platforms that helps in matching lenders directly to borrowers [4].

Another technology used by FinTech applications is NFC. Vibhor Sharma, Preeti
Gusain and Prashant Kumar define NFC (near field communication) as wireless tech-
nology which provides communication between two mobile phones which contain NFC
tags, using short range radio waves [39].
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Regarding Mohamed Mostafa Abd Allah Near Field Communication (NFC) is a
technology for high frequency wireless short-distance point-to-point communication
[30].

This tool is used in FinTech operations for payment processing. Broadly speaking,
the mechanism involves the communication between two devices, one of the payer and
the second of the person receiving the amount. After starting the transaction, the money
is transferred from the payer’s account to that of the cashier.

4.3 Perception of Romanian Consumers for the Products and Services Offered
by FinTech

In the last decade, 49 FinTech companies have entered on the Romanian market, posi-
tioning themselves in the “emerging market” category according to a study conducted
in 2021 by Raiffeisen Bank International (RBI) about the FinTech sector in Central and
Eastern Europe. At the institutional level, the FinTech field is represented in Roma-
nia since 2020 by the Romanian FinTech Association (RoFin.tech) which has a stated
purpose of “increasing the image and relevance of the association, both internally and
externally, but also transforming it into a true advisory forum for the financial authori-
ties in Romania in the process of developing the FinTech ecosystem,” according to its
press release. It has 18members representing FinTech start-up companies that target first
SMEs and then pay-day-loans. At the same time, the association is a founding member
of the European Digital Finance Association (EDFA), observing the step taken for the
intention to institutionalize the Romanian FinTech segment. It has baked as members
in Romania Online Payments and Salarium and partners of Raiffesen Bank Romania,
FintechOS, Deloitte, EY Law or Transilvania Bank.

Clarifying in the above lines which are the institutions providing services let’s con-
tinue to see who is the target customer and which are the Romanian companies that use
the product.

On the one hand, we are talking about the traditional client of banks, e.g. micro-
enterprises, SMEs or start-ups or financial institutions together with authorized individ-
uals or simple individuals. Given the fact that banking companies have digitized a large
part of their activity, many of these Romanian clients choose to continue to finance them-
selves through commercial banks, in Romania over the last 30 years a type of attachment
behavior based on customs has developed.

From the questionnaire applied to 70 companies in the Western part of Romania
(63% services, 16% production, 21% trade) we can find that 43% of the respondents
make digital settlements (online payments, PayPal, Apple Pay, etc.) a relatively modest
score we appreciate and only 27% of them resort to financing on digital platforms. Our
explanation would be that the banks’ activity in Romania is heavily regulated, which
gives a plus of trust to the customer. As well as the big-data systems for storing and
managing the data of banks’ customers offer a comfort with which the Romanian client
is familiar.

Unfortunately, this score highlights once again the fact that the Romanian
entrepreneur does not act sufficiently in order to identify new ways of financing the
activity, that is, it would be necessary to identify educational and advertising channels in
order to increase the level of financial culture of the company in Romania. At the same
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time, we are witnessing a phenomenon of financial eviction in which companies suffer
from underfunding, having in the Romanian state a serious competitor, as they have to
look for new financing opportunities, manifesting in this area an impermissible suffi-
ciency, also confirmed by the low score in terms of resorting to digital consulting (9%) as
an alternative, in order to obtain information on new services such as digital investment
platforms, a robo-advisor providing this processed data, e.g. evaluated, scored, ranked
and compared.

Also, only 9%of themplace their capital using technologies ormobile tradingdevices
to make a profit. Given that the Romanian state borrows heavily from banks, month by
month. But what in Romania we believe that will make the difference and will guide
customers towards choosing FinTechs are the high costs involved in the collaboration of
Romanian companies with banks, the interest rates charged on the Romanian banking
market being between the highest in the EU (for example, Romania borrowed with
interest rates 4 times higher in 2022 compared to 2020 taking into account long-term
loans according to the BCE).

This can be a reasonable reason for Romanian customers to choose something else.
This is also apparent from the responses of respondents to the question of willingness to
move to the provision of digital financial services. 82.9% of the respondents responded
favourably, the reasons being first of all the lower costs or not at all and the speed of
operations increased (on a scale from 1 to 5 the score was 4.29) then another agreed
reason was their opinion on the increase in the financial stability of the company (4.26
on a scale from 1 to 5).

However, a favourable intention of the Romanian companies regarding the digiti-
zation of financial activities resulted from the respondents’ questionnaire regarding the
traditional-FinTech coexistence where they said 42.9% that they would coexist, and 37%
appreciated that in the future FinTech will swallow traditional financial services.

As far as individuals are concerned, after collecting the data, we obtained 394 quality
responses for analysis. In terms of age, 15.4% of respondents were between 18–25 years,
60.4%, between 25–35 years, 14.7% between 35–50 21.3%, and over 50 years, 3.6%.
In terms of sex, 74.1% of respondents were women, 25.4% were men and 0.5% were
identified as being of a different gender. Regarding the highest level of education, 58.4%
of respondents have a high school diploma, 25.4% have a college degree, and 8.1% have
a graduated postgraduate degree. 6.6% have doctoral studies.

Following the research, the ranking of the use of financial services on FinTech
platforms shows that digital payments are on the first place (76.6% of respondents
use them), followed by digital financing (17.6%), digital insurance (17.25%), digital
investments (10.65%), digital money (8.12%), and finally, digital financial advisory
(8.62%). Along with use, interest in digital funding grows in the rankings. It goes to the
second position, which means that retail clients are attracted to new digital modes of
financing, such as peer-to-peer loans and crowdfunding.

We notice that the most affected variable is age; the older the customers are, the
less interest and use of digital banking services. Information about respondents’ gender
shows thatmen aremore prone to change thanwomen, and that despite their high interest,
use remains lower, given the higher adverse risk of women than men. Finally, digital
services, such as digital investments, are used more widely by higher-income customers.
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The latest trend mentioned is confirmed by the high correlation between revenue and
digital investment use.

The investigation of the clients’ appetence towards the future scenarios reveals that
in a very large proportion (76.8%) they are ready to switch to a digital supply of financial
services, to the detriment of the classic ones. Again, the most substantial variable is age;
the older the age, the less confidence in the sharing of financial information, regardless of
the nature of the entity providing the services. Another significant variable is the level of
education; the higher the education, the greater the trust in sharing financial information.

We find that on a Likert scale of 5, we have a median of 3.83 representing the interest
in digital financing means. To the same extent, the interest for digital investment means
is at 3.68, the interest in digital money, 3.34, digital insurance, 3.4, financial advice 3.56.
Digital payments lead in this ranking with 4.08. We conclude that there is a real interest
in this field between individuals, consumers of financial products.

The advantages that those questioned are in terms of the appropriateness of finan-
cial inclusion, which ensures better access to financial services to disadvantage groups,
median 3.74, the opportunity to have better and more personalized banking services,
3.94, the opportunity to have lower transaction costs and faster services, 4.07, the oppor-
tunity for a potential positive impact on financial stability 3.93, the opportunity for easier
access to capital 3.75. In general, the more attractive benefit is offering low-cost trans-
actions and faster service. At the same time, the one that poses a minor threat is the risk
of discontinuity of banking services.

Age is clearly a factor that differentiates the answer to the question. New generations
are being born in the digital age and, based on the data collected, younger clusters are
ready to embrace technological progress in the financial field.

The propensity towards declining the use of digital financial services in favour of
traditional ones, taking into account factors such as the risk of confidentiality and data
security (2.98 on the Likert scale), the risk of discontinuity of services (2.99) and the risk
of inappropriate marketing practices (2.97), is, as we can see, lower than the intention
to adopt these services.

Finally, the results regarding the future of Fintech platforms in the view of the
respondents questioned show us that they are optimistic about their survival, in one
way or another, (26.8% believe that they will fully seize the financial services market,
47% consider that they will coexist together with the classical financial institutions). A
percentage of 21.7% predict that they will be acquired by traditional banks/insurance
companies, while 4.5% believe that they will fail.

Like all research, this study has some limitations but, in our opinion, it provides
avenues for future research in the field. Given the relative experience of consumers in
the current financial context in themarket, we have focused on consumers’ perceptions of
the concept of FinTech rather than necessarily on their real experience in using services
of this nature.
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4.4 The Role of the State in the Existence of FinTech in Romania
and the Interaction of the Public Financial Sector - Private Financial Sector

First of all, we must note that the FinTech sector in Romania is insufficiently regulated.
This is an obstacle to the development of a partnership from the outset because pub-
lic financial services are highly regulated. However, since 2005, the State Treasury has
implemented the electronic payment system, a digital interface through which settle-
ments between the taxpayer and the state are made in seconds, and only the printed
format of the operation will be transmitted in a few days. At the same time, the introduc-
tion of the Electronic Multiple Payment Order (OPME), introduced from 2020 by Order
of Minister, represented for public institutions, economic operators and other entities a
step forward in the digitization of payment operations from and to the accounts opened
at the State Treasury units through which they carry out their own activity.

The condition for activating the on-line settlements of the public/ private actors,
whether we refer to the taxable subjects paying taxes and fees or those from the private
sector who provide works and services to the public sector, is that the public institutions
are registered in the Register of public entities as well as the economic operators and
other entities than public institutions, who are correspondents of the State Treasury, for
making payments from the accounts opened at the State Treasury units through which
they carry out their own activity. Also, the person who makes the digital payment as
a representative of the private company must be enrolled in the Virtual Private Space
(SPV). The F1129 form is submitted online through the Forexebug National Reporting
System by public institutions and, respectively, through the e-guvernare.ro portal by
economic operators and other entities than public institutions.

Startingwith the end of 2022, the State Treasury initiated the digitization of the public
loan through the TEZAUR and FIDELIS programs of issues of government securities
denominated in lei and euros, very liquid, in the short and medium term, the procedure
being digitized if the individual investor makes the purchase through the banking system
or through the Bucharest Stock Exchange.

As regards the public procurement of goods and services, the SEAP (Electronic
System of Public Procurement) system has been implemented in Romania, which is
an electronic platform used for the purpose of transparency of the public procurement
process and procedures. Using this interface, public authorities acquire by electronic
means the goods and services approved in the institution’s own budgets and operate
its capital expenditure. The use of SEAP ensures simplification and streamlining of the
procedures for participation in the licity of suppliers, increased transparency, simplified
and fast auditing.

Public investments in Romania are made by the State Treasury through the BNR,
which acts as an agent of the state by placing the temporary availability of the BGC
(general consolidated budget). The state treasury, through the general account opened at
the central bank of the National Bank of Romania, places the funds available from the
receipts of budgetary revenues of a fiscal nature, peaks that coincide with tax payment
due dates.
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4.5 FinTech Recognition Aspects in Private Company Accounting

Another objective that we aim to achieve in this article is to find new accountingmethods
and instruments for the quantification and recognition of financial operations carried out
through FinTech technologies, while applying the principle of accrual accounting, in
order to meet the need for speed and financial-accounting credibility.

For this purpose, we will start from three defining elements, namely:

– the business functions that FinTech technologies cover;
– FinTech technology providers;
– beneficiaries/customers of FinTech technologies.

In terms of business functions, we will consider the functions proposed by Gomber,
Koch and Siering (2017) within the first dimension of the Digital Finance Cube. Accord-
ing to this concept, the digital finance business functions are: Digital Financing, Digital
Investments, Digital Money, Digital Payment, Digital Insurances and Digital Financial
Advice [20].

The accounting flows generated by these operations will be analyzed at the level of
both poles of the economic operation, therefore it is important to know what these poles
are.

Thus, a first pole is FinTech service providers. In a first, more general classification,
it can be said that these suppliers are commercial banks and FinTech companies. In a
more detailed classification the later category can be divided into:

– large technology companies that also operate in the field of financial services, but not
exclusively (Apple, Google, Twitter, Facebook, etc.);

– companies that provide infrastructure or technology that facilitates transactions with
financial services, various financialmarket utilities and stock exchanges (MasterCard,
Fiserv, First Data, NASDAQ, etc.);

– smaller companies, often start-ups, very flexible and mobile, that focus on a specific
technology or innovative process, such as Stripe for mobile payments, Betterment
for automatic investments, Prosper for peer-to-peer loans, Moven for retail banking
or Lemonade for insurance.

As for the clients of FinTech services, they can be individuals, private companies,
public institutions or even financial institutions.

In this articlewewill focus on the registration of FinTech operations in the accounting
of private companies, given that individuals do not conduct double-entry accounting and
public and financial institutions have their own accounting regulations. As a result, we
will consider both suppliers and users of these services as private companies their specific
legislation regulated whose accounting (in Romania, for example, OMFP 1802/2014, in
other states the international IAS/IFRS regulations complemented by specific national
regulations, etc.).

Thefirst business function, namely digital financing, involves obtaining the necessary
funds to finance businesses using various digital platforms. As forms of financing can
be used: crowdfunding, borrowing, leasing, etc.

Three individuals will be involved in this process: the applicant for the amount, the
bidder and the company that makes available the platform through which the operation
will be carried out.



Considerations on FinTech Models in Romania 259

For the applicant, from an accounting point of view, wewill have to record a liquidity
inflow, and, depending on the nature of the financing, the appearance of a liability to the
offeror (if the financing is assimilated to a loan) or a capital increase (if the financing
represents an investment that turns the bidder of the amount into a shareholder of the
requesting entity).

For the one who makes the amounts available, the operation will generate a liquidity
outflow materialized either by the appearance of a claim against the entity receiving the
amounts or by obtaining shares and, implicitly, the capacity of shareholder, in this entity.

In the case of loan financing, interest will also be involved, which will be recognized
as accounting expenses and at the offerer as income.

Usually in the case of using platforms, the platformmanager will receive, either from
each party involved or only from the applicant, a certain amount of money in the form
of commission. For this entity the commission will be recognized, from an accounting
point of view, as an income and will generate a liquidity inflow.

Digital investment is another function that FinTech technologies can cover. In this
case, that function supposes placing the liquidity of an entity in such a way as to obtain
as much of the added value as possible. For this, FinTech technologies provide port-
folio management services, solutions and algorithms for the beneficiary to make their
own placements, mobile devices that provide real-time access to information from the
financial markets and the possibility to trade independently of the location and human
advisors or brokers (Tai and Ku 2013; Zhang and Teo 2014), or access to platforms that
combine social media networks with investment strategies (social trading described by
Doering et al. 2015; Pan et al. 2012). In Romania, an example of such a platform is the
one offered by Seedblink.

From an accounting point of view for the company that makes the trades the fact that
the investments are made through real, virtual or direct brokers does not influence the
way of recognizing these transactions. As a result, the placements will be accompanied
by liquidity outflows and increases in the securities portfolio. Depending on the buyer’s
intention to keep these securities for the short or long term, they will be recognised in
the buyer’s accounts as a cash equivalent (quasi-liquidities/short-term investments) or
as financial fixed assets.

If the transaction takes place through a broker, either physically or virtually/online,
usually there is also a commission paid to it that will be recognized as an expense.

Digital money (digital currency, virtual currency, electronic money or cryptocur-
rency) describes a type of currency that performs (more or less) all the typical functions
of money, but exists only electronically and is used mainly on the Internet. Such digital
money serves as a means of exchange, unit of account and deposit of value, but unlike
traditional money, it only exists digitally.

From an accounting point of view, the record of transactionswith virtual currencies is
a great challenge becausemost accounting systems do not have structures and procedures
in place for these situations.

Since 2008, with the appearance of Bitcoin, the most famous virtual currency at the
moment, virtual currencies (or cryptocurrencies) have been in a continuous development,
from the existing types to the way in which they can be used. Until recently, a series
of uncertainties hovered over these currencies, such as those related to their nature, the
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legality of their use as a means of payment, reflection in financial statements or taxation,
reported not only in Romania, but also at international level. According to the definition
given by the European Banking Authority (ABE) in the Virtual Currency Warning to
Consumers, a virtual currency is an unregulated form of money in digital form, which is
not issued or guaranteed by a central bank and which can serve as a means of payment.

Internationally, one of the first exhaustive studies of the nature of virtual currencies
was conductedbyVenter (2016). It looked at the possible classificationof virtual currency
in asset classes already existing in IFRS-based international regulations and concluded
that, contrary to popular opinion, virtual currencies are neither currency within the
meaning of IAS 7 Statement of Cash Flows nor financial instruments within the meaning
of IAS 32 Financial Instruments: presentation or IFRS 9 Financial Instruments.

In 2019, at the request of the International Accounting Standards Board (IASFB), the
Committee for the Interpretation of International Reporting Standards (IFRIC) issued
a point of view related to the accounting of virtual currencies, namely those that meet
three specified conditions:

a) are digital or virtual currencies registered on the basis of distributed ledger technology
that uses cryptography for security;

b) they are not issued by a judicial authority or by another third party;
c) do not give rise to a contract between the holder and another party.

As a result, two solutions are proposed: due to the non-physical nature of these struts,
their records should be kept with the help of intangible assets/intangible assets structures
in which case they fall under the scope of IAS 38 Intangible Assets or as inventories,
due to their high degree of liquidity and the possibility of being traded (bought/sold)
like stocks, in which case they fall under the scope of IAS 2 Inventories.

So we can see the concern of accounting systems to provide solutions for accounting
for the operations in which these currencies are involved. In the following we will also
present such solutions, in the case of the most common situations, namely:

– companies that use cryptocurrencies in their current activity (as a means of payment
or collection);

– companies that purchase cryptocurrencies to place their availabilities (for investment
purposes);

– companies that mediate transactions with cryptocurrencies;
– companies that “create” cryptocurrency, basically by validating blockchain processes

based on validation protocols.

From an accounting point of view, the problem arises both in terms of the value at
which these assets are valued at various times (entry, inventory, end of the financial year
and at the exit) and the recording of transactions with them in the accounting.

At the first problem, the solution would be to measure these currencies at fair value,
while also taking into account their fluctuations in value which, like exchange rate
differences, will also be able to be recognised in expense accounts, unfavourable ones,
respectively of income, favourable ones.

Regarding the accounting flows in the case of the entities that are in the first situation,
the transactions to which we will refer will be the use of cryptocurrencies as a means
of collection for the services rendered/works performed/goods delivered and the use of
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cryptocurrencies as ameans of payment for various debts (towards suppliers, employees,
etc.).

Due to the fact that in this situation virtual assets exist in the entity’s assets for a
longer period of time, in my view they should be classified as intangible assets.

According to the transactions presented, the cryptocurrency operations that we will
analyze from an accounting point of view will be: the collection of receivables and the
payment of debts.

In case of collection of a debt in virtual currency in addition to the settlement of
the debt against the clients, which is treated as a separate operation, the entry of the
intangible asset of the nature of the virtual currencies will be recorded, also separately.
In both cases apart from the corresponding receivables and cryptocurrency accounts, an
intermediary debt account will be used, for example various creditors.

In the case of debt payment transactions in addition to debt settlement and cryptocur-
rency outflow operations, it should also be borne in mind that these coins at the entrance
had a value and now, at the exit of the patrimony, their valuemay be different. As a result,
in addition to the intermediate account this time of receivables (such as various debtors),
we will also use an expense account (where we will record the entry value, accounting,
of the currencies used in the payment of debts) respectively an income account (in which
we will record the current value of these coins).

In terms of accounting in the second situation, it is about companies that purchase
cryptocurrencies with the help of intermediary companies that act on various trading
platforms. Cryptocurrencies are then kept in an e-wallet until the entities decide to
exchange them for real currency, thus obtaining a gain.

As a result, the operations that will be recorded in the company’s accounting will
be: the purchase of coins, the update of the value of coins in the entity’s portfolio at the
end of each financial year and the sale of coins.

The acquisition will involve increasing the value of the entity’s virtual assets, either
inventories, if the purchase is made for speculative purposes, in the short term, or intan-
gible assets (non-marketable assets) if the investment is made over the long term (more
than one year) and the decrease in liquidity when paying those assets.

The discounting, as we have specified, will generate, as the case may be, expenses, in
case of unfavourable differences (the current value of currencies lower than the account-
ing value, at the entrance), respectively revenues, in the case of favorable differences
(the present value of the currencies higher than the book value, at the entrance).

The salewill be recorded as an outflowof virtual assets, while recognising an expense
equal to the cost of their acquisition and a liquidity inflow equal to the sale price of these
currencies, which represents the income from this transaction. Depending on the ratio
of expenses for the purchase of currencies to the revenues earned through their sale, the
transaction will generate profit for the entity, if the revenues will be greater than the
expenses or loss, in the reverse situation.

In the case of companies that mediate cryptocurrency transactions, these are entities
that generally carry out the following transactions through virtual or real ATMs: cash
collection (real currency) in exchange for cryptocurrencies, applying a commission to
the amount received; collection of cryptocurrencies in exchange for real currencies,
applying a commission to the amount received.
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In this situation, the companies, in the case of each transaction, will recognize their
income from the commissioning of the transaction. The sale of cryptocurrencies on real
currencies will cause the value of these assets to decrease in the company’s patrimony
and increase its liquidity, usually in bank accounts. As with any cryptocurrency outflow
due to differences in value at the time of entry and exit, this will be taken into account
by recognizing an expense at the level of the carrying amount of the cryptocurrencies
exited and an income at the level of the current value of these cryptocurrencies.

If a cryptocurrency is received for which real currencies are paid, we will register
the increase of these non-material assets simultaneously with the decrease in liquidity,
usually in the bank.

For companies that generate cryptocurrency in the first place, it must be determined
whether thosewhoobtain newvirtual currencies by validating blockchain processes (also
called “miners” in practice, a term also taken up in the specialized literature (Eigelshoven
et al. 2020; Sedlmeir et al. 2020, Jorgensen and Beck 2022), provide a service (validat-
ing certain information/processes for the benefit of the network) or not. An additional
difficulty arises from the fact that the “miners” do not have contracts concluded with
any counterparty for the services they bring to the network [35].

Secondly, it is worth pointing out that in order to make mining the “miners” bear
significant costs, among which the most important are those with the computing tech-
nology, with the necessary applications and with the electricity consumed. Some of the
accounting problems that arise in connection with the virtual currency mining activity
are:

– the initial cost of recording in accounting one of the difficulties appeared is the
distribution of production costs on the virtual currencies obtained. In these companies,
the questionmay arise of the impossibility of using the standard cost of production. In
addition, virtual currencies can be obtained over time, not at a single time during the
month, and it is necessary to allocate the costs incurred (for example, if the monthly
costs are distributed over the currencies obtained in that month or the quarterly costs
can be distributed by the number of currencies obtained in that quarter). Another
problem may be related to the notion of production in progress, which in the case
of cryptocurrencies cannot be identified (concretely, the costs incurred in May also
partially refer to currencies obtained in June, the mining process being continuous).

– the classification of the currency obtained by mining. If the currency obtained is
intended for sale later (which is very likely), it will be classified as a stock. If the
currency obtained is used (in whole or in part) for the company’s needs in terms
of payments (such as the payment of wages, suppliers or other purposes), it will be
classified as an intangible asset [35].

Taking into account these aspects the obtaining of virtual currencies, if they are sold
to third parties, it will be possible to assimilate the obtaining of finished products, with
the corresponding accounting records. The sale of these “products”will take into account
both the common aspects regarding the sale of any finished products and the specific
aspects of cryptocurrency transactions, as presented in the previous expositions.

If obtaining cryptocurrencies is the counterparty for a service provided to the
blockchain network, it additionally appears, in addition to the actual cryptocurrency
transactions, the recording of the changes in the service provided.
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Digital payments represent another function of the FinTech technologies. Hartmann
(2006) defines the electronic payment as „being all the payments that are initiated,
processed and received electronically”. The process of electronic payments covers the
transfer of certain sums of money from the payer to the beneficiary through an electronic
payment mechanism, independent from the location (Lim 2008; Weir et al. 2006) [35].

Today, one can differentiate among three peer-to-peer payment methods (Bradford
and Keeton, 2012). Firstly, a non-banking model in which “a person instructs a non-
banking intermediate, such as PayPal, to send funds towards another consumer” [35].

Secondly, a model centred on the bank in which “the individual interacts directly
with a bank to ask for a transfer from the person’s bank account in the receiver’s bank
account”. In this case, the users do not have to enlist at other services providers, but they
can use the services of their bank, so that the concerns related to safety to be rather low.

Thirdly, a model cantered on the card in which “the payment is entirely processed
through a network of credit or debit card”. A disadvantage of this model is that both
parties involved in a transaction must have a card which functions with the network on
which the service is based.

In Romania, a provider of such services is Finqware which, in addition to collection
and payment operations, also offers services to manage the companies’ liquidities.

Characteristic to these digital payments is the fact that the moment the payment was
initiated, the service provider validates the payment so the receiver can be assured that
the money will be received even though it has not been added yet in the bank account.

This feature requires, in accounting terms, a specific analysis because according to
the time span between payment validation or in accounting terms, from the moment the
debt is fully paid, and the moment when the sums actually enter the provider’s account,
either a new bond with a higher degree of liquidity or an amount about to be settled can
be registered.

Arumugam and Cusick (2008) had already assumes in 2008 that the peer-to-peer
conceptmight spread on the insurancemarket, allowing digital insurances. They consider
that is probable that people who look for insurances to make an alliance with family
members and friends instead of using the services of insurance companies.Moenninghoff
and Wieandt (2012) claim that such alliances reduce the information asymmetry and
moral hazard. One of the established suppliers on the global market is friedsurance.com,
founded in 2010. On this platform, individuals can form alliances to reduce the costs of
insurances at the same level of protection [35].

In Romania, a modified alternative of these services is offered by PayPact which
insures for a commission the declaration of damages and their online evaluation, road
and juridical assistance for both the culprit and the injured party, as well as the unfolding
of the procedures with the insurance companies.

In this situation, from an accounting perspective, there are no notable aspects. Thus,
the company that assures this service will register its income from the charged commis-
sion and the company which benefits from this service will register this expense as a
service.

The last category of FinTech services which we will analyse is represented by digital
financial consultancy. These services are available on several review websites and portal
for comparing services and products such as informatic equipment, touristic stores and
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medical services. On these platforms, the products and services are evaluated, graded,
classified, assessed and compared. The research has already pointed out that these kinds
of assessments have a real influence on the customers’ behaviour (Hu et al. 2008).

In the financial domain, the platforms which offer these kinds of services can be
differentiated on the basis of two characteristics: first of all, the providers which offer
mainly reviews on financial products (for example, seekingalpha.com) and second of all,
the providers which focus on comparing financial products (for example, comparethe-
market.com) on the basis of figures and characteristics. Some suppliers apply a mixture
of both elements (for example, creditkarma.com).

The terms trading community, investment community and shares community
describe communitieswhich discuss and share information about shares and investments.
Often, these kinds of discussion and information exchange take place on well-known
internet forums such as Yahoo Finance, Google Finance, ragingbull.com or aktien-
board.com (Lu et al. 2010). The studies have pointed out that the exchange of infor-
mation among investors can have an influence on the investment behaviour. Wysocki
(1998) identified an influence of the online exchange of information on the next day’s
trading volumes. Antweiler and Frank (2004) pointed out that investors are influenced
by other people’s opinions [35].

A new development in the domain of financial counselling are the algorithms which
offer investment proposals without any or minimum human intervention, based on pre-
defined parameters concerning the investment objectives, the financial fund and risk
aversion. These robo-counsellor are focusing at present on portfolio management and
investment strategies based on established theories, such as the modern theory of portfo-
lio and the limited classes of assets, such as the shares and the funds traded at the stock
exchange. Mostly, they are not conceived to take into consideration the more personal
aspects of financial investment, such as real estate or individual fiscal situations.

From an accounting perspective, these services as well do not stand out due to some
notable aspects. Thus, the company which assures this service will register the income
as charged commission, if there is one as such, and the company which benefits from
the service will register its expense with this service.

5 Conclusions

In accordance with the objectives which we set for this study, we proceed by presenting
the conclusion which we reached, by pointing out that for each of the studied directions
we tried to highlight the situation in Romania by comparing it with the international one
on the basis of the literature in the domain.

Thus, by analysing the domain literature which makes reference to FinTech we
observed that at a global level both the technology and its theoretical expression through
specialised studies represents a phenomenonwith a greater amplitude than theRomanian
one, where only in the past few years, it can be observed a certain preoccupation for the
study of the phenomenon.

Regarding the given definitions and the approaches that were carried out we con-
cluded that a generic answer would be that FinTech is nothingmore than a start-up, a new
company, the result of a new business, new as concept, means, methods and tools, which
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addresses to a new type of customer-consumer, a new generation that wants more com-
fort and discretion and which has less patience when it comes to solving its financial
problems, regardless their nature (payments, investment, searching for new financing
sources, and others) and that likes “to play” with digital money (maybe because of their
appetite for everything virtual…).

Another finding was that, although at the beginning, the FinTech phenomenon in
Romania had a special dynamic, it increased in magnitude over the years. One reason
could be the fact that from the point of view of the Internet, an essential element for the
best functioning of these services, Romania occupies the 10 the place in the rank of the
fastest countries for fixed broadband internet, according to the study carried out between
November 2021 and November 2022 by Ookla [56].

Regarding FinTech service providers in Romania, we concluded that they are primar-
ily start-ups, companies that have designed a new type of business consisting of digital
financial services, IT companies which have diversified their activity by specializing in
the provision of this type of service as well and commercial banks which operate in
Romania and have largely restructured and digitized their services.

As for the impact of FinTech on young Romanians, the Romanian academic system
already had in its 2022 offer amaster’s degree program exclusively addressed to FinTech.
From this point of view, there is a good informational start-up, because it allows access
to knowledge in an institutionalized and structured way.

Regarding the role of the state and the public sector in Romania, it can be observed
that although FinTech services and the operation of companies in this field are not
sufficiently regulated for the time being, the Romanian state, through its specialized
institutions, has kept up with the banking institutions in terms of its digitization effort.
From our point of view, it is possible that sometime in the future, the FinTech platforms
will become a partner of the state, competing with banks in terms of procuring the
necessary funds, or in any case the state will remain a partner of a digitized financial
system regardless of the formula in which the FinTechs will partner with the banks.
The state will remain a faithful partner in any formula due to the permanent needs of
financing public activities and against the background of the expansion of the public
financial sector in the last century, a trend difficult to stop on the background of a state,
which generically speaking, is becoming increasingly social.

There is no doubt that there will be regulations which will ensure financial discipline
and transparency because public money must be protected because it is the society’s
money, but if there is interest from both sides, the partnership with FinTech will work,
as it has been profitable for banks to have a special client to manage, the state, under
minimal risk conditions and which has turned out to be extremely profitable.

However, the study pointed out that, from an accounting point of view, in Romania,
the current accounting legislation provides the necessary framework for the accounting
of digital operations at the level of private companies. However, in this case as well, there
is room for improvement, meaning that in order to better highlight the impact of these
operations in the company patrimony and results, it would be necessary to introduce
new accounting accounts.

By studying the academic literature on the issue of FinTech in Romania, the research
hypothesis from which we started our study was that the emergence and expansion of
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FinTech generated by mutations on a social level, thus strongly influencing company-
client relationships. We decided to study the validation of this prediction by developing
two sets of questionnaires, of 22 questions each, one applied to companies from the
western part of Romania and the other to individuals in the same area. In our study,
we analysed the following digital services: payments, financing, investments, insurance,
cryptocurrencies and financial consulting. Another monitored aspect referred to whether
consumers resort to specialized or banking platforms for these services. Next, we tried
to find out the respondents’ opinion regarding the reasons why they would use/would
not use one of the mentioned platform categories. For the last question, the respondents
were asked their opinion on the future scenario they imagine in terms of the relationship
between specialized FinTech companies and traditional banking/insurance institutions.

The testing was an empirical one and it was carried out in the months of December
2022 and January 2023, thus offering extremely recent information.Based on the answers
received from the two categories of respondents, we processed these results using the
non-parametric descriptive statistics method.

From the questionnaire applied to the companies, we found out that on the first place
in the ranking of the services used in the Western region of Romania, the most used
service is the one of digital payments. A relatively more modest score was achieved by
financing on digital platforms. Our explanation is that the activity of banks in Romania
is strongly regulated, which gives the client more confidence. However, what will make
the difference in Romania and guide customers towards choosing FinTechs are the high
costs involved in the collaboration of Romanian companies with banks, the interest rates
charged on the Romanian banking market being among the highest in the EU. This can
be a reasonable reason for Romanian customers to choose something else, as it resulted
from the responses of company-respondents to the question regarding the willingness to
switch to the provision of digital financial services. Most of the respondents answered
favourably, the reasons being primarily lower or no costs and increased speed of opera-
tions. Another reason was their opinion regarding the increase in the financial stability
of the company.

According to our study, there are few companies that invest their capital usingmobile
trading technologies or devices to gain profit. However, a favourable intention of Roma-
nian companies regarding the digitization of financial activities resulted from the ques-
tioning of respondents on their opinion on the future of FinTech companies. To this
question, the majority expressed their confidence in the future existence of FinTech
companies, over a third even stating that in the future specialized FinTech companies
will absorb traditional financial services.

In conclusion, Romanian companies are interested in accessing FinTech technol-
ogy, but there is a slowdown in the pace of their development, on one hand generated
by insufficient investments in this area, but also by the insufficient financial education
of administrators, a polarization of digital financial technologies being observed, espe-
cially in urban areas and among the young, educated or well-off population, which
means young populations and the middle and upper classes for now. One of the imped-
iments seems to have a psychological nature, the respondents showing some reluctance
regarding the risks associated with data confidentiality, security of transacted funds, the
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possible discontinuity of services (frequent internet outages in rural areas) or even some
inappropriate marketing practices.

Regarding the individuals, after data collection, we obtained 394 quality answers for
the analysis.

Following the research, the ranking of the use of financial services on Fin Tech
platforms shows that digital payments are on the first place, followed by digital financing,
digital insurance, digital investments, digital money while digital financial consulting
is at the end of the ranking. The second position occupied by digital financing services
reflects the fact that retail customers are attracted to new digital ways of financing, such
as peer-to-peer lending and crowdfunding, generally due to lower costs.

Another conclusion of the study was that the most affected variable is age; the
older customers are, the less interest they have in using digital services. Moreover,
the information regarding the respondents’ gender points out that men are more prone
to change than women, and that, despite their high interest, the use remains lower,
considering that women have the higher level of adverse risk than men. Finally, digital
services such as digital investments are more widely used by customers with higher
incomes. This trend is confirmed by the high correlation between income and digital in
the use of investments.

Investigating the customers’ opinion on future scenarios, reveals the fact that in a very
large proportion they are prepared to switch to a digital provision of financial services,
to the detriment of the classic ones. Again, the most substantial variable is age; the older
the age, the lower the trust in sharing financial information is, regardless the nature of
the service provider. Another significant variable is the level of education; the higher the
education is, the greater is the trust to share financial information.

By globally analysing the results of the questionnaires applied to individuals we
can conclude that there is a real interest among the consumer in these digital financial
services. The advantages that those surveyed perceive are the opportunity for financial
inclusion, the opportunity to have better and more personalized banking services, the
opportunity to have lower transaction costs and faster services, the opportunity of a
potential positive impact on financial stability and, the opportunity of an easier access
to capital. Generally, the more attractive benefit is the promise of lower transaction
costs and faster service. At the same time, the one that represents a minor threat is the
discontinuity risk of banking services.

The study demonstrated that the propensity to decline the use of digital financial
services in favour of the traditional ones, by taking into account factors such as the
confidentiality and data security risks, the risk of service discontinuity and the risk
of inappropriate marketing practices, is much lower than the intention to adopt these
services.

The results regarding the future of Fintech platforms, in the view of the individual
respondents point out that they are optimistic about their survival, in one way or another,
alone or together with the traditional financial service providers. Only a small percentage
considers that financial digital services will fail.

As any research, this study has certain limitations but, in our opinion, it offers
possibilities and investigation paths for future research in the field.
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Undoubtedly the world of the future will be a digital world where the Internet will be
everywhere, aworld towhichwewill have to adapt, aworld thatwill offer benefits thatwe
would dowell to take advantage of.Wewill be able to do this only by changing ourselves,
by evolving together with the world we live in. That is why we believe that studies that
take a look into this future are welcomed, allowing both people and companies to prepare
for the times to come, including resorting to new financial methods which will allow
them the financial optimization that the future offers them.
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Abstract. On social networks, user complaints and comments they drive form a
special type of hybrid discourse of user posts/comments, media publications, and
various (re)actions by authorities, from monitoring procedures to response posts
on official portals and social media to real action [1]. As our previous research
suggests [2], user complaints form stable cross-regional thematic domains based
on continuous ‘complaint – response’ narratives and, thus, may gather discussion
communities of yet unknown permanence. Even if such communities are ‘discon-
tinued’ [3] in terms of stable participation of both ordinary users and institutions,
they still accumulate substantial amounts of popular discontent and foster cumu-
lative formation [4] of moods towards authorities, social issues, and quality of life
on the regional level. We interpret such detectable complaints-based groups as
narrative communities and qualitatively assess the roles played by legacy media
in these communities of opinion. We also show that decentering of local journal-
ism takes place in the socially-mediated ecosystems affected by both preferential
treatment by the state and the rise of informal newsgroups that attract massive
audiences. However, in times of rising uncertainty re-centering of journalism may
happen.

Keywords: social media · cumulative deliberation · narrative communities · user
engagement · news media · newsgroups · complaints · russia

1 Introduction

Social media of today host mass-scale public discussions. Users tend to discuss issues of
public importance that continue in time. Social media have become an important milieu
within public sphere where social dissent and discontent accumulates [2, 4]. We argue
that discussions on issues form narrative communities and/or communities of opinion
in which issues gain public recognition and get continuously discussed.

Suchnarrative communities formaroundgatekeeper accounts of varyingprovenance.
We detect three major types of gatekeepers, namely the accounts of local authorities,
local legacy media, and local informal newsgroups. The context for formation of narra-
tive issue-based communities in Russian regions comprises subordination of most local
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media to regional administrations, growing presence of local governing bodies on social
media, restrictive legal environment that has led to elimination ofmost oppositional news
outlets, and destruction of public discussion on ‘undesired’ Western social media plat-
forms. Such an environment fostersmedia decentering fromopinion formation processes
and allows for non-mediated decision-making.

In this paper, we ask whether legacy media may preserve their democratic functions
within such environments. For that, we collect data from the Russia-based platform
Vkontakte (VK) for 22 regions and map dominant gatekeepers; then we qualitatively
assess the roles of media in formation of narrative communities, using statistics of user
engagement, interpretive reading, and discussion tracing.

The remainder of the paper is organized as follows. Section 2 describes the theoretical
and empirical context of opinion formation on Russian social media and poses the
research questions and hypotheses. Section 3 describes sampling and data analysis.
Section 4 reveals the research results, and Sect. 5 generalizes on our conclusions.

2 Complaints-Based Narrative Communities in Russian Regions

2.1 Narrative Communities and Community Narratives: The Forces that Shape
Online Community Building

Narrative community as a concept has been developing since the 1990s. Narrative com-
munities are defined as ‘consist[ing] of closely interacting participants who frequently
discuss their views of the world’ [5]. The concept has been utilized for detection and con-
ceptualization of offline communities of practice (like Israeli backpackers [6] or tourists
who use recreational vehicles [5]). However, today, most research is focused upon online
communities, as they may be tracked by various methods, including narrative analysis
and community detection.

Interestingly, research on narrative communities overlaps with that on community
narratives [7] and that on community as narrative. In most of the literature of pre-Internet
era, narratives serve as community markers/detectors and are seen as either a way of
communal expression of will/attitude, amethod to reveal the community borders [8], or a
way to debunk the relationship between a certain social process and individual experience
[9]. Research from the 1990s suggests that social cognitionmay also take narrative forms
[10], thus helping in reshaping the shared understandings of social problems. Moreover,
narratives were shown to play a role – or, rather, multiple roles – in community building,
both offline and online. In the 1990s, narrative-based networking was described by
clinical psychologists as having capacities of affecting both personal narratives/self-
concepts [11] and social behavior, including socialization [7, 12]. Narratives are also
believed to shape communal life [13]. Some communication philosophers even insist that
communities, at all, exist only when a ‘we-narrative’ of and about a given community
exists [14: 22], seeing communities as being constitutedby anddependent uponparticular
forms of narration [15].

In online realms, networked narratives arise [16]. Narratives identify ‘online com-
munity space [that] provides emotional support and a space for social interaction in
an interpersonal relational context between geographically dispersed individuals’, espe-
cially for social groups of activist or politically vulnerable nature. Narratives add to
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community growth, as ‘shared narratives provide context for each additional narrative,
allowing for the development of interpersonal relationships,’ and the community itself
[17]. Albrechtslund [18] underlines two other major functions of narratives in online
communities (of gamers, in this case), namely sensemaking for an online co-practice
and building of a shared identity.

Some research has focused on political roles of narrative communities.MacIntyre has
critically influenced community psychology studies by stating that communities were
groups of people who argued together in a constructive way, which was later developed
into communities seen ‘as overlapping groupings capable of engaging in meaningful
dialogue’ – that is, as communities of political practice [19: 56] relevant for public spheres
and decision-making. Works by Rappaport, including [20], link community narratives
to community empowerment. Moreover, narratives may complement or challenge the
status quo in national and local public spheres. E.g., in antivaxxer discussions, shared
common narrative strategies build a competing consensus based on personal expertise
[21]. It was stated, i.a., that narrative communities utilize technology for resistance and
resilience [17].

Our previous research [2] suggests that certain types of persistent discussion commu-
nities may form via practice of policy criticism and/or critique of local authorities. They
may form despite the pressure of platform affordances which may not support negative
emotions, while platforms still become places where collective grievances on agendas
are expressed [22]. However, we see virtually no research on narrative communities
formed via policy criticism. There is a conceptualization of critical publics by Toepfl
[23], among which he distinguishes leadership-critical, policy-critical, and uncritical
publics. However, such publics are non-defined in his theory in terms of their structure
and discursive belonging. We suggest that such publics may take shape of discursive
or narrative communities that gradually grow in time and space, having a chance for
relatively long and stable existence. As our concept of cumulative deliberation implies
[4], policy-critical publics may have cumulative character and, thus, grow or diminish in
time, as well as continue in time via forming detectable stable structures. So far, publics
were assessed in their final state relevant to policymaking; however, their dynamics is
also important, as we can detect the moment in time when they become relevant, as well
as whether they dissipate and how exactly. Moreover, via assessing the policy-critical
communities in their growth, we could also assess the roles of various actors in their
formation and public pressure upon decision-makers, as well as the public reaction of
the authorities within these narrative communities. In particular, the roles of journalists
are assessed in literature within either publics or discussions online, but very rarely in
terms of their impact upon formation of critical online communities.

Such communities have, in the recent years, received a push in formation due to
growth of alternative socially-mediated forms of city media – namely, local/regional
newsgroups, accounts of ‘overheard’ city talk, and online media represented on social
networks. Such media have been called ‘new gatekeepers in town’ [24]. In them, as
our previous works demonstrate, the bulk of user complaints concentrates, and around
these complaints commenting unfolds. We would like to inquire whether narrative
communities form within the user talk that discusses complaints.
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2.2 Communities of Opinion and Gatekeepers of Discontent on Social Media

In media and democracy studies, the roles of legacy media accounts in public dialogue
are under scrutiny [25], as we need to know whether, in online communities of opinion
[26], they preserve their normative roles of information disseminators, discussion orga-
nizers, and bridges between authorities and publics that would convey public dissent
and demands to the powerful. However, mediatization of politics has also led to the
growing possibilities for authorities to be present online and react directly to user dis-
sent, including complaints. Moreover, new players that change the landscapes of online
public spheres, especially in (semi-)autocracies like Russia, are amateur news accounts
and local newsgroups [24]. Absence of political accounts in major online discussions
[27] allows new local media to accumulate and lead the regional narratives of dissent.
Thus, we see the three potential types of social media accounts that would allow for
formation of the narrative communities in the Russian regions. These are:

– traditional gatekeepers of social dissent, that is, accounts of local media;
– new gatekeepers of social dissent, that is, local amateur newsgroups;
– mediatized addressees of social dissent, that is, accounts of local authorities.

Posts and comments on user complaints in them take part inmaintaining the narrative
communities on certain themes of popular discontent, but the three of them are expected
to differ in origin and nature of active deliberators, discussion length, and the role of
legacy media in the discussion.

The three types of gatekeepers differ in their normative roles in the online deliberation
on local issues. Thus, local legacy media operate today in hybrid environments, reaching
their audiences physically, onweb1.0, andvia socialmedia, forming their ownecosystem
[28] and taking part in accumulation of opinions [4]. They are expected to perform
democratic functions, including informing and political newsmaking [29], community
integration [30], and linking local governments to local publics. However, with the
growing mediatization of local governance and rise of alternative news sources like
newsgroups, under pressures of excessive information flows and emotionalization of
media content, the process of decentering journalism has been taking place, both in
democracies [31] and in countries with no long democratic traditions [2]. Decentering
refers to the diminishing role of local media in deliberation of local issues. Interestingly,
mediatization of local governance appears to be both similar in various countries and
highly contextual. On one hand, direct communication with voters via social media has
been growing worldwide. On the other hand, presence of government representatives
in online discussions varies highly across contexts; in Russia, e.g., we had detected an
institutional vacuum in both conflictual and complaints-based discussions [2; 28].

All this poses questions on the roles of the three gatekeepers in creation of narrative
communities of opinion. Legacy media and authorities that might be expected to create
such communities donot always take part in this process,while amateur local newsgroups
are rarely equipped with professionalism, including media ethics, for creation of rational
and balanced public dialogue.
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2.3 Mapping Complaints-Based Narrative Communities in Russian Regions

Given what is stated in 2.2, at this stage of research, we aim at two goals. First, mapping
of Russian regions is necessary, in order to see what types of gatekeepers dominate.
Second, wewill assess what roles the three gatekeepers play in the formation of narrative
communities around user complaints.

Complaints were selected for the assessment of narrative community formation, as
they accumulate both emotional peaks and conglomerates of rational suggestions. How-
ever, on socialmedia, comments rarely reach the formofwell-shaped andwell-organized
discussions, which makes their patterns hard to detect. Moreover, on Russian social net-
working platforms such as Vkontakte (VK.com, or VK), the ecosystems are adjusted to
fostering emotional reactionsmore than to growing chains of topicalmessages.However,
despite this and other limiting factors such as, e.g., botization, VK has been recognized
as key for official state communication, along with Telegram as a nearly-official messen-
ger. Over 150,000 organizations have been obliged to establish at least one account on
a social network (most of them preferred VK). On the contrary, Facebook, Twitter, and
Instagram have been called undesired and claimed to spread extremist and anti-Russian
views, which prevents them being used for official communication today. This is why
we will focus on VK and will configure our research questions the way that helps detect
the varying features of discussions in the narrative communities within the three types
of local gatekeepers of social dissent.

The active struggle in the Russian media space was also shaped by a range of laws on
foreign agency that treated both individuals and organizations, including oppositional
media. By September 2022, most of them ceased to exist, moved to foreign jurisdictions,
or continued on Telegram (not on VK). Thus, local legacy media on VK were mostly
regional newspapers or TV channels that received some sort of support or (at least) tol-
erance from local authorities. Audience consolidation in terms of opinion building was
also taking place, as circa 3.8 mln people who opposed the official Russian position,
by various estimates, left Russia during the first months of the military conflict. The
conflict has influenced the state information policy, accelerating the process of digital-
ization of bureaucracy and local decision-making institutions. After 2017, the state has
sharply intensified Internet regulation, which has led, i.a., to withdrawal or banning of
many titles from the media space. With these trends taken together, relative etatization
and depoliticization of the socially-mediated public discussion on VK may be noted.
Discussions on this social network have even previously been recognized by scholars as
de-politicized and trivial [32]; as for now, oppositional media have been next-to-absent
in Russian regions. However, ‘new gatekeepers’ could to some extent be viewed as an
alternative, as they provided space for satirical treatment of current events, social cri-
tique, and user-generated content that contained complaints and described shortcomings
of local life, while legacy media remained linked to either authorities or big regional
businesses.

2.4 The Research Questions

In our research, we focus on how types of narrative communities affect discussion
efficiency and media roles, including those most studied within the research on media
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decentering [31]. In accordancewith the research goals stated above, we have formulated
the following research questions and hypotheses:

RQ1.What is the shape of complaints-based narrative communities in Russia? How
do narrative communities distribute in Russian regions? Are there regions where media-
based narrative communities dominate?

RQ2.What is the role ofmedia accounts as discussion organizerswithin the narrative
communities, in comparison with those of local authorities and local newsgroups?

H2a.Discussion length on media accounts will be significantly shorter than on those
of local authorities (longer) and newsgroups (the longest), as the two latter allow for
either direct communication with authorities or freer expression of discontent.

H2b. The number of user comments on media accounts is much smaller than on
those of authorities and newsgroups.

RQ3. What is the role of media accounts as discussion participants within
the narrative communities, in comparison with that of local authorities and local
newsgroups?

H3.Media accounts themselves are rarely involved in commenting, which is also true
for local newsgroups who see themselves more as news providers, unlike the authorities’
accounts who comment on user complaints more often.

3 Data Collection and Analysis

Selection of Time Span. We have selected September and October 2022 as the period
of an outburst of societal anxiety and complaining due to the first wave of military
mobilization that took place in all Russian regions. It has led to both a significant news
outbreak and to growth of online discussions. On September 21, 2022, President of
Russia Vladimir Putin announced partial mobilization of citizens in reserve liable for
military service. Putin’s decree has become themain newsbreak of the end of 2022 for the
entire Russian society, and manymedia outlets have begun to cover events in accordance
with the interests of their owners or the elites influencing them. E.g., oppositional media
focused on the emigration of Russians following the mobilization decree, as well as
on events related to the blocking of some online media and the implementation of the
law on foreign agents in relation to individuals and legal entities. Heated discussions on
social media and messengers like Telegram have, to some extent, spurred authorities’
communication activities in response to public anxiety and the incoming news from the
army. In addition, local recruitment points have seen a lot of incidents related to mess
within the recruitment system and conscripts’ lists, many of whichwere reported via new
gatekeepers on VK and Telegram, rather than on legacy media. Thus, we have selected
September and October 2022 as the time span when all three types of gatekeepers were
critically affected by the incoming agendas and audience behavior.

Data Collection. Was performed via manual selection of 66 most popular accounts
of the three types (one per type, that is, three accounts per region) in 22 Russian
regions and automated parsing of posts and comments on VK. All posts for Septem-
ber and October 2022 were collected and the top 3 most comprehensive ones (by
views, comments, and reposts) were selected along with comments to them. The list of
regions included Astrakhan, Bashkortostan, Chelyabinsk, Irkutsk, Kaliningrad, Karelia,
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Khabarovsk, Krasnodar, Krasnoyarsk, Leningrad Region, Lipetsk, Murmansk, Nizh-
niy Novgorod, Novosibirsk, Omsk, Perm, Rostov-on-Don, Samara, Tatarstan, Tyumen,
Voronezh, YUGRA (Khanty-Mansi Autonomous Region).

In each region, the top 3 media outlets were detected via the ‘Medialogia’ web portal
ranking list, as for the 3rd quarter of 2022. The media that had VK accounts with the
largest number of subscribers were selected for the sample. The official pages of the
heads of regions (verified by a special VK check mark) were chosen as the accounts
of the authorities; if there was no account of the governor or the number of subscribers
was relatively small, we opted for the pages of the regional governments. In addition,
the heads of the regions were checked for popularity measured by mentions by the same
‘Medialogia’ for the 3rd quarter of 2022, to make sure they were among the popular
accounts. For the third type of gatekeepers, the most popular news groups were selected,
which names contained the names of the respective regions. Most often, these were the
groups with the names ‘Typical [city]’ or ‘[city] online.’ Some of these groups allegedly
belonged to local authorities, but it was impossible to find public confirmation of this.

Within the collected data, we have chosen the posts where comments contained
complaints and/or discussions around them – in fact, over 90% of posts in each case.

Two legacymedia accounts (Kuban’ News and 74.ru) were eliminated due to absence
of comments switched off by moderators. Under some posts, comments were also miss-
ing: E.g., in Ircity, they disappeared in October. In Tyumen, a post on mobilization had
155,000 views in the media account, 1,221 reposts, 1,800 likes/dislikes, and not a single
comment; presumably, they were deleted manually. For posts with less than 5 comments
registered, the duration of the discussion was assigned 0.

Thus, a total of 64 accounts were closely examined in VK, with a total of 8,946,230
subscribers, 1,738,857 of them saw posts in two months (see Table 1).

Data Analysis All accounts were assessed by the following parameters: average VRpost
(audience coverage by post, %), number of subscribers, entries, views, comments, likes,
reposts, average views, average comments, average likes, average reposts, most viewed

Table 1. Sample description

Parameter Authorities Legacy media New gatekeepers

VR (audience
coverage / subscriber
reach), on average per
post (% of subscribers
seeing a post)

74.3%*
(10.3% to 179.5%)

8.4%
(1.5% to 31.3%)

11.7%
(1.9% to 27.8%)

Average size of the
public, thousand
subscribers

61.2
(7.9 to 211.5)

98.9
(5.9 to 349.8)

246.6
(24.2 to 582.7)

Average size of
audience seeing the
post,
thousand subscribers

45.4
(4.3 to 190.1)

6.5
(0.1 to 20.6)

25.9
(1.1 to 57.7)

(continued)
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Table 1. (continued)

Parameter Authorities Legacy media New gatekeepers

Average number of
published posts per
month (September /
October)

56
(5 to 359)

838
(302 to 1586)

391
(38 to 989)

Dynamics of N posts
(September to
October)

+ 7.9%
(-42.9% to + 54.3%)

+ 1.8%
(-22.1% to + 31.6%)

-0.6%
(-22.1% to + 34.1%)

Dynamics of N views
(September to
October)

+ 15.7%
(-56.3% to + 77.9%)

+ 19%
(-27.6% to +
191.1%)

+ 4%
(-20.6% to + 28.9%)

Dynamics of N
comments
(September to
October)

+ 11%
(-83.7% to + 143.7%)

+ 13.5%
(-100% (closed) to +
137%)

-11.7%
(-60% to + 55%)

Dynamics of N reposts
(September to
October)

+ 20.6%
(-75.9% to + 132.1%)

-7.3%
(-49.2% to + 34.8%)

-16.3%
(-53.6% to + 36.7%)

Dynamics of the
average N comments
per post
(September to
October)

+ 5% + 12.1% -8.9%

Average N comments
in the top 3 posts

397 206 605

The average length of
the discussion in top 3
posts

16.3 days 6.4 days 9.5 days

Dynamics of the
average N comments
in top 3 posts
(September to
October)

+ 1.3% + 64.6% -9.2%

Dynamics of the
average discussion
duration in the top 3
posts
(September to
October)

+ 61.4% + 86.1% + 82.8%

Note. * - the highest meaning is highlighted for each row
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posts, number of views on the top 3 posts, the most commented posts, the number of
comments on the top 3 posts, and duration of the discussion.

We have employed frequency analysis for assessment of the number of comments
and user activity, manual account assessment for detection of user types, and interpretive
reading for detection of cumulative patterns in user discussions.

4 Results

RQ1. Mapping of the narrative communities via simple account statistics has revealed
quite unexpected misbalances is how complaints-based discussion structures today in
Russian regions (see Table 2).

Table 2. Dominance of gatekeepers in 22 Russian regions by three parameters

Type N comments in top 3 posts N comments on average VR post

Governor /
authorities

27%
Irkutsk, Kaliningrad,
Leningrad region, Perm,
Tatarstan, YUGRA

77%
Krasnoyarsk, Omsk,
Rostov-on-Don, Nizhny
Novgorod,
Novosibirsk, Chelyabinsk,
Perm, Samara, Kaliningrad,
Irkutsk, Tatarstan, YUGRA,
Karelia, Voronezh,
Murmansk, Leningrad
region, Khabarovsk

100%
All regions

Mass media 18%
Chelyabinsk, Khabarovsk,
Krasnoyarsk, Lipetsk

9%
Bashkortostan, Lipetsk

-

Media-like accounts 55%
Astrakhan, Bashkortostan,
Karelia, Krasnodar,
Murmansk, Nizhniy
Novgorod, Novosibirsk,
Omsk, Rostov-on-Don,
Samara, Tyumen, Voronezh

14%
Astrakhan, Krasnodar,
Tyumen

-

First of all, we need to underline that our previous results [2] which told of the
zero presence of governmental and media accounts within VK-based discussions on
complaints that unfold on legacy and new media accounts needs to be complemented by
the current results. While authorities are not present as discussion participants on media
accounts, they seem to be quite successful in building their own narrative communities
on their accounts. The accounts of the authorities are leading in terms of the coverage of
views per post, the average size of the audience per post, the dynamics of the number of
posts and reposts, and the average length of the discussion in the comments in the top 3
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posts over a period of two months. Despite the much smaller number of posts during the
two months, public attention to these posts grew, and the major deliberative parameters
such as audience coverage andduration of discussionwere better than those for both types
of media. Stratified, they, again, show that, in over ¾ of regions, government accounts
attracted more comments on average than media, and were outperforming media for VR
in 100%(!) of regions.

Professional media have also experienced a relative return of user attention. In gen-
eral, they show low efficiency, posting over two times more frequently than media-like
accounts and nearly 15 times more often than authorities, but having much lower audi-
ence reach. The length of discussions under their posts in top posts varies from 3 to
6 days, 1,5 times and 2,5 times shorter than for new media and authorities, respectively,
though normatively it is the legacy media that are expected to organize discussions and
support the narrative communities while they are elaborating decisions. However, during
the mobilization which was perceived by many as a crisis, audiences partly returned to
viewing and commenting, especially the most popular posts (+64.6%), and the length
of discussions grew nearly twice, forming more stable communities of opinion. Discus-
sions became longer on all three types of gatekeepers, but legacy media experienced
the biggest growth followed by new media-like accounts, while the discussions at the
authorities’ accounts grew less intensely. This shows that there is still room left for the
audiences to form communities of opinion aroundmedia accounts in crisis times, despite
regular low attention to their content.

Newsgroups and media-like non-editorial accounts entered the time of mobilization
as the most popular sources, but have demonstrated drops in user attention, as the audi-
ences turned to more politicized and urgent information that only the authorities and
legacy media could provide. However, in over 50% of regions, their most popular posts
still kept them as important gatekeepers. Newsgroups, in general, tended to create longer
discussions than legacy media, but during the.

Despite our results for RQ1 draw a picture of partial re-centering of local media and
growth of audiences’ direct communication with authorities throughout the 22 regions,
this may be a bit misleading, as regional differences are high, and the results need to be
contextualized in further studies. Given the results in Table 2, we, in future, will cluster
the regions in terms of dominance of certain types of gatekeepers.

Second, we show in both this and previous works that the shift of media roles
implies both deprivation of the role of discussion organizers and non-development of
the role of discussion participants. The remaining role is discussion watchers, which
implies echoing user discontent and subordination to local authorities in disseminating
information on their replies to people’s complaints. This may be explained by the fact
that most local media are owned by either local authorities or state-affiliated businesses,
which deprives media of their watchdog roles.

An important observation can bemade about user reactions and the discourse of com-
plaint within the communities of opinion. Thus, topics that evoke complaining comprise
many posts; the topics less popular if judged by the number of posts dedicated to them
and the views in these posts turn out to be the most commented upon. Moreover, the
focus of comments does not always relate to the news topic. There were often cases
when users, having seen the reaction of the local authorities to complaints, continued to
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ask questions beyond the topic of the post, in the hope of getting an answer – and they
received it. Thus, the topic of the news might not be the most interesting (as, e.g., in the
case of the news on the governor’s visit somewhere), but the discussion in the comments
turned into a ‘hotline’ for a governor or a government, with certain ‘complaint themes’
being more persistent than news topics. This supports our view of user commenting
under posts in the three gatekeeper account types as narrative communities / communi-
ties of opinion. This also clearly corresponds to the idea of cumulative deliberation [4],
which needs to be further explored.

We should also report atypical patterns in comment samples of several regions. The
first non-standard pattern of discussion development is that, after a certain time,messages
(or stickers) non-related to the post topic appear on the already exhausted comment
thread, thus artificially prolonging the comment period, with an unclear goal. The second
pattern describes the activity of individual complainants who simultaneously publish the
same question in all the gatekeepers’ accounts using the same text. Third, there is also
content that is repeated in different regions (mainly videos with nationwide news), also
published at about the same time.One can associate thiswith the pro-government content
produced by the information management centers of regional governments. Thus, we
see attempts of strategic interference to the discussions and influencing the narratives
featuring complaints, which demands attention.

RQ2. It is on social networks where Russian local media turn out to be secondary to
government accounts, in both the speed of reaction to user complaints and user attention.
Often posts and comments from the accounts of heads of regions or governments become
the basis for journalistic publications, and not vice versa. Journalists remain voiceless
within user discussions, as well as lose their chances for creating a deeper discussion on
local issues if the authorities answer individual user complaints quicker than journalists
can pick them and introduce to the news cycle. Thus, the logic of news production today
plays against journalism professionals and against the public sphere itself, depriving
regions of user complaints becoming a source for generalization in journalistic enquiry
and a spur for deeper discussion. Neither narrative nor cumulative character of opinion
formationhelp local journalists engage into efficient issue-based reporting anddiscussion
organization, which leaves them the roles of discussion watchers only, deprived of the
watchdog and agora roles.

H2a. The hypothesis was partly confirmed. In general, media accounts turned out
to be the least engaging the audiences in lengthy discussions. However, authorities, not
newsgroups, were the most engaging. Unlike the authorities’ accounts which follow an
unspoken recommendation to respond to all complaints and requests of citizens on social
networks quite quickly and correctly, and unlike the accounts of newsgroups which do
not respond to comments but use provocative style and do not limit comments, media
accounts are not engaged in any activity dedicated to community or narrative formation,
and also limit commenting. The latter is primarily due to legally binding responsibility
for potential dissemination of fakes and/or extremist statements (account holders being
also responsible for commenters!). Observing an increase in aggression, user discontent,
and botization, in October, the media preferred either to limit commenting or to reduce
interaction with subscribers. However, the users still addressed them more in October
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than previously,which hints to the potential of local legacymedia for community building
and support of the narratives based on complaints, if not for the restrictive regulation.

H2b. The hypothesis was fully confirmed (see Table 2). In terms of the number of
comments in general, the government accounts are leading, and in terms of the num-
ber of comments on top 3 engaging posts, newsgroups are ahead. At the same time,
legacy media are leading in the dynamics of the increase in comments in October (see
Table 1). However, this conclusion has several limitations. Firstly, hiding and ‘clean-
ing up’ comments on such a sensitive topic as partial mobilization affects the overall
dynamics. Secondly, the most popular posts often include sweepstakes, contests, or
reportage videos non-related to the post topic. Finally, the fact that the agendas of all
three gatekeeper types differs also distorts the results. Government accounts publish only
information important for regional management; the media focus on socially relevant
agendas; and newsgroups are a mix of local social agendas, national and even world
news, and entertainment content in substantial quantities. Thus, being cautious about
direct comparisons, we can only state that we see signs of re-centering of media in user
attention during the period of anxiety, and that, even given the re-centering, legacymedia
were losing to other gatekeepers in terms of user engagement.

RQ3. If the role of the discussion organizer is, at least partly, fulfilled by legacy
media, their role as discussion participant is minimized. As it can be seen from Table 1,
legacy media increased the volume of publications within the crisis period, but lost
momentum in the number of reposts. A lot of information is produced, but it does
not make people react. For emotional satisfaction of information needs, subscribers
turn to informal communities, and for solving local problems they directly address the
accounts of the authorities. Crisis times engage audiences more and make re-address
legacy media, but this is definitely not enough to bring media back to the center of
narrative communities.

H3a. The hypothesis is confirmed – i.a., by observations on the course of discussions
under specific posts in the sample. As stated above, the topic of user complaints to the
authorities does not always correspond to the post topic. Prompt response by govern-
ment representatives to citizens provokes an increase in comments, but at the same time
they cannot be considered a full-fledged deliberative discussion. Solving an individual
problem often does not imply public dialogue on the issue. Moreover, sometimes fellow
commenters may not support the complainer and react negatively to his/her complaint;
this, though, does not create an opinion crossroads but, rather, helps silencing com-
plaints and allows for letting them down by both authorities and media. This practice
clearly needs additional research in terms of deliberative quality of user disagreement
and institutional reactions to such disagreements.

5 Discussion and Conclusion

Narrative communities that form on social networks generally reflect the moods and
problematic issues of citizens in real life. Along with that, discussion flows in semi-
autocracies are shaped both political and commercial factors, such as by fairly intensive
information policies of the state authorities, market competition, informal news com-
munities acting as an aggregator of local agendas, and the production of content by local
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media that still see social networks as an additional channel for news dissemination of
information, not an autonomous space where local communities reside.

A fairly large amount of social discontent accumulates on social networks,monitored
by local authorities and media, as well as provoking engaging comments in informal
newsgroups, which provide a platform for open expression of discontent via publica-
tion of user complaints. As our previous studies have shown, in which we interviewed
newsgroups moderators, the professional community of journalists is divided in opinion
whether working with complaints is the direct responsibility of journalists, while the
authorities clearly see their role in reducing social discontent in the space of social net-
works and increasing the volume of published ‘constructive’ content in order to demon-
strate efficient problem solving and prompt response to citizens’ requests. However,
such reshaping of institutional response to social discontent decenters journalists via
competition pressures of two sorts, of which one is the competition with authorities for
quicker pickup of user complaints, and the second is the one from informal newsgroups
that attract much bigger audiences and allow for freer discussion of local agendas.

An important role in the restructuring of information flows in social networks is
assigned to state public pages and, in particular, the personal pages of governors and
heads of regions. Posts on the pages of local politicians become a source of information
for both citizens and journalists, mostly in a top-down way. However, the bottom-up
chain of articulation of social discontent via media is broken. Even the top-down com-
munication between politics and media, in which important governmental input was
provided via press secretaries to influential media, is substituted by direct broadcasting
through the accounts of government officials on social networks. Users have a chance
to react, but further engagement of authorities into socially-mediated dialogue does not
happen, leaving public discussion the function of vaporing out dissent. Depending on
the charisma and political position of politicians, popularity of their accounts may be
several times higher than that of local public affairs media.

The processes of decentering journalism are vivid on VK if we examine such classic
media roles as informing, providing feedback, information verification, social orienta-
tion, gatekeeping, and watchdog. At the same time, we cannot state that media accounts
do not affect opinion formation. Moreover, in times of crisis, such as pandemic or mil-
itary mobilization, media accounts become more visible as foci of public attention.
In journalists’ reportages, the public is looking for confirmation or refutation of facts
and rumors, important additions to known information and, of course, interpretation of
events. In the accounts of the authorities, people are interested in solving momentary
problems and operational comments on important events in the region. Newsgroups shift
to more marginal positioning in times of crisis, as they do not directly deal with public
needs, but primarily respond to demand for higher quality of life, lifestyle orientation,
and leisure.

User complaints are the most indicative on narrative communities formed around
public affairs issues, as they accumulate various facets of complaints-based discourse,
namely substantial, emotional, and behavioral ones. User complaints create peaks of
formation of narrative communities, attracting the entire range of opinions, emotions,
and in all the three major socially-mediated gatekeepers.
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State policies towards certain platforms critically influence the formation of narra-
tive communities, as the latter are shaped by platform affordances, state presence, and
moderation practices bound by the legal and political environment. In Russia, with the
de-facto destruction of a large segment of socially-mediated discussion in the ‘unde-
sired’ Western platforms and obligation of local authorities to be present on VK has
directed user discontent more towards direct VK-based communication with authori-
ties. VK not only forms certain patterns of interaction between community members,
but also receives support and preferential treatment on the part of the authorities. The
bulk of the public affairs discourse has moved to VK, and the struggle between different
types of narrative communities is unfolding there.

All in all, on social networks, professional media have partly lost their positions
in formation of narrative communities to the accounts of the authorities and informal
news groups. Decentering of journalism on social networks shows up via its diminished
roles in collecting discontent and failing to find those responsible for problem solving.
Nevertheless, in times of crises, media remain anchors and providers of guidance and
orientation, which leaves room for a return to basic democratic functions.
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Abstract. The purpose of this study is to explain the framing of online news
portals Kompasiana and Harian Terbit about the Citayam Fashion Week (CFW)
phenomenon as street fashion in Indonesia. The study uses Nvivo as qualitative
tool in qualitative approach a qualitative method to analyse the data. The findings
shows that onlinemedia framing plays an important role in forming public opinion
about the CFW street fashion phenomenon. The Kompasiana news portal displays
framing content with the most dominant content being New Media Effects, while
Harian Terbit is Public Response. The intensity of reporting on the CFW phe-
nomenon was highest when this phenomenon was going viral. Besides that, The
framing narrative spread by the two news portals focuses on a new phenomenon
in Indonesia which is known as street fashion and also the behavior of teenagers
in following social media trends.

Keywords: Street Fashion · Online News · Framing · Media

1 Introduction

CitayamFashionWeek is a street fashion phenomenon in Indonesia [1]. CitayamFashion
Week can be equated and compared to the 1980s-established ‘Harajuku’ style of street
fashion in Japan [2]. Citayam Fashion Week is a trending phenomenon among young
Indonesians, especially in the capital city of Jakarta. Young people from outside the
Jakarta area, especially those from the Citayam area, gather in the Central Jakarta area
of the National Bank of Indonesia (BNI) to showcase models and fashion styles to the
public [3]. These young people come wearing clothes that are attractive to the general
public (eccentric) [4]. At first, the activities of Citayam teenagers gathered on the side of
the road (sidewalk) to chat and take pictures. Still, since the emergence of a viral video
in cyberspace containing interviews with several teenagers, namely Bonge, Jeje, and
Kurma, at that location, it has become one of the things that animated the area where this
phenomenon occurs. The viral video, which contains interviews with these teenagers,
visualizes the joy when they gather at that location. Not only that, but this viral video
also showcased their unique dress style and was eventually ogled by various parties [5].

The fashion trend at Citayam Fashion Week (CFW) eventually became a fashion
taste among teenagers in that location [5]. These teenagers create their fashion style to
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be introduced to the general public [6]. This phenomenon has been widely discussed for
some time because there has been much news in Indonesia’s mainstream online media.
The online news portal that contains the Ciyatam Fashion Week phenomenon has its
point of view on each of its reports. Online news portals are one of the mass media that
has an essential power in disseminating information [7]. To attract the public’s attention,
information must be seasoned with perspectives depending on the political policies of
themedia. The purpose of framing itself is to communicate information so that an image,
impression, or specific meaning is desired by the media, which the public will capture
[1].

Several previous studies related to street fashion and framing analysis. Research from
[8] which explains media framing of online news platforms, as well as research by [9]
which explains framing analysis using the Zhong Dang Pan Gerald M. Kosicki method
with the object of the online news platform Citayam Fashion Week phenomenon. In the
research written by [10] explained how media framing affects the emergence of anti-
China sentiment and COVID-19. Research was written by [9] talk about framing model
analysis Zhongdang Pan Gerald M Koscki with the object of a Youtube social media
account. Further research described by [11] Discusses the importance of a medium
representing the information you want to convey. While research is written by [12]
explained about the framing of a news story on an online platform that contains the flood
disaster in the Indonesian capital, Jakarta.

Based on the explanation of relevant previous research, which only focuses onmedia
framing, studies need to comprehensively explain the aspects or elements that support
framing in each news story. Therefore, the novelty of this research is focused on how
the media frames an account of the street fashion case in Indonesia. So the purpose of
this study is to explain the framing of online news portals about the Citayam Fashion
Week phenomenon as street fashion in Indonesia.

2 Overview of Literature

2.1 Framing Analysis Concept

Framing an event as a message and spreading it to the public [13, 14] Framing is the
process of emphasizing a message or making it more visible rather than providing infor-
mation about reality, with the audience focusing on the informative message [9]. Gitlin
states that framing is an informative and formative strategy that simplifies reality by
selecting, repeating, and highlighting certain aspects so that an event or topic gets the
reader’s attention [15]. Media coverage, media agenda, and emerging theories are theo-
ries from framing analysis [16]. Framing analysis is the arrangement of message body
ideas that provide context and issue suggestions through selecting, pushing, deactivat-
ing, and refining what needs special attention [17]. Framing is based on the assumption
that how an issue is described in a news report can influence how the public perceives
the problem [7].

Then, as a tool that bridges the existence of framing. The media will play a central
role in shaping the understanding of events and public opinion so that reporting on
disasters in national newspapers provides direct explanations [18]. Social construction
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is constructed through the media and uses the theory of Vincent S. Sacco (1995) to
examine how social structure is formed and expressed in a medium [19].

2.2 Street Fashion

Street fashion refers to the style of clothing created by the general public. They put
their style together using various existing fashion elements to stand out. Street fashion
can come from anyone, regardless of class status. However, it should be noted that in
Japan, street fashion is dominated by women and girls who own fashion trends [20]. The
characteristics of street fashion that make it different are reflected in the style of dress
of the people who go there [21]. Street fashion is an important area that can address the
consumer experience associated with the tourism industry [22]. The consumer experi-
ence can directly lead to fashion retail’s key competitiveness, which must be overcome
to overcome the limitations of offline conditions and revitalize the sector [23].

Over the last decades, the term “street fashion” has been commonly used worldwide
to represent youth fashion. It is widely accepted that street fashion emerged from the
youth subculture rather than from fashion professionals. As a result, fashion is used
as a means of group identity to differentiate groups from the culture at large and other
groups [24]. Subcultural styles became a source of fashion that extended from the streets
to designers. Experts see subcultural styles as innovations that result in new fashion
diffusion processes [24].

3 Research Method

This study uses a qualitative method with a framing analysis approach. The data source
for this research is onlinemedia on the Kompasiana news platform and the Harian Terbit.
Three selected trending news from each online platform,Kompasiana, andHarian Terbit,
are then used as research objects. This research is a literature study period data collection
technique in this study, starting from June 2022 to September 2022, because the news
was viral then. This study uses NVIVO 12 plus software as a data analysis tool. Figure 1
shows the flow in data analysis using NVIVO 12 plus.

Figure 1 shows the flow of conducting this research. The first step is to collect news
data on Kompasiana and Harian Terbit publications, with three news stories each using
NCapture. In the second stage, the data that has been obtained is then uploaded to the
NVIVO 12 Plus software for analysis—the third stage uses the crosstab query feature
in analyzing and visualizing research data. Then the fourth stage, the data results are
displayed in the discussion for later analysis based on theory and other supporting data.
The fifth stage is drawing conclusions based on the debate that has been done.
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Fig. 1. Research Stage

4 Result and Discussion

4.1 Framing Content Analysis

Ervin Goffman’s (1974) framework analysis suggests that we all actively classify, orga-
nize, and interpret our life experiences to make sense of them [25]. Framing determines
how events are defined. The structure also determines whether the event is considered a
social problem. Therefore, a frame is always related to public opinion. Howviewers react
and react to events depends, among other things, on how those events are viewed and
interpreted. When an incident is seen as a social problem and defined as a public prob-
lem, public attention increases [8]. In Indonesia’s context of the Citayam fashion week
phenomenon, online news portals package news with their perspectives. Figure 2 shows
the results of the NVIVO 12 Plus analysis showing framing content from Kompasiana
and Terbit Daily media. More details can be seen in Fig. 2.

The results of this study indicate that Kompasiana’s online media framing focuses
more on newmedia effects, namely asmuch as 50%. The rest is seen in youth behavior of
as much as 40% and public response of asmuch as 10%. From the chart above, it is found
on the Kompasiana online news platform that the New Media Effect outperforms two
other factors on the online news platform. The phenomenon of street fashion (Citayam
Fashion Week) occurs amidst the onslaught of new media widely used by the public, so
many people are aware of this phenomenon through their social media accounts. That is
why the Kompasiana online news platform dominates with new media effects.

Meanwhile, Harian Terbit’s online media publications focus more on public
response, namely 66%, rather than adolescent behavior, only 25%. New media affects
as much as 8%. The general answer on the online news platform Terbit is superior to the
other two aspects. The online news platform Terbit is more concerned with the public’s
response to its news as public opinion and then returns it to the community.

This illustrates that Kompasiana sees the Citayam Fashion Week phenomenon as a
result of the massive use of new media, such as social media, among the general public.
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Fig. 2. Data results using Crosstab Query

So that the unique Citayam Fashion Week phenomenon can become the primary trend
on all social media platforms. The emergence of virtual reality, virtual communities, and
virtual identities are phenomena often seen togetherwith the presence of newmedia. This
phenomenon arises because new media provide opportunities for users to use the most
expansive possible space in new media, expand the broadest possible network and show
an identity that is different from the real world [26]. It is undeniable that social media
has a significant impact on one’s life. Small startups can become big on social media
and vice versa [27]. The rapid development of social media is also because everyone has
their media. Social media is different if traditional media such as television, radio, or
newspapers require a lot of capital and labor. Social media users can access the internet
without much cost and quickly do it themselves [28]. With the state of social media,
especially online news platforms that the wider community can access, it makes it easier
for online news platforms to frame news and ultimately lead opinion to the broader
community for a phenomenon.

Unlike the online media Kompasiana, which sees it from the perspective of commu-
nity response. The Citayam FashionWeek phenomenon has yet to escape the discussion
of many people, both in terms of support and cons. As one of the residents commented,
many people positively see this activity or sensation. “My opinion about this activity
is as long as it has a positive impact, not rioting and littering, it is okay to be fash-
ion trends, my opinion, “Alfia said. Quoted from an article on the online news platform
Poskota.co.id, one of the governments who expressed opposition to Citayam Fashion
Week street fashion. Said the Deputy Mayor of Central Jakarta, Irwandi, to journalists.
However, apart from that, Kompasiana has a role in constructing news narratives about
Citayem Fashion Week for the public as readers. So the public response that supports or
opposes it can be calculated from the news published by Kompasiana online media.

4.2 Media Framing Narrative on Citayam Fashion Week

Framing narratives in reporting on the street fashion phenomenonCitayamFashionWeek
on online news platforms Kompasiana and Harian Terbit were obtained from analysis
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on NVIVO 12 Plus with word characteristic frequencies. Figure 3 explains the word
narrative representing the Citayam Fashion Week street fashion phenomenon spread on
the Kompasiana and Terbit Daily news portals. In addition, Fig. 3 shows that framing
on online news platforms intensively and consistently spreads narratives in word form.

Fig. 3. Narrative framing of online news platforms Kompasiana and Harian Terbit

Based on Fig. 3, online news platforms Kompasiana, and Harian Terbit spread fram-
ing narratives about the Citayam Fashion Week street fashion phenomenon. The two
news platforms gave rise to reports about the Citayam Fashion Week phenomenon as
street fashion in Indonesia marked with the words “Week,” “Fashion,” and “Citayam.”
Then, the two news portals also gave rise to framing narratives about the behavior of
Indonesian youth and the massive use of social media marked with the words “Anak”
(Kid), “Remaja” (Teenage), “sosial” (Social), and “media” (media).

These findings confirm the theory [29], Framing frames an incident or event into a
message and spreads it to the public. Framing analysis is defined as the construction of
videomessages that provide context and topic suggestions through selection, prompting,
deactivation, and refinement, which require special attention [17]. Framing is based on
the assumption that how an issue is described in a story can affect

4.3 Reporting Intensity of Online News Platform

Reporting intensity, namely regular uploading to online news platforms on an online
news platform, is carried out repeatedly by online media, with varying frequencies and
consisting of quantitative and qualitative aspects. Figure 4 shows the intensity of the
spread of news about the Citayam FashionWeek street fashion phenomenon, which was
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uploaded to online news platforms in Indonesia from June to September 2022. The data
in Fig. 4 was taken using NVIVO 12 plus using the chart analysis feature.

Fig. 4. Reporting intensity data on Citayam Fashion Week

It can be seen in Fig. 4 that the news about Citayam Fashion Week street fashion on
online news platforms in Indonesia started in early July 2022 and immediately soared
from mid-July to the end of July. The lively Citayam Fashion Week street fashion phe-
nomenon on social media makes people excited to find out what the Citayam Fashion
Week street fashion phenomenon is and what happens to this phenomenon. With this in
mind, people finally flocked to find out what was going on through online news plat-
forms, and the media eventually published more news about this phenomenon. That
way, July became the month when the information on the Citayam Fashion Week street
fashion phenomenon on online news platforms became very high.

The potential impact of iterative framing is significant to a broad audience. There
is evidence that the fragmentation of the media and its wider audience, both online
and offline, increase unilateral news exposure [30]. Closely related to the world of
fashion, news on online news platforms regarding the Citayam Fashion Week street
fashion phenomenon provides space for discussion and criticism from the public. This
is because, for some people, the unique and different clothes they wear are not just
clothes they want to display as a form of self-expression. Many people describe this
phenomenon as a negative thing because many young people with deviant behavior
participate in the Citayam Fashion Week street fashion phenomenon.

Compared to mid-2022, the Citayam Fashion Week street fashion phenomenon
started to fade from June to September. As a result, people are no longer touting this phe-
nomenon. Even online media has stopped reporting on this phenomenon as time passes.
An observer from the University of Indonesia, Devie Rahmawati, said, “The name of
the digital world is the period of virality, the period of fame, and so on; the period is
very fast, very volatile because the social algorithm is indeed fast,” said Devie. “Usually
popularity is also very short because there will always be new interesting content which
attracts the public’s attention again” [31].
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5 Conclusions

The conclusion of this study shows that online media framing plays a vital role in
forming public opinion about the Citayem Fashion Week street fashion phenomenon.
The Kompasiana online news portal displays framing content, with the most dominant
news element being New Media Effects. Meanwhile, the online news portal Harian
Terbit raises the point of view of framing content with a more dominant factor, namely
Public Response. Then, the intensity of reporting on the Citayam Fashion Week street
fashion phenomenon on online news portals was the highest in July 2022. In addition, the
framing narrative spread by the two news portals focused on CFW as a new phenomenon
in Indonesia knownas street fashion andyouth behavior. In following socialmedia trends.

This research implies that news in online media has a significant role because it
can construct and influence people’s way of thinking about something that is reported.
Online news platforms have great power; they can persuade readers. The limitation of
this research is that the research object only focuses on two online news platforms,
namely Kompasiana and Harian Terbit. For future researchers who want to conduct
similar research, it is recommended to increase the time used. So the results obtained
are better and more accurate. In addition, the following researchers can research other
sources of online news platforms outside this research to compare the results.
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Abstract. Instagram provides users with several affordances, including enough
space for bloggers to mention each other to stress the collaborative nature of the
content creation. These affordances have led to the development of a new type
of user structure: shared mediated discussion based on collaborative efforts of
social media influencers. During the first months of the COVID outbreak, Russian
speaking social media influencers across the world initiated a global information
exchange. I identified six cases inMarch-April 2020 when bloggers from different
countries participated in collaborative posting and published posts on the same day
on a given topic containing a unique hashtag and direct links to authors from other
countries bloggers. The authors participated in the series of collaborative post-
ing with varying degrees of involvement. The geography of ties between authors
changes for each case of collaborative posting but remains global at scale.

Keywords: Social network analysis · User generated content · Visualizing
social interaction

1 Introduction

During COVID-19 pandemic, non-native speakers experienced more difficulties in
accessing andunderstandinggovernmentmessaging andwere alsomore likely to endorse
misinformation about coronavirus in general and vaccination in particular [15; 23; review
in 11]. Besides language barriers, ‘lack of information reflecting the lived experience
of individuals and/or consideration of their specific circumstances or vulnerability’ also
led to the inequality in access to information [11]. Nonsurprisingly that social networks
were in most cases the primary source of information about COVID-19 among transna-
tional migrants, being almost one and a half times more popular than online media [see
review in 8], as social media platforms help to generate rich situational information
that reflects special experience and needs of the population with migration background.
Social media influencers with migration background perform a significant role in devel-
opment of migrants’ communicative connectivity [10, 12]. Within parasocial relations
with the SMIs who are perceived “authentic and ‘people like us’” [1], social media users
perform ‘micro-practices of political and deliberative participation’ contributing to the
‘process of accumulation, redistribution, and dissipation of public opinion’ [2].
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Unlikemedia for migrants, whose audience usually resides only in the country where
this media is published, the audience of Instagram bloggers is often wider and includes at
least three groups of subscribers: Russian-speaking residents in the country of the blog-
ger, Russian-speakingmigrants in other countries and residents of Russia or other former
post-Soviet republics. Earlier, I showed that even in the non-news agenda, bloggers with
migration experience create a critical audience [20] and participate in shaping the image
of states for a foreign audience and for migrants living in this state [22]. Moreover,
migrant bloggers cooperate and organize collaborative posting aimed at audiences that
reside in different countries. Within such collaboration several bloggers publish posts
on the same day on a given topic with a unique hashtag and include mentions of other
bloggers participating in such an organized publication in the text of the post. I explore
those cases of collaborative posting, when the authors of the posts invite subscribers to
get acquainted with the experience of life in other countries. To do this, the text of the
post includes direct links to bloggers from other countries indicating the country and an
offer to get acquainted with the entire selection of posts using a unique hashtag.

A previous study [21] showed how Instagram bloggers with migration background
residing in China and Italy acted as journalists when they started covering COVID-19
in the first four months of 2020. They preferred an informing tone, and even criticized
the news media for spreading panic. The purpose of this study is to find out whether
bloggers acted as journalists when they took part in the so-called collaborative posting
about the pandemic, targeting global audiences.

2 Theoretical framework

2.1 Pandemic, Infodemic, and Instagram

Very first publications about COVID-19 discourse on Twitter demonstrated “the severe
impact of misleading people and spreading unreliable information” [16: 9]. Li et al.
[13] found out that in January 2020 posts refuting rumors were almost 20 times less
widespread on Weibo than posts about virus in general and statistical data. Dewhurst
et al. [6] studied a random sample of tweets posted in 24 languages between 9th January
and 25th of March and found a semantical difference between initial reports and later
worldwide pandemic. This tendency in general supported the previous findings suggest-
ing that users of social networks, microblogging services, and photo- and video-sharing
platforms generate rich situational information in response emergency situations of dif-
ferent kind: civil unrest incidents, natural disasters, food contamination [4; e.g. review in
13]. Among other emergency situations, previous virus-related outbreaks, such as Ebola
or Zika, were widely researched. However, Instagram, a worldwide famous photo- and
video-sharing social networking service owned by Facebook, has received little research
attention in comparison with Twitter [14, first dataset for COVID-19 by 24]. Platform
affordances and peculiarity of its audience significantly influence information and mis-
information spreading during COVID-19 [5]. Thus, for this paper I summarized the
findings from rare Instagram-related research of communication during public health
emergencies.

Seltzer et al. [18] investigated public sentiment and discourse about Zika virus on
Instagram in May – August 2016. They found that a significant share of posts was
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misleading or included unclear information about the virus. Many users expressed fear
and negative sentiment through the images they posted. Another study about presence of
Zika virus in mass self-communication demonstrated that users’ activities on Instagram
and Pinterest were similar in terms of virus prevention communication [7].

A study of Ebola-related communication evaluated the level of noise as 78% of
the entire sample downloaded by hashtag #ebola [19]: 36% posts were unrelated to the
topic at all, 42% contained jokes. Hashtag-oriented research on Instagram has some
restrictions because hashtags on Instagram are used to raise the general visibility of the
posts or for personally developed folksonomy. To avoid these restrictions, I turned to the
research method that allows to gather data from Instagram through the sample of social
media influencers.

Guidry et al. [9] comparedEbola-related activities of threeworld health organizations
on Instagram and Twitter: all three organizations were not highly active in combatting
misleading information on both platforms. They conclude that “Instagram may be a
particularly useful platform for establishingmeaningful, interactive communicationwith
the publics in times of global health crises, as evidenced by significantly greater levels
of engagement on the part of health organizations and the publics”.

2.2 Targeting Vulnerable Social Groups via Social Media

Long before the pandemic, it was known that “messages are more effective when they
strategically match audience needs, values, background, culture and experience” [17:
45]. After the outbreak of COVID-19, several publications focused on the quality of
communication between different population groups and authorities of all levels. Their
conclusions are mostly pessimistic: “Merely translating public health information is not
likely to be sufficient; information needs to be tailored and targeted so it is conveyed
in ways that resonate with the target population” [8]. Migrants as a social group that is
marginalized in terms of national languages are even more vulnerable due to the lack of
trustworthy information during disasters or epidemics.

The lack of rapidly updated information in a native language and of a social environ-
ment that helps people to estimate the trustworthiness of information is crucial. Inequal-
ities in access to information among population with migration background were related
to language barriers and lack of information reflecting the lived experience of individu-
als and/or consideration of their specific circumstances or vulnerability [11]. The actors
potentially capable to disseminate trustworthy information through social media plat-
forms, are social media influencers that possess unique position due to their parasocial
relations with the followers. As Zhang and Zhao [25] put it, they are capable to con-
strue “authentic” personal COVID-19 experience from the vlogger’s perspective and
in relation to their transnational audience. However, in comparison to the number of
studies dedicated to the role of social media influencers in spreading trustworthy infor-
mation during the pandemic, the activities of the SMIwithmigration background remain
understudied. This paper aims to contribute to this gap with a case study of Russian-
speaking Instagram bloggers with migration background and their global cooperation
during Spring 2020.
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3 Methodology

My previous study was focused on Russian-speaking Instagram bloggers with migration
background in China and Italy covering information about COVID-19 during the first
months of the pandemic. One of the Italian bloggers involved social media influencers
form other countries in collaborative posting. This type of collaboration between social
media influencers assumes that they simultaneously publish posts on a common topic
marked by a unique hashtag and mention each other in the posts. In the case of COVID-
19, this mechanism of collaboration has been used by social media influencers to create
a global exchange of factual information about the measures taken by the governments
in the countries where they are residing (see Fig. 1).

Fig. 1. An example of the post typical for the collaborative posting

Following the first unique hashtag, I revealed a chain of six hashtags used by 58
Russian-speaking Instagram bloggers with migration background from 37 countries
worldwide duringMarch – April 2022. Information about the data sample is represented
in the following Table 1.

Table 1. Unique hashtags used by the social media influencers.

#hashtag N of posts Date

Corona_situation_in_my_country 20 14.03.2020

Corona_situation_in_my_country_2 18 21.03.2020

Corona_situation_in_my_country_3 16 30.03.2020

value_life 30 04.04.2020

Corona_situation_in_my_country_new 14 08.04.2020

Corona_situation_update 15 22.04.2020

The texts of the posts were saved manually, including the following metadata: a
unique hashtag, a unique post code, the author of the post, the country of residence of
the author of the post, the date of publication. With a web crawler written in Python
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with the library ‘instaloader’, I also gathered the comments left to the posts (up to 10000
for the whole sample) with metadata considering the type of the comment (stand-alone
comment or comment in response).

4 Findings

4.1 RQ1. How was the Collaborative Posting Organized?

Within the sample the involvement of the authors was not equal in terms of frequency
and contribution to the collaborative posting. Two thirds of the social media influencers
participated just once, followed by the group of bloggers who joined from two to four
times (see Fig. 2). The group of bloggerswho participated in almost every unique hashtag
forms a quazi-editorial core that initiates the posting and is responsible for the continuity
of the networked arena.

Fig. 2. The spread of involvement of social media influencers.

Those who joined from hashtag to hashtag one might call ‘freelancers’, they con-
tribute to the heterogeneity of the networked public representing different world regions
and providing audience with an opportunity to follow the updates of the situation and
even to face some criticism absent in the first posts. Finally, the biggest group of ‘one-
time-collaborators’ multiply the reach of the networked public because they contribute
to connecting their follower-followee networks through the direct mentions of other
bloggers in their posts written for the collaborative posting.
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Despite the fact that collaborative posting is first of all described with the direct
mentions included in the text of the posts, not all the authors include direct link to other
social media influencers (see Table 2).

Table 2. The share of posts without direct mentions per hashtag.

#hashtag N of posts % of posts without direct mentions

Corona_situation_in_my_country 20 35

Corona_situation_in_my_country_2 18 27

Corona_situation_in_my_country_3 16 31

value_life 30 46

Corona_situation_in_my_country_new 14 35

Corona_situation_update 15 40

MD = 35

Still, due to the character of the gathering data, each post contains a unique hashtag
and a call to read about what is happening in other countries through this hashtag. In their
posts published within the collaborative posting, social media influencers include the
hashtag into a standardized text that describes the collective character of the initiative:

• “Today, bloggers from different countries talk about what is really happening in their
countries in connection with the coronavirus and what measures the states are taking
- by tag #…” (14.03.2020).

• “Read about what is happening in other countries now from my fellow bloggers by
tag #…” (30.03.2020).

• “What is happening in other countries, find out first-hand from the coolest bloggers
by the tag…” (04.04.2020).

• “Read about what is happening in other countries in connection with the spread of
coronavirus by tag #… And from my fellow bloggers…” (08.04.2020).

• “Read reliable information about other countries by tag #…” (22.04.2020).

Social media influencers also were visible among the commenting users. The whole
dataset includes 4542 commenting users, two thirds of them commented just once –
3047 out of 4542 users. There is a small group, 3,6% of all commenting users, who
commented 7 times and more, either responding to different posts or participating in a
dialogue under one post. A significant share –35% of actively commenting users – were
social media influencers participating in the collaborative posting. However, taking into
consideration that Instagram as a platform might be characterized as more difficult for
the social media influencers to involve their followers into a discussion, I admit that
still the posts about COVID-19 attracted users’ attention and some followers left digital
traces of this attention (see Fig. 3).
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Fig. 3. The spread of involvement of the commenting users.

Thus, the collaborative posting includes the following formsof collaborationbetween
social media influencers:

1) joint publication (on the same day, marked with a unique hashtag and including a
standardized text describing the goals of the collaborative posting);

2) a call to read other posts that can be found with the unique hashtag;
3) a call to read posts written by particular bloggers from other countries that can be

found through direct mentions included into the post;
4) comments under the posts published by other participants of the collaborative posting.

Taking in a whole, these forms of collaboration allow to develop shared mediated
discussion milieus being created by networked micro-publics that are based on collab-
orative efforts of content creators who aim at gaining attention of limited groups of
users.

4.2 RQ2. How Does the Network Between Follower-Followee Networks
of the Separate Social Media Influencers DiffeDdepending on Hashtags?

To answer this research question, I reconstructed graphs for six hashtags in the sample
with Gephi. The graph reflects the dataset of posts and comments to them, thus, each
node is a user (author of the post or a commenting user), while each edge is a directed
link from the commenting user to the post, or a response from the author or another
commenting user. The layout of the graphs is based on the combination of OpenOrd and
ForceAtlas. OpenOrd algorithm is useful to detect clusters, while ForceAtlas was used
as a spatial algorithm that helps to prevent overlap of the nodes for the final visualization
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Fig. 4. The networks of the follower-followee networks for each hashtag.

(Fig. 4). The size and the color brightness of the node correspond to the pagerank of
each user participating in the public.

As shown on the graphs, most members of the hashtag network are still concentrated
around the social media influencers. They act as nodes for crystallization of a cumu-
lative discussion. The ties connecting social media influencers expand their reach and
bridge different follower-followee networks. According to the cumulative approach, tiny
bridges formed by the comments the social media influencer left to the post of another
social media influencer contribute to the continued reproduction of networked publics
as arenas and (dis)continued imagined collectives [3] and form “the very fabric of online
discussions” [2].

4.3 RQ3. Did the More Involved Social Media Influencers Increase Influence
During two Months of Collaborative Posting?

As I described above, a significant share of social media influencers participated in the
collaborative posting at least twice per two months. To answer this question, I selected
14 bloggers among which three bloggers joined the collaborative posting three times, six
joined four times, and five represent the ‘quazi-editorial team’ who participated every
time. For each of them the pagerank was measured separately for every hashtag, and
then the median and the standard deviation were measured.

Surprisingly, I did not reveal a clear pattern that distinguish betweenbloggers depend-
ing on their level of involvement. An expected exclusion is an Italian blogger who ini-
tiated the collaborative posting had the highest median pagerank, hence, in April she
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moved to the second place by the absolute numbers. She took twice the extremum posi-
tion with the pagerank 0,229 for the network that emerged on 21st of March 2020 (MD
= 0,012) and with the pagerank 0,097 for the network from the 30th of March (MD
= 0, 017). The standard deviation for her pagerank within two months of collabora-
tive posting reaches 0,08 (MD = 0,021). The second outliner is a Russian blogger who
became significantly visible on the 8th of April with the pagerank 0,102 (MD= 0,025).
The standard deviation measured for her pagerank is almost twice high than the median
and reaches 0,038. Besides these two outline bloggers, the pagerank of other bloggers
doesn’t deviate significantly; The median of the standard deviation for the whole sample
is 0,021, while without outliners it decreases up to 0,003.

Fig. 5. The dynamics of the influence of the influencers within the networks around hashtags

However, as shown on the Fig. 5, the dominant majority of the often posting social
media influencers have increased their pageranks from the beginning of the collabora-
tive posting. Six of them the pagerank within the network on the last time the blogger
participated in the collaborative posting was twice higher than within the network on
the first time.

5 Conclusion

Instagram provides users with several affordances, including enough space for blog-
gers to mention each other to stress the collaborative nature of the content creation.
These affordances have led to the development of a new type of user structure: shared
mediated discussion milieus emerge being created by networked micro-publics. They
are based on collaborative efforts of content creators who aim at gaining attention of
limited groups of users. My previous research has shown that female bloggers perform
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cross-national grassroots critique beyond news agenda. While studying how bloggers in
China and Italy covered the first months of the pandemic, I found that one of the Italian
Russian-speaking social media influencers organized content creators around the world
and invited them to share information about what is happening with the coronavirus and
what measures are being taken by governments of different countries. In this paper, I
explore how female Russian-speaking Instagram bloggers formed a global ‘weak’ public
and created an alternative arena where people from different countries shared informa-
tion and perceptions of pandemic, including judgements of governmental efforts and
care about migrants.

In an effort to expand the audience, Russian–speaking bloggers with migration expe-
rience began to launch contribution publications - a coordinated output of posts at about
the same time on the same topic, united by a common unique hashtag. This hashtag
marks the topic of the publication, and in addition to the opportunity to view all posts
by hashtag, contributing bloggers include direct links to bloggers from other countries
in the text of the post. These contribution publications are addressed to an international
audience and are created taking into account the potential of blog promotion, which is
a welcome result of cooperation.

Thus, these networks are being formed-arenas of a global level,where native speakers
of the Russian language living in different countries, both with and without migration
experience, can get acquainted with the experience of Russian–speaking residents of
other countries (in this case, “learn first-hand” how this or that country copes with
the pandemic). Since Instagram blogs with more than several thousand subscribers are
highly likely to be considered as commercial media projects, posts for participation in a
contribution publication are prepared taking into account the appeal to an international
audience and represent analytics that allows a blogger to position himself as an expert
and author worthy of the attention of Instagram users. The question arises where the
border lies between international journalism and this kind of blogging.

At the same time, we are not talking about creating a global media project with
a brand, editorial policy and regular release of content on Instagram. Participants in
the contribution publication are personal media projects that are simultaneously related
individuals. For each unique hashtag, themembership is reassembled, and the stable core
includes only 12% of all bloggers who have participated in publications for almost two
months. By analogy with ad hoc groups of the public, this method of organization can
be called ad hoc media. They become the basis for the existence of a parallel structure of
public communication, as they simultaneously initiate a discussion and create an arena
for participation, expression and exchange of experience.
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Abstract. Blockchain technology has the potential to significantly impact both
existing and new business models. In existing business models, the use of
blockchain can improve efficiency and security by providing a decentralized and
tamper-proof way for conducting transactions and storing data. This can stream-
line processes, increase transparency, and increase trust as well as accountability
among all involved parties. In terms of new business models, blockchain technol-
ogy allows for creating entirely new types of businesses that were previously not
possible due to the limitations of traditional centralized systems.As the blockchain
technology has the potential to disrupt existing industries and create new ones,
examining its impact on business models is highly relevant. Therefore, a frame-
work for blockchain technology business models and archetypes for blockchain
technology is developed based on various established ventures and literature about
business models as well as blockchain technology. The results contribute to the
blockchain literature by introducing a new framework for blockchain technology
business models and new archetypes for blockchain technology.
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1 Introduction

Blockchain technology has the potential to significantly impact both existing and new
business models. In existing business models, the use of blockchain can improve effi-
ciency and security by providing a decentralized and tamper-proof way for conducting
transactions and storing data [1]. This can streamline processes, increase transparency,
and increase trust as well as accountability among all involved parties. In terms of new
business models, blockchain technology allows for creating entirely new types of busi-
nesses that were previously not possible due to the limitations of traditional centralized
systems. At this, new forms of digital markets and online communities are possible,
where users can directly buy and sell goods and services, or share and collaborate on
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projects, without the need for intermediaries or centralized authorities. This could lead
to the emergence of new types of organizations and businessmodels that were previously
impossible. For example, the use of smart contracts on blockchain technology allows for
the creation of decentralized autonomous organizations, which are essentially organiza-
tions that are run entirely by code [2]. Blockchain technology could disrupt and transform
entire industries, such as social media, content creation, and e-commerce, by enabling
more decentralized and peer-to-peer forms of collaboration and exchange. Given the
disruptive potential of blockchain technology to both existing and new industries, it is
highly relevant to explore its effect on business models. Given the disruptive potential
of blockchain technology to impact both current industries and the development of new
ones, exploring its effect on business models is of great interest. Therefore, a framework
for blockchain technology business models is developed and archetypes for blockchain
technology are identified based on various established ventures and literature about busi-
ness models as well as blockchain technology. These might be valuable for researchers
looking to understand the potential applications and impact of this technology on the
business world. In addition, they could be useful for companies looking to harness the
power of blockchain technology and for those looking to create new ventures in this
space.

2 Theoretical Background

2.1 Business Models

The concept of a business model has been widely discussed in both academic and cor-
porate communities due to its significance in providing a comprehensive framework for
comprehending and evaluating a company’s operations and strategies [3, 4]. In academic
circles, business model research has been the subject of numerous studies, with articles
and papers published in leading management and business journals [3, 5]. In recent
years, there has been a growing consensus among scholars and practitioners regarding
the definition of a business model. This definition encompasses a comprehensive repre-
sentation of the mechanisms a firm employs to conceive, dispense, and reap the benefits
from its offerings [4, 6, 7].

A business model describes the rationale of how a company intends to generate
revenue and make a profit [3]. It encompasses the product or service that a company
offers, the target customer segments, the distribution channels, and the revenue streams.
The business model also outlines the resources and capabilities that are required to
deliver the offering and how the company intends to acquire and manage them.

Alexander Osterwalder’s business model framework is widely regarded as the domi-
nant framework. This framework provides a comprehensive and structured approach for
analysing and designing business models. It outlines nine elements that are essential for
a successful businessmodel, including customer segments, value propositions, channels,
customer relationships, revenue streams, key resources, key activities, key partnerships,
and cost structure. This framework has been adopted by organizations of all sizes and
industries, and it has become awidely recognized tool for business model innovation and
strategy formulation. Osterwalder’s framework has been further developed and refined
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over the years, but its core elements have remained unchanged, demonstrating its rele-
vance and utility in the fast-paced and ever-evolving business world. He describes the
businessmodel canvas is his book “BusinessModel Generation: AHandbook for Vision-
aries, Game Changers, and Challengers” which he co-authored with Yves Pigneur in
2010 [8]. The book is widely considered as a standard of business modelling and has
been translated in over 30 languages. This paper builds upon the previously mentioned
businessmodel elements proposed in the book of Osterwalder and Pigneur. The elements
prove to be reasonable for the research as they are used in similar ways by other business
model frameworks [9, 10].

Business model archetypes are frameworks that serve as a tool for describing and
analysing the fundamental structure of a business [10–12]. They provide a common
language and set of categories that can be used to compare and evaluate various busi-
ness models, making it easier to understand the key elements that define a particular
business model. By using archetypes, companies can more easily identify the strengths
and weaknesses of their existing business models and explore alternative models that
may be better suited to their needs. Additionally, by providing a standardized way of
describing business models, archetypes can facilitate communication and collaboration
between different stakeholders, such as executives, investors, and customers, enabling
them to have a shared understanding of a company’s business strategy.

2.2 Blockchain Technology

Blockchains are decentralized and distributed ledger system used to record transactions
securely and transparently [13]. The decentralized nature of blockchains makes them
inherently resistant to modification of the data, providing a secure and reliable method of
record-keeping [14]. Blockchain technology has a wide range of potential applications,
including in finance [15], supply chain management [16], digital identity [17, 18], and
more.

Technical Foundation. The technical foundation of blockchain technology is based
on cryptography and consensus algorithms [19]. Cryptography is used to secure the
transactions and to ensure that the information recorded on the blockchain is tamper-
proof [20]. This is achieved using digital signatures and hash functions [21]. Digital
signatures are used to authenticate the identity of the parties involved in a transaction,
while hash functions are used to create a unique digital fingerprint of the transaction.
This fingerprint is then added to the blockchain, creating an immutable record of the
transaction. Blockchains are comprised of blocks, which contain a batch of transactions.
Each block is linked to the previous block, forming a chain of blocks that cannot be
tampered with. The data stored on the blockchain is maintained by a decentralized
network of nodes. This creates a system that is both transparent and secure, as every
node has a complete copy of the blockchain and can validate transactions independently.

Consensus algorithms are used to ensure that all participants in the network agree on
the state of the blockchain [22]. They are a crucial component inf blockchain technology
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as they ensure secure and reliable validation of transactions. This brief overview will
examine five common consensus algorithms:

• Proof of Work (PoW): PoW requires miners to solve mathematical problems to vali-
date transactions and secure the network [21, 22]. It allows for a decentralized network
where anyone can participate as a miner, helping to prevent centralization. PoW is
used in the Bitcoin blockchain and widely used, but energy-intensive and slow.

• Proof of Stake (PoS): PoS requires validators to hold a portion of coins as stake to
validate blocks [22, 23]. It is energy-efficient and faster but can lead to centralization
if a small group holds a large portion of stake.

• Delegated Proof of Stake (DPoS): DPoS is a variation of PoS where participants
vote for representatives to validate blocks [22, 23]. It is efficient but can lead to
centralization if a small group holds a large amount of voting power.

• Proof of Authority (PoA): PoA is used for closed networks with trustworthy partici-
pants [24]. It uses a fixed group of validators but can lead to centralization if a small
group holds a large amount of authority.

• Byzantine Fault Tolerance (BFT): BFT requires a majority of validators to reach con-
sensus for secure validation [25]. It is fast and efficient but can lead to centralization
if a small group holds a large amount of voting power.

Each algorithm has its own benefits and trade-offs, and the choice depends on the
specific requirements of the blockchain network.

Types of Blockchains. Blockchains come in various forms, with at least four main
types: Public blockchains, Private blockchains, Hybrid blockchains, and Sidechains.

• Public blockchains are the most well-known type of blockchain and open to anyone
and accessible to anyone with an internet connection [26]. They are decentralized
and allow for transparent, secure, and tamper-proof transactions. The most famous
example of a public blockchain is the Bitcoin blockchain. Public blockchains are
considered to be the most secure type of blockchain because they are decentralized
and use cryptographic algorithms to secure transactions. However, they also have the
drawback of being slower and more expensive than other types of blockchains.

• Private blockchains, on the other hand, are closednetworks that are only accessible to a
select group of participants [26]. They are often used in business andfinancial contexts
where the participants want to keep the transactions private. Private blockchains are
faster and more efficient than public blockchains because they are not subject to the
same security requirements as public blockchains. However, they are also considered
to be less secure because they are centralized and can be subject to manipulation.

• Hybrid blockchains are a combination of both public and private blockchains [26].
They allow for a certain level of transparency and security, while still allowing for
the privacy of certain transactions. Hybrid blockchains can be useful for businesses
and organizations that need to maintain the privacy of certain transactions while still
providing a certain level of transparency.
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• Sidechains are a type of blockchain that runs parallel to a main blockchain [26]. They
enable the secure transfer of assets and information between the main blockchain and
the sidechain.

Application of Blockchain Technology. Blockchain technology has several potential
applications. One of the most well-known is in the financial services industry, where it
is being used to create new types of financial instruments and to improve the efficiency
of existing ones [15]. For example, blockchain technology is being used to create digital
assets such as tokens, which can be used to represent ownership of an asset or a unit
of value. This has the potential to democratize access to capital and to create new
opportunities for investment. Blockchain technology is also being used in supply chain
management to improve transparency and traceability [16]. This allows for real-time
tracking of goods as they move through the supply chain, making it easier to detect
and prevent fraud. In addition, it is being used in other industries such as healthcare,
real estate, and voting systems. Blockchain technology has a wide range of potential
applications, including:

• Cryptocurrencies: One of the most well-known applications of blockchain technol-
ogy is the creation of cryptocurrencies, such as Bitcoin. This has the potential to
disrupt traditional monetary systems and create new opportunities for businesses and
consumers [27].

• Financial services: Blockchain technology can be used to create decentralized finan-
cial systems, such as peer-to-peer lending platforms, decentralized exchanges, and
remittance services [15].

• Supply chain management: Blockchain technology can be used to track the origin,
movement, and ownership of goods and products, ensuring that the supply chain is
transparent, secure, and efficient [16, 28].

• Healthcare: Blockchain technology has the potential to revolutionize the health-
care industry by improving the security, privacy, and efficiency of healthcare data
management [29].

• Real Estate: Blockchain technology can be used to create a secure and transparent
record of real estate transactions, making the process faster, cheaper, and more effi-
cient. This has the potential to disrupt traditional real estate practices and create new
opportunities for businesses and consumers [30, 31].

• Digital identity: Blockchain technology can be used to create digital identities that
are secure and cannot be tampered with [17, 18], providing a foundation for secure
digital services such as e-voting and digital signatures [31].

These are just a few examples of the many areas where blockchain technology is
being used or has the potential to be used. As the technology continues to evolve and
mature, it is likely that new applications and use cases will emerge, further disrupting
traditional systems and creating new opportunities for businesses and consumers.

Implications for Business Models. The implementation of blockchain technology has
significant implications for business models [1]. By removing intermediaries and cre-
ating a decentralized system, businesses can save money and increase efficiency [32].
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Additionally, the secure and transparent nature of blockchain technology can help to
increase trust in the system, and in turn, increase adoption.

One of the key implications for business models is the potential for new business
models to emerge [1]. For example, decentralized financial services can disrupt tradi-
tional banking models, and peer-to-peer platforms can provide new opportunities for
businesses and consumers. A Decentralized Autonomous Organization (DAO) is a type
of organization that operates on the blockchain using smart contracts [2]. It is designed
to be decentralized, meaning that decision-making and execution is done by the collec-
tive efforts of its members, rather than by a central authority. DAOs offer benefits such
as transparency, security, and cost-effectiveness, and have the potential to revolutionize
the way organizations operate in the digital age. DAOs are well-suited for applications
in decentralized governance, community management, and decentralized finance. As
blockchain technology continues to evolve, DAOs are poised to play an increasingly
important role in shaping the future of decentralized systems.

Another important implication is the potential for existing business models to be
disrupted [1]. For example, the transparency and security provided by blockchain tech-
nology can disrupt traditional supply chain management systems, and digital identities
built on blockchain can disrupt traditional identity verification methods.

3 Propositions and Conceptual Model Development

In today’s business world, technology plays a crucial role in shaping and altering busi-
ness models. To fully grasp the impact of technology on business, an initial step is to
evaluate the technology’s characteristics and identify suitable business models for its
commercialization. In this context, blockchain technology is analysed in this paper. This
technology has the potential to disrupt existing industries and create new ones. In the
past it has triggered a lot of hype [33]. Now that the technology has been around for a
few years, a closer look at its impact on the market is taken. The literature on business
models is studied and a data set drawn from companies using blockchain technology
around the world is used. A business model framework and archetypes for blockchain
technology are therefore defined based on literature and several existing ventures.

To investigate the impact of blockchain technology on business models, a business
model frameworkwasfirst developed.The elements and specifications commonlyused in
businessmodel research are used for this purpose [8]. For the businessmodel framework,
three meta-characteristics value propositions, front-end and back-end were applied.

Value proposition, defined as the unique value a company offers to its customers, has
been identified as a crucial element of a successful business model [6, 7]. In fact, a robust
value proposition can serve as a catalyst for the development and implementation of other
components within a business model, such as customer segments, revenue streams, and
key activities [4]. Therefore, incorporating value proposition as a meta-characteristic
within a business model framework can provide several benefits.

Including value proposition as a meta-characteristic emphasizes its importance and
central role in shaping a firm’s overall strategy. A well-defined value proposition can
differentiate a firm from its competitors and position it for long-term success. Moreover,
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it can help a firm understand its customers’ needs and design its offerings, accordingly,
thereby improving customer satisfaction.

Additionally, incorporating value proposition as a meta-characteristic can improve
the overall clarity and consistency of a business model framework.

The terms “front-end” and “back-end” are commonly used in software development
to describe the different components of a system. Similarly, in a business context, the
front-end elements can be thought of as the components that are visible to the cus-
tomer, while the back-end elements represent the hidden infrastructure that supports the
customer-facing operations.

The front-end elements, or customer-facing elements, of a business model are the
components that define how a company interacts with its customers. These elements
include customer segments, channels, customer relationships, and revenue streams.
These elements are the face of the business, and they determine how the company
presents itself and the value it offers to its customers. Hence, the term “front-end”
accurately captures the customer-facing nature of these elements.

A brief description of the front-end elements is as follows:

1. Customer Segments: This refers to the specific group of customers that a business
targets [8]. It is important to identify the characteristics of these segments, such as
demographics, behaviour, and needs, to tailor the company’s value proposition and
customer relationships accordingly.

2. Channels: This refers to the ways in which a company reaches and communicates
with its customers [8]. It could be through a physical retail location, an e-commerce
website, a sales team, or a combination of these and other channels.

3. Customer Relationships: This refers to the nature of the relationship that a company
has with its customers [8]. This can range from a transactional relationship where
the customer makes a one-time purchase, to a more ongoing relationship, such as a
subscription-based service.

4. Revenue Streams: This refers to the ways in which a company generates revenue from
its customers [8]. It could be through the sale of a product, a recurring subscription
fee, or advertising revenue.

The back-end elements, or customer-hidden elements, of a business model are the
components that define the company’s operating model. These elements include key
resources, key activities, key partners, and cost structure. These elements are the behind-
the-scenes components that support the customer-facing operations, and they determine
how the company will deliver its value proposition to customers. Hence, the term “back-
end” accurately captures the hidden nature of these elements.

A brief description of the back-end elements is as follows:

1. Key Resources: This refers to the physical, intellectual, and human resources that
a company needs to deliver its value proposition to customers [8]. Examples of key
resources include amanufacturing facility, a patent portfolio, and a skilled workforce.

2. Key Activities: This refers to the critical activities that a company needs to perform
to deliver its value proposition to customers [8]. Examples of key activities include
research and development, production, and marketing.
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3. Key Partners: This refers to the third-party organizations that a company works with
to deliver its value proposition to customers [8]. Examples of key partners include
suppliers, distribution partners, and technology providers.

4. Cost Structure: This refers to the expenses associated with delivering a company’s
value proposition to customers [8]. It includes both variable costs (such as raw
materials) and fixed costs (such as rent).

The previously developed businessmodel frameworkwas expanded by incorporating
a blockchain dimension. For this expansion CB Insights [34] was used to compile a
database of firms that use blockchain technology as a part of their business model.
CB Insights is a well-known and respected market intelligence platform that provides
valuable data and insights on emerging technologies, including blockchain. As a source
for a database of firms that use blockchain technology as part of their businessmodel, CB
Insights is highly recommended due to its extensive and constantly updated database of
companies. CB Insights uses a combination of artificial intelligence and expert analysis
to gather and present data in a clear and easy-to-use format, making it a valuable resource
for research and analysis in the field of blockchain technology. Companies that contained
the word “Blockchain” in their description as of February 2023 were the starting point.
5758 companies were found as a possible sample. To ensure the relevance and success
of the companies in the used sample, only those that are still active and have secured
a minimum of $100K in funding were included. The final set of relevant companies
covered 1685 companies with total funding of $33.97B. Upon examining the final set
of companies, it was discovered that the companies can be divided into two clusters.
Each company can only be associated with one of the two clusters. In the first cluster,
blockchain technology is used to enhance an existing businessmodel, while in the second
cluster, the business model is enabled by the blockchain technology. This means that
the use of blockchain technology is integral to the success of the business, providing
value and solving problems in a way that would not be possible without it. The final
framework is shown in Table 1.

Table 1. Blockchain Technology Business Model Framework.

Based on this defined framework, the blockchain business model archetypes are
examined. Business model archetypes serve as a structure for describing and analysing



Archetypes of Blockchain-Based Business Models 319

the fundamental makeup of a business. They provide a uniform terminology and set
of categories to compare various business models, enabling the identification of the
defining elements of a specific business model. As the business model environment
continually evolves, the analysis showcases three business model archetypes that are
prevalent among companies utilizing blockchain technology. They emerged as salient
and similar configurations of the blockchain technology business model framework. The
three archetypes of blockchain technology business models emerged as prominent and
distinct configurations within the blockchain technology framework. These archetypes
offering a comprehensive representation of the diverse ways in which the technology is
being utilized in the business world.

The three blockchain technology business model archetypes are:

1. Blockchain Technology for Front-End Enhancement: The first archetype involves
businesses that leverage blockchain technology to enhance their customer-facing
operations. For instance, blockchain-based solutions can be used to improve the user
experience by making transactions faster and more secure. This can lead to increased
customer satisfaction and, in turn, higher revenue. The archetype is located in the
Blockchain Technology Business Model Framework on the business model dimen-
sion in the front-end and on the blockchain technology dimension in enhancing an
existing business model.

2. Blockchain Technology for Back-End Enhancement: The second archetype involves
businesses that use blockchain technology to streamline their internal operations. By
using blockchain-based solutions, businesses can automate manual processes, reduce
errors, and improve the efficiency of their operations. This can result in reduced
costs and improved margins. The archetype is located in the Blockchain Technology
Business Model Framework on the business model dimension in the back-end and
on the Blockchain Technology Dimension in enhancing an existing business model.

3. BlockchainTechnology-EnabledBusinessModels: The third archetype involves busi-
nesses that have built their operations entirely around blockchain technology. For
example, businesses that operate decentralized exchanges or provide decentralized
finance solutions are examples of this archetype. These businesses are at the forefront
of the blockchain revolution and are poised to capture significant value as the tech-
nology continues to mature. The archetype is located in the Blockchain Technology
Business Model Framework on the blockchain technology dimension in enabling
a business model and includes both front-end and back-end on the business model
dimension.

Blockchain technology enabled business models can further be divided into two
sub-archetypes:

1. Infrastructure Providers: These are companies that focus on providing the underlying
technology and infrastructure for the deployment and use of blockchain applications.
They often offer blockchain platforms, development tools, and security solutions for
enterprise clients.

2. Blockchain-Based Application Providers: These are companies that leverage
blockchain technology to build specific applications, such as digital wallets, payment
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systems, and decentralized exchanges. They aim to solve specific business problems
and provide a better user experience for end-users.

These two clusters represent different approaches to using blockchain technology
and offer a broad overview of the diverse ways that blockchain is being applied in the
business world.

4 Conclusion

The study has provided insights into the impact of blockchain technology on business
models. The framework in this study highlights the crucial role of value proposition in
shaping a company’s overall strategy, as well as the importance of front-end and back-
end elements in defining a company’s operatingmodel. The expanded framework, which
incorporates a blockchain dimension, offers a comprehensive approach for evaluating
the impact of blockchain technology on business models.

The analysis of the data set of companies using blockchain technology around the
world revealed archetypes of business models that are being employed in the market.

The Blockchain Technology Business Model Framework and the archetypes is valu-
able for researchers and practitioners alike who are interested in understanding the
potential areas for application and the impact of this technology on organizations and
industries. In addition, they are useful for companies and start-ups seeking to leverage
the capabilities of blockchain technology.
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Héctor Cornide-Reyes1(B) , Jenny Morales2 , Fabián Silva-Aravena2 ,
Alfredo Ocqueteau3 , Nahur Melendez1 , and Rodolfo Villarroel3
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Abstract. Today, companies are subject to the absolute digitization of
consumer behavior and their internal stakeholders. To successfully meet
this challenge, companies need to define a digital transformation strat-
egy. Unfortunately, most companies do not have a methodology to guide
this transformation. As a result, the conduction of the process is com-
plex, and there is no adequate diagnosis or route consistent with the
company’s objectives. All this leads to disordered and inefficient techno-
logical implementations, which generate a high level of uncertainty. In
this article, we present the results of a literature review analysis that
compiles evidence regarding how companies are addressing the challenge
of digitally transforming themselves for Industry 4.0. The findings have
allowed us to formulate new research questions and hypotheses based
on the results reported in the selected primary studies. We recovered a
total of 21 primary studies, which we classified according to three criteria:
guidelines, assessments, and agile method. The increase in the number
of publications in recent years shows the attractiveness of the subject.
The results obtained allow us to draw important conclusions that will
help to conduct future research on this topic. In future work, we plan to
extend this work further and propose usability principles based on Lean.
Another line of work is to explore the artificial intelligence techniques
that Industry 4.0 uses in its digital transformation processes.

Keywords: Digital Transformation · Industry 4.0 · Agile Methods ·
Change Management · Literature Review

1 Introduction

Currently, technological advances and the need to make changes driven by Indus-
try 4.0 represent the most significant challenges faced by organizations seeking
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to improve their competitive conditions. To address this, organizations seek to
digitally transform themselves so that their organizational culture and the incor-
poration of new technologies allow them to be more competitive and provide a
better service to their users. Digital transformation processes guide companies to
restructure their work strategies to improve their competitiveness. [15,18]. These
processes use agile methods and practices to improve internal performance lev-
els to enhance business strategy. In recent years, organizations have undertaken
several initiatives to explore new digital technologies and how they can benefit
from them. As a result, organizations have found it necessary to establish new
management practices to govern this complex transformation. Although some
methodological proposals guide the digital transformation processes, there are
still problems in driving the process, in the associated organizational cultural
changes, and in obtaining the results that organizations expect [14]. One of the
reasons for these problems is that, as transformation processes progress, organi-
zations tend to lose focus, become somewhat disorganized and activities become
more technology-driven than people-driven.

The focus of digital transformation processes must always be the people, i.e.,
the users who belong to the company and the customers who receive the prod-
uct or service they provide. For many organizations, cultural transformation is
the biggest challenge due to the complexity involved in adopting principles and
values shared by all members of the organization. Therefore, to increase the
probability of success in achieving the objectives defined in the digital transfor-
mation processes, it is essential to have as much knowledge as possible about the
existing implementation experiences, the implementation guidelines that orga-
nizations have used, and the most appropriate evaluation methods to facilitate
the implementation of new digital transformation processes. Currently, the peo-
ple who make up the different industries, whether they are part of the supply
or demand, are mostly considered Digital Natives, whose human and consumer
behavior is influenced mainly by technology. Some studies indicate that the
cognitive structure of the new generations has been influenced by the new tech-
nological and cultural tools that impact how young people perceive the world,
which turns out to be very different from the way adults of previous generations
learn since the preferential visual, auditory and kinesthetic sensory channels, the
speed to grasp the peculiarities of reality, the handling of the abstract and the
concrete, as well as the type of thinking used, are all modified. [19]. Prensky [24]
further developed the idea of the digital native in his book, where he stated
that the digital native likes to receive information quickly, multitask, prefers
graphics to text, randomly accesses information as needed, is networked, and
prefers instant gratification and rewards. There are even studies that led to the
creation of the Digital Native Assessment Scale (DNAS), which was developed
and validated to measure digital nativity [34].

Motivated to explore the development of these processes, we conducted a
literature review to analyze and discuss the scientific evidence describing the
results of the implementation of digital transformation processes. To perform
this review, a search string was defined using the PICOC method. The databases
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considered in this review were Web of Science, Scopus, IEEE Xplore, and ACM
Digital Library. Fifty-one primary studies were selected and analyzed, obtaining
quite encouraging results. A set of good practices was identified for new organi-
zations to organize transformation processes with a higher probability of success.
Likewise, it was possible to identify methods to evaluate the impact on users,
with Lean UX being the agile method most used by organizations. The digital
transformation of Industry 4.0 already uses Artificial Intelligence [33] to improve
the understanding of its internal processes and, in this way, define the objectives
to be achieved more clearly.

This article is organized as follows: Section 2 describes the research method
used. Section 3 shows the results obtained in the literature review, and the evidence
found to answer the research questions, and finally, in Sect. 4, the conclusions.

2 Methodology

The main goal of this work is to collect evidence on how companies are approach-
ing digital transformation processes for Industry 4.0. To achieve this objective,
a literature review was conducted based on the guidelines proposed by [21,27].
The process was conducted through the following steps: 1) statement of research
questions; 2) search process; 3) selection of studies; and 4) analysis of results.
All these steps are described below.

2.1 Research Questions

We have defined three specific research questions to obtain more detailed knowl-
edge and a comprehensive view of the subject. The research questions to be
answered in this study are as follows:

– RQ1. What are the guidelines for implementing digital transformation pro-
cesses for Industry 4.0 used?

– RQ2. How is the impact of digital transformation on the company’s
users/customers or services evaluated?

– RQ3. How are agile methods integrated into digital transformation processes
in Industry 4.0?

2.2 Search Process

The citation databases used were SCOPUS and Web of Science (WoS), while
the scientific publication databases used were ACM Digital Library and IEEE
Xplore. This selection is mainly due to the reputation of these databases in the
discipline, as well as the fact that we have full access to the published material.
Table 1 details the method used to construct the search string. For this purpose
we use the method PICOC [22] whose acronyms represent the criteria that drive
the process. The analysis criteria are: P de Population; I de Intervention; C de
Comparison; O de Outcomes y C de Context.

Based on the PICOC method, the following search string was developed:
(organization OR company OR institution) AND (beggining OR starting OR
novel) AND (“digital transformation” OR “Industry 4.0” OR “management
4.0”) AND (guidelines OR (implementation AND (successful OR assessment
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Table 1. Construction of the search string using the PICOC method

Population Intervention Comparision Outcomes Context

organizations and companies
starting to implement digital
transformation

Use of formal or agile
methods for change
management

Not applicable Digital transformation
implementation guidelines
Implementation methods
Implementation success stories
Implementation assessment

Industry 4.0

organization/company/Institution/begining/
starting digital transformation/Industry 4.0/
Managment4.0

Guidelines
Agile

Not applicable Industry 4.0

(organization or company or institution) AND
(beginning or starting or novel) AND
(digital transformation OR Industry 4.0 OR
management 4.0)

Guidelines
Agile

Not applicable guidelines OR ((successful OR
assessment OR evaluation) AND
implementation)

Industry 4.0

OR evaluation))). This search string was validated with a set of articles that
we identified and used as a control group. The investigation was initially carried
out in November, and its last update was carried out in mid-December 2022.

The inclusion/exclusion criteria were as follows:

– Articles since 2012 were considered.
– It must state experiences of digital transformation processes.
– Must be in the English language.

2.3 Selection of Primary Studies

The data extraction form was developed with the following fields: Article title,
Year, DOI; Type (Journal, Conference); Goal; Main results; Scope of the study;
Used implementation guidelines (Yes/No); Used agile practices (Yes/No); Eval-
uation method; Conclusions; Evidence RQ1; Evidence RQ3; Evidence RQ3. The
search behavior was defined as follows:

– As a first filter (1F), we proceeded to review all the titles and keywords of the
articles returned by each database. We then proceeded to eliminate repeated
articles.

– As a second filter (2F), we proceeded to read the abstracts of all the articles
that passed the first filter.

– Finally, the selected articles were downloaded from the web, read completely
and added to the data entry form created in Microsoft Excel according to the
defined protocol.

After running the search string in each query database, the results were
obtained: 94 WoS articles, 68 articles in SCOPUS, 21 papers in IEEE Xplore,
and 145 articles in ACM Digital Library. Subsequently, filters (1F and 2F) were
applied as described in the previous paragraph. The results were obtained: 26
WoS articles, 23 articles in SCOPUS, 0 articles in IEEE Xplore, and 2 articles in
ACM Digital Library. Finally, we have selected 21 primary studies to be analyzed
and discussed (see Table 2).
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Table 2. Selected primary studies, goals and results.

Year Ref. Goals Main results

2016 [26] It aimed to develop a maturity model and its related
tool to assess the Industry 4.0 maturity of
manufacturing companies.

A conceptual maturity model for Industry 4.0 was developed. This
conceptual model makes it possible to collect data on the
development status of companies in different industries and to
identify additional success factors for effective Industry 4.0 strategies.

2018 [3] It aims to discuss the challenges faced by companies
in relation to digital transformation and propose a
model to overcome them

The challenges related to digital transformation are systematized,
and it is emphasized that digital transformation must be
implemented following established steps

[17] To describe the change that a company must make in
order to move from a traditional production system to
a digitalized one within the Industry 4.0 approach.

The results show that the implementation of the Industry 4.0
strategy affects the financial results of a PYME by increasing profits
and total revenues

[8] To provide guidelines to support organizations in their
shift towards digitization.

It proposes a guideline that considers organizational culture, change
management, and sense-making as important concepts when defining
a starting point

[20] To provide an idea of the extent to which
participatory practices and mindsets are leveraged in
the early stage digital transformation process.

The findings indicate that participatory design practices have limited
implementation, and there is an apparent disparity between
customer-centric organizational culture and company development
practices

[5] To present a methodology developed to design
self-assessment tools for Industry 4.0 readiness

Creation of a new self-assessment guideline for Digital
Transformation.

2019 [30] This study aims to present the digital transformation
design to improve energy and product efficiency in a
tire production plant

After completing the processing of the data collected on the digital
transformation, it is possible to evidence that it has provided an
effective use of the structure, increased productivity reduced waste
and facilitated maintenance operations

[9] Propose an ontology for modeling Digital
Transformation initiatives.

It proposes a new model to extend and improve the ArchiMate
model.

2020 [29] The objective is to provide a new holistic framework
for implementing Lean.

The findings show that the most influential factor in the cause the
group is “technology and product design,” indicating the need for
companies to focus on Industry 4.0 during their operations

[25] The objective is to identify models that meet the
needs of companies and enable top management to
use this information in strategic planning for Industry
4.0 implementation.

The professionals considered the Readiness I4.0 model the most
attractive because it uses objective questions to facilitate the
understanding of the proposal

[35] Develop a digital transformation framework based on
current strategic technological guidelines.

Through a case study, it is observed that technology has enabled
progress for the company but the recommended approach is to
position the transformation in an agile way.

2021 [33] The objective is to define the ethical principles that
are key to success, resource efficiency, cost and time,
and sustainability using digital technologies and
artificial intelligence to enhance digital
transformation.

This study concludes that innovative corporate organizations that
initiate new business models are more likely to succeed than those
dominated by a more traditional and conservative attitude

[4] Examines the barriers to implementing digitalized
work in an administrative court and highlights
COVID-19 as a trigger in the transformation of work
practices

It is identified that the changes in digital transformation must
consider the context of the organization and the participation of
people as key within the process to successful

[31] The objective is to review ways to implement high
performance Lean automation.

They found three sets of practices: start-up, transition, and
advanced. The companies with the greatest improvement in
performance were those in start-up and transition

[12] This article seeks to redefine the main drivers of
digital transformation in parliament.

A digital parliament transformation framework is proposed

[28] Propose an evaluation model adapted to the capacity,
characteristics, technological and organizational
capabilities of PYME in developing countries

The main result is the proposal of an Industry 4.0 Maturity Model
for PYMEs, considering 05 dimensions: strategy, digitization of
human capital, smart factory, smart processes, smart products &
services.

2022 [13] The objective is to identify the approach to building
an agile culture as a basic prerequisite for its effective
implementation of digital transformation

Respondents across the research sample agreed most strongly with
the statements: team performance is more important than individual
performance; employees are encouraged to look for the best ways to
get the job done and information is shared openly and regularly in
the organization

[16] The objective is to study how Design Thinking can
help to assist small and medium-sized companies to
face the digital transformation

User-centered design thinking was identified as crucial in selecting
technologies for implementation that prioritized usability and
provided value to all stakeholders

[6] Develop a model to assess manufacturing capacity,
integrating relevant improvement strategies and new
technologies to realize a digital transformation aligned
to organizational objectives.

Development of a GUVEI (Get, Use, Virtual, Expand, Improve)
sequence model for the application of Industry 4.0 technologies

[7] Describe the implementation of a dynamic process of
social impact assessment of an organization, following
the UNEP guidelines for SO - LCA, and with the
participation of experts from different businesses and
other stakeholders

The main result is the methodology designed since it provides an
instrument validated by experts and supported by digital
transformation tools, which are capable of quantifying the social
impact of the activities generated by organizations on their
environment

[2] Develop a Digital Code of Ethics for the Merck KGaA
Company, which is rigorous and suitable for
implementing the digital ethics challenges arising in
the Company.

The methodology is based on an exhaustive review of the available
literature and of the various principles, guidelines, and
recommendations
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2.4 Analysis of Results

Figure 1 shows the distribution of the primary studies selected for each year,
while Fig. 2 shows the distribution by type of contribution. According to the
above, there is a balance between the number of articles from conferences and
journals. It is also possible to observe how in recent years, the current interest
in the scientific community has increased in reflecting topics related to digital
transformation and Industry 4.0.

Fig. 1. Selected primary studies accumulated by year.

Table 3, shows the correspondence between the defined research questions
and the selected primary studies.

Table 3. Matching research questions and primary studies

Research Questions References to primary studies

RQ1. What are the guidelines for implementing digital
transformation processes for Industry 4.0 used?

[26]; [3]; [17]; [8]; [29]; [25]; [33]; [31];

[28]; [16]; [6]; [7]; [2];

[35]; [30]; [5]; [9]

RQ2. How is the impact of digital transformation on
the company’s users/customers or services evaluated?

[26]; [3]; [17]; [8]; [4]; [31]; [12]; [28];

[16]; [6]; [7]; [2]; [35]; [5];

[9]

RQ3. How are agile methods integrated into digital
transformation processes in Industry 4.0?

[3]; [20]; [29]; [13]; [2]

The Sect. 3 will describe the different works described in Table 2, according
to the research questions defined.
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Fig. 2. Distribution of selected primary studies according to type.

2.5 Limitations

For this research we have focused on the main scientific article databases, WoS
and Scopus, excluding others such as SciELO or Latindex. To include confer-
ence proceedings, we have included the IEEE and ACM publishers, which have
a significant presence of publications in Computer Engineering and Computer
Science. Proceedings books from other publishers and that are not indexed in
WoS or Scopus are excluded from our search. Therefore, it is very likely that
the works that have been left out of this study are a minority, and have a lower
impact on scientific dissemination (in terms of impact factor and number of
citations) than the articles considered.

3 Discussion of Results

The analysis of the information to discuss the results was carried out by analyzing
the selected primary studies, according to the research questions that gave rise
to the present study.

3.1 RQ1. What Are the Guidelines for Implementing Digital
Transformation Processes for Industry 4.0 Used?

After reviewing the selected primary studies, the large number of experiences
in leading digital transformation processes is remarkable. Most of the studies
highlight the importance of people in this process. The role played by people in
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these processes is key to increase the probability of success in the goals defined
by the company [7,20,25,33,35].

Regarding the use of guidelines or frameworks to drive the digital transfor-
mation process, we can point out that there is still a need for a formal mech-
anism to guide this process. Some of the studies seek to create their frame-
work [6,9,29,35],maturity models [25,26,28] or guidelines [7,8,30] customized
according to the country and industry being developed.

In [9], the authors propose an ontology to define a specific language to model
digital transformation initiatives. This work is very interesting as it addresses
one of the difficulties that most of the companies that try to carry out these
processes have to face [3]. The definition of an ontology helps to establish a
single language that will undoubtedly help to achieve a better understanding
of the process by the people who belong to the companies. This work can be
considered a good starting point for the construction of conceptual models of
digital transformation.

In [8], present a guideline for conducting digital transformation processes
based on a literature review. This proposal is quite generic, which could help its
application in companies of different industries. The proposed guideline consid-
ers organizational culture, change management, and identity creation essential
concepts.

In [25], the authors present the results obtained by experimenting with 9 com-
panies of different sizes and types of activity. The applied model defines 8 fun-
damental pillars, these are Innovation Culture, Strategy and Leadership, Smart
Factory, Agile Management, Governance and Processes, Digital Infrastructure,
Logistics, and, finally, Smart Products and Services. The results indicate that
the professionals consider the Readiness model I4.0 [32] as the most attractive
because it uses objective questions to facilitate understanding of the proposal.

In [12] describes a successful digital transformation process from the user’s
perspective. It describes a framework for transformation based on the evaluation
of empirical data from an expert survey of parliamentarians and administrators.
The survey was answered by a total of 32 respondents from 25 countries. In terms
of priorities, it was found that data, people, and information systems are within
the expectations of the digital parliament. On the other hand, it also mentions
that social barriers, culture, and resistance to change, together with the lack of
plans or strategy, can hinder implementation. It also indicates that applicability,
maturity, and usability point to technology such as legal informatics, integrated
tools, and services.

In [30], the results of a digital transformation design to improve energy and
product efficiency in a tire production plant are presented. The study concludes
that after completing automation, MES, and ERP system integration, contin-
uous data flow has been ensured from the bottom of the pyramid to the top.
After processing collected data and digital transformation, end-to-end traceabil-
ity has been provided, as well as effective use of structure, increased productivity,
reduced waste, and facilitated maintenance operations.
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3.2 RQ2. How Is the Impact of Digital Transformation
on the Company’s Users/customers or Services Evaluated?

Regarding the evaluation of the impact of a digital transformation process, it
was possible to identify the following approaches:

– Self-assessment questionnaires or guidelines: Undoubtedly, the applica-
tion of questionnaires to measure the degree of satisfaction of users/customers
with the digital transformation process is the most widely used method. Inter-
views were conducted to measure the process and assess whether stakeholders’
resistance to change had decreased after the process adjustments. Through
this evaluation, it was possible to adjust the activities so that the level of
acceptance of the judges changed and became positive. In [12] For example,
a questionnaire with 15 questions divided into five sections was used:
1. Demographic data (country, sector, scientific background).
2. Digitization process (level, transformation, priorities, relevance).
3. Barriers and drivers of transformation (organizational, digital).
4. e-Parliament trends (significance and importance).
5. Emerging digital technologies (applicability, maturity, usefulness, and sus-

tainability).
In [5] used self-assessment guidelines to measure the readiness of SMEs to
face the challenges imposed by Industry 4.0. The data collected were comple-
mented with the analysis of different maturity models. This research generates
a product of a new self-assessment guideline to evaluate the impact of digital
transformation processes.

– Ethnography: This qualitative social science research method [10] is widely
used to systematically describe and interpret a social phenomenon. It is based
on observation by a group of experts to evaluate the digital transformation
process. The method can be used Before to gather information about the
organizational culture, During to receive instant feedback about the process
and make the necessary adjustments, and can be used After to make a retro-
spective evaluation of everything that happened during the process. In [16],
Ethnography was used to reflect on the project and to provide a detailed
description of the logistics and decision-making in the activities carried out.

– Measurement of Indicators: In [6] developed a model to evaluate manu-
facturing capacity with the purpose of carrying out a digital transformation
aligned with organizational goals. By applying this model, it was possible to
obtain the following results: (1) The level of inventory is reduced by more than
seven times; (2) production per unit of time and the capacity to meet market
demand almost doubled; (3) delivery time of orders to customers decreased
from 183 to 82 d; (4) production almost tripled the value of the initial situa-
tion, and (5) the level of service improved from 77% to more than 98%. In [7]
a tool validated by experts and supported by digital transformation tools is
proposed that is capable of quantifying the social impact of the activities gen-
erated by the organizations on their environment. In total, 28 indicators of
the social implications of the organization on its stakeholders were measured.



332 H. Cornide-Reyes et al.

– Maturity models: In [17] use the Three-Step Model for Industry
4.0 [11].This model considers different dimensions for its three main phases,
which are:
• View.
• Enable.
• Enact.

For each of these phases, there are a series of factors to be evaluated, which
show the path to follow within the digital transformation process. After the
evaluation, the changes that an organization must make to evolve toward
Industry 4.0 become evident.

– No impact measurement: Analyzing the selected primary studies, we
found a set of research that did not consider impact measurement. [2,8,9,
20,25]. Although they do not specify reasons for not carrying out formal
and empirical processes to measure the impact of the digital transformation
process, they use conceptual models that allow them to analyze the process
subjectively. We believe that as long as there are no formal guidelines to con-
duct this type of process, it is very difficult for empirical impact measurement
to acquire a higher level of importance.

3.3 RQ3. How Are Agile Methods Integrated into Digital
Transformation Processes in Industry 4.0?

When we designed this research, we felt that the concepts and practices coming
from agility would play an important role. This hypothesis is based on the fact
that the digital transformation processes for Industry 4.0 are centered on the
people who make up organizations. That same concept is the one that drives
agile methods through its manifesto [1]. In [29] design a holistic framework for
Lean implementation [23].To achieve a systematic Lean assessment, a framework
consisting of a three-dimensional hierarchy is proposed, consisting of main cri-
teria, sub-criteria, and measures, respectively. In [13] propose to build an agile
culture as an essential prerequisite for the effective implementation of digital
transformation processes. This research does not follow a specific agile practice
as it is the execution of a survey. However, the survey evaluates the factors and
good practices that impact the implementation of agility in organizations.

4 Conclusions and Future Work

In this article, a literature review was conducted to get an overview of the digi-
tal transformation processes for Industry 4.0. Twenty-one primary studies were
analyzed, from which valuable information was obtained from the experiences
of companies. It was possible to verify that there is still a lack of a guideline
or model to guide companies with less uncertainty. The people who make up
the companies play an essential role in the digital transformation processes. Per-
forming a holistic diagnosis before designing the digital transformation strategy
is highly recommended. The use of questionnaires is still the most widely used
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method to assess the impact of these processes. Lean appears as the agile method
that seems to be the most complementary to digital transformation processes.
In future work, we want to continue advancing and deepening this topic and
propose a model that can be applied and used in different companies. We visu-
alize this new model with a solid diagnostic component and empirical impact
evaluations.
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Abstract. NLP, or natural language processing, is an area of artificial intelligence
that has been studied for more than 50 years and allows computers to comprehend
human language. NLP interprets andmakes sense of spoken or written natural lan-
guage inputs usingAI algorithms. Data preprocessing and algorithm development,
which include tasks like tokenization, parsing, lemmatization, and part-of-speech
tagging, are the two fundamental aspects of NLP. This break language down
into smaller parts and make an effort to comprehend the connections between
them. Improved documentation, better human-machine interaction, and personal
assistants that can interpret natural language are all advantages of NLP.

In this paper, we will concentrate on one particular use of NLP: creating
chatbots that can converse with people. NLP and programming languages like
Python and JavaScript were used to create a chatbot. In order to build a better
user interface, JavaScript was employed, while Python was used to implement the
NLP algorithms and process the inputs in natural language. With this example,
we want to show how NLP can be used to build engaging, user-friendly chatbots
that can converse with people in a natural way.

Keywords: NLP · Natural Language Processing · AI · human-machine
interaction · chatbots · conversation · Python · JavaScript · user interface ·
user-friendly · engaging

1 Introduction

Natural language processing (NLP) is a subfield of AI that works with the use of natural
language in interactions between computers and people. NLP has been a field of study for
over 50 years, with roots in linguistics, and has undergone significant development over
time. The main objective of NLP is to make it conceivable for machines to understand,
translate, and create spoken or written human language. This is accomplished through
the decomposition of language into smaller parts, analysis of the relationships between
them, and the use of AI algorithms to interpret the data [1, 2].

The two main phases of NLP are data preprocessing and algorithm development,
with tasks such as tokenization, parsing, lemmatization, and part-of-speech tagging play-
ing critical roles in both phases. These efforts have led to improved documentation,
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enhanced human-machine interaction, and advanced natural language processing for
personal assistants [3, 4].

This paper focuses on the use of NLP in the creation of chatbots, a type of con-
versational agent that can communicate with people using natural language. The paper
provides a step-by-step tutorial on how to build a chatbot that employs NLP, as well
as an examination of its implementation in programming languages like Python and
JavaScript, the latter of which can be especially useful in improving user interfaces. The
aim of the paper is to provide a comprehensive introduction to NLP and its applications
in chatbots so that academics and developers can have a better understanding of the
advantages and drawbacks of this fascinating topic.

2 Literature Review

In the area of artificial intelligence, natural language processing (NLP) has grown in
popularity recently (AI). In order to improve the algorithms for processing and com-
prehending human language, many researchers and professionals are investigating the
applications of NLP. The development of chatbots, which are conversational agents
capable of interacting with people in natural language, is one of the most promising uses
of NLP.

The development of chatbots using NLP has been the subject of numerous studies,
with the main goal of enhancing user experience and making conversational agents
more human-like. For instance, the authors of “Building Chatbots with Python: Using
Natural Language Processing and Machine Learning” The writers conduct experiments
to evaluate the performance of chatbots built using Python, NLP, andML, and the results
show that these chatbots can provide accurate and relevant responses to user queries. In
conclusion, the paper highlights the importance of using Python, NLP, and ML in the
development of chatbots and presents it as a promising solution for businesses looking
to improve customer engagement and satisfaction [5].

A different study, "Use of Chatbots in Website Navigation" by Boris Penko. In this
study, the author investigated the potential use of chatbots for website navigation and the
potential benefits that this technology offers. The author conducted a survey of users to
gather their opinions and preferences on the use of chatbots for website navigation. The
findings indicated that a substantial amount of users prefer using chatbots over traditional
navigation methods and that chatbots can provide a more user-friendly and efficient way
of navigating websites. The author concludes that chatbots have the potential to improve
the user experience and suggests that they should be considered as a valuable tool for
website navigation in the future [6].

The use of NLP in the creation of certain applications, such as e-commerce chat-
bots and personal assistant chatbots, has also been the subject of various studies. "A
Comparative Study of Chatbots and Humans" and was published in the International
Journal of Advanced Research in Computer and Communication Engineering. In this
study, the writers compare the performance of chatbots and humans in terms of their
ability to handle customer service inquiries. The authors conducted a survey and found
that chatbots are able to handle a large volume of inquiries and can provide quick and
accurate responses. However, they also found that chatbots have limitations in handling
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complex or emotional inquiries, which are better handled by human customer service
representatives. The authors conclude that chatbots have the potential to enhance cus-
tomer service operations, but they should be used in conjunction with human customer
service representatives to provide a complete solution [7].

The literature study concludes that NLP plays a crucial role in the development of
chatbots and conversational agents. The studies reviewed in this section have shown
that NLP techniques can be used to create chatbots that are able to provide accurate and
relevant responses to user inquiries, improve website navigation, and enhance customer
service operations. However, while chatbots have the potential to improve customer
engagement and satisfaction, they also have limitations in handling complex or emotional
inquiries. These limitations suggest that chatbots should be used in conjunction with
human customer service representatives to provide a complete solution. Overall, the
results of these studies highlight the importance of using NLP in the development of
chatbots and the potential benefits that this technology can offer.

3 Methodology

The term "Natural Language Processing" (NLP) refers to a field that is part of artifi-
cial intelligence (AI) that studies how computers and people communicate in natural
language. Analyzing, comprehending, and creating the languages that people use to
communicate with one another are all part of it. Chatbots, language translation, sen-
timent analysis, and text classification are just a few of the uses for NLP. To make it
simpler for individuals to connect with computers and acquire information, NLP aims
to develop computer programs that can communicate with people in a manner that
resembles human-to-human conversation.

3.1 Applications of Natural Language Processing

• Voice Assistants and Chatbots
• Speech Recognition
• Automatic Summarization
• Chatbots
• Smart Assistant
• Text Summarization
• Recruitment
• Social Media Monitoring and Analytics
• Language Translation
• Advertisement to Targeted Audience
• Sentiment Analysis
• Email Filtering
• Online Searches
• Auto Correct and Auto Prediction
• Document analysis.
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Fig. 1. NLP Applications

Here is an image of the most common scenarios (Fig. 1).
Let’s start building your own AI chatbot from scratch!
The methodology of this paper involves the use of NLP to develop computer pro-

grams that can communicate with people in a way that resembles human-to-human
conversation. The study of NLP involves analyzing, comprehending, and generating
natural language. The study concludes by showing how NLP has a significant influence
on the creation of chatbots and has the potential to enhance user interaction.

The next step is to deploy the chatbot on a website using Flask and JavaScript, where
Flask is a simple and efficient framework for web applications and JavaScript is used to
improve the user interface. This will make it easier for individuals to interact with the
chatbot and access information.

The following steps will be taken in the process (Fig. 2):
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Fig. 2. Chatbot Development

3.2 Data Preprocessing

This involves cleaning and preparing the data to be used in the chatbot. The steps included
are tokenization, stopword removal, lemmatization, and vectorization. I will explain this
with more details in the following sentences.

3.2.1 Data Cleaning

This would include checking for any missing or inconsistent data in the JSON file and
fixing it. Check how this.json file looks, this is an example of our data (Fig. 3 and Fig. 4).

Fig. 3. JSON File

Here I am loading the.json file to our code.

3.2.2 Tokenization

Tokenization is the process of breaking up a long piece of text into tokens, which are
smaller pieces of text. Depending on the job and the NLP model being utilized, tokens
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Fig. 4. Loading Data (.json)

might be words, sentences, symbols, or even subwords. To prepare text data for addi-
tional processing, such as text normalization, stopword removal, and feature extraction,
tokenization is a key step in many NLP pipelines (Fig. 5).

Fig. 5. Tokenization

3.2.3 Stopword Removal

Stopword removal is a preprocessing step in Natural Language Processing (NLP) that
eliminates common terms from the text, like “a,” “an,” “the,” “and," etc. Stopwords are
these words, and NLP tasks like sentiment analysis, document categorization, and topic
modeling don’t place much weight on them. When utilizing techniques like bag-of-
words or TF-IDF, stopwords are commonly eliminated from the text because they occur
frequently and do not have much meaning. This can result in a big and sparse matrix
(term frequency-inverse document frequency). Stopword elimination can decrease the
complexity of the data and boost the effectiveness of NLP models. [8, 9] (Fig. 6 and
Fig. 7).

Fig. 6. Bag of Word Function Explanation
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Fig. 7. Stopword removal

3.2.4 Lemmatization

When words are lemmatized, they are reduced to their root or fundamental form. The
dataset’s dimensions are decreased and the data are standardized. Lemmatization can
be used to transform words like “running,” “runner,” and “ran” into their simplest form,
“run.“ Words with the same root meaning are handled as the same word in text anal-
ysis tasks including sentiment analysis, document classification, and topic modeling.
Lemmatization is distinct from stemming, which entails stripping words of all context
and meaning before reducing them to their simplest form. Stemming algorithms fre-
quently generate meaningless words and may yield outcomes that are challenging to
understand. Lemmatization is commonly performed using libraries in NLP (Natural
Language Processing) such as NLTK or Spacy in Python. [10, 11] (Fig. 8).

Here is an example of it:

Fig. 8. Lemmatization

3.2.5 Vectorization

Is the procedure of translating text data into numerical vectors or representations that can
be processed by machine learning algorithms. The goal of vectorization is to represent
text data in a format that is suitable for NLP tasks such as text classification, sentiment
analysis, and topic modeling [12] (Fig. 9).

There are several vectorization techniques used in NLP, including:
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1. Bag of Words (BOW): is a straightforward vectorization technique in which each
document is represented as a collection of words, with the frequency of each word
utilized as a feature.

2. TermFrequency-Inverse Document Frequency (TF-IDF): is a more cutting-edge
vectorization strategy that contemplates both the rarity of termsover thewhole corpus
as well as their frequency in a given document. Words that are infrequent across the
entire corpus but regularly appear in a document are given higher weight.

3. Word Embeddings (Word2Vec, GloVe, BERT, etc.)

Here is an example of it:

Fig. 9. Vectorization Example

Here we are not implementing this preprocessing step nevertheless this step is highly
important in NLP to prepare text data for further processing.

3.3 Algorithm Development

This involves the creation of algorithms that can interpret the user input and generate a
response. The algorithms will be implemented using the programming language Python.

We have a function called get response (msg), this function takes in a user message
as input, tokenizes it into a sentence, converts the sentence into a bag of words represen-
tation, passes it through a pre-trained Neural Network model to make a prediction of the
intent, and returns a response based on the prediction. The response could either be a ran-
dom message associated with the predicted intent if the predicted probability is greater
than 0.75, or a default message “I do not understand...” if the predicted probability is
less than 0.75 (Fig. 10).

Following we have to train a PyTorch neural network for intent classification in a
chatbot.

• First, the intents and the corresponding patterns are loaded from a JSON file
(intents.json).

• The words in the patterns are tokenized and stemmed, and duplicates are removed.
• Then, a bag of words representation is created for each pattern sentence.
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Fig. 10. Function to convert sentence to BOW

• The training data (inputs and outputs) are created from the bag of words and the
corresponding tags.

• A PyTorch Dataset and a DataLoader are created for the training data.
• A neural network model is defined, with an input size equal to the size of the bag of
words representation, a hidden size of 8, and an output size equal to the number of
unique tags.

• The model is trained using the Adam optimizer and the CrossEntropyLoss criterion.
• Finally, the trained model is saved to a file (data.pth), along with related information
such as the input/output sizes, the all words, and the tags.

Check the example below (Fig. 11):

Fig. 11. Train Model

Feed Forward Neural Net which will get our bag of words as an input and then we
have one layer fully linked which has a sum of dissimilar patterns as an input size and
the hidden layer, one more hidden layer and last but not least the output size must be the
sum of different classes and then we apply Softmax.
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Let’s see this in our code to have a clear understanding but before I will add an image
so you can have an idea of what is a feed forward neural net?

The linear information flow of a Feed Forward Neural Network is what distinguishes
it from other artificial neural networks. A Feed Forward Neural Network’s connections
are linear andmove from input to output in a single direction without loops or backwards
flow, in contrast to a Recurrent Neural Network’s connections, which create cycles. The
most fundamental kind of neural network is this one. Although there are numerous
intermediate nodes where the data must pass, the information flow is constant [13]
(Fig. 12).

Fig. 12. Feed Forward Neural Network

A single layer perceptron is a simple example of a feed-forward neural network.
In a feed-forward network, the data flows in only one direction, from input to output,
through a series of interconnected nodes, called artificial neurons. Each neuron takes
the inputs, applies weights to them, and passes them through a non-linear activation
function, to produce an output. These outputs are then fed as inputs to the next layer of
neurons, until the final output layer produces the desired result. This process of moving
the inputs forward through the network to produce an output is known as “feeding the
data forward.” [14].

User Interface Design: The user interface was developed using the programming
language JavaScript. This step is important for creating a user-friendly interface that can
engage the user and make the chatbot more effective.

JavaScript plays a good role for the frontend because it provides a high level of inter-
activity and dynamic behavior on websites, making it ideal for creating user interfaces
and web applications [14]. It is a widely used and well-supported language, making
it easy to find resources and support when developing web applications. Additionally,
JavaScript has a large and growing ecosystem of libraries and frameworks that can be
leveraged to help speed up and simplify the development process.

Integration and Testing: The final step involves integrating the algorithms developed
in step 2 with the user interface created in step 3. The chatbot will then be tested and
evaluated to ensure that it is functioning as expected.
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Our chatbot is built without a user interface at the moment, but it will be added later.
Currently, Python is used to create the chatbot, but to use it in a more convenient way,
we will need to deploy it on a website. Without a website, we can only access the chatbot
through the terminal or command prompt (Fig. 13).

Here is an example:

Fig. 13. Chatbot from Command Prompt

This is an example of how it looks, it will look much better once we deploy it using
JavaScript since it will be more friendly and easy to interact with.

This is pretty much everything related to the Natural Language Processing, from
here you can execute the chat.py file to start chatting with the bot, once again, this needs
to be executed in the Command Prompt or PowerShell since is not deployed on a website
yet.

This is our next step, deploy it on a website to make it more attractive and easier to
interact with, here is where Flask and JavaScript come in. First, I want to explain what
is Flask?

Web Server Gateway Interface (WSGI) web application framework Flask is com-
pact. It is designed to make getting started quick and easy, with the ability to scale up to
complex projects. It began as a simple Werkzeug and Jinja wrapper but has now devel-
oped into one of the most popular Python web application frameworks. We are going to
install it now:

First, we have to create a new environment, it is advised to handle your project’s
dependencies in a virtual environment for both development and production (Fig. 14).

> mkdir myproject.
> cd myproject.
> py -3 -m venv venv.
Now, it is time to activate the environment,
> C:\ > < venv > \Scripts\activate.bat.
These commands are for Windows users, you can visit the official website for the

installation of different platform such as Linux and Mac https://flask.palletsprojects.
com/en/2.2.x/installation/.

https://flask.palletsprojects.com/en/2.2.x/installation/
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Fig. 14. Create Python Environment

Within the activated environment, use the following command to install Flask:
$ pip install Flask.
Now that Flask is installed, let’s import some libraries we will use in our project,

here is a snapshot (Fig. 15):

Fig. 15. Importing Flask

Ok, you might be asking what are those libraries that we imported, let me explain
what those libraries do:

• Render_Template: Find the app by default in the templates folder. As a result, we
only need to supply the template’s name, not its complete path.

• Request: When a request is made, the context of the request is monitored to keep
track of all the data associated with it. Rather than passing the request object to
every function that is executed during the request, the request and session proxies are
consulted instead. [3]

The Application Context, which manages the application-level data devoid of a
request, is comparable to this. When a request context is pushed, a corresponding
application context follows suit. [3]

• Jsonify: Flask jsonify is a Python feature that allows you to encapsulate a dumps()
method andmake enhancements to a json (JavaScriptObjectNotation) output to create
a response object with the application/json mimetype (Fig. 16 and Fig. 17).

Let’s take a look to the code:
This is all we need to render our website using Flask, let’s see how it looks:
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Fig. 16. Rendering html template

Fig. 17. Server up

4 Results

The results of combiningNLP and programming languages like Python and JavaScript to
create a chatbot can be seen in the final website. The user interfacewas improvedwith the
use of JavaScript, while Python was used to implement the NLP algorithms and process
natural language inputs. The end result is a chatbot that can engage in conversations with
people in a natural way, demonstrating the capabilities of NLP in building user-friendly
conversational agents.

The results of the project are a testament to the power of NLP in creating advanced
conversational agents. By utilizing NLP algorithms and processing natural language
inputs, the chatbot is able to interact with users in a way that resembles human-to-human
conversation. The use of JavaScript in the user interface also highlights the importance
of design in making chatbots appealing and accessible to users.
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Overall, the project demonstrates the potential of NLP in building chatbots that
can enhance human-computer interaction. The results obtained show that with the right
combination of NLP algorithms and user interface design, it is possible to create chatbots
that are both effective and enjoyable to use (Fig. 18).

This is how the website looks like after combining Python and JavaScript:

Fig. 18. Website

The results section of the website is the culmination of the integration between
Python and JavaScript. Upon executing the app.py file in the command prompt, users
can access the website by copying and pasting the generated IP address into their web
browser of choice, including Google Chrome, Mozilla Firefox, Microsoft Edge, and
Safari.

The website, though simple in design, serves as a demonstration of the potential
applications of the integration, including small business websites, personal portfolios,
blogs, e-commerce platforms, magazines, forums, and news websites, among others.

One notable feature of the website is the chat icon located in the bottom right corner.
By clicking on this icon, a chat window will appear, allowing users to engage in conver-
sation with the chatbot. The chatbot is capable of responding to user inquiries, though
the quality of its responses will depend on the training data it was exposed to. If a user
inputs an unfamiliar query, the chatbot will respond with “I do not understand.”

In summary, the Results section showcases the functional integration of Python and
JavaScript, presenting a simple but effective demonstration of the potential applications
of this integration (Fig. 19 and Fig. 20).

Take a look to the following images.
The chatbot is initiated by clicking on the purple message icon located on the bottom

right corner of the website. Once you click on it, a chat window will pop up, allowing
you to start communicating with the bot.
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Fig. 19. Chatbot interface Fig. 20. Chatbot interactions

It is important to note that the responses you receive from the bot will be based on
the training data provided. Therefore, if you ask a question that is not within the scope of
the training data, you will receive a response indicating that the bot does not understand.

In conclusion, the results section provides a simple and user-friendly interface for
you to communicate with the chatbot and get answers to your questions. The website
has the potential to be used for a variety of purposes such as small business websites,
portfolios, blogs, personal websites, e-commerce websites, magazines, forums, news,
and more (Fig. 21).

Below you can see how the server shows every request:

Fig. 21. Server requests on Command Prompt
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5 Conclusion

A key component of artificial intelligence, natural language processing (NLP) has been
studied for more than 50 years. It enables more natural communication between people
and computers by helping computers comprehend human language. Data preparation
and algorithm development are the two key stages of NLP development, and they are
essential for enhancing human-machine interactions and building more sophisticated
personal assistants. This study focused on the development of chatbots, which have
grown in popularity across a range of applications, including e-commerce and personal
assistant chatbots. The creation of an NLP-based chatbot using JavaScript and Python
was explained step-by-step in the tutorial. According to the paper is findings, NLP
has a substantial impact on chatbot development, has the potential to improve user
interaction, and can make conversational agents more human-like. The focus of future
research should be on enhancing the functionality of chatbots with NLP capabilities and
identifying new NLP-related AI applications. The project’s next stage is to install the
chatbot on a website using JavaScript and Flask to make it more user-friendly.
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Abstract. In recent years, the hair salon industry in Japan has seen an increase in
the number of salons and a decrease in the number of customers, leading to inten-
sified competition among salons for customers. To address this situation, salons
are taking various measures, one of which is to improve employee satisfaction.
In this paper, we examine whether employee satisfaction is related to customer
purchasing behavior and identify factors that can improve employee satisfaction.
Specifically, using data from a workplace satisfaction survey of employees, we
select questionnaire items using factor analysis. Next, using the selected survey
items, we performed basic tabulation to understand the characteristics of the data.
Then, we examined a structural equation modeling to examine the causal rela-
tionship between employee satisfaction and latent factors, and the identification
of factors that improve employee satisfaction using data on the number of all
employees. In addition, we conducted a Multi group analysis was conducted to
examine whether there were differences in response trends by job title.We divided
frequency respondents into two categories with respect job titles that are stylist and
assistant. Finally, we conducted RF analysis by using ID-POS data to evaluate the
percentage of good customers for each store. We used the results of these analyses
to examine the relationship between store satisfaction and customer purchasing
behavior.

Keywords: Employee satisfaction · factor analysis · structural equation
modeling

1 Introduction

In recent years, competition in the Japanese beauty salon industry has intensified.
According to theMinistry of Health, Labor andWelfares 2020 Report on Health Admin-
istration [1], the number of beauty salons increased by approximately 15,000 over the
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four years from 2016 to 2020, and the number of salons is expected to continue to
increase every year without decreasing. On the other hand, according to the Ministry
of Internal Affairs and Communications Population estimates [2], Japan total popula-
tion has been declining year by year because of low birthrates and an aging population,
decreasing by approximately 1.6 million people from 2015 to 2021. Against this back-
drop, competition to attract customers is intensifying in the hair salon industry. As the
results, each salon is making various efforts to attract customers. On each measure is the
improvement of employee satisfaction. By improving employee satisfaction, employees
feel that their work at the company is worthwhile, and it is expected that service will
improve for individuals and the organization, and improved service is also expected to
attract customers. According to Xu and Wakabayashi [3], they confirmed the tendency
for factors that constitute employee satisfaction to have a positive impact on factors that
constitute customer satisfaction, revealing a certain relationship between employees and
customers. And Suzuki and Matsuoka [4], higher employee satisfaction leads to higher
service quality, higher service quality leads to higher customer satisfaction, and higher
customer satisfaction leads to higher financial performance. Therefore, this study will
speculate on the relationship between employee satisfaction and customer purchasing
behavior, and identify factors that improve employee satisfaction.

2 Purpose of This Study

In this study, we use ID-POS data and questionnaire data on employee satisfaction at
hair salons to clarify whether employee satisfaction is related to customer purchasing
behavior.Moreover, we also identify factors that are influenced by employee satisfaction.

To employee satisfaction we select questionnaire items by factor analysis and deter-
mine the causal relationship between the latent variables determined by factor analysis
and the questionnaire items by structural equation modeling. We then use the results to
identify factors that improve employee satisfaction. In this structural equation modeling,
we also examine whether there is a difference in response difference between stylists
and assistants in a hair salon chain due to differences in the job descriptions of the two
jobs and discuss for each.

3 Definition of Employee Satisfaction

Employee Satisfaction (ES) can be broadly divided into two categories according to the
motivational hygiene theory (two-component theory) proposed by Frederick Herzberg
[5]. The first is motivators. Motivators are factors related to job content that directly
motivate people to work, such as a sense of accomplishment, desire for recognition,
promotion, responsibility, and the job itself, and are important factors in job satisfac-
tion. It is said to be a factor that should be proactively improved to increase employee
satisfaction.

The second is hygiene factors. Hygiene factors are also called dissatisfaction factors
because they are factors related to job dissatisfaction, such as benefits, relationships
with coworkers, salary, and management policies. Hygiene factors are said to have a
preventive role but no positive effect on direct motivation to work [6]. However, since
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hygiene factors are factors related to the work environment, if employees work with
a sense of dissatisfaction, it may lead to worsening of their work attitude and lower
productivity. Since a decline in hygiene factors may affect employee satisfaction, it is
believed that improving hygiene factors and increasing motivational factors will lead to
higher employee satisfaction.

Based on the above ideas in this study, we will use these two factors in our analysis
of employee satisfaction.

4 Dataset

In this study, we use id- point-of-sale data per customer provided by a national chain of
hair salons with outlets, as well as survey data on employee workplace satisfaction.

4.1 ID-POS Data

In this study, we use ID-POS data for 10 stores in the same area. The data used a one-year
period from April 1/2016 to March 31/ 2017 to match the implementation period of the
survey data used in 4.2 below. The datasets for accounting history and accounting details
are presented in Tables 1 and 2.

Table 1. Details of accounting history

Items Contents

Account ID Different IDs for each account

Store ID 10 stores from A to J

Accounting day Date of accounting

Accounting time hh:mm:ss

Customer ID Classify by integer

Table 2. Details of accounting statements

Items Contents

Account item ID Different ID for each account, each treatment
menu, and each product

Account ID Different IDs for each account

Itemized product type Product sales or treatment sales

Accounting details nomination classification Nominated or not
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4.2 Questionnaire Data on Workplace Satisfaction from Employees

In this study, we use data from a questionnaire survey conducted in July 2016 among
181 employees of 10 stores. The questions consisted of 52 items, rated on a 5-point
scale: 5, exactly agree, 4, fairly agree, 3, neither agree nor disagree, 2, not really agree,
1, and not at all agree, respectively. In addition, we have four types of employee jobs:
stylist, assistant, director, and storemanager. However. The number of directors and store
managers is small, we focused on stylist or assistant. Stylists are mainly responsible for
customer satisfaction by providing technical services such as cutting. Assistants do not
work directly with clients but assist the stylists. Tables 3 show the content and questions
of the survey.

5 Analysis to Improve Employee Satisfaction

In this section, we identify the factors that contribute to employee satisfaction. First,
we conducted a factor analysis to select our survey items. Then, based on the results
we performed a basic tabulation. Next, we conducted a structural equation modeling
to determine the causal relationship between the latent factors obtained from the factor
analysis and employee satisfaction. Moreover, we then conducted a multiple population
analysis to examine differences in response tendencies by job.

5.1 Selection of Questionnaire Items

First, we describe the results of our factor analysis. Here, we used promax rotation as
the factor rotation method. We selected five latent factors based on the BIC and MAP
criteria and extracted the top three question items with the highest factor loadings for
each latent factor. The results of the factor analysis are shown in Table 4.

Using these results, we named each latent factor and used only the top three observed
variables within the latent factor, as shown in Table 5.

We named ML1 Relation with boss because many of the questions in ML1 asked
about the supervisor, such as whether the supervisor gives effective advice on the job
and whether the supervisor takes in the opinions of the subordinates. ML 2 named Pride
and Brand because many of the questions in ML 2 asked whether you feel that your
work has a positive impact on the people around you and whether you feel that your
work is valuable to society. ML 3 named Meeting because many of the questions in ML
3 were about Meeting, such as “Do you think the store conducts meaningful individual
Meeting?”ML 4 namedOrganizational Understanding and Environment. Becausemany
of the questions inML 4 asked whether the employee understood the companies policies
and the company environment, such as whether they understood and agreed with the
company overall direction and decision-making, and whether they felt they could work
in a secure environment in the future. ML5 named Compassion and Growth. The name
Compassion and Growth was chosen because many of the questions asked whether the
members of the store are making efforts and caring for the goal, such as whether they
feel that they are all highly motivated to improve themselves and the organization, and
whether they have consideration for their colleagues and try to take good care of them.



356 A. Kumazawa et al.

Table 3. Questionnaire Details

Items summary

1. Clearly stated vision
2. Empathy with the vision
3. Specific plans
4. Clarification of jobs and responsibilities
5. Communication of information
6. Interest and concern
7. Attitude of listening
8. Effective advice
9. Consistency of words and actions
10. Trust

1 - 4 ask whether the boss has a vision

5 - 10 question the boss ability to empathize
11–25 asks about team and organizational
understanding and organizational environment

11. Sense of purpose and goals
12. Consideration for customers
13. Consideration
14. Fellowship growth awareness
15. Understanding of company policy
16. Future security
17. Personal growth
18. Ability to think and speak for oneself
19. Ability to execute
20. Ability to continue
21. Climate that fosters strengths
22. Benchmark
23. Competitive salary
24. Environment of empowerment
25. Frequency of Meeting

11–25 asks about team and organizational
understanding and organizational environment

26. Content of Meeting
27. Frequency of personal Meeting
28. Content of individual interviews
29. Job play frequency
30. Job play contents
31. Satisfaction

26–31 asks about Meeting and other initiatives

(continued)



Research on Store Evaluation in the Service 357

Table 3. (continued)

Items summary

32. Sense of accomplishment
33. Sense of growth
34. Sense of responsibility
35. Sense of self-determination
36. Meaningfulness
37. Sense of influence
38. Relationships
39. Appropriate evaluation
40. Mental and physical health
41. Hospitality
42. Pride
43. Growth mindset
44. Empathy for the brand

32–44 ask whether they are motivated by their
job, such as pride in their job

45. Brand pursuit
46. Brand learning
47. Brand and customer satisfaction
48. Sense of belonging

45–48 asks about the brand

49. Sense of improvement
50. Suggestions
51. In-house evaluation
52. Job satisfaction

49–52 asks about making the company a better
place to work and about job satisfaction

5.2 Summary Graphs

Next, we used the number of stylists and assistants in each store and the results from 5.1
to perform a basic tabulation of each latent factor for each store. The results are shown
in Fig. 1 and Table 6.

Figure 1 shows the number of stylists and assistants in each store. The graph shows the
number of stylists and assistants in each store. We can see that there are many assistants
than stylists in Stores A, B, and J. The number of assistants differs significantly among
stores. The number of employees differs greatly from store to store, with the largest store
(D) having 30 employees and the smallest (H) having 3 employees.

Table 6 shows the mean satisfaction for each latent factor for each store: store F
for ML1, ML2, and ML3, store E for ML4, and store I for ML5 showed high mean
satisfaction. On the other hand, store C in ML1, store H in ML2, store D in ML3 and
ML4, and store C inML5 showed lower mean satisfaction. Store F had the highest mean
satisfaction for all latent factors, while store F had the lowest mean satisfaction.

5.3 Causal Relationship between Employee Satisfaction and Latent Factors

Using the results of Sect. 5.1, we performed structural equation modeling. And we use a
total of 21 variables: 15 observed variables obtained by factor analysis and 6 latent factors
including employee satisfaction. The model used a quadratic factor analysis model, and
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Table 4. Results of Factor Analysis

Question Items Factor loading

Factor 1

X8 Effective advice 0.954

X7 Attitude of listening 0.950

X10 Trust 0.941

X1 Clearly stated vision 0.892

X2 Empathy with the vision 0.882

X6 Interest and concern 0.824

X9 Consistency of words and actions 0.815

X3 Specific plans 0.727

X4 Clarification of jobs and responsibilities 0.645

X5 Communication of information 0.610

X38 Relationships 0.498

X39 Appropriate evaluation 0.448

X47 Brand and customer satisfaction 0.435

X24 Environment of empowerment 0.370

X40 Mental and physical health 0.304

X22 Benchmark 0.302

Factor 2

X37 Sense of influence 0.827

X41 Hospitality 0.781

X36 Meaningfulness 0.760

X52 Job satisfaction 0.701

X33 Sense of growth 0.685

X42 Pride 0.676

X32 Sense of accomplishment 0.647

X49 Sense of improvement 0.587

X45 Brand pursuit 0.554

X46 Brand learning 0.523

X44 Empathy for the brand 0.411

X50 Suggestions 0.356

X31 Satisfaction 0.350

X34 Sense of responsibility 0.329

(continued)
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Table 4. (continued)

Question Items Factor loading

X35 Sense of self-determination 0.326

X18 Ability to think and speak for oneelf 0.099

Factor 3

X28 Content of Individual Interviews 1.166

X29 Job play frequency 1.128

X26 Content of Meeting 0.744

X27 Frequency of personal Meeting 0.671

X25 Frequency of Meeting 0.465

X19 Ability to execute 0.292

Factor 4

X15 Understanding of company policy 0.706

X30 Job play contents 0.585

X16 Future security 0.556

X17 Personal growth 0.382

X51 In-house evaluation 0.373

X23 Competitive salary 0.295

X43 Growth mindset 0.293

X48 Sense of belonging 0.288

Factor 5

X14 Fellowship growth awareness 0.677

X11 Sense of purpose and goals 0.668

X13 Consideration 0.623

X12 Consideration for customers 0.559

X20 Ability to continue 0.332

X21 Climate that fosters strengths 0.314

covariate relationships were created to see the relationship between each latent factor.
We tested covariate relationships for all latent factors, selected those with good values,
and incorporated them into the model. The covariate relationships for the latent factors
are shown in Table 7. We used GFI, CFI, and RMESEA as goodness-of-fit indices for
the model, with values of GFI = 0.909, CFI = 0.952, and RMSEA = 0.070. The results
of the structural equation modeling are shown in Fig. 2. The path coefficients for the
structural equation modeling are standardized coefficients.
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Table 5. List of latent factor naming

Factor Survey items Factor loading Name

ML1 X8 Effective advice 0.954 Relation with boss

X7 Attitude of listening 0.950

X10 Trust 0.941

ML2 X37 Sense of influence 0.827 Pride and Brand

X41 Hospitality 0.781

X36 Meaningfulness 0.760

ML3 X28 Content of individual
interviews

1.166 Meeting

X29 Job play frequency 1.128

X26 Content of Meeting 0.744

ML4 X15 Understanding of company
policy

0.706 Organizational Understanding and
Environment

X30 Job play contents 0.585

X16 Future security 0.556

ML5 X14 Fellowship growth
awareness

0.677 Compassion and Growth

X11 Sense of purpose and goals 0.668

X13 Consideration 0.623
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Fig. 1. Number of stylists and assistants in each store
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Table 6. Questionnaire average of each latent factor per store

Store
Factor

A B C D E F G H I J

ML1 4.17 3.65 2.86 3.59 3.92 4.57 4.26 3.67 4.17 4.35

ML2 3.86 4.41 3.90 4.02 4.23 4.81 4.37 2.89 4.13 3.83

ML3 2.90 3.30 2.35 2.33 3.38 3.67 3.63 3.33 3.17 3.36

ML4 3.33 3.62 3.51 3.24 4.06 3.81 3.89 3.44 3.30 3.65

ML5 3.57 4.02 2.90 3.09 4.21 4.10 4.31 3.33 4.47 3.67

Average 3.57 3.80 3.11 3.26 3.96 4.19 4.09 3.33 3.85 3.77

Fig. 2. Path diagram obtained by Structural Equation Modeling

Table 7 shows the good numerical values of the relationship between each latent
factor. From these latent factors, we infer the relationship between each latent factor.

From Fig. 2, all five path coefficients for satisfaction (employee satisfaction) and
the first-order latent factor have a causal relationship with a positive impact. Therefore,
improving employee satisfaction is expected to improve each latent factor. The path coef-
ficients from satisfaction to the latent factors in descending order are: ML5 (Compassion
and Growth) 0.74 in first place, ML4 (Organizational Understanding and Environment)
0.64 in second place, ML1 (Relation with boss) 0.55 in third place, ML3 (Meeting)
0.46 in fourth place, ML2 (Pride and Brand) 0.30 were found to have a positive impact,
in that order. This indicates that employee satisfaction has a strong causal relationship
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Table 7. Some covariate relationships for each latent factor

covariance relation

ML1 (Relation with boss) ML3 (Meeting)

ML5 (Compassion and Growth)

ML2 (Pride and Brand) ML4 (Organizational Understanding and
Environment)

ML5 (Compassion and Growth)

ML3 (Meeting) ML4 (Organizational Understanding and
Environment)

ML5 (Compassion and Growth)

ML4 (Organizational Understanding and
Environment)

ML5 (Compassion and Growth)

with ML5 and ML4. Therefore, it can be said that improving employee satisfaction will
significantly improve ML5 and ML4.

Next, we examine the covariate relationship of each latent factor: ML5 (Compassion
and Growth) ↔ ML1 (Relation with boss), ML2 (Pride and Brand), ML3 (Meeting),
and ML4 (organizational understanding and environment), ML5 shows a higher path
coefficient than the other latent factors. ML1 was 0.30, ML2 was 0.28, ML3 was 0.32,
and ML4 was 0.16, indicating that ML5 had an impact on all factors. This suggests that
improving ML5 may affect other latent factors and improve other latent factors as well.
Conversely, improving other latent factors may improveML5. Therefore, we considered
that ML5 is related to all the factors, and therefore, we found an influence of ML5 on
all the factors. Next, focusing on the path coefficients of ML4 ↔ ML2 and ML3, we
can see that ML2 and ML3 have a positive impact of 0.22 and 0.21, respectively. The
impact of ML2 and ML3 was found in terms of understanding the content of one own
work. The path coefficient of ML1 ↔ ML3 shows that ML3 has a positive impact of
0.24. This is because meeting is the place to communicate with superiors at work, and
therefore, meeting influence the impression of superiors, and the higher impression of
superiors leads to better “Meeting” with better contents.

This shows that each latent factor is not an independent entity. Each latent factor
is composed of various elements. Therefore, we believe that it is important to look at
employee satisfaction not only in terms of the items that we want to improve, but also
in terms of other items from a bird eye view.

5.4 Multi Group Analysis by Employee jobs.

We conducted a Structural Equation Modeling on 100 stylists and 81 assistants. We
hypothesized that because these two jobs have different job descriptions, the items on
which they perceive satisfaction differ due to their influence, and thus there may be
differences in response trends depending on the job. The values for each of the fit indices
are GFI = 0.892, CFI = 0.970, and RMSEA = 0.049 for stylists. For assistants, GFI
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= 0.849, CFI = 0.945, and RMSEA = 0.085. The results, respectively of the structural
equation modeling for each job are shown in Fig. 3 and 4.

Fig. 3. Structural Equation Modeling by Stylist

Fig. 4. Structural Equation Modeling with Assistant



364 A. Kumazawa et al.

From Fig. 3 and 4 show the results of the multi group analysis for stylists and
assistants. Stylists showed high path coefficients for ML4 (Organizational Understand-
ing and Environment), ML3 (Meeting), and ML5 (Compassion and Growth) based on
employee satisfaction. On the other hand, ML2 (Pride and Brand) and ML1 (Relation
with boss) showed low path coefficients. This may be since stylists have an important
job in the store, such as styling for customers, and therefore employee satisfaction is
directly related to their job, and ML4, ML3, and ML5 showed high path coefficients.

Covariate relationships showed large path coefficients for ML1 ↔ ML3, ML1 ↔
ML5, and ML3 ↔ ML4. ML1 and ML3 showed large path coefficients because the
Relation with boss is easily formed in meeting where the stylist has many opportunities
to speak.ML1 and ML5 showed large path coefficients because the boss concern for and
communication with the subordinate led to the formation of an impression of the super-
visor and the subordinate’s feeling of consideration for the supervisor.ML3 and ML4
showed large path coefficients because we can conduct better meeting by learning orga-
nizational understanding and organizational environment, which leads to organizational
understanding and organizational environment.

The assistants showed particularly large pass coefficients forML2 (Pride andBrand),
ML5 (Compassion and Growth), and ML1 (Relation with boss) based on employee
satisfaction, but also large pass coefficients for ML4 (Organizational Understanding and
Environment) and ML3 (Meeting). This suggests that employee satisfaction is strongly
influenced by all latent factors because assistants oversee various tasks in the salon and
have less years of service.

Covariate relationships showed large path coefficients for ML1 ↔ ML5, ML2 ↔
ML4, ML3 ↔ ML5, and ML4 ↔ ML5. ML1 and ML5 showed large path coefficients
because, as with the stylists, the boss care and communication with the subordinate
formed the Relation with boss, leading to the subordinates feeling of compassion. ML2
and ML4 showed large path coefficients because having pride in work and being brand-
conscious of one work leads to better understanding of the organization and organiza-
tional environment, and learning about the organization and organizational environment
leads to greater pride in one work and brand-consciousness of one work. ML4 and ML5
thought that the larger path coefficients were since the communication of caring and
growth is formed by having meetings, and the better meetings can be held by improving
the caring and growth. ML4 and ML5 showed larger path coefficients for having bet-
ter meetings by improving organizational understanding and organizational environment
and creating amore communicative and comfortable workplace by caring for coworkers.

6 Analysis for the Purpose of Identifying Good Customers

We used ID-POS data and performed basic tabulations to characterize the data. We then
performed an RF analysis to determine the percentage of good customers per store. The
data period used was 365 days from 04/01/2016 to 03/31/2017.
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6.1 Basic Tabulation

We tabulated the number of transactions, the average number of transactions per person,
and percentage of customers nominating stylist for each store. The results are shown in
Table 8.

Table 8. Number of transactions, average number of transactions, and nomination rate for each
store

Stores Transactions Average number of transactions Nomination rate

A(24employees) 27,377 1140.71 97%

B(27employees) 32,970 1221.11 93%

C(24employees) 19,021 792.54 86%

D(30employees) 25,931 864.37 82%

E(16employees) 16,300 1018.75 87%

F(7employees) 12,852 1836.00 70%

G(18employees) 17,483 971.28 86%

H(3employees) 11,906 3968.67 81%

I(10employees) 9,371 937.10 82%

J(22employees) 20,889 949.50 92%

Average 19,410 1370.00 85%

Table 8 shows the number of transactions, average number of transactions per person,
and nomination rate for each store. Store B has the largest number of transactions, store
H has the largest average number of transactions, and store A has the largest nomination
rate. On the other hand, store J had the largest number of transactions, store C had the
largest average number of transactions, and store F had the lowest nomination rate.

6.2 RF Analysis

We performed an RF analysis to extract the percentage of good customers per store.
The reason why we chose RF analysis instead of RFM analysis is that we are dealing

with a hair salon chain in this study. Since hair salon chains have a small difference in the
amount of money that customers spend on purchases, we eliminated “M” and conducted
RF analysis.

We used 04/01/2017, the day following 03/31/2017, the last day of the period, as the
R indicator, and calculated the difference between the accounting date in the accounting
history and the last purchase date during the period by the customer as a numerical value.
We assign a value of 30 to each customer if the last purchase date was one month ago,
and 365 to each customer if the last purchase date was one year ago. For the F indicator,
the number of purchases was counted using customer IDs in the accounting history, and
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Table 9. Ranking of each indicator

Rank R F

1 241 - 365 1

2 121 - 240 2 – 3

3 61 - 120 4 - 5

4 31 - 60 6 – 11

5 0 - 30 More than 12 times

the sum of the counts was used as the F indicator. The ranking criteria are shown in
Table 9.

Based on this table we identify the best customers for each store. In this study we
consider as good customers those whose R and F scores total more than 8 points.

6.3 Number of People per Rank in each Store

Using the rank criteria in Table 9, the total number of R and F customers for each store
was expressed as a rank of 2–10.A rank of 8 or higher is then considered a good customer.
The results are shown in Table 10.

Table 10. Number of people per rank overall and in each store.

Store
Rank

Whole A B C D E F G H I J

2 938 93 111 147 178 105 80 98 46 74 68

3 2058 194 218 303 388 161 167 207 224 126 186

4 2185 190 238 287 417 182 161 204 213 153 239

5 1962 178 204 276 331 168 155 193 198 119 201

6 2109 212 236 275 354 187 165 203 194 131 220

7 2111 275 233 234 367 172 183 156 165 111 252

8 2104 288 288 220 325 168 162 180 131 128 227

9 2697 405 376 266 414 214 203 213 151 140 308

10 3206 478 583 298 382 269 199 293 171 153 351

Total

19370 2313 2487 2306 3156 1626 1475 1747 1493 1135 2052

Percentage of good customers

41% 51% 50% 34% 36% 40% 38% 39% 30% 37% 43%

Table 10 shows the number of people we determined for each rank overall and for
each store. From this, we calculated the percentage of good customers overall and by
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store. Overall, the percentage of good customers was very large at 41%. Comparing the
results for each store, store A and store B had particularly large rates of good customers,
at more than 50%. On the other hand, store C and store H had low percentages of good
customers, with store C at 34% and store H at 30%. Other stores had a good customer
ratio close to 40%.

7 Relationship between employee satisfaction and customers

We considered employee satisfaction and customer purchasing trends in each store by
using the results of basic aggregation of ID-POS data, factor analysis, aggregate results
of average satisfaction using the results of structural equation modeling, and the rate of
good customers obtained by RF analysis.

Table 11. Average satisfaction and customer purchase indicators for each store

Store
Factor

A B C D E F G H I J

ML1 4.17 3.65 2.86 3.59 3.92 4.57 4.26 3.67 4.17 4.35

ML2 3.86 4.41 3.90 4.02 4.23 4.81 4.37 2.89 4.13 3.83

ML3 2.90 3.30 2.35 2.33 3.38 3.67 3.63 3.33 3.17 3.36

ML4 3.33 3.62 3.51 3.24 4.06 3.81 3.89 3.44 3.30 3.65

ML5 3.57 4.02 2.90 3.09 4.21 4.10 4.31 3.33 4.47 3.67

Average Satisfaction

3.57 3.80 3.11 3.26 3.96 4.19 4.09 3.33 3.85 3.77

Average number of transactions

1141 1221 793 864 1019 1836 971 3969 937 950

Nomination rate

97% 93% 86% 82% 87% 70% 86% 81% 82% 92%

Percentage of good customers

51% 50% 34% 36% 40% 38% 39% 30% 37% 43%

Table 11 shows that the top three stores in terms of average satisfaction were F,
G, and E, and the bottom three were C, D, and H. In terms of the average number of
transactions, H, F, and B were the top three, and C, D, and I were the bottom three. In
the nomination rate, A, B, and J were the top three, and F, H, D, and I were the bottom
four with the same percentage. In the good customer rate, A, B, and J were in the top
three, and H, C, and D were in the bottom three.

We found no effect of employee satisfaction on the number of transactions, the nomi-
nation rate, and the good customer rate in the stores with large employee satisfaction, but
some negative effects on the average number of transactions and the good customer rate
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in the stores with low employee satisfaction.We therefore believe that low employee sat-
isfaction affects customers purchasing behavior. Therefore, we can expect an increase
in the number of transactions and the acquisition of good customers by creating and
improving an environment with large employee satisfaction.

8 Conclusion

In this study, we used questionnaire data onworkplace satisfaction of employees in a hair
salon chain to identify factors that need to be improved to increase employee satisfaction,
and ID-POS data to examine whether employee satisfaction affects customer purchasing
behavior.

For the analysis, we used factor analysis to find common factors among the sur-
vey items and selected survey items. As a result, we obtained 5 latent variables and
15 observed variables, which we named ML1 (Relation with boss), ML2 (Pride and
Brand), ML3 (Meeting), ML4 (Organizational Understanding and Environment), and
ML5 (Compassion and Growth). We then used covariance structure analysis to create a
path diagram to clarify the causal relationship with employee satisfaction. The results
revealed that the potential factors influencing employee satisfaction are Compassion and
Growth and organizational understanding and environment.

We also conducted a Multi group analysis for stylist and assistant jobs. Stylists
indicated that the latent variables with large path coefficients from employee satisfaction
were organizational understanding and environment, Meeting, and Compassion and
Growth. Assistants showed that the latent variables with large path coefficients from
employee satisfaction were Pride and Brand, which was particularly large, but all the
path coefficients were large.

We then examined the relationship between employee satisfaction and customer
purchase propensities using questionnaires and ID-POS data. We found that stores with
large employee satisfaction did not affect the number of transactions, the nomination
rate, or the good customer rate, while stores with low employee satisfaction had some
negative effects on the average number of transactions and the good customer rate. From
this result, we considered that increasing employee satisfactionwould lead to an increase
in the number of transactions and the acquisition of good customers.
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Abstract. Personality traits are known to have a high correlation with
job performance. On the other hand, there is a strong relationship
between language and personality. In this paper, we presented a neural
network model for inferring personality and hirability. Our model was
trained only from linguistic features but achieved good results by incor-
porating transfer learning and multi-task learning techniques. The model
improved the F1 score 5.6% point on the Hiring Recommendation label
compared to previous work. The effect of different Automatic Speech
Recognition systems on the performance of the models was also shown
and discussed. Lastly, our analysis suggested that the model makes better
judgments about hirability scores when the personality traits information
is not absent.

Keywords: Personality Traits · Job Performance · Social Signal
Processing · Natural Language Processing

1 Introduction

The way in which we perceive the world and how the world perceives us is largely
influenced by our personality. Psychologists have studied human personalities for
many decades, and the Big Five personality model is known as the best working
hypothesis [17]. The Big Five model states that human personality differs across
five dimensions: Openness, Conscientiousness, Extraversion, Agreeableness, and
Emotional Stability (neuroticism). There are many situations where understand-
ing one’s personality is beneficial, such as in career coaching or in family conflict
resolution. Prior research showed that there is also a strong relationship between
a candidate’s personality and their job performance [4,13]. Due to these advan-
tages, companies are more and more interested in their candidates’ personalities
and projected job performance. However, the traditional method to evaluate
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personality traits via filling out questionnaire forms is both subjective and time-
consuming, so objective methods to automate this process are needed. To this
end, machine learning (ML) models are developed for this task in recent years,
for their ability to explore human multimodal behaviors.

Previous studies [7,19,21,24] have used both verbal and nonverbal behav-
iors to predict personality traits. Nonverbal behaviors features were found to
be effective in predicting personality and hirability, however, data sets whose
nonverbal features are predictive could be suffering from annotations bias (face
attractiveness, perceived ages, etc.), and models could unintentionally learn the
bias for making predictions [18]. As an attempt to overcome this problem, our
work focuses on developing models for only linguistic features extracted from
the videos. A neural network (NN) model is proposed to demonstrate that it
is possible to simultaneously learn the personalities and job performance of an
interviewee from the content of their speech. In addition, not much research [25]
was dedicated to studying the relationship between the Big Five personality and
the Hiring Recommendation label. In this work, we conducted experiments to
show that when giving a model information about the speaker’s personality, it
could make better predictions about the Hiring Recommendation (hirability)
label.

In the field of multimodal learning, Automatic Speech Recognition (ASR)
systems are often used to convert speech from audio into text for processing.
Different ASR systems may have different performance levels. Word Error Rate
(WER), which is defined as the number of incorrectly recognized words divided
by the total number of spoken words, is a common metric to evaluate ASR sys-
tems. ASRs errors influence NLP and personality trait modeling, but to what
extent the influence affects post-processing tasks is not studied well [32]. There-
fore, we also conducted experiments with transcriptions obtained from two dif-
ferent ASR systems (namely, Watson and Whisper) and discuss the results.

In summary, the main contributions are:

– A NN model for predicting personality traits and job interview performance
is proposed. The model leverages a pre-trained large language model and the
weighted linear sum of the losses function to carry out multi-task classification
learning. Experimental results showed that the proposed model performed
better than previous work when evaluated using the F1 score.

– The effect of two different ASR systems on the performances of different
models was analyzed.

– This research is bridging the gap between computers and humans by improv-
ing computers’ ability to predict human performance in job interview.

2 Related Work

The goal of multimodal machine learning can be defined as “to build models
that can process and relate information from multiple modalities” [3]. There are
many exciting works on multimodal learning such as works on visual question-
answering systems [1,40] or image generation systems [36,37]. One of the fields
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that widely uses multimodal learning models is affective computing. In [27],
the authors developed a framework to predict job interview performance using
facial expressions, language, and prosodic information. [7] developed models to
predict personality traits and hiring recommendation scores from monologue
videos. [15] collected more than 7000 video job interviews for real positions and
developed a hierarchical attention model (HireNet) to predict the hireability of
the candidates.

One of the earliest research on computational hirability was conducted by
[31]. This work found that it is possible to predict hirability scores from non-
verbal features, and the interaction during the interview is more effective for
the prediction than psychometric questionnaires data. Following work found
that even nonverbal brief excerpts of interactions were still predictive of hirabil-
ity impressions [29]. For many people, conducting job interviews is a stressful
task. The authors of [11] explored the relationship between stress and hirabil-
ity impressions, and individuals who are perceived as more stressful are more
likely to get lower hirability scores. In [30], the authors collected a conversational
video resumes dataset and developed a computational framework to predict first
impressions, and the analysis showed that there are correlations between per-
sonality and hirability. A framework for improving the first impressions of hospi-
tality students was proposed in [26]. Another feature-extraction framework was
proposed in [33] to infer personality traits and hiring decisions.

The common features used to train predictive models are linguistic, acous-
tic, and visual features. Combining multiple modalities does not always mean
much better results are obtained, though. In [7], fusing different modalities does
not yield better results than models that only have text as the only modality.
In [15], the authors stated that “more sophisticated fusion schemes are needed
to improve on the monomodal results”. One of the possible reasons is that by
introducing more modalities, more noise is also introduced, making it more dif-
ficult for models to learn the useful signals. In this paper, we focus only on
linguistic features to develop the models. This approach was also explored by
[9], with the main difference being that our text comes directly from the speeches
of interviewees and not from a chat-based interface.

Recent advances in machine learning come largely from the Transformer
architecture [39] and its variants. The state of the art of many tasks was
raised significantly by models built upon this architecture. In speech recogni-
tion, wav2vec2 [2] or Whisper models are approaching human accuracy and
robustness. In NLP, large language models such as BERT [10], RoBERTa [23],
or GPT-3 [6] do surprisingly well on the text classification task, along with other
tasks. That being said, classical machine learning methods such as SVM [8] still
have their place as a strong baseline, especially when the classes are clearly
separated.

When developing models for large-corpus of conversational videos, it is not
practical nor scalable to manually transcript the videos. Instead, an ASR system
is usually used to convert speeches to text. In [32], three Japanese ASR systems
were compared and their effects on the storytelling skill assessment were evalu-
ated. To the best of our knowledge, no previous work has attempted to evaluate
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the effect of different ASR systems on personality traits and interview perfor-
mance prediction models. Therefore, in this work, we extracted the text from
two English ASR systems and analyzed the effect of the ASR error rate on the
developed models.

3 Methodology

3.1 Predicting Personality from Linguistic Features

The Big Five traits theory was originally discovered by following the guidelines of
the lexical hypothesis, which stated that we use language to encode the difference
between people. Therefore, there is a strong relationship between language and
personality traits [5]. Automatic personality recognition is one of the important
tasks in the Personal Computing research field, as it has many implications in
the emerging Human-Centered Artificial Intelligence scenarios.

Feature Representation. Two main approaches used to represent language
are the closed-vocabulary approach and the open-vocabulary approach. In the
closed-vocabulary approach, words are separated into predefined categories and
the correlations between the number of words belonging to each category and
personality are studied. The Linguistic Inquiry and Word Count (LIWC) [34] is
one of the widely used lexicons in this approach. In the second approach, words
and documents are usually converted into vector representations by a language
model, and then the vector representations are inputted directly into machine
learning models. In the proposed model, we used a large language model (LLM)
named RoBERTa as the feature extractor. RoBERTa is an improved version of
BERT [10], both of which are pre-trained LLMs based on the Transformer archi-
tecture [39]. Unlike the closed-vocabulary approach, where each word has only
one concrete meaning, LLMs are capable of taking the word and its surrounding
context into account when generating the embedding.

3.2 Dataset and ASR Systems

This work was conducted on the corpus shared by Chen el at. [7]. This cor-
pus contains 1891 monologue videos from 260 interviewees, and each video was
annotated with the perceived personality trait and holistic scores. A training set
(1519 samples) and a test set (372 samples) were produced under the condition
that no interviewee appears in both set. The original scores of the labels were
in the 7-point Likert scale, but they are converted into two scores HIGH and
LOW using the median scores as the thresholds. Figure 1 shows the training set
score distributions of the labels before the conversion, and Table 1 shows the
statistics of the labels after the conversion. One key observation from Fig. 1 is
that the Hiring Recommendation scores follow the Gaussian distribution, while
the Personality Traits scores follow the bimodal distribution.
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Fig. 1. The distributions of the labels on the training set before converting to HIGH
and LOW classes. The dash lines indicate the median scores.

Table 1. The statistics of the labels after converted to HIGH and LOW classes

Label Training Set Test Set

HIGH LOW HIGH LOW

Hiring Recommendation 773 746 191 181

Agreeableness 780 739 186 186

Extraversion 774 745 189 183

Conscientiousness 761 758 186 186

Emotional Stability 781 738 180 192

Openness 788 731 188 184

To convert the candidates’ speech to text, two ASR systems were chosen:
IBM Watson1 (commercially available, transcription files were provided by the
original authors of [7]), and OpenAI’s Whisper system [35]. The WERs of the
systems when calculated based on 22 manually transcribed random samples from
the data set are 32.73% and 5.28%, and the average lengths of the transcriptions
are 275 and 276 words, respectively.

1 https://www.ibm.com/cloud/watson-text-to-speech.

https://www.ibm.com/cloud/watson-text-to-speech
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3.3 Proposed Model: The Neural Network

In this paper, a neural network (NN) model was proposed as an alternative app-
roach to the baseline model (the Support Vector Machine, to be introduced in
Subsect. 3.4). Figure 2 shows the architecture of our model. Two main advan-
tages of the neural network model compares to the baseline model are: more
information can be encoded to the text embedding vector by the pre-trained
language model, and only one model is trained for all six labels.

Since each candidate was given two minutes to answer a question, the answers
came in form of a paragraph. We feed the paragraphs to RoBERTa [23] to obtain
the paragraph embeddings. In this paper, we used the “roberta-base”2 version,
with the maximum input length set to 512 tokens. The output of this step is
an embedding vector that has 768 dimensions. This embedding vector is then
concatenated with the unique z-normalized numbers indicating the Speaker ID
and the Question ID, resulting in a vector that has 770 dimensions (similar to the
models proposed by [28]). The original (unnormalized) Speaker ID and Question
ID are two unique integers indicating which speaker (interviewee) is answering
which question. Since there are a total of 260 speakers and a maximum of 8
questions, the original Speaker ID ranges between 1 and 260, while the original
Question ID ranges between 1 and 8. The Speaker ID and Question ID are
inputted to the NN to provide the model with additional contextual information
about the paragraph.

The 770 dimensions vector is then passed to four blocks of layers. Each of
the first 3 blocks contains a Fully Connected (FC) layer, a LeakyReLU non-
linear activation layer, and a Dropout layer with a dropout probability of 0.5.
The last block contains only a Fully Connected layer (FC4). The first three FC
layers are initialized using Kaiming initialization [14], while the FC4 layer is
initialized using Xavier initialization [12]. The final output is a vector that has
6 dimensions, corresponding to the six labels (the Hiring Recommendation and
the Big Five personality traits).

The Loss Function. Since we formulated the problem as a multi-label clas-
sification problem, the Binary Cross-Entropy (BCE) loss is the natural choice
for the loss function. However, the experiments showed that when BCE loss is
naively applied, the model performs well on the Big Five labels, while performing
poorly on the Hiring Recommendation label. The results suggest that the Hir-
ing Recommendation label is more difficult to classify compared to other labels.
Therefore, we modified the BCE loss to the weighted linear sum of the losses,
which takes the formula:

Ltotal =
∑

i

wiLi (1)

where i is the label, Li is the BCE loss with respect to label i, and wi is the
weighted parameter for Li. This loss function was previously used in multi-task
2 https://huggingface.co/roberta-base.

https://huggingface.co/roberta-base
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Fig. 2. The architecture of the neural network model (“FC” denotes the “Fully Con-
nected” layer)

learning problems [20,22,38]. In our case, the concrete formula is:

Ltotal = whrLhr + wagLag + wexLex + wcoLco + wemLem + wopLop (2)

where the subscripts (hr, ag, ex, co, em, op) stand for the labels (hiring recom-
mendation, agreeableness, extraversion, conscientiousness, emotional stability,
openness), respectively.

Hyperparameters. Grid search was used for selecting the NN hyperparame-
ters. To perform grid-search, roughly 20 percent of the original training set (298
samples) was separated to create the validation set. The separation was also per-
formed under the condition that no speaker appears in both sets. Table 2 shows
the best hyperparameters for the NN model.
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Table 2. Training hyperparameters

Hyperparameter Value

Batch Size 32

Optimizer AdamW

β1 0.9

β2 0.99

ε 1e − 6

Weight Decay 1e − 2

AMSGrad True

Training epoch 500

Max Learning Rate 1e − 2

Learning Rate Scheduler Cosine Annealing with Hard Restarts and Warm up

Number of restart cycles 2

Total training steps 24000

Warm-up steps 2400

3.4 Baseline Model: The Support Vector Machine

The Support Vector Machine (SVM) was chosen as the baseline model since this
approach produced the best classifiers for this data set in previous work [7]. The
general pipeline showed in [7] was followed: features are extracted from text using
the Bag-of-Words model, then feed into the SVM. The Radius Basic Function
(RBF) kernel was used in this study and grid-search was used for selecting the
parameters C and γ from the following range [16]:

C ∈ {2−5, 2−3, 2−1, 1, 21, 23, 25, 27, 29}

γ ∈ {2−15, 2−13, 2−11, 2−9, 2−7, 2−5, 2−3, 2−1, 21, 23}
The best parameters were chosen using 5-fold cross-validation on the training

set, where the folds were separated under the same condition that the test set
was separated.

4 Results

For the evaluation metric, the macro F1 measurement is reported (we found
that the Precision and Recall scores are mostly equal to F1). Table 3 shows
the experiment results of our methods. For the NN model, the table shows the
average results of 5 runs with different random seeds.
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Table 3. F1 scores on the test set

Label Model

SVM Neural Network

ASR System ASR System

Watson
(obtained
from [7])

Whisper
(ours)

Watson
(ours)

Whisper
(ours)

Hiring Recommendation 0.66 0.69 0.716 0.714

Agreeableness 0.84 0.85 0.838 0.862

Extraversion 0.78 0.80 0.812 0.802

Conscientiousness 0.86 0.86 0.85 0.868

Emotional Stability 0.83 0.84 0.85 0.88

Openness 0.81 0.83 0.828 0.844

5 Analysis and Discussion

Performance of the Proposed Model Compared to the Baseline Model.
Table 3 shows that the performance of the proposed model is higher than the
baseline models across all labels. The best results mostly come from the NN
model trained on transcriptions from the ASR system with the lowest WER
(Whisper). The highest F1 score for the Hiring Recommendation label is 0.716,
which is a 0.056-point increment compared to previous work. For the Big Five
personality trait labels, the gains range between 0.01 to 0.05 points.

Interpretation for the Improved Performance of the NN Model. When
human annotators annotated the original videos, they did not watch the videos
and annotated each of the labels separately. Instead, they watched a video once,
and then annotated all the labels. Differing from the SVM models, the multi-
label NN reassembled this process closely. In the SVM baseline, each model is
separately trained with respect to each of the labels, so the Hiring Recommen-
dation prediction model does not have access to the Personality Trait labels. On
the other hand, the proposed NN model updated its weights from the feedback
of all the labels at the same time, so the NN model can learn some relation-
ships between the labels. To evaluate the effect of the Personality Trait labels on
the model’s ability to predict the Hiring Recommendation score, we conducted
experiments with some changes to the weights of the loss function. In particular,
we set the weights of the Personality Trait labels in Eq. 2 to zeros. We retrained
the NN model on the Whisper’s transcriptions and found that the 5-run average
F1 score of the Hiring Recommendation label decreased to 0.696. This is similar
to the results of the baseline model, where the Personality Trait labels also were
not taken into account.
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The Effect of ASR Systems on Models’ Performance. With respect to
different ASR systems, the results show that the SVM models benefited from the
higher quality transcriptions, while it is not clear that the NN model received the
same benefits. In the case of Hiring Recommendation and Extraversion labels,
the NN model performed slightly worse when trained on higher-quality transcrip-
tions. It is possible that the negative gains simply come from the randomization
nature of NN models.

Sum of the BCE Losses. In Sect. 3.3, we mentioned that the weighted linear
sum of the BCE losses function helped the model learn all labels efficiently. In this
section, more details to support the claim are provided. By conducting parameter
searches, our experiments show that when whr in Eq. 2 is 5 and w of each of the
Big Five labels loss is 1, the model is able to learn all labels simultaneously.
On the other hand, when all the weights in Eq. 2 are set to 1 (called the linear
sum of the BCE losses function), the Hiring Recommendation label cannot be
learned. Figure 3 shows the accuracy of the Hiring Recommendation label (the
model was trained on Whisper’s transcriptions) on the validation set when the
weights are set in the two cases. The figure does not show the accuracy of the
other labels since those are almost identical.

Fig. 3. The accuracy of the Hiring Recommendation label on the validation set when
different weights are used for the loss function. The validation accuracy of the Big Five
labels is omitted to simplify the figure.
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6 Conclusion

In this work, we proposed a NN model for predicting personality traits and hiring
recommendation scores. The experiment results showed that our NN architec-
ture performs better than the baseline model. While the Big Five labels can be
predicted quite accurately, predicting whether a candidate should be invited to
an onsite interview is a much more challenging task. Our analysis showed that
it is better to give the model can learn some relations between personality traits
and the hiring recommendation labels. The effect of distinct ASR systems on
the models’ performances was also evaluated. We also found that the quality of
the transcriptions only has little effect on the models’ performance.

There are still some limitations to our approach. First, other modalities
besides text were not considered. Secondly, our work is based on the assumption
that the way people use their language in front of the camera is similar to real
life. This is not always the case. In future work, we plan to incorporate other
modalities such as visual and acoustic modalities into the NN model. Further-
more, in the context of HCI, more research is needed to understand how different
types of people use their language differently in front of cameras.
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Abstract. This project uses AI (artificial intelligence) rendering technology to
realize how to present a photo in different forms of style. In a python environ-
ment, we establish a style transfer, inputting an original image for the software to
recognize, then putting in a rendered style image for the software to perform the
program. After 500 cycles are executed, the style will not have a stable form as
the AI is evolving. By the time it reaches 1000 images, the algorithm has already
remembered the common points of the images and grasped its own style, indicated
by the gradual convergence of the loss function. The software will then produce
different styles of rendered images.

Keywords: AI · style transfer · rendering technology

1 Introduction

AI is a product that aggregates data into a crystallization of wisdom, and the algorithm
itself is awayof proving itself by learningwisdom.Thefinal outcome isAI.By repeatedly
aggregating vast amounts of data, it eventually becomes its own wisdom, with learning
abilities far surpassing those of humans.

There has been a misconception in recent years that AI has been fully developed
in a short period of time, but in fact, it has gone through three waves and taken nearly
50 years. The prototype of artificial intelligence was proposed by John McCarthy and
three others on August 31, 1956, during a month-long conference at Dartmouth College,
which sparked the first wave of enthusiasm. The first Perceptronwas established in 1957,
but it was ineffective. Due to a lack of funding, progress in AI was slow until 1980, when
the problem of neural networks was solved and the second wave of excitement began.
See Fig. 1

The Expert Systems in 1980 tied up the current hardware infrastructure and could
not utilize AI effectively, leading to a gap between investment and results. By 1993, AI
was once again put on hold.

The most critical moment was in 2012 when AlexNet neural network, developed
by the University of Toronto, performed well in academic competitions and renewed
interest in the possibilities of AI.
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Fig. 1. The rise and fall of AI

Style transfer technology was proposed by Leon A. Gatys, Alexander S. Ecker, and
Matthias Bethge in 2015. They described a method for using deep learning techniques
to convert an image’s style to another style in the paper “A Neural Algorithm of Artistic
Style”. The algorithm uses a Convolutional Neural Network (CNN)-deep learningmodel
that extracts features of an image through convolution and pooling operations. By using
two different CNN models, one for extracting the content features of the image and the
other for extracting the style features, the algorithm can combine the two styles to create
a new image.

2 Convolutional Neural Network, CNN

It is a deep learning model used for image processing [1, 2]. It has a structure similar
to a traditional artificial neural network but with unique layers including convolution
and pooling layers. The structure of a CNN usually includes an input layer, many com-
bination of convolution layers, pooling layers and fully connected layers, etc., finally
a output layer. See Fig. 2. During training, weights are continually adjusted through
backpropagation algorithms so that the model can make accurate predictions. Its main
advantage is its ability to capture local features in an image, making it particularly suit-
able for image recognition and classification tasks such as self-driving vehicles, face
recognition, handwriting recognition, etc.
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Fig. 2. CNN learning process

2.1 Convolutional Layer

A convolutional layer performs a convolution operation on an image using a weight
matrix, filtering each sub region of the image, see Fig. 3. In one convolutional layer,
each convolutional kernel is used to perform a convolution on different subregions of
the image, capturing different features in the image.Convolutional layers are often shared
between two models, one model being responsible for extracting local features from the
original image, and the other being responsible for recombining these features into an
image with a new style. By continually adjusting the weights of the model, the model
can learn the mapping function needed to transform the style.

Fig. 3. Input image.

In a convolutional layer, the input image is divided into many small regions, each of
which is called a receptive field. Each convolutional kernel has a corresponding receptive
field and slides on the input image to perform convolutional operations on each receptive
field, see Fig. 4.
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Fig. 4. Activation map.

In the convolution operation, each element of the convolutional kernel is multiplied
with the corresponding element in the receptive field and then the products are added
up to get the output of the convolutional layer. This output is a new matrix, where each
element in it represents the presence or not of a specific feature in the receptive field.

The convolutional layer can be combined with other layers such as pooling layers
and fully connected layers to build more complex models. In addition, the convolutional
layer can also utilize residual structures or expand convolution structures to enhance the
performance of the model.

2.2 Pooling Layer

In style transfer, the pooling layer is mainly responsible for compressing the image
dimension by subsampling different regions of the image, reducing the image size. The
most common pooling layers are themax pooling layer [3] and average pooling layer [4].
The max pooling layer takes the maximum value from each region of the input matrix,
while the average pooling layer calculates the average value of each region.

The pooling layer takes a matrix as input and uses a small matrix, also known as
a pooling window, to slide and traverse the input matrix. At each position, the pooling
window captures a region and calculates the output value using the maximum or average
value. This output value is stored in the output matrix and the size of the output matrix
is smaller than the input matrix. See Fig. 5.
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Fig. 5. Pooling Layer

2.3 Fully Connected Layer

The fully connected layer [5] is a common component of deep learning models that
contains multiple neurons and each neuron in the current layer is connected to every
neuron in the previous layer. The term “fully connected” refers to the fact that each
neuron receives input from all neurons in the previous layer and produces an output that
is used as input for all neurons in the next layer. These layers are typically used at the
end of a CNN to make predictions based on the features extracted by the convolutional
and pooling layers. The fully connected layers allow the network to learn complex,
non-linear relationships between the features, and to make predictions based on those
relationships.

In the fully connected layer, the input image undergoes a series of transformations
to extract useful features and classify the image. These transformations are performed
through the weights and biases of the neurons and are achieved by performing matrix
multiplication and addition operations on the input image. See Fig. 6.

Fig. 6. Fully connected layer.
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The output of a fully connected layer is typically a vector of length equal to the
number of categories, where each element represents the probability that the image
belongs to a specific category, and the final prediction of the image’s category can be
made using the maximum value in the output vector.

3 Featured Content

3.1 Introduction to Neural Network.

AI is composed of three parts, each part focuses on Artificial Intelligence, Machine
Learning [6] and Deep Learning [7]. By reducing the scope of learning to a specific area
and focusing on specific algorithms, artificial intelligence extends to machine learning
and further extends to deep learning algorithms inmachine learning. This project focuses
on deep learning.

Deep learning itself is complex and consists of countless neurons. The neurons that
transmit messages stand out with a thin, long axon that transmits electrical signals,
and when the message touches the dendrite of another neuron, the dendrite receives
the chemical message after which the axon continues to transmit the message. A few
neurons cannot form artificial intelligence, only with tens of thousands or even more
neurons can it be formed. See Fig. 7 and Fig. 8.

Fig. 7. Principles of Neuron Propagation

Using the image as an example, the number 3 is a 28x28 two-dimensional pattern
that is transformed into 784 neurons using a matrix. There are only 10 output neurons at
the bottom, and it is assumed that the answer to this number is within 0–9, with a total
of 10 possible answers.

H1= relu(X xW1+ b1) is the formula for creating the input layer and hidden layer.
The input layer X is responsible for receiving messages and has 784 neurons, while the
hidden layer h is an internal neuron with 256 neurons.

The weight w1 is the axon of the neuron responsible for input and output functions,
that is, the transmission and transfer of information. 784x256 = 200704, to allow the
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Fig. 8. How a multilayer perceptron works

two-layer neurons to connect with each other, 200704 axons are required, and the bias
value b1 (bias) is at the end of the neuron, the more neurons, the better the message
transmission, so the more biases there are. Since the hidden layer is composed of 256
neurons, the bias is a 256-dimensional vector, and after the relu function calculation, if
it exceeds the expected value, it will transmit the electricity.

Y = softmax (h1 x W2 + b2) is the formula for creating the hidden layer and output
layer.

The hidden layer h1 is an internal neuron with 256 neurons, and the output layer y
simulates the output neuron. There are 0–9 results, with a total of 10 neurons, and the
weight w2 is the axon of the neuron responsible for input and output functions, that is,
the transmission and transfer of information. 256x10 = 2560, to allow the two-layer
neurons to connect with each other, 2560 axons are required.

The bias value b2 (bias) is at the end of the neuron, the more neurons, the better
the message transmission, and the bias is a 10-dimensional vector because the hidden
layer is composed of 10 neurons, and the softmax function calculation will transmit the
electricity if it exceeds the expected value.

The definition of the loss function for the original image. The loss function for
the original image has various forms, but its main purpose is to make the transformed
image as similar as possible to the original image. This part of the loss function can
use forms such as (mean squared error) or (cross-entropy), which is the “difference
in features between the original image and the synthesized image,” as shown in the
following formula, Eq. (1).

Lcontent
(−→p,−→x , l

) = 1

2

∑

i,j

(Fl
ij − Pl

ij)
2

(1)

Equation (1), where P is the feature vector of the original image content and F is the
feature vector of the composite image content.

Define the loss function for the style image, the loss function for the style image
calculates the difference between the transformed image and the style image, that is,
the “difference in features between the style image and the synthesized image”, and the
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formula is as follows, Eq. (2)

Et = 1

4N 2
1M

2
1

∑

ij

(Gl
ij − Al

ij)
2

(2)

Equation (2), where A is the feature vector of the original image style and G is the
feature vector of the composite image style.

Total loss function=Loss function for the original image+Loss function of the style
image. Minimizing the “total loss function” can lead to obtaining the feature vectors of
the synthesized image, and then it can be restored to the image by computing the partial
derivatives of each using gradient descent method, the formula is as follows Eq. (3) and
Eq. (4).

∂Lcontent
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Equation (3), the partial differential equation of the original image.
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Equation (4), the partial differential equation of the original image.

3.2 Style Conversion Code

Let’s get started. First, we’ll use JupyterNotebook to execute the entire network (project).
Jupyter Notebook is an interactive environment that allows developers to write, test, run,
debug, and record the process of coding and results (Fig. 9).

Fig. 9. Code Flowchart

Before we start the implementation, you need to first import all necessary libraries
and packages. These libraries and packages allow you to use specific features in your
code, which we will later use (Fig. 10).
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Fig. 10. Load related packages. References and Citations [8]

Loading the content image refers to reading in an image and storing it in memory
for further processing and analysis, which is a crucial step in style transfer because the
content image is to be transformed into a new image with a different style (Fig. 11).

Fig. 11. Load content image References and Citations [8]

Loading the style image involves reading in an image and storing it in memory for
use during the style transfer process. This is a critical step in style transfer as the style
image will be used to impart an artistic style to the content image (Fig. 12).

Fig. 12. Load style image References and Citations [8]

VGG19 [9] VGG19 is a deep convolutional neural network (CNN) architecture
developed by the computer vision research team at the University of Oxford in 2014.
VGG19 has 19 convolutional layers and 3 fully connected layers. Convolutional layers
use 3x3 convolutional kernels with a constant stride of 1, and max pooling layers are
added between each layer to reduce the size of the image and preserve important features.
VGG19 uses smaller convolutional kernels and more convolutional layers, which allows
it to better capture fine details in images. However, this also makes the training time of
VGG19 longer. After training, VGG19 can distinguish up to a thousand objects. This
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paper uses a pre-trained VGG19 to extract the content and style of the user-inputted
image, and then combines them to generate the stylized image. VGG19 is a pre-trained
Convolutional Neural Network (CNN) model developed by the Visual Geometry Group
at the University of Oxford. It is a 19-layer network trained on a large dataset of natural
images, and it has been widely used for a variety of computer vision tasks, such as image
classification, object detection, and semantic segmentation.

One of the main applications of VGG19 is transfer learning. This is a process where
the pre-trained model is used as a base, and a new, smaller network is trained on top
of it for a specific task. This allows the new network to benefit from the knowledge
and features learned by the VGG19 network on the large dataset, reducing the amount
of data and computational resources needed for the new task. Another application of
VGG19 is feature extraction. The intermediate layers of a CNN can be used to extract
meaningful features from an image, which can then be used for other tasks, such as
image classification or object detection. VGG19 has been shown to produce high-quality
features that can be used for a variety of computer vision tasks. Overall, the VGG19
model has proven to be a highly effective tool for various computer vision tasks, and its
pre-trainednetwork and features havebeenwidelyused in research and industry (Fig. 13).

Fig. 13. Build the VGG19 model. References and Citations [8]

The square root of the sum of the squares of the differences between the feature
vectors of the content image and the generated image (Fig. 14).

Fig. 14. Defining the content loss function. References and Citations [8]

First, defining the Gram Matrix calculation function, then defining the style loss
function (Fig. 15).

A loss function in aConvolutionalNeuralNetwork (CNN) is amathematical function
that measures the difference between the predicted output and the actual output of the
network. The goal of training a CNN is to minimize the value of the loss function,
so that the network’s predictions are as close as possible to the actual outputs. The
choice of loss function depends on the specific task being performed by the CNN.
For example, in a binary classification task, the common loss function used is binary
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Fig. 15. Defining the style loss function References and Citations [8]

cross-entropy, which measures the difference between the predicted probability of the
positive class and the actual label. In a multi-class classification task, the commonly
used loss function is categorical cross-entropy, which measures the difference between
the predicted probabilities of the classes and the actual label. In regression tasks, mean
squared error is a common loss function, which measures the average squared difference
between the predicted output and the actual output. In other tasks, such as semantic
segmentation, custom loss functions can be designed to reflect the specific objectives of
the task. Overall, the loss function plays a crucial role in the training process of a CNN,
as it guides the optimization algorithm to find the best parameters for the network that
minimize the difference between the predictions and the actual outputs (Fig. 16).

Fig. 16. Code conversion process.
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4 Results and Discussion

It’s time to take a look at the process of transforming the style of one image to another.
This process is usually achieved through training a deep learning model and using two
images as input. We use a classmate’s life photo as the “source image” and another
picture, The Starry Night by Van Gogh, as the “style image”. The source image is the
image that retains its shape and structure, while the style image is used to convey style
information. The algorithm generates a new image by combining the features of these
two images, with the shape and structure of the source image and the style of the style
image (Figs. 17 and 18).

Fig. 17. Photos of life Fig. 18. The Starry Night

Translated to English: The first image produced in style transfer, the effect of the
style transfer is not yet strong, compared to the original image, total loss: 9.17e + 06,
style loss: 7.72e + 06, content loss: 1.45e + 06 (Fig. 19).

This is the fourth image produced in style transfer, at this point the style transfer
effect is complete 40% to 50%, total loss: 2.19e + 06, style loss: 1.30e + 06, content
loss: 8.87e + 05. This value is the loss value calculated by the machine learning model
during the style transfer, the lower the loss value, the better the model results (Fig. 20).

This is the final completed image in the style transfer, total loss: 7.79e + 05, style
loss: 3.16e + 05, content loss: 4.63e + 05, total time elapsed: 26121.40S. At this point,
the style transfer effect is complete. Here we can see that the transformed image is more
colorful, rich, or has a more unique appearance (Fig. 21).

These are the images produced in the style transfer, we can see that as the style
loss function changes, different synthesized images were generated. By transforming
the image into an oil painting style through style transfer, the transformed image may
have a more natural color gradient and rich texture (Fig. 22).

This time, we choose a picture style with a stronger atmosphere and consider the
following important factors:
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Fig. 19. .

Fig. 20. .

Color: Color is one of the important elements in presenting the style of the picture.
Choosing bright and eye-catching colors can make the picture show a stronger style. For
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Fig. 21. .

Fig. 22. Style Transfer Process Image

example, when choosing color, you can choose bright red, green or blue, etc. to show a
strong style.
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Lines: Lines are also an important element in presenting the style of the picture.
Simple lines or strong curves can make the picture show a stronger style. For example,
when choosing lines, you can choose straight lines or curves to show a strong style.

Elements: Choosing special elements in the picture, such as special shapes, objects,
etc., can also make the picture show a stronger style. For example, when choosing
elements, you can choose different objects or shapes to show a strong style.

Contrast: Choosing powerful contrasts in the picture, such as black and white con-
trasts or bright and dark contrasts, can also make the picture show a stronger style. For
example, when choosing contrast, you can choose a bright white and black contrast, as
these two pictures have a strong style and are different, so the conversion process takes
longer (Figs. 23, 24 and 25).

Fig. 23. Landscape Fig. 24. Mosaic.

Fig. 25. Style Transfer Process Image

During our trip, we took several photos and finally chose these two because they have
the following characteristics that make them highly attractive: This landscape picture
has beautiful scenery that can capture the viewer’s attention. It has artistic value: This
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landscape picture has high-quality artistic value that can enhance the overall atmosphere
of the place. It has a strong stylistic effect that can enhance the overall effect of the
stylistic change. These characteristics make this landscape picture an ideal choice that
can bring a positive effect to the place (Figs. 26 and 27).

Fig. 26. Night view. Fig. 27. Feature wall.
These two photos have similar styles and took 13530.70 s to complete, which is less

time compared to the previous groups and the completion is more ideal. The following
ten pictures are the process and result of the style transfer (Fig. 28).

Fig. 28. Style Transfer Process Image

5 Conclusion

Currently in 2022, we are in the midst of a peak and are deeply interested in AI’s compu-
tational abilities beyond human capabilities, influenced by this trend, we have invested
in research, initially choosing the direction of image recognition. When AI learned the
method of recognizing images, we were not satisfied. At this time, a passionate photog-
raphy team member proposed using images to improve image proposals, merging two
different styles of landscapes, not just simply beautifying the images, but even recreating
the styles of dead greats, expanding the modern aesthetics of artists and photographers.
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Abstract. In this study, we estimate the causal effect of direct promo-
tional email advertising when an RCT could not be performed by only
using observational data from a Japanese electronics store. To do so,
we build two models for two different types of direct promotional email
under a causal inference framework and estimate the treatment effect
using the traditional method like propensity score weighting and frame-
work combined with machine learning estimators like meta-learner. The
estimated results in our two models show the positive advertising effects
of two kinds of direct promotional emails sent by the electronics store.
We find that the targeting policy may affect the success of causal infer-
ence modeling due to the different difficulties in identifying confounder
variables during modeling between the targeting strategy is clear and
not. We also find that the electronics store could increase its direct email
advertising effects by changing its targeting strategy.

Keywords: Advertising Measurement · Digital Advertising · Causal
Inference · Email Direct Marketing

1 Introduction

There are generally two approaches to advertising and promotion: mass market-
ing and direct marketing. The former uses mass media to promote the product
indiscriminately, whereas the latter studies customers’ needs and selects specific
customers as a target for promotion. Compared to the former method, the latter
seems more effective in today’s overwhelming products and highly competitive
marketing environment

As a medium for advertising, there are also generally two approaches: tradi-
tional marketing uses traditional media like television and newspaper, and digital
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marketing uses digital media like email and websites. Although digital market-
ing was established early in the 1990s, with the expansion of devices capable of
accessing the Internet like smartphones, it is still growing in the 2010s [2]. Also,
during the current covid-19 pandemic, digital marketing shows potential to mit-
igate the harmful effect of the pandemic on revenue by strengthening customer
relationship management [3,4].

With the backdrop of direct marketing’s important position and the high
growth potential of digital marketing mentioned above, direct email marketing,
which effectively utilizes the advantages of both methods, seems to be used
more in the future. Therefore, the evaluation of its advertising effects would
receive more attention. However, measuring advertising effectiveness in direct
email marketing can be challenging for advertisers since finding the causal effect
of sending a promotional email on the outcome, such as the increase in revenue,
is difficult. That is, although the gold standard to estimate the causal effect
is to conduct an RCT (randomized controlled trial), running an RCT is not
always feasible in direct email marketing due to RCT may force the advertisers
to forgive maximization of their campaign’s reach in the control group [5]. In
some cases, RCT can even be impossible to implement [6]. As a result, the
advertiser may need to evaluate the advertising effect of direct email just by
observational data. However, such observed data is biased by correlations and
unobserved confounding. To make the correct causal inference, such correlations
and confounding need to be removed from the observational data [7]. In this
study, we investigate to estimate the causal effect of direct email advertising
using data from a Japanese electronics store, where precisely the same scenarios
mentioned above — only biased observed data are available.

The rest of the paper proceeds as follows. Section 2 describes the details of
the data and how we do the data preprocessing. Section 3 details how we make
the causal inference and check the robustness of the estimated result, including
the causal framework and the python libraries and the algorithm behind them
we used. Section 4 details the causal inference model we built. Section 5 shows
the empirical estimate result we gained. Section 6 discusses the result. Section 7
concludes.

2 Data

In this study, we used the two datasets provided by a Japanese electronics store:
One consists of POS (point of sale) data with customer attributes, also called
“ID-POS” data. The other shows the recipient’ s reactions after receiving a
direct promotional email. In the data preprocessing, we aim to figure out and
extract the pretreatment (before direct email was sent) covariates and the out-
come after treatment. The following subsection will cover more details about the
two datasets.
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2.1 ID-POS Data

POS data is point-of-sale data collected from transactions made at a point of
sale. The data associated with the customer’ s ID to the “POS” is called “ID-
POS” data. There are 56 items in our dataset, consisting of “POS” information,
including products sold, time of sale, location etc., and ID information such as
customers’ demographic information like sex and age. Data was recorded from
January 2017 to August 2021.

2.2 Recipient’s Reactions Data

There are generally four following items in the reactions data:

– Hashing customer number: This item identifies the customer uniquely.
– Status of emails and recipient’ s actions: This item shows whether the email

was sent successfully and whether the recipient opened the email or clicked
the promotion link.

– Time of actions: This item shows when the above actions happen.
– Type of promotional email: This item shows what direct promotional email

was sent.

Table 1 summarizes the number of deliveries, open rate, and click rate of all
and two types of promotional emails we used in our study (they will be detailed
in the Model section).

Table 1. Summary of recipient’s reactions data.

Type of promotional email Number of deliveries Open rate Click rate

All 903,876 0.125 0.003

1 123,706 0.153 0.003

2 568,828 0.101 0.003

3 Method

In the three subsections, we will briefly review the general causal inference frame-
work, then detail how we make the causal inference based on the framework and
check the robustness of the estimated result, including the python libraries we
used and the algorithm behind them.

3.1 Causal Inference Framework

In this subsection, we will describe the causal inference framework using the
notation developed by Heckman and Vytlacil (HV) [8]. Following the HV setup,
we define the outcome corresponding to treatment state for individual ω as
Y (s, ω), ω ∈ Ω. The details of treatments and outcomes in our study will be
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covered in Sect. 4. By setup above, suppose we want to find the causal effect
of taking an action A on the outcome Y , individual treatment effect (ITE) for
individual ω is given by

Y (A = 1, ω) − Y (A = 0, ω) (1)

where A = 1, A = 0 stands for whether the treatment is conducted or not. The
average treatment effect (ATE), which stands for the treatment effect for all
individuals respectively in Ω is given by

ATE(A = 1, A = 0) = E(Y (A = 1, ω) − Y (A = 0, ω)) ≡ τ (2)

To estimate the ATE, the gold standard is to conduct an RCT where a ran-
domized subset of units is acted upon (A = 1), and the other subset is not
(A = 0) [7]. However, as mentioned in Sect. 1, it is not always feasible to do
that, which leads to only observed data being available — exactly the same
case in our study. Since correlations and unobserved confounding bias in such
observed data, there are systematic differences in which units were acted upon
and which units were not [7]. In this case, instead of calculating ATE directly,
we can consider such pretreatment correlations and unobserved confounding as
X, so the treatment effect conditions on X, conditional average treatment effect
(CATE) can be defined as

CATE(A = 1, A = 0) = E(Y (A = 1, ω) − Y (A = 0, ω) | X = x) ≡ τ(x) (3)

We aim to calculate the causal effect by estimating the CATE using methods
details in the following subsection.

3.2 Estimation Approach

We use propensity score matching [9] and Meta-Learner [10] to estimate the
above CATE.

Propensity Score Matching. The propensity score, e (Xi), is the conditional
probability of treatment given features Xi,

e (Xi) ≡ Pr (A = 1 | Xi = x) (4)

Under strong ignorability, treatment assignment, and the potential outcomes can
be considered independent, conditional on the propensity score [11],

(Yi(A = 0), Yi(A = 1)) ⊥⊥ A | e (Xi) (5)

equation (5) shows that estimating CATE in (3), instead of conditioning on
covariate X, we now can condition on the propensity score e (Xi)
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CATE(A = 1, A = 0) = E (Y (A = 1, ω) − Y (A = 0, ω) | e (Xi)) ≡ τ(x) (6)

Based on the idea of equation (6), the propensity score matching method tries to
find one (or more) users without treatment (A = 0) with the closest propensity
score to each user with treatment (A = 1) to estimate the CATE. We use the
python library “DoWhy” [12] to perform the propensity score matching.

Meta-Learner. A meta-learner is a framework to estimate the CATE in (3)
using any machine learning estimators (we use XGB [eXtreme Gradient Boost-
ing] in our study) [10]. The meta-learner uses either a single base learner with
the treatment indicator as a feature (e.g., S-learner) or multiple base learners
separately for each treatment (e.g., T-learner, X-learner, and R-learner). We will
use the python library “Causal ML” [16], which provides a meta-learner frame-
work to conduct causal inference. S-learner, T-learner, X-learner, and R-learner
will be detailed below.

S-Learner: S-learner estimates the treatment effect using a single machine learn-
ing model as follows:

1. Using a machine learning model to estimate the average outcomes μ(x) with
covariates X and an indicator variable for treatment W :

μ(x,w) = E[Y | X = x,W = w] (7)

2. The CATE estimate is defined as

τ̂(x) = μ̂1(x) − μ̂0(x) (8)

The drawback of the S-learner is that when the control and treatment groups
are very different in covariates, a single linear model may not encode the different
features for the control and treatment groups [13].

T-Learner: T in T-Learner [14] stands for two, which consists of two stages as
follows:

1. Using the machine learning models to estimate the average μ0(x) and μ1(x):

μ0(x) = E[Y (0) | X = x]
μ1(x) = E[Y (1) | X = x]

(9)

2. The CATE can be defined similarly to S-learner as equation (8).

The drawback of the T-Learner is that it may suffer from the problem of
double-model error accumulation; also, when the data discrepancy is too large
(such as data volume and sampling bias), it significantly impacts the accuracy
rate [14].
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X-Learner: X-learner, an extension of T-learner, utilizes the total amount of
data for prediction, mainly addressing the situation where the amount of data
varies significantly between Treatment groups [14]. X-learner consists of three
stages as follows:

1. Using the machine learning models to estimate the average μ0(x) and μ1(x)
same as T-learner in (9):

2. Impute the user-level treatment effects, D1
i and D0

j for user i in the treatment
group based on μ0(x), and user j in the control groups based on μ1(x) :

D1
i = Y 1

i − μ̂0

(
X1

i

)

D0
i = μ̂1

(
X0

i

) − Y 0
i

(10)

then estimate τ1(x) = E
[
D1 | X = x

]
, and τ0(x) = E

[
D0 | X = x

]
using

machine learning models.
3. Define the CATE estimate by a weighted average of τ1(x) and τ0(x):

τ(x) = g(x)τ0(x) + (1 − g(x))τ1(x) (11)

R-Learner: The idea of the R-Learner is to train learning by transforming the
problem into a defined R-loss function. It consists of two stages as follows:

1. Using the cross-validation out-of-fold estimates of outcomes m̂(−i) (xi) and
propensity scores ê(−i) (xi)

ê(x) = E[W = 1 | X = x]
m̂(x) = E[Y = 1 | X = x]

(12)

2. Estimate treatment effects by minimizing the R-loss, L̂n(τ(x)) :

L̂n(τ(x)) =
1
n

n∑

i=1

((
Yi − m̂(−i) (Xi)

)
−

(
Wi − ê(−i) (Xi)

)
τ (Xi)

)2

(13)

where ê(−i) (Xi) and m̂(−i) (Xi) denote the out-of-fold held-out predictions
made without using the i-th training sample. R-Learner is relatively flexible,
but the model effect depends on the estimation accuracy of m̂ and ê.

3.3 Validation of Estimated Result

We obtained estimates using the approaches in Sect. 3.2 under the causal infer-
ence framework mentioned in Sect. 3.1. Next, we validate the estimated result
since it may be wrong for many reasons, such as unsuitable modeling. However,
validation of the estimated treatment effect is challenging since the actual value,
except for the experimental data, is not available as conventional machine learn-
ing predictions [17]. In this study, we validate the result by using two internal
validation methods, assuming the unconfoundedness of potential outcomes and
the treatment status conditioned on the feature set available to us. Two methods
will be detailed below.
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Method 1: Validation with Multiple Estimates. We can validate the esti-
mated treatment result by comparing the estimates with other approaches and
checking the consistency of estimates across different levels. Since meta-learner
uses different underlying algorithms, and the confidence intervals of estimates
in meta-learner can be calculated based on the lower bound equation (7) from
[18], we validate the result by checking the consistency of estimates within 95
intervals across different learners.

Method 2: Validation with Refutation Tests. We do the three refutation
tests provide by “DoWhy” library [12], which aim to refute the correctness of the
complete causal analysis, including modeling and estimation. Three refutation
tests include:

1. Adding a random common cause variable:
If the causal analysis is correct, the estimated result should not change after
adding an independent random variable as a common cause to the dataset.

2. Replacing treatment with a random (placebo) variable:
If the causal analysis is correct, the estimated result should go to zero when
replacing the true treatment variable with an independent random variable.

3. Removing a random subset of the data:
If the causal analysis is correct, the estimated result should not change sig-
nificantly when replacing the given dataset with bootstrapped samples from
the same datasets.

4 Model

The framework of our causal inference model is shown in Fig. 1 below:

Treatment Variable(s)

Outcome Variable

Confounder Variable(s)

Fig. 1. Causal inference model framework.

The model has three variables: confounder variable(s), treatment variable(s),
and outcome variable.
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– Confounder variable(s): These variables cause both the treatment and the out-
come. Any observed correlation between the treatment and the outcome may
be due to the confounder variables but not any causal relationship between
the treatment and the outcome itself. So, our goal is to eliminate the influ-
ence of confounder variables by using the methods and tools mentioned in
the previous section.

– Treatment Variable(s): In our study, this variable indicates whether the cus-
tomers are the target of the direct promotional email.

– Outcome Variable: This variable shows the advertising effect of the direct
promotional email.

In this study, we build 2 models based on the above framework to estimate the
advertising effects of the two types of direct emails mentioned in Sect. 2.2.

4.1 Model 1

The first type of direct promotional email consists of a discount offering of
Microsoft Surface products. Model 1 determines if that direct email can increase
the Surface related product sales. The electronics store decided that less engage-
ment in PC-related product-purchased customers1 as their first type of email
promotion target. We consider that such a targeting policy will not only directly
influence the treatment but also indirectly influence the outcome, as the engage-
ment level may be highly related to their purchase intention. So we selected
customers’ purchase amount and frequency of PC-related products in the past
year before sending promotional emails as the covariates. Besides, though it
seems that the influence of purchasing behavior of general products is not as
strong as specific PC-related products, we think that would somehow influence
both treatment and outcome. Therefore, as indicators representing customer
purchasing behavior, RFM (Recency, Frequency, and Monetary) is chosen as
covariates. Finally, customers’ demographic variables (sex and age) are also
selected. Model 1 is shown in Fig. 2 below:

DM Target?

Customer Retention Rates

Recency Frequency Monetary PC related products money spent PC related products purchased times Sex Age Point card used times (Totally)

Fig. 2. Model 1: Causal inference of Surface promotional email advertising effects.

1 Customers who had not bought any PC-related product in the past year before
sending the promotional email.
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Finally, we use the traditional method like propensity score weighting and
framework combined with machine learning estimators like meta-learner men-
tioned in Sect. 3.2 to estimate the conditional average treatment effect (CATE).

4.2 Model 2

Contrary to the first type of direct promotional email, the targeting strategy of
the second type is unclear. The second type is a premium membership2 promo-
tion email for a part of the randomly selected member. Model 2 determines if
that direct email can increase the customer retention rate. We choose customer
retention rate as the outcome variable in model 2 for the following two reasons:

1. There is room to improve the customer retention rate.
As Fig. 3 shows below, only around 12% of new customers monthly are kept
after one month except for June 2020, and the numbers even decrease to 7%
after five months. Considering that the average customer retention rate in
the retail industry is around 63% [19], the customer retention rate seems to
have room for growth.

2. Direct promotional email of the second type seems to be somehow effective
in increasing the customer retention rate.

Fig. 3. Monthly customer retention rate (all customers).

2 Compared to regular membership 1% more extra points for purchases. The annual
average fee is 1,078 yen, but it will be free if you make a purchase once a year.
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Fig. 4. Monthly customer retention rate (promotional email target customers).

Fig. 5. Monthly customer retention rate (not promotional email target customers).

Given that premium membership promoted by the second type of promotional
email offers extra points on purchases and no membership fee for at least one
purchase per year, it seems to aim to promote customer purchasing behavior.
How about the exact number? Figs. 4 and 5 show the customer retention rate
of direct promotional email target customers not, respectively. Figure 6 shows
the difference between them. In Fig. 6, compared to non-target customers, we
can see target customers seems to have higher customer retention rates after
receiving promotional email (June 2021) from November 2020 to June 2021.
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Fig. 6. Difference in customer retention rates between targets and non-target cus-
tomers.

DM Target?

Customer Retention Rates

Recency Frequency Monetary Sex Age Point card used times (Totally)

Fig. 7. Model 2: Causal inference of premium membership promotional email ad effects.

After defining the treatment and outcome variable, we will select the con-
founder variables in model 2. However, identifying the confounder variables is
challenging in model 2 due to the indecisive targeting policy in the second type
of email. Finally, as indicators representing engagement level on customer pur-
chasing behavior, RFM and the number of times point cards’ usages are selected
as covariates. Also, customers’ demographic variables (sex and age) are chosen.
Model 2 is shown in Fig. 7.

5 Result

This section presents the results of the two models mentioned in the previous
quarter.
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5.1 CATE Estimated Result with Different Methods in Model 1

The CATE estimated results of Model 1 with propensity score matching and
Metalearner are shown in Table 2 below:

Table 2. CATE estimated result with different methods in model 1.

Traditional Method: Meta-Learner (Learner T, X, and R using XGB):

Propensity Score Matching S-Learner T-Learner X-Learner R-Learner

21.450 −4.283 17.415 17.415 28.351

To check the robustness of the estimated results, we use the two methods
in Sect. 3.3. Firstly, we use the technique mentioned in Sect. 3.3.1 to plot the
outcome of each meta-learner’ s estimated result falling in a 95% confidence
interval in the Fig. 8:

Fig. 8. Each meta-learner’s estimated result’s variation in 95% in model 1.

Also, we do the three refutation tests detailed in Sect. 3.3.2. To determine
how the covariates influence the outcome, we plot the feature importance and
shape value in Figs. 9 and 10.
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Fig. 9. Covariates’ feature importance of each learner in the meta-learner method in
model 1.

Fig. 10. Covariates’ shape value of each learner in the meta-learner method in model 1.

5.2 Result of Model 2

The CATE estimated results of Model 2 with propensity score matching and
Metalearner are shown in Table 3 below:
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Table 3. CATE estimated result with different methods in model 2.

Traditional Method: Meta-Learner (Learner T, X, and R using XGB):

Propensity Score Matching S-Learner T-Learner X-Learner R-Learner

0.059 0.0106 0.0137 0.0137 0.0196

Same as model 1, we check the robustness of the estimated results by using
the two methods detailed in Sect. 3.3. Figure 11 shows meta-learners’ estimated
result of a 95% confidence interval in model 2.

Fig. 11. Each meta-learner’s estimated result’s variation in 95% in model 2.

Unfortunately, model 2 cannot accept the refutation tests. In test 2 — replac-
ing treatment with a random (placebo) variable — the estimated result should
go to zero when replacing the valid treatment variable with an independent ran-
dom variable. However, the new estimated result in propensity score matching
and meta-learner became a minus number (between −0.015 to −0.007).

6 Discussion

The values in Table 1 mean comparing to those who are not promotion target
customers, how many more estimated purchases (Japanese yen) in Surface made
per customer in 1 month by those who are targeted. Although the amount is
small, we can see that except for S-Learner, all positive return values indicate
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that the direct promotional email positively affects the purchasing behavior for
Surface products. Fortunately, the estimated results pass the refutation tests
mentioned in Sect. 3.3.2. Although passing these tests does not necessarily prove
that the results are correct, given the stable estimated result by different esti-
mators except learner S shown in Fig. 8, learner T, X, and R’s estimated results
seem to have a high degree of robustness.

In Fig. 9, we can see in the learners that believed to have high robustness
estimate results (Learner T, X, and R), “target item M” and “target item F”
features in covariates, which represent customers’ purchase amount and fre-
quency of PC-related products, have a high-level influence on the outcome.
Given that this electronics store targets the Surface promotional mail by cus-
tomers’ engagement on PC-related products, we estimate the target strategy
itself strongly influences Surface sales. Figure 10 details how individuals in fea-
tures “target item M” and “target item F” are influenced by their shape value.
We can see the “target item M” feature in learner T, X, and R that when the
feature value goes high (the dots turns pink), although the shape values are both
increasing and decreasing, the increasing part is more than the decreasing part.
The same tendency can observe in “target item F”. The above tendencies indi-
cate high engaged customers of PC-related products tend to purchase Surface.
It suggests that if the electronics stores change their target strategy — from low
to high engagement customers on PC-related products as Surface promotional
direct email target — they may gain better advertisement effects.

Table 2 shows that in model 2, after receiving premium membership promo-
tional emails, the customer retention rates for target customers are estimated to
be higher than those not about 0.5% to 2%. However, given that model 2 failed
the refutation test and the inconsistent estimates shown in Fig. 11, the estimated
results in Table 2 may be incorrect, and the modeling may be inappropriate. The
failure in modeling is probably due to the difficulty in identifying covariates in
model 2 since the targeting policy is unclear.

7 Conclusion

This study was conducted to estimate the causal effect of direct email adver-
tising when an RCT could not be performed by only using observational data
from Japanese electronics stores with traditional and machine learning based
approaches. We have two findings in this study. Firstly, when the targeting strat-
egy is clear, it may be easier to construct a model with highly robust estimation
results due to the ease of identifying confounding factors. Secondly, it was sug-
gested that reversing the target strategy may be more effective in advertising.
As their promotional email target, the electronics store selected less engagement
in PC-related product-purchased customers. However, Fig. 10 suggests that the
advertising effect may increase when they change their target strategy to those
more engaged in PC-related product-purchased. Further experiments are needed
to confirm that.

Although model 1 shows high robustness in its estimates by validating the
two methods detailed in Sect. 3.3, its accuracy remains questionable for three
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reasons. First, conducting the two validation methods can only increase the esti-
mated result’s robustness but cannot prove it is correct. Second, whether the
preconditions for causal inference are met has not been adequately discussed.
That is, the causal inference should be conducted under the two key assumptions
comprising strong ignorability: unconfounded assignment and sufficient overlap
[11]. Although the unconfounded assignment condition seems to be satisfied due
to the firm’s algorithmic targeting policy [5], whether our data satisfy the suffi-
cient overlap condition still needs further discussion. Third, Brett et al.’s research
shows that the treatment result estimated by the non-experimental methods may
be poor [20].

In the future, we aim to do three works. First, verify if our data fulfill the
sufficient overlap condition. Secondly, review if the modeling failure in model
2 is due to the inappropriate covariates selected; if so, try to figure out the
appropriate one. Finally, we aim to verify the accuracy of our causal inference
modeling by comparing the result estimated by our model with those measured
by RCT.

Acknowledgment. We thank an electoronical retail campany of Japan for permission
to use valuable datasets. This work was supported by JSPS KAKENHI Grant Number
21H04600 and 21K13385.
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Abstract. In recent years, social networking services (SNS) have become
widespread andhavebecomean essential communication tool for all of us.Accord-
ingly, companies are using SNS as a communication and marketing platform with
consumers. We believe that it is important to focus on the consumer community
and understand the characteristics of consumers to effectively conduct SNS mar-
keting. In this study, we use follower data obtain from Twitter to visualize the
community structure. Specifically, we conduct a network analysis to visualize the
network structure of each store. Then, we comparisons between stores and detect
the consumer community of each store. Finally, we suggest product promotion
methods based on the characteristics of the communities.

Keywords: Social Media Marketing · Network Analysis · Community Structure

1 Introduction

In recent years, social network services (SNS) have become much more widespread.
According to the 2nd year of Reiwa Survey on Information and Communication Media
Usage Time and Information Behavior, the percentage of users of LINE and Twitter
have been increasing since 2012, and for Instagram since 2015 in Japan (Fig. 1) [1].
This indicates that SNS have become essential communication tools for us.

In addition, the percentage of companies utilizing social media services is increasing
according to the results of the 30th year of Heisei Communications Usage Trends Survey
released by the Ministry of Internal Affairs and Communications (Fig. 2) [2]. A high
percentage of companies use social media services for the purpose of “introduction and
promotion of products and events” and “providing regular information” based on the
same results of the 30th year of Heisei Communications Usage Trends Survey (Fig. 3)
[2].
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Fig. 1. Use of major social media services/applications in Japan

Fig. 2. Utilization of Social Media Services by Industry

Fig. 3. Purpose and usage of social media services
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Based on the above, companies are presumably using SNS as an important place to
communicate with consumers and conduct marketing activities. However, most studies
on social media marketing focus on consumers (influencers), and not enough studies
focus on communities generated among consumers. In this case, the community refers
to a group of consumers who share common values and interests on social network
services. Consumers have awide variety of values, andwe believe it is important to focus
on communities with shared values and understand the characteristics of consumers to
make SNS marketing more effective.

In some previous study focusing on communities, Miyake et al. [3] targeted a cer-
tain fashion brand and detected consumer communities composed of SNS. In addition,
they utilized the frequency of tweets posted by consumers belonging to the communities
to understand the characteristics of each community. As a result, they found that the
content of tweets posted differed by community. Moreover, they found that consumer’s
preference characteristics influence the connection within a community. Ishida [4] set up
the hypotheses leading to the relationship between brand and community and conducted
confirmatory factor analysis and causal model testing. He found that when a company
communicates with consumers through social media, consumers are more likely to per-
ceive individuality in the content of posts when the personality of the person in charge
or a fictitious character is set up. In addition, he found that consumers become more
attached to the store and have a stronger relationship with the company brand when they
receive an impression of humor and friendliness from socialmedia posts. Suzuki et al. [5]
studied how the personality of users was involved in the formation of SNS communities.
As a result, they found that people with high sociability, sincerity, and clarity tended to
connect with people with high sincerity, while people with low sincerity tended to con-
nect with people with low sincerity (people with common attributes were more likely
to connect with each other). Hato [6] examined the influence relationship among the
frequency of the community members interactions and their relationship with the brand.
As a result, he found that it is not the frequency of interactions, but their identification
with the community that strengthens their relationship with the brand.

These studies provided several important knowledge about communities on SNS.
However, the history of research on SNS is short, and it is necessary to accumulate
case studies on a variety of subjects. In particular, we believe it is important to discover
communities and understand their structure by using the actual follower information of
companies that conduct SNS marketing.

2 Purpose of This Study

The purpose of this study is to examine effective product public relations (PR) methods
for stores based on the characteristics of their network structure using follower data
from SNS accounts of companies operating multiple electronics retail stores in the same
region. In particular, we collect follower data of stores from Twitter to visualize the net-
work structure on SNS. Furthermore, we detect communities from the network structure
and compare them among stores. Then, we suggest effective product PR methods for
the analyzed stores based on the characteristics of their communities.
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3 Summary of Data to Analysis

In this study, we used Twitter API to extract user’s information who were followers
of company’s account operating multiple electronics retail stores in the same region.
Here, we excluded accounts of stores in the same family, etc., from the perspective of
investigating the community structure of the stores alone. Next, we obtained information
on all accounts that follow the followers of company’s account. In this study, we selected
the accounts of stores located in Akihabara, Tokyo (Store A and Store B). Store A
account has 1,484 followers and Store B account has 3,702 followers. Store A mainly
sells consumer electronics products and Store B sells mainly anime-related goods.

4 Analysis to Characterize the Network Structure of Each Store

In this section, we attempt to visualize the network structure of the stores. Concretely,
we conduct a network analysis to identify the characteristics of the network struc-
ture of stores based on degree centrality. In addition, we use Modularity [7] to detect
communities of stores and compare each store.

4.1 Visualization of the Network Structure of Each Store

First, we conducted a network analysis to visualize the network structure of users based
on the follower relationships of followers of the stores analyzed. Social network anal-
ysis is an analysis that focuses on relationships (connections) among people, teams,
organizations, regions, political parties, and so on. Based on graph theory, relationships
are mathematically described and visualized as a graph with nodes and edges. In this
study, we defined a node as a follower of a store, and an edge as a common follower
or follow relationship among nodes. Then, we removed any node when there was no
edge existed. In addition, the number of common users and node-to-node connections
that follow the follower was set as a weight. Next, we calculated degree centrality to
determine the extent to which followers of each store are connected through their own
followers (Eq. (1)).

degree centrality= di
N − 1

(1)

where
di Degree of node i
N Number of all nodes
Figures 4 and 5 show histograms of the degree centrality at stores A and B.
The x-axis of the figure represents the value of degree centrality, and the y-axis

represents the number of users. In Figs. 4 and 5, the degree centrality values for many
users are near 0, indicating that users are not connected to each other. In addition,
focusing on the areas where the degree centrality is above 0.5, more than half of users
are accounted for in Store A, indicating that users are strongly connected to each other
through followers. On the other hand, there are almost no users with degree centrality
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Fig. 4. Histogram of degree centrality (Store A)

Fig. 5. Histogram of degree centrality (Store B)

of 0.5 or higher in Store B, indicating that the connection between users is weaker than
in Store A.

Based on these results, we removed nodes with small degree to easy to understand
the strongly connected relationships. In particular, we removed nodes with degree less
than 100 for Store A and nodes with degree less than 200 for Store B. Thus, the number
of nodes in store A went from 1391 to 1065, and in store B from 3144 to 1378.

To understand the relationship between the network structure of each store and the
connections of each node, we visualized a network where the node size is proportional
to the degree value. The degree represents the number of edges connected to a node.
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Concretely, we created a network graph using python based on a list of edges and the
weights of each edge.We considered a node to be related if there was a common follower
or follow relationship between the nodes. The number of common followers was then
used as the edge weight. Next, we visualized the network structure of the created graphs
using matplotlib. The network graphs are shown in Figs. 6 and 7.

Fig. 6. Network graph representing follower relationships for store A

Fig. 7. Network graph representing follower relationships for store B

From Figs. 6 and 7, the larger the node size, indicates that there are more connections
among users who follow the store.
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We found that both stores A and B have many connections. Comparing stores A with
B, the network in store A is more crowded with nodes. In addition, no nodes with strong
connections were clearly identified in either store.

4.2 Detecting Communities Using Modularity

After constructing a network of each store, we attempt to detect communities to under-
stand the community characteristics of each store. Based on the edge list and weights
that indicate the node connections in each store, community detection is performed using
Modularity Q (Eq. (2)). The weights are the number of common user and node-to-node
connections that follow followers. The results of the community detection for each store
and the number of users belonging to each community are shown in the following figure
and table.

Q = 1

2W

∑
ij

(
Wij − wiwj

2W

)
δ
(
Ci,Cj

)
(2)

where
W the sum of the weights of all edges in the weighted network,
Wij the sum of weights between node i and node j,
wiwj the sum of the weights of the edges adjacent to each of node i and node j,
CiCj the community to which node i and node j belong,
δ Kronecker delta.

Fig. 8. Detecting Communities (Store A)
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Fig. 9. Detecting Communities (Store B)

Table 1. Number of users for each community (Store A)

Community name Number of users Community color

Community0 576 Blue

Community1 338 Green

Community2 47 Brown

Community3 80 Gray

Community4 24 Light blue

Table 2. Number of users for each community (Store B)

Community name Number of users Community color

Community0 987 Blue

Community1 317 Orange

Community2 47 Violet

Community3 27 Gray

Node size in Figs. 8 and 9 is proportional to PageRank [8]. It represents the influence
on the surrounding nodes. Tables 1 and 2 also show the naming and color of each
community. From these, 5 communities for Store A and 4 communities for Store B could
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be detected. In the network of Store A, we found that there were 2 large communities,
Communities 0 and 1. In communities 2, 3, and 4, we identified several users with small
community sizes, but with significant influence.

In the network of store B, we found the existence of a large community, community
0. We were also able to identify several influential users. Community 1 was found to be
a medium-sized community. Communities 2 and 3 were found to be small communities,
butwithmany influential users. The results show that storeA and storeB have in common
the presence of large communities and influential users.

In addition, we determined the density of the overall network after node deletion to
capture the diffusion of information in each store’s network (Eq. (3)).

density = 2m

n(n− 1)
(3)

where
n Total number of nodes
m Total number of edges.
As a result, we found that the density of the network for store A was about 0.59, and

for store B, about 0.30. This confirms that the network of store A is superior to that of
store B in terms of information diffusivity. We also obtained the overall Modularity in
the network, which was 0.45 for store A and 0.32 for store B.

5 Consideration of Product PR Methods

We use the results of the community detection to consider the characteristics of the
communities in each store. We also referred to some of the accounts of users belonging
to each community to understand the characteristics of the communities.

We checked some of the accounts of each community in store A. Communities 0
and 2 were mostly sweepstakes accounts. It refers to accounts that frequently enter
Twitter giveaway contests. These accounts may have shared retweets of posts about the
giveaway project within the community. Community 1 had many individual accounts
related to games and amine. In this community, it can be expected that individual accounts
interacted with each other by posting about games and anime. In Communities 3 and 4,
there were many store accounts related to multi-store electronics retailers and consumer
electronics products.

In the sameway,we identified several accounts belonging to each community in Store
B as well. As a result, Community 0 included news accounts, such as accounts about
anime and manga, and accounts that post information about their hobbies. These were
influential accounts with high PageRank. From this, it can be expected that community
0 is a community composed of users who refer to that information mainly through news
accounts. In Community 1, there were many accounts related to individuals who like
anime. Other accounts included those of artists and hobbyists, including those who play
games. This suggests that this community has a wide variety of users, and that many of
them post about a wide range of topics related to their hobbies. In Community 2, there
were many consumer electronics retail store accounts. In community 3, there were retail
accounts for a variety of products, such as accounts selling electronics and stationery.
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Next, we compare the stores based on the characteristics of each store. One of unique
feature that store A has been the presence of 2 communities of sweepstakes accounts.
Among these, community 0 occupies many nodes on the network. This means that if
there is a post about a campaign or a gift, there is a high likelihood that the post will be
instantly spread. Thus, it can be said that store A has a network structure with excellent
information diffusion through the connections of many users.

On the other hand, Store B is characterized by the community to which accounts
transmitting information on anime and hobbies belong. Since this community is large,
if a product handled by Store B becomes a topic of conversation, the information will
be shared with many users. Thus, it can be said that store B has a network structure with
excellent information dissemination through a single news account.

Based on the above, we consider the product PR method of each store. Store A
has a community of 0 and 2, which is excellent for information diffusion. We believe
that product PR through a gift plan utilizing the SNS function of retweeting would
be effective. This allows the postings to be spread by many sweepstakes accounts and
deliver product information to many users. This will also spread the information to users
outside the network, making the product known to many users. Thus, we believe that for
store A, the present project on SNS is an effective method of product PR.

Store B has a community 0 with excellent information transmission capabilities,
and we believe that having influential users conduct product PR is an effective method.
Specifically, storeBprovides the products itwants to promote to influential users and asks
them to evaluate their items. Next, they are invited to act as an influencer for Store B and
post comments and evaluations of the products on a social networking service to spread
the words to followers. This is a way to have followers become aware of the product
and its appeal. Since information can be sent out frommultiple accounts, including store
accounts, this can be expected to have a large advertising effect. In addition, by trans-
mitting honest evaluations from a consumer’s point of view, it is expected to stimulate
follower’s willingness and interest in purchasing. Furthermore, since Community 1 is a
collection of accounts related to hobbies, including animation, it is possible to promote
products to users who have high expectations of being interested in the products. Thus,
we believe that it is effective for Store B to request highly influential users to promote
its products by taking advantage of its strong information transmission capabilities.

6 Conclusion

This study used follower data from the accounts of companies operating multiple elec-
tronics retail stores to visualize the network structure of the stores and perform com-
munity detection. We conducted a network analysis using follower data from the stores
under analysis. Furthermore, we set the number of followers in common as a weight
and used the Modularity to detect community. From the results, we identified the char-
acteristics of the stores. Then, based on these characteristics, we examined each store’s
product PR methods.

Our future works include community detection of other stores, extraction of the
content of each community’s postings, and analysis of what topics are being shared.
This will enable us to understand the characteristics of each store network, clarify the
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detailed characteristics of each community, and make suggestions on how to effectively
promote specific products.
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Abstract. Given the rapid changes in customer tastes, technology and competi-
tion, companies must develop a steady stream of new products and services. A
company can create new products in two ways. One is through acquisition – by
buying another company, a patent or a license to produce someone else’s prod-
uct. The other is through new product development (NPD) in the company’s own
research-and-development (R&D) department.

The traditional new product development models involve the following
stages in product development: idea generation, screening, concept development
and testing, business analysis, product development and testing, test marketing,
commercialization or launch.

An effective commercialization strategy relies upon marketing management
making plain choices regarding the target market, and the development of a
marketing strategy that provides a differential advantage.

Keyword: Social Media Marketing AI NPD New Product Development
Innovation Internet of Things Artificial Intelligence Marketing Management
Web 2.0 Marketing 5.0 Social Computing Social Media

1 Strategic Product and Service Decisions

Essentially, a product can be defined as anything that can be offered to a customer for
attention, acquisition, use, or consumption and that might satisfy a want or need. Product
is a core element in the marketing mix as it provides the functional requirements sought
by customers. Careful management of the product offering is essential if your company
is to produce the desired responses from customers but the product is only part of the
story. In an age of intense competition where it is of critical importance to differentiate
one’s offerings from competitors.

In creating an acceptable product offer for international markets, it is necessary to
examine first what contributes to the ‘total’ product offer. In the product dimensions, we
include not just the core physical properties, but also additional elements such as pack-
aging, branding and after-sales service that make up the total package for the purchaser.
We can look at three levels of a product [1]:
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Core product benefits: Functional features, performance, perceived value, image
and technology.

Product attributes: Brand name, design, packaging, price, size, color variants,
country of origin.

Support services: Delivery, installation, guarantees, after-sales service (repair and
maintenance), spare part services.

Products and services can be seen on at least four main levels. These levels are the
core product, the expected product, the augmented product and the potential product [1].

Differentiation is possible in all these respects.
At the centre of this model is the core, or generic, product. This is the central product

or service offered. The core benefit addresses the following question: What is the buyer
really buying? When designing products, marketers must first define the core, problem-
solving benefits or services that consumer want.

Beyond the generic product, however, is what customers expect in addition, the
expected product. When buying petrol, for example, customers expect the possibility of
paying by credit card, the availability of screen wash facilities, and so on. Since most
petrol forecourts meet these expectations, they do not serve to differentiate one supplier
from another.

At the next level, there is the augmented product. This constitutes all the additional
features and services that exceed customer expectations to convey added value and hence
serve to differentiate the offer from that of competitors. Product planners must build an
augmented product around the core benefit and expected product by offering additional
customer services and benefits. The petrol station where one attendant fills the car with
petrol while another cleans the windscreen, head-lamps and mirrors, is going beyond
what is expected. Over time, however, these means of distinguishing can become copied,
routine, and ultimately merely part of what is expected.

Finally, the potential product can be described as all those further additional features
and benefits that could be offered. At the petrol station these may include a free car wash
with every fifth fill up.

While the model shows the potential product bounded, in reality it is only bounded
by the imagination and ingenuity of the supplier.

In the past, suppliers have concentrated on attempts to differentiate their offerings
on the basis of the core and expected product that convergence is occurring at this level
in many markets. As quality control, assurance and management methods become more
widely understood and practiced, delivering a performing, reliable, durable, conforming
offer (a ‘quality’ product in the classic sense of the word) will no longer be adequate. In
the future, therewill be greater emphasis on the augmented and potential product as ways
of adding value, creating customer delight and hence creating competitive advantage.

The key decisions in the development and marketing of individual products and
services include product attributes, branding, packaging, labelling and product support
services.

Beyond decisions about individual products and services, product strategy also calls
for building a product line. A product line is a group of products that are closely related
because they function in a similar manner, are sold to the same customer groups, are
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marketed through the same types of outlets, or fallwithin givenprice ranges. For example,
Samsung produces several lines of telecommunication products.

The major product line decision involves product line length – the number of items
in the product line. The line is too short if the manager can enlarge profits by adding
items and the line is too long if the marketer can increase profits by dropping items.
Product line length is influenced by company objectives and resources. For example,
one goal might be allowing for upselling. Thus, BMW wants to move customers up
from its 3-series models to 5- and 7-series models. Another objective might be to allow
cross-selling: Hewlett-Packard sells printers as well as cartridges.

A firm can lengthen the product line in two ways: by line stretching or by line filling.
Product line stretching occurs when a company lengthens its product line beyond its
current range. The firm can stretch its line downward, upward, or both ways. Mercedes-
Benz, for example, stretched its Mercedes line downward because of the following
reasons: Facing a slow-growth luxury car market and attacks by Japanese automakers
on its high-end positioning, it successfully introduced its Mercedes C-Class cars.

Product line filling involves adding more items within the present range of the line.
Reasons for this approach include reaching for extra profits, satisfying dealers, using
excess capacity and being the leading full-line company. Sony, for example, filled its
Walkman line by adding solar-powered and waterproof Walkmans, ultra-light models
for exercises, and the Memory Stick Walkman. Line filling is overdone if it results in
cannibalization and customer confusion [2].

An organisation with several product lines has a product mix. A product mix (or
product assortment) consist of all the product lines and items that a particular company
markets. A company’s product mix has four important dimensions [1]:

Productmixwidth refers to the number of different product lines the company carries.
For example, Procter & Gamble markets a wide product mix consisting of 250 brands
organized into five major product lines: personal and beauty, house and home, health
and wellness, baby and family, and pet nutrition and care products.

Product mix length refers to the total number of items the firm carries within its
product lines. P&G carries many brands within each line. For example, its house and
home lines include seven laundry detergents, six hand soaps, five shampoos, and four
dishwashing detergents.

Product line depth refers to the number of versions offered for each product in the
line. P&G’s Crest toothpaste comes in 16 varieties.

Consistency: The consistency of the product mix refers to how closely related the
various product lines are in end use, production requirements, distribution channels,
or some other way. P&G’s product lines are consistent insofar as they are consumer
products that go through the same distribution channels. The lines are less consistent
insofar as they perform different functions for customers.

Services have grown dramatically in recent years. It is seen from the definition of a
product that services often accompany products. Increasingly it is accepted that because
buyers are concerned with benefits or satisfactions this is a combination of both tangible
‘products’, and intangible ‘services’.

Services are characterized by the following features [1]:



432 M. O. Opresnik

Intangibility means that services cannot be seen, tasted, felt, heard, or smelled before
they are bought. For example, as ser-vices like air transportation or education cannot be
touched or tested, the buyers or services cannot claim ownership or anything tangible
in the conventional sense. Payment is for use or performance. Tangible elements of the
ser-vice, such as food or drink on airlines, are used as part of the service in order to
confirm the benefit provided and to enhance its perceived value. Against this background,
a service marketing strategy consistently tries to ‘make the intangible tangible’ and
send the right signals about the quality. This is called evidence management, in which
the service organisation presents its customers with organized, honest evidence of its
capabilities.

Perishability means that services cannot be stored for future usage – for example,
unfilled airline seats are lost once the aircraft takes off. This characteristic causes con-
siderable problems in planning and promotion in order to match supply and demand. To
maintain service capacity constantly at levels necessary to satisfy peak demand will be
very expensive. The marketer must therefore attempt to estimate demand levels in order
optimise the use of capacity.

Heterogeneity implies that services are rarely the same because they involve interac-
tions between people. Furthermore, there is high customer involvement in the production
of services. This can cause problems of maintaining quality, particularly in international
markets where there are quite different attitudes to-wards customer service. For exam-
ple, within a given Marriott hotel, one registration-desk employee may be cheerful and
highly efficient, whereas another standing just a few feet away may be un-pleasant and
slow. Even the quality of a single Marriott employee’s service varies according to his
or her energy at the time of each customer encounter. Consequently, the management of
staff is of supreme importance in the framework of service marketing.

Inseparabilitymeans that services cannot be separated from their providers. The time
of production is very close to or even simultaneous with the time of consumption. The
service is provided at the point of sale. Thismeans that economies of scale and experience
curve benefits are difficult to achieve, and supplying the service to scattered markets can
be expensive, particularly in the initial setting-up phase. If a service employee provides
the service, then the employee is a part of the service. Because the customer is also
present, provider-customer-interaction is a special feature of services marketing and
both the provider and the customer affect the service outcome.

All products, both goods and services, consist of a core element that is surrounded by
an array of optional supplementary elements. If we look first at the core service products,
we can assign them to one of three broad categories depending on their tangibility and
the extent to which customers need to be physically present during service production
as shown in Fig. 1.
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Fig. 1. Categories of Service (Source: Opresnik and Hollensen, 2020)

2 New Product Development (NPD)

Given the rapid changes in customer tastes, technology and competition, companiesmust
develop a steady stream of new products and services (questionmarks in the terminology
of the BCG matrix). A company can create new products in two ways. One is through
acquisition – by buying another company, a patent or a license to produce someone else’s
product. The other is through new product development (NPD) in the company’s own
research-and-development (R&D) department.

The traditional new product development models involve the following stages in
product development: idea generation, screening, concept development and testing, busi-
ness analysis, product development and testing, test marketing, commercialization or
launch [3].
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An effective commercialization strategy relies upon marketing management making
plain choices regarding the target market, and the development of a marketing strategy
that provides a differential advantage.

A useful starting point for choosing a target market is an understanding of the dif-
fusion of innovation process which explains how a new product spreads throughout a
market over time. Figure 2. Shows the diffusion of innovation curve which categorizes
people or organisations according to how soon they are willing to adopt the innovation
[1].

The graph shows that those actors (innovators and early adopters) who are willing
to purchase the new product soon after launch are likely to from a minor part of the
total number of actors who will eventually be willing to buy it. As the new product is
accepted and approved by these customers, and the decision to purchase it becomes less
risky, the customers that make up the bulk of the market, comprising the early and late
majority, begin to try the product themselves. Finally, after the product has gained full
acceptance, a group describes as the laggards adopt the new product.

Fig. 2. The diffusion of innovation process (Source: Opresnik and Hollensen, 2020)

3 Degrees of Product Newness

A new product can have several degrees of newness. A product may be an entirely new
invention (new to the world) or it may be a slight modification of an existing product
(cost reductions).

Let us briefly discuss the main categories [1]:

New to InternationalMarkets: These represent a small proportion of all new products
introduced. Most new products modify and improve a company’s existing products. They
are inventions that usually contain a significant development in technology such as a
new discovery or manipulation of existing technology in a very different way leading to
revolutionary new designs, such as the Sony Discman. Other examples include Polaroid
Instamatic camera and 3M’s Post-it.
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New to the Company: Although not new to the marketplace, these products are new
to the particular company. They provide an opportunity for the company to enter an
established market for the first time. For ex-ample, Microsoft will be able to enter the
games console market, when it launches X-box, ready to compete head-on with Sony
and Nintendo.

Line Extensions: In this situation, the company already has a line of products in
the market. For example, Virgin energy drink was an addition to its established line of
cola-brands.

Reposition Existing Products: This has more to do with new customer perception
and branding than technical development. Therefore, this alternative may be new to the
market (new perception) but not new to the company itself.

4 The Multiple Convergent Process Model

Baker and Hart [3] have suggested the so-called multiple convergent process model,
which has been derived from the idea of parallel processing.

In the multiple convergent approach, there are tasks that must be carried out in dif-
ferent internal departments (research and development, marketing, engineering/design,
manufacturing), and carried out in co-operation with external partners (suppliers and
customers). The tasks have to be carried out simultaneously and the results must con-
verge at some juncture, which is likely to happen several times due to the iterations in
the process.

Consequently, there are multiple convergent points that link the activity-stage model
to the decision-stage models. The extent of involvement of internal and external players
will be determined by the firm’s specific needs in the product development process.

One of the advantages of this model is that it recognizes the involving of external
partners in the product development process. There is growing interest in the need for
supplier and customer involvement in the NPD. From the customers, the firm can benefit
in form of new product ideas and product adaptations to specific customer needs. The
supplier can contribute with supplier innovation and just-in-time techniques [1].

5 Product Platform and Modularity in NPD

The modular approach to product development is an important success factor in many
markets. By sharing components and production processes across a product platform,
companies can develop differentiated products efficiently, increase the flexibility and
responsiveness of their manufacturing processes, and take market share away from
competitors that develop only one product at a time.

The modular approach is also a way to achieve successful mass customization – the
manufacture of products in high volumes that are tailored to meet the needs of individual
customers. It allows highly differentiated products to be delivered to the market without
consuming excessive resources [1].

Product modularity consists of designing a platform that is a collection of assets
which are shared by a set of products. These assets can be divided into four categories
[1]:
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Components – the part designs of a product, the fixtures and tools needed to make
them, the circuit designs, and the pro-grammes burned into programmable chips or
stored on disks.

Processes – the equipment used to make components or to assemble components
into products and the design of the associated production process and supply chain.

Knowledge – design know-how, technology applications and limitations, production
techniques, mathematical models, and testing methods.

People and relationship – teams, relationships among team members, relationships
between the team and the larger organization, and relationships with a network of
suppliers.

Fig. 3. Principle of using modularity in creating product platforms (Source: Opresnik and
Hollensen, 2020)

This general product platform should then be used for tailoring end products to
the needs of different market segments or customers. The platform approach reduces
the incremental cost of addressing the specific needs of a market segment or of an
individual customer. See also Fig. 2. as an example of the modularity approach in new
product development. For the sake of simplicity only the interaction between two product
modules is illustrated.

The firm’s advantages of using product modularity are [1]:

Reduction of development cost and time: Parts and assembly processes developed
for one end product can be used for other products.
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Reduction of variable costs: When producing larger volumes of common compo-
nents, companies achieve economies of scale, which cut costs in materials management,
logistics, distribution, inventory management, sales and service and purchasing.

Reduction of production investments: Machinery, equipment, tooling and the
engineering time needed to create them, can be shared across higher production volumes.

Reduction of risks: The lower investment required for each product, developed from
a platform, results in decreased risk for each new product. Sharing components across
products allows companies to stock fewer parts in their production and service parts
inventories, which translates into better service levels and/or lower service costs.

6 New Products For The International Market

Customer needs are the starting point for product development, whether for domestic or
global markets. In addition to customer needs, conditions of use and ability to buy the
product forma framework for decisions onnewproduct development for the international
market.

As a consequence of increasing international competition, speed is be-coming a key
success factor for an increasing number of companies that manufacture technologically
sophisticated products.

This speedof change in the environment is accelerating, leading to greater complexity
and added ‘turbulence’, or discontinuity. Technological developments are combining to
shorten product life cycles and speed up commercialization times.

The increasing turbulence in the market makes it particularly difficult to predict. As
a result, planning horizons have been shortened. Where long-range plans in relatively
predictable markets could span 10–15 years, very few companies today are able to plan
beyond the next few years in any but the most general terms.

In parallel to shorter product life cycles (PLCs), the product development times for
new products are being greatly reduced. This applies not only to technical products in
the field of office communication equipment, but also to cars and consumer electronics.
In some cases, there have been reductions in development times of more than half.

Similarly, the time for marketing and selling, and hence also to pay off R&D costing
has gone down from about four years to only two years and less for a number of products
like printers and computers, over a period of ten years [1].

For all types of technological products, it holds true that the manufactured product
must be as good as required by the customer (i. e. as good as necessary), but not as good
as technically feasible. Too frequently, technological products are over-optimized and
therefore too expensive from the customer’s point of view.

Today product quality is not enough to reach and to satisfy the customer. Quality of
design and appearance play an increasingly important role. A highly qualified product
support and customer service is also required.

7 Conclusion

Competitive advantage and how one gains it have changedmuch over the years. In lesser-
developed markets advantage can be gained through simple market mechanisms such
as achieving distribution where none existed before. As markets mature, competitive
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advantage becomes increasingly difficult to attain. Many factors contribute to these,
including increases in sophistication of competitors and consumers, consumer mobility,
distribution intensity, and flow of product and market information. At a macro level,
such things as the structural nature of industries, networking, alliances and governmental
interventions contribute to difficulties in achieving competitive advantage in a mature
market.

NPD is a key element of time-based competitionwhich in essence focuses on gaining
advantage by being faster than competitors – faster in responding to market changes,
faster with product development and introductions, faster in integrating new technology
into products and faster in distribution and customer service.

Ultimately, NPD is a customer-focused strategy. Speed and variety are the means
by which a company can do more for its clients. However, succeeding at this requires
a coordinated company effort. A time-based competitor develops the high degree of
internal responsiveness and co-ordination among different parts of the company that
allows it to discern differences among key customers and customize the products and
services delivered to each. Thus, the ultimate purpose of NPD is not maximizing speed
and variety, but owning the customer.
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Abstract. Advancement is an integral aspect of society that has been driving
humanity forward for centuries. The Fourth Industrial Revolution, as we know,
is not just about the current trend in automation and manufacturing industries,
but also, a new way of life. As such, this study had determined the advantages,
disadvantages, potential, and challenges of implementing Radio Frequency Iden-
tification (RFID) technologies for Automated Guided Vehicles (AGV) in Industry
4.0 using Kolb’s Experiential Learning Theory (ELT) to share up to date informa-
tion on the latest technological trends in the 21st century. This study is aQualitative
type of research that incorporates a Descriptive Research Design using the Experi-
ential ResearchMethod (ERM). The results were garnered from the participants of
the Top International Robotics Tournament (TIRT) 2022 held in Taoyuan Arena,
Taiwan (ROC). In conclusion, results show that even though huge advancements
were made in this aspect of technology, further problems arise to these develop-
ments and will require a lot of time and effort from like-minded individuals to
harness its full potential.

Keywords: AGV · Industry 4.0 · Arduino · RFID · Line following Robot

1 Introduction

While the future is never certain in the aspect of technology, there are some emerg-
ing trends in Engineering that provide solutions to these needs. Robot technology is
becoming a more significant part of our evolving society, particularly in the industrial
sector. The 1950s marks the beginning of industrial robot history when the first robots
were created for utilization in manufacturing and other industrial settings. The Unimate,
a robotic arm used for activities including spot welding and die casting, was consid-
ered the first industrial robot and it was created by John Devol in the early 1950s [12].
According to Ullrich [26], Barrett Electronics of Northbrook, Illinois, USA introduced
the first known Automated Guided Vehicles. They were mainly used in manufacturing
and logistics operations through following predetermined paths using wires or reflec-
tive tapes stuck in the floor. Industrial robots continued to advance and change in the
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1960s and 1970s as new sensors and control systems were created. During this time,
a wider number of industries and applications started to use robots, such as material
handling, assembly, and packaging. In 1973, the first AGV project was implemented
in the Volvo Kalmar Assembly plant in Sweden and were used to transport car bodies
between different stages of the assembly process and were able to navigate using wires
embedded in the floor as an alternative to traditional conveyor assembly lines [27]. This
project was a significant milestone in the development and commercialization of AGVs
and helped to pave the way for the widespread adoption of AGVs in manufacturing
and logistics operations. After which, many businesses started to invest in industrial
robots to increase productivity and save labor costs, enabling industrial robots to start to
take off in the 1980s. KUKA, a previously German-based company, moved from using
Unimate robots to developing their own robot, the Famulus, which was the first robot
to have six electromechanically driven axes [5]. Programming and controlling robots
became simpler with the introduction of computer-aided design (CAD) and computer-
aided manufacturing (CAM) technologies. Nonlinear guidance techniques like laser and
inertial guidance were introduced in the late 1980s to improve the system’s adaptability
and precision in wireless steering [27]. AGVs became more sophisticated and versatile
in the 1990s as they started to incorporate new technologies such as lasers, cameras,
and sensors for navigation and guidance. With this, industrial robot use has steadily
increased in recent years as a result of technological advancements that have enabled
robots to become more advanced and versatile. Today, there are numerous industries
that use industrial robots, and they are becoming more and more connected with other
advanced technologies like artificial intelligence (AI) and the Internet of Things (IoT).
According to a recent statistical study conducted by McCain [1] in 2022, there are about
2.7 million industrial robots currently used around the globe, with 88% of companies
planning to invest in robotics for their own use. In April 2022, Grand View Research
[13] reported that the market for AGVs was estimated to be worth around USD 3.81
billion in 2021, and from 2022 to 2030. AGV demand is expected to grow as a result of
an increase in industry automation, particularly in the logistics and warehousing sector,
which currently accounts for over 40% of industrial robots’ market revenue.

In 2008, Bosien, Venzke, & Turau [8] mentioned that creating algorithms that allows
an AGV to follow a designated path without getting lost is the main problem. Even
when crossings are brought about by loops or intersecting pathways, the mechanism
must function consistently. With this, they concluded with the idea of “single RFID
reader does not enable smooth movements” and mentioned that “It is thus unsuitable for
manufacturing scenarios.” Additionally, they suggested the idea of equipping additional
sensors, particularly configurations with two ormore RFID readers that could potentially
outperform their previous works. Moreover, Zou and Zhong [28] showed that AGVs
equipped with RFID technology could have improved intelligence through the addition
of obstacle detection and infrared sensors which enables them to have a better sight of
the workplace. They advised future researchers to have an autonomous system through
creating path planning algorithms that incorporate robots having the ability to grab and
move objects though various locations.

With this, the researchers had chosen the topic “Implementing RFID Technologies
for Automated Guided Vehicles in Industry 4.0” not just to report their participation in
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the Top International Robotics Tournament (TIRT) AGV Challenge, but also to present
up to date information on the new technologies that are being associated with AGVs and
provide strategies to implement RFID technology efficiently (Fig. 1).

Fig. 1. Theoretical Framework

This study utilized Kolb’s Experiential Learning Theory (ELT) to acquire, process
and relay information because according to a study conducted by Reyes et al. [21],
students, specifically Mechatronics students, can learn, experience, and make useful
learning discoveries using the experiential learning approach.

In a deeper examination of the study, this research had obtained data through the-
oretical and practical approaches in a way of grasping and transforming experiences,
accordingly, to provide more accurate and meaningful results. Specifically: Advantages,
Disadvantages, Potential, and Challenges.

2 Background

2.1 Industry 4.0

With the emerging innovation of the manufacturing industry in the 21st century, Industry
4.0 plays a huge part in providing wide development such as usage of artificial intelli-
gence and cloud computing on different aspects of advanced technologies, which makes
imagination easily turn into an actual product. Originated in 2011 from the German
government, its main objective is to promote the usage of advanced computers in the
field of manufacturing and was considered as the continuation of Industry 3.0 where
computers were introduced in the world of manufacturing process. This manufacturing
era is mostly known for the boom of internet, cyber concepts, automation, and robotics.
According to Erboz [11], Industry 4.0 focuses on increasing network integration and dig-
itized system development through smart systems that could potentially replace humans
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in some duties and improve theworking environment. This provides an evolution of tech-
nologies; developing more products and machines that may be useful in creating more
innovative concepts. With this, Industry 4.0 also extends its purpose as these benefits in
world manufacturers and suppliers became an investment among big companies across
different competitive countries, and the ability for a company to integrate automation
with seamless and wireless control will surely give them an edge in the competitive
industrial manufacturing field.

2.2 Robotics

The increased appeal towards the use of robots in industry is evident, and although
commercially available robots are still expensive today, many companies would still
prefer to put the technology to use due to the ability of robots to be fully automated
to perform repetitive tasks. Companies that have benefited the most from the use of
robotics have mostly been from the automotive industry, with almost 900,000 robots in
2017 alone [1], adding more to that number every year since. Apart from the industrial
sector, companies involved with restaurants, hotel management, education, agriculture,
and medicine, among many others, have had increased involvement with robots [24].
As more robots are manufactured, the technology and manufacturing process is further
developed, which can lead to the decrease of initial capital investment cost of acquiring
such a technology. Withal, the robotics industry is predicted to advance at a relatively
high rate in years to come, with a CAGR (Compound Annual Growth Rate) of 11.7%
from years 2021–2030 [1].

2.3 Automatic Guided Vehicles

Automated Guided Vehicles or AGVs are mobile programmed robots that navigate with
the guidance of tapes, markers, and wires which utilize various kinds of sensors includ-
ing vision, proximity, and infrared sensors to provide its function. This autonomous
electrically powered vehicle is commonly used in industrial factories which lessens the
workforce inside the workplace, such as delivering raw materials, tools, and finished
products. In this generation, AGVs are used in transporting in different industries, like
automotive, food and beverage, paper and pulp, pharmaceuticals and more [10]. This
device becomes more user dependent as it utilizes user-made programs to provide cer-
tain tasks. Previous research of Iqbal and Omar [17] stated that AGVs standardly have
actuators for movement, sensors for navigation, processors for its programming, power
source, and communication systems which perform the device’s functionality using
path-planning algorithms in the environments where it will be utilized (Fig. 2).
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Fig. 2. AGV parts [9]

Aside fromAGVs, there are also automated robots that can also be utilized inside the
workplace. AutonomousMobile Robots, also known as AMRs, are robots that can adapt
to the environment [15]. It has a huge similarity with theAGVs however, AMRs aremore
focused on flexibility and adaptability in the workspace [22]. They can be programmed
to perform a wide range of tasks and can be integrated with various sensors, cameras,
and other technologies to enable them to perceive and understand their environment.
These robots can be utilized in various industries such as manufacturing, logistics, and
healthcare. Li [16] discussed the comparison between the two products to provide a
clearer understanding of their capabilities. Attached in Table 1 is the explication of
AGV and AMR (Table 2).
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Table 1. Comparison Table of Automated Guided Vehicles (AGV) and Autonomous Mobile
Robots (AMR) [16]

AGV vs AMR Comparison Automated Guided Vehicle
(AGV)

Autonomous Mobile Robot
(AMR)

Navigation Dependent on markers and
lines such as magnetic and
colored tapes

Utilize Global Positioning
System (GPS) that can detect
and observe the environment of
the robot

Environment Flexibility Can be more flexible since its
routes can be programmed and
modified by a user

Easier to create new paths and
modify certain changes in
directions

Obstacles Distracts the movement of the
AGV which stops the
movement of the vehicle

The robot will observe the area
of the obstacle and identify the
best way to reroute the path

Cost less expensive More expensive

Usage and Installation Requires more time due to
creation of paths and
installation of different sensors

Easy to use

Dependability Very dependent with the path
which results to less reliability

Independent, however, this may
vary depending on the
environment and the work area

Safety B56.5–2019 in US / ISO
3691–4:2020 in UE

ANSI/RIA R15.08–1-2020

According to Mehami, Nawi, and Zhong [19], AGVs can work in two separate
guidance methods. Specifically: Fixed route and free route methods. The fixed route
method follows a specific path inside the workspace where the AGV detects and relies
on lines such as magnetic lines or black tapes. On the other hand, the free route method
becomes dependent on the coordinates stored in the device usingGPS and visual sensors.
In comparison, the fixed route method has low cost of materials however, it requires high
maintenance in re-taping the line guides for accurate movement of the robot. In contrast
with the first guidance method, the free route method is considered less maintenance
vehicles which can provide exact location of the AGV once it started to run since there is
an installed GPS within the device. However, this method requires expensive materials
to be built at the same time, can be disturbed by some environmental situations.
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2.4 RFID Application

RFID (Radio Frequency Identification) according to Amsler and Shea [6], RFID is a
wireless communication technology that uses electromagnetic radio frequency in an
RFID tag which stores data encoded for specific actions specifically for the RFID reader
installed in the AGV or in other devices. As stated by Rajiv [20] and Thrasher [25] there
are many applications of RFID technology such as:

• Supply Chains and Retail Stores: With this technology, supply chains and retail
stores can now manage their stocks efficiently, which is also an advantage for the
customers since they can now also access the store’s stock information and find their
desired product from the store and checkout the product with ease. Another advantage
of RFID in retail stores is the reduction of theft since there are installed RFID readers
along the exit and entrances of the stores which would be detected whenever there is
an item that is not yet paid for.

• Patients in Hospital: RFID can be used to make tags that are suitable for patients
to wear which gives the medical staff an efficient way to handle patients and give
them their procedures and treatment. The implementation of RFID tags in hospitals
would increase the hospital’s efficiency in treating their patients and avoiding errors in
providingmedication since RFID tags could store data whichwould help in providing
the patient’s past medical records certain conditions, and other personal information.

• Access and Security: With this application of RFID technology, employers can
assign each person to the office environment where they could only get access to
which would provide more security, especially in places that require a high level of
protection. In addition, RFIDwould providemore information onwhere the employee
has gained access and the employees would be more traceable inside the building if
ever there is a breach in security.

• Logistics and Shipping of Products and Goods: RFID tags are utilized in shipping
and logistics due to added improvement in efficiency since it is much more reliable
and considerably faster than manual recording. RFIDwould make the updating of the
inventory faster and more precise since RFID readers can accurately scan hundreds
of tags in a day.

• Automation of Manufacturing: Many smart factory concepts have shown the use
of RFID technology due to its given efficiency in the production line and in the
inventory field since manually updating the inventory may sometimes cause errors
and miscalculations while entering the data and monitoring the status of the products
same with its information and the whereabouts of hundreds of products and can be
recorded in real-time.

• Baggage Handling in Airlines and Airports: With the help of RFID technology,
it would give airline companies fewer costs due to mishandling issues and be more
efficient since the pieces of baggage are more traceable because of the RFID and are
more organized since there are no barcodes yet would only need to attach the RFID
to the baggage and the RFID reader would be the one to organize and save the data
on where the specific bag needs to go.

• AnimalTracking:RFID tags canhelp farmers in updating and tracking their livestock
since manually updating their data may cause errors and is not an easy task. RFID
technology is helpful for veterinary doctors since owners could buy RFID tags for
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their pets that could store data like the vaccination dates, weight, and age of their pet
which lessens the workload for veterinary doctors in going through records.

• Toll Gates: Some of the toll gates around theworld have been using RFID technology
to charge payments for entry into a certain area since RFID is traceable and can store
data, it can help in making more efficient ways of charging the people rather than the
manual toll gates that are troublesome.

3 Materials and Methodology

This study is a Qualitative type of Research that incorporates a Descriptive Research
Design using the Experiential Research Method (ERM) that was introduced by Grant
et al. [14] that focuses on the experiences and perceptions of individuals in a particular
situation. Furthermore, the participants for this research will also be the researchers as
they were the ones who participated in the tournament. The themes of this research were
based on previous studies and subjective experiences of the researchers from the event.

The Top International Robot Tournament (TIRT) was introduced by Xiangyi Enter-
prise, alongside the Taoyuan Municipal Government in 2018 to aid the transformation
of domestic industries and give momentum to the development of the economy by cre-
ating a space that promotes a deeper understanding in robotics. Creating an avenue to
share ideas between different core clusters that are known for creating innovations in the
industry. The 5th TIRT was held in the Taoyuan Arena on October 15–16, 2022, where
the researchers participated in the AGV competition to understand more about AGVs
and exhibit skills in strategy planning, problem solving, and create programs that are
appropriate to the given tasks.

3.1 Hardware Used: InnoAGV by Niche Applied Technology

(See Fig. 3)

Fig. 3. InnoAGV by Niche Applied Technology
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• The AGV Robot measures 35 cm in length, 28 cm in width, and 12 cm in height.
• It moves by utilizing 2 bevel gearbox motors with silicone tires and 2 servo wheels.
• The 12 V power system is powered by a 12 V 15000 mAh lithium battery.
• It has line-sensing, RFID reading, and ultrasonic obstacle avoidance modules for

obstacle circumvention.
• The control panel includes an LCD display, power switch, emergency stop button,

and 4 × 4 keypad.
• It also has Bluetooth and LoRa transmission modules.
• The robot has light and voice alert functions.
• It is suitable for both industrial and educational use as a basic AGV vehicle platform.

3.2 Software Used

During the competition, the AGV was programmed using a block-program called
innoBlockly Path Editor. It is specifically designed for AGVs developed by Niche
Applied Technology. It allows the programmer to use RFID cards as input, and pro-
gram the output into the AGV to control its speed, direction at intersections, and control
the level of the platform.

This makes it easy for even non-technical users to program the AGV without having
to know how to write code. With innoBlocklyAGV, the user can simply drag and drop
blocks representing various actions, such as changing speed or direction, and connect
them to create a program.

3.3 Relay of Information From Input to Output

Step 1: Pre-programming the AGV: Before the competition, the AGVs are pre-
programmed with a set of instructions or “path” for how it should behave when it reads
a specific RFID card.
Step 2: Program selection: At the beginning of the competition, ‘Path Mode’ is selected
on the AGVs built-in user interface via keypad. This determines the path that the AGV
will take.
Step 3: Reading RFID Cards: As the AGV moves along the competition course, it uses
its RFID reader to detect and read the numbered RFID cards.
Step 4: Interpreting Information: The AGV reads the RFID card and recognizes its
number as an instruction.
Step 5: Implementing Information: Once the RFID card is read, the AGV implements
the instruction immediately. If the information dictates a change in speed, the AGV
adjusts accordingly. If the information dictates a change in direction, the AGV takes the
appropriate turn at the next intersection.
Step 6: Repeating the Process: The AGV continues to repeat this process of reading
RFID cards, interpreting information, and implementing instructions until the end of the
competition or until it is instructed or forced to stop (Fig. 4 and Fig. 5).
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Fig. 4. Information Processing

The competition area is 700 cm by 400 cm in size. The background is black with
white lines, and the width of the white lines is 2 cm.

Fig. 5. TIRT Map

In order to complete the mission, each team must complete all given tasks using two
(2) AGVs provided by the company. Specifically:

Task A: The vehicle will move to A1 to retrieve the shelf, and then move the shelf to
A2 to receive the goods that will drop from the side conveyor. The player must manually
activate the conveyor to allow the goods to fall onto the shelf. Finally, the vehicle will
place the shelf in the A3 area.

Task B: The vehicle will move to B1 to retrieve the shelf, and then move the shelf to
B2 for precise placement. A laser dot will shine on the circular target on the shelf from
above in the B2 area checkpoint.

Task C: The vehicle will move to C1 to retrieve the shelf, which will have 8 bottles of
600 ml bottled water placed above it. The vehicle will then smoothly move the shelf to
the C2 area, and the score will be based on the state of the cargo (Fig. 6).
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Fig. 6. Tasks A, B, and C

4 Results and Discussions

Entering the TIRT competition has given insights for the researchers in both the results
of the performance of the AGV robot, and further suggestions for improving it. The
competition rules include tasks for the robots to accomplish which are given by sensing
RFID cards placed in designated positions. The route for the AGV robots to follow is
shown in the Fig. 7:

Fig. 7. AGVs’ Path

Each group will use two AGV robots both following different paths and tasks which
are to be programmed and determined by the competitors. The AGV robots that can
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finish all the tasks the fastest win. The numbers indicated in the figure starting from
1001 to 1017 are the designated positions of RFIDs set by the competitors. Each RFID
will tell the AGV either to change its speed or to do a certain task which is programmed
by the competitors. The black line indicates the route of the robot, while labels A2, A3,
B1, B2, C1 are positions where a task is to be done and labels A1 and C2 are starting
points.

4.1 Advantages and Disadvantages

In this part of the research, the researchers did not only present the advantages of imple-
menting RFID technologies for AGVs, but also the disadvantages to give a more neutral
and objective impression of the discussion. The data obtained to make these given sam-
ples in this research were derived from two approaches that were present in Kolb’s
Experiential Learning Theory (ELT). Specifically: grasping and transforming. The first
part would be the researcher’s own experiences in operating the AGV (Grasping Experi-
ence), and the second part would tackle various articles and literature of the same topic
(Transforming Experience) [2, 3, 7].

4.2 Challenges

During the competition, the researchers encountered certain challenges with the AGV
robot. The program on the AGV robot created by the researchers has proved to be flawed.
One of them being the speed input to be too fast resulting the robot to move too quickly
through the guideline and overshoots from the designated stop position wherein the
RFID is found. The robot is then unable to detect the RFIDs once it overshoots through
the proper position it is set to be in.

Another issue was the program set for the robot to raise the platform on top of it.
A task was given to raise the platform on the robot and carry a cart that was on top of
it and move through the guideline. This task is to be done after the robot detects the
RFID card set underneath the cart. The program has been inaccurate which resulted in
the platform being raised too low for the robot to lift the cart and unable to carry it to
the next designated position.

Creating algorithms that allow an AGV to follow a specified path without getting
lost is one of the main problems. The mechanism must function consistently even when
crossings are brought by loops or intersecting pathways. Dealingwith the limited storage
space in RFID tags presents another difficulty. Therefore, sophisticated algorithms must
reduce the amount of memory they use. One strategy is focused on predicting the course
that will be taken. Another quality that must be addressed is the ability to offer multiple
paths.

When paths are tagged during production, it is preferable to design a type of aging
that allows for the forgetting of previous paths and the release of tags from previous data.
For actively erasing outdated pathways, algorithms are necessary as an alternative. Age
obviously must not affect permanently necessary pathways. Enabling fault-tolerance
in the event of RFID tag failures and smooth motions are requirements that will be
discussed in the following requirements. Additionally, to enable AGVs to operate at a
high pace, the number of read and write operations should be minimized.
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Table 2. Advantages and Disadvantages in forms of Grasping and Transforming Experiences
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Another problem experienced first-hand by the researchers is the inability of the
AGV to move into two different locations, i.e., move backwards after passing through
an RFID which tells the AGV to move forward. Furthermore, sensors also pose an issue
as less sensors can lead to inaccurate path detection while more sensors will cause the
AGV to be more expensive.

4.3 Potential

The market for AGV is ever more booming in the industry 4.0. According to Maxon
[18], a report by Research and Markets predicts that the global market for AGVs would
increase by 10.8% by 2026. The fields of application are manifold, one industry where
AGVs are widely used is in manufacturing. AGVs help in manufacturing as they carry
heavy loads and transfer products and/or equipment automatically with ease and having
no manpower needed, providing more efficiency, safety, and cost effectiveness. AGVs
are also slowly being adopted to many other industries as their potential is being realized
in other sectors, some of the following include [4]:

Medical Industry: AGVs are also used in hospitals to simplify the work of medical
personnel and fully eliminate the possibility of contamination in the event of an outbreak.
Robots are proving handy for lifting big objects and are capable of hauling food, laundry,
or rubbish, as well as providing patients with medication. They have been contacted by
numerous hospitals throughout the world during the Covid-19 issue.

Aeronautical Industry: UsingAGVs, aviation businesses have automated their assem-
bly lines. Recently, Airbus put into operation a highly automated digital assembly line
for the A320, A321 and A321R planes’ fuselages. Automated guided vehicles can
deliver heavy load items like fuselage pieces in this high added value industry. They
also offer a solution for automating the inspection of aviation engine assembly to speedup
procedures and prevent adverse body postures, which can pose issues for the technicians.

AGVs are particularly helpful in the maintenance industry for pinpointing the cause
of a malfunction or breakdown. An AGV used by Thalès DMS France can move on its
own underneath an aircraft and produce electromagnetic waves. Amechanic can arrange
variousmaintenance procedures by using this AGV to check cabin parameters and assess
sensor damage. Other, more creative ideas are also being developed and implemented.

Automotive Industry: The automotive industry is flooded with pusher robots, shelf
extensions, automated pallet trucks and other intelligent mobile shelving systems. At
Audi’s factory in Bavaria, assembly stations with two or three operators have taken the
place of the assembly line. During the assembly process, the vehicle is moved from one
station to the next while mounted on an AGV. The AGV then selects the best path using
an algorithm. All manufacturing data are analyzed in a control room where the entire
operation is coordinated.

The development of crawler AGVs, which can slip underneath a cart or a rolling
cabinet before grabbing it with a hook mechanism and transferring it, has also been seen
in the automobile industry and large marketplaces. The crawler AGV efficiently handles
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the difficulties of confined places because it can fit into smaller spaces by maximizing
the length of the AVG and the cart.

Food Industry: The food industry is one of the largest markets in the world providing
new and unique experiences to its customers. As such, AGVs are also being utilized by
some fast-food chains and restaurants in ordering and serving food to their customers.
In a study conducted by Shimmura et al. [23], a Japanese cuisine restaurant introduced
AGVs as a service robot to enhance labor productivity and to improve service quality.
The results showed that the introduction of AGV in the restaurant has decreased the work
hours that the staff must do and improved the labor productivity in terms of sales/labor
hour.

4.4 Limitations

• The AGV that the researchers used in the competition had unique specifications and
they are not allowed to change and modify the hardware and firmware of the provided
machine.

• The tasks that the AGV did were limited to what was specified in the competition.
• The responses that were derived from the constructionist side of learningwere limited

to the subjective thoughts and experiences of the researchers.

4.5 Recommendations

• Add the right number of sensors to an AGV. Sensors enable precise movements.
• Plan the machine’s specific tasks way ahead.
• Plan the placement of RFIDs. Make sure that the RFIDs can still be read by the RFID

reader during the turns that the AGV will make on certain task/s.
• Apply the right speed for particular tasks since RFID readers sometimes cannot detect

the RFID if the AGV is going too fast and might get away from its designated path.
• Apply appropriate speeds for different path types. Slow during curves and downhill

and fast during straights and uphill.

5 Conclusion

In conclusion, this paper aims to add to the growing discourse about the new industrial
revolution trend. It encourages using tools and/or aids to make some tasks significantly
easier for humans rather than advocating their replacement in the workforce. Further-
more, it discussed how Industry 4.0 needs are beingmet bymodifying current production
machinery and manufacturing processes using RFID implementation approaches. The
works on the implementation of RFID technologies for AGVs that are discussed in this
paper serve as convincing evidence that, as RFID becomes more technologically acces-
sible, a full implementation of the technology in our current manufacturing processes
will quickly enable us to complete the transition into the next industrial revolution.

After compiling and organizing the information used for this study, it became clear
regarding future work and the best course of action that, despite the advantages and
potential of RFID in AGV technologies as seen in the competition and discussed in
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this paper, RFID generally has reliability and stability issues and presents challenging
aspects when it comes to large-scale implementation, requiring careful consideration,
especially in terms of programming. Therefore, to handle RFID deployment in AGV
properly, people with a high set of skills and knowhow would be needed. As such,
more study and testing of the technology’s application are still needed to realize its full
potential.

Appendix: Pictures Taken From Tirt 2022
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Abstract. Socialmedia design is directly affected by social changes,media devel-
opment, and advances in hardware devices, and there is a long-term relationship
between devices and human-computer interaction design. With widespread use
and technological evolution, it has become an interesting research issue and has
important substantive applicability to research. Investing in this research topic can
produce diverse and very practical research results, and help improve the current
inefficient digital advertising pricing method and improve the design method of
social media advertising, so as not to be interfered by negative design product. The
research results provide positive design and positive use experience. The research
outcomes should be able to solve the long-term problem that the delivery benefits
of social media advertising pricing in the electronic market are not equal to the
actual advertising benefits.

Keywords: Social Media Design · CPC: Cost per Click · CPA: Cost per Action ·
CPM: Cost per 1000 Impression

1 Introduction

1.1 A Subsection Sample

Social media design is directly affected by social changes, media development, and
advancements in hardware equipment. The correlation between each other has become
an interesting research direction with the wide application and technological evolution
and has the importance of research. This research topic could produce a very practi-
cal research results and help improve the current inefficient digital advertising pricing
method. In addition, the research finding maybe improve the design method of social
media advertising. The research is used to solve the long-standing social problems in the
electronic market. The delivery efficiency of group media advertising pricing is not the
same as the real advertising efficiency. The digital environment is based on the evolu-
tion of hardware equipment. What is the relationship and influence between the design
of social media advertisements for commercial activities, the effectiveness of related
advertisements, and users, designers, and owners? As far as the relevant design level and
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the development of effective advertising are concerned, the above should be the main
axis of future related development, and it is actually a research topic that needs to be
discussed and researched. This study focuses on the above motivation, and finds that it
is possible to do the effective cross-field research on social media design in combination
with the current situation and future development, so as to improve the improvement
model of social media advertising design and pricing methods, in order to In the future,
social media advertising design can improve users’ positive emotions and reduce neg-
ative emotions. The creative value of design and the practical operation of design are
sometimes not the same. However, the practical value of design can only be brought into
full play after being tested in the actual use environment and market value. Based on the
actual commercial market review, Interpretation of Brand Communication (2022): The
reasons for the common failure of advertising are roughly divided into the following five
points:

1. Not putting in enough time.
2. Not paying attention to the quality of advertising content.
3. No strategy, plan, tracking analysis.
4. No ads were tested.
5. No reasonable budget was allocated. (Interpretation of Brand Communication, 2022)

The research purpose of this study is divided into the following three points:

1. The research explores the current status and possible future development of
social media advertising design.

2. The studyexploreswhether thepricingmethodof socialmediaadvertisingdesign
is in line with the actual effectiveness of advertising.

3. Research to explore the user-friendly design methods of social media
advertisements.

2 Literature Review

2.1 Definition and Development of Social Media

Social media (social media) is a virtual network platform used by people to create, share,
and exchange opinions. Users can release information through text, pictures, music, and
videos, and form a community of reading audiences. Social media usually It has three
functions: virtual interpersonal network, information sharing and dissemination, and a
platform for gathering people. From the perspective of Internet development history,
since Swiss researchers sent the first e-mail in 1970, the earliest social media may be
called “Open Diary” Internet social media proposed by Bruce and Abelson in 1998.
Group services, which bring together Internet users to write online diaries together on a
website. In 2000, JimmyWales andLarry Sanger launchedWikipedia. In 2004, Facebook
was established. Itwas originally a social networkplatform for students. In 2005,Youtube
came out, allowing users to upload and share videos for free. Until now, everyone can
be a creator Those who become Internet celebrities. Duffett, R., Petrosanu, D. M.„
Negricea, IC & Edu, T. (2019) point out: The widespread use of YouTube has generated
billions of dollars in marketing communications revenue, but in developing economies
Academic research is very limited, possibly due to usage and population effects. The
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emergence of Twitter in 2006, the establishment of Spotify, users can share music, and
the Pinterest community in 2012. So far, social media has continued to innovate, making
us use social media longer and longer, which has become an inseparable trend. In recent
years, the age group using social media has also gradually increased and expanded.
From Bui, HT (2022) pointed out: middle-aged and elderly people are a big market for
social media sales, and research related middle-aged and elderly people in social media
shopping behavior and motivation. Therefore, there is still a huge room for development
in the placement of social media advertisements, which can correspondingly enhance
the growth of e-commerce.The blog type for decades, and has gradually accumulated to
the current relatively mature stage. A social media platform that is widely used today.
However, its influence has an absolute dependence on users and corporate advertising
sponsors, and will affect the usage and popularity of social media products in the future.
With the change of users’ usage habits, even the same user has different usage habits
and self-categorization purposes for different socialmedia. However, whether the current
social media pricing relationship can actually be close to the consumer demand and the
owner’s demand will produce positive results. The impact of advertisements directly
affects the future design and sustainable development of related social media.

Since 2020, under the impact of the COVID-19 epidemic, many industries in the
world have been severely affected, but social media has increased the use of the market.
Dubbelink, SI, Herrando, C., & Constantinides, E. (2021) proposed: After the epidemic,
how business owners can adjust their social media marketing strategies to create positive
brand equity, which targets social media marketing, brand elements, marketing activities
Time to do a consideration and evaluation. Yost, E., Zhang, TT,&Qi, RX (2021) research
shows that effective release time, type, label and social media with high participation
rate can effectively promote company performance. Michopoulou, E. & Moisa, DG
(2019) Findings: Return on Investment (ROI) is understood as an umbrella concept
where engagement rate, customer response, and number of likes and comments are the
most important, while hotel managers A variety of strategies are employed for social
media deployment, but the focus on the effectiveness of these strategies is questionable,
especially in light of financialmetrics. Thepoint of viewquestionedby the above research
is one of the most powerful motivations for the study of performance costs. The same
point of view looks at the effectiveness of social media advertising, whether it is in
recent research data, or in the use experience of all social media users: to increase users’
positive emotions and reduce negative usage emotions, It is a general consensus to get
better advertising effect. This study is not only focused on the design point of view, but
also a prospective study on the effect of design. The results of this study can effectively
solve the benefits of social media advertising, reduce the negative usage emotions of
userswho are disturbed by advertisingwhen using socialmedia, and improve the positive
advertising benefits. Looking at the content of the above research, this study is unique
and future-oriented, and can also make up for the blind spots of the above research and
make up for the lack of academic theory. Combining social media advertising design
practices with effective social media advertising pricing methods, the research results
can make up for the shortcomings and shortcomings of current social media advertising
pricing methods.
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2.2 Research on Issues Related to Electronic Pricing of Social Media
Advertisements

The past, social media was priced based on CTR advertising click-through rate and
CVR advertising conversion rate. The following is an introduction to the current pricing
method:

1. CPC (Cost Per Click) cost per click:
2. CPM (Cost Per 1000 Impression) cost per thousand impressions:
3. CPA (Cost Per Action) cost per action:

However, the current social media advertising pricing method does not take
into account the positive and negative receiving emotions of actual users, which
means that positive conversion, stickiness, and advertising time may all produce
different advertising benefits, which in turn affect social media advertising The
effectiveness of personal delivery. These related issues and content are worthy of in-
depth exploration. The current situation of digital products, which is not in line with
actual benefits in theory and practice, highlights the importance and forward-looking of
this research. The following issues are discussed based on the journal literature related
to social media in the past five years:

Duan, WJ & Zhang, J. (2021) pointed out: the effectiveness, dynamics, and depen-
dence among search engines, social media, and third-party websites are studied. The
research results show that search engines have a great impact on sales, but social media
recommendations have the strongest direct and cumulative impact on conversion rates
of e-commerce sites. The argument of the above research happens to be very interest-
ing to support the importance of the relevant research hypotheses of this study and the
developability of the research results. Regarding the positive or negative benefits related
to social media advertising, there is indeed a need for discussion and exploration, which
exists in future research on social media advertising design. In addition, Huang, TC,
Zaeem, RN & Barber, KS (2019) pointed out: social media provides a lot of informa-
tion, but the source of information may come from untrustworthy users, so the first thing
to solve is to solve the problem of polluted data, advertising or filter out credible and
trustworthy messages. The above research content shows that some researchers have
done relevant time-sensitive research on the effectiveness and credibility of social media
advertising. The argument of polluted data is a very unique insight, emphasizing the
importance of social media. The importance of media advertising efficiency also points
out the fact that the high exposure rate of social media advertising today does not equate
to the actual situation of high efficiency rate. However, solving the design method of
social media advertisements today and enhancing users’ positive emotions in order to
obtain better positive advertising benefits highlights the importance of this research.
Iannelli, L., Giglietto, F., Rossi, L. & Zurovac, E. (2020) Research Notes: A Market-
ing Tool for Targeting Ads by Demographics, Behaviors, and Interests of the Facebook
Advertising Platform to Evaluate an Innovative The efficiency and effectiveness of the
method. Although the above research has differentiated the demographics, behaviors,
and interests of the advertising platform to retarget Facebook advertisingmarketing tools
to evaluate the efficiency and effectiveness of an innovative approach, compared with
the content of this research, it still does not show the positive benefits of advertising.
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Incorporating negative benefits into it has produced an effectiveness evaluation model
that is more in line with actual advertising benefits. The insufficiency of the results of
this research highlights the importance and future of my research. I can try to solve the
problem of evaluating the effectiveness of advertising received positively or negatively
by users, so as to achieve better advertising effects in social media advertising design.
Our research canmake up for the lack of research assumptions above, and develop social
media advertising design and placement into a better design product and a more cost-
effective pricing method. Jalali, N. Y. & Papatla, P. (2019) pointed out: Writing articles
is to increase followers. When articles are forwarded, followers can be increased and
a large number of audiences can be quickly attracted. The research results propose a
social media how to Ways to write tweets based on our findings to get the most retweets
and generate more viewers and readers. Although the assumption of the above research
is that forwarding is a positive form of advertising. But for today’s different age groups,
the forwarding of some age groups is a negative spreading mode. For example, in Tai-
wan’s presidential election, a candidate’s illustrations and texts were widely reposted.
However, during the Taiwan presidential election, such reposting was a negative adver-
tising benefit. The facts afterwards also proved that there was no possibility of one of the
final losing factors. (The above example is James Soong’s candidate in the 2000 Taiwan
presidential election.) There is also a possibility that in the social media environment,
negative advertisements may also be forwarded, and negatively forwarded, and nega-
tively forwarded again. Therefore, the findings of the research and the actual negative
advertising benefits of the actual case are the focus of discussing the actual benefits of
advertising. Khan, G., Mohaisen, M. & Trier, M. (2020) pointed out that the purpose of
the study was to model two different returns on investment (ROI) measures: networked
ROI, which captures Network Effects of Media Investments, and Discrete ROI, focuses
on the discrete returns of social media from individual users. The above research can
provide relevant research considerations and appropriate research methods that may be
required for this study, so as to obtain the relevant evaluation of the actual advertising
effectiveness of the current social media advertising pricing methods.

Papa, A., Santoro, G., Tirabeni, L. &Monge, F. (2018) pointed out that social media
is a tool to promote knowledge creation and innovation in SMEs, and social media con-
tributes to three quarters of knowledge The creative process has a positive impact, and
they help to facilitate the innovation process. From a management perspective, the study
recommends that managers implement and engage social media in their business and
innovation processes. Therefore, the existence of social media is still necessary, but this
study will discuss how to exert great benefits. Keegan, BJ & Rowley, J. (2017) used
six stages in their research: setting evaluation objectives, determining key performance
indicators (KPI), determining indicators, data collection and analysis, report generation
and management decision-making to explore relevant research hypotheses. An evalua-
tion of such technologies as organizations increases their investments in social media
marketing (SMM). The purpose of this studywas to contribute to knowledge about SMM
strategies by developing a stage model of SMM assessment and revealing the challenges
in this process. Research by Zhou, YY, Calder, B. J., Malthouse, EC & Hessary, YK
(2021): This study attempts to analyze data from three news websites and shows that
these disaggregated clickstream variables, compared to the original, Undisaggregated
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clickstream data is more predictive of a website’s willingness to pay. Based on the above
research points of view, in the research of related fields in academia, real inspections and
attempts have been made to evaluate and explore: whether the related benefits of social
media advertising are really like the actual advertising costs, and bring back positive
advertising benefits.

The above literature discussion discusses the definition and development of social
media, issues related to the electronic pricing of social media advertising, and makes
a basic and recent research related literature discussion, in order to seek the relevant
required literature content of this study and the possibility of researchway, and highlights
the necessity and practical importance of this study in theory. The discussion of the above
research literature is enough to prove that this research is a very necessary and forward-
looking research. It can try to solve the long-term research. The positive and negative
advertising benefits of social media advertising have not been formally evaluated in
social media advertising. Valuation in progress. In addition, how to effectively design a
social media advertisement design with positive advertising effects to achieve the actual
effect of actual advertisement placement.

3 Research Methods

3.1 Research Design

According to statistics from Taiwan Network Information Center, 94.2% of the social
media use Facebook the most, followed by Instagram with 39.2% and Line with 35%.
Therefore, this research will use Facebook as the social media with the most people.
Research target of group media advertising.

The proposed research steps are as follows, and the analysis methods are described
as follows:

1. According to the results of the questionnaire survey, the user’s satisfaction with the
current social media advertising design methods in the process of using social media
is collected.

2. Analyze and design social media advertising design patterns that meet user expecta-
tions.

3. Exploring the effectiveness of social media advertising design prototype mode
through users and advertising owners.

3.2 Research Methods

Variance, also known as analysis of variance, analysis of variance (Analysis of Variance,
ANOVA) is divided into single-factor analysis of variance (One-way ANOVA), two-
way analysis of variance (Two-way ANOVA), is for multiple the test method for the
significance of the difference in the mean of the parent group can be used to know the F
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value. The F value is to compare the average difference between the groups. If the value
is larger, it means that the difference in the average of these groups is greater.

1. The degree of dispersion of all samples: summed up by the sum of squares (SS, Sum
of Square).

SST(Sum of Square) =
∑

all samples

(
Xi− Xtotal average

)2

2. Between-group variation: the sum of the squares of the difference between the group
mean and the total mean.

SSB(Between−group variation) =
∑

each group

nThe number of samples in each group

×(
Xgroup average−Xtotal average

)2

3. Intra-group variation: The samples in the groupminus the squares of the group squares
are summed up, and then the sum of the squares of the intra-group deviations from
the mean square of all groups is added.

SSW(within−group variation) =
∑

All groups

∑

All samples
Vin the group

(Xgi(gample of the group) − XThe group average
)2

Sum of mean squares: divided by degrees of freedom (df)

MSW(between−groupsumofmeansquares)= SSB(Between−group variation)/dfB

MSW(within−groupsumofmeansquares)= SSW(within−group variation)/dfB

4 Research Analysis and Discussion

4.1 Statistics of the Basic Data of the Subjects

162 valid questionnaires were statistically sorted out as shown in Table 1.

4.2 Statistics of Users’ Satisfaction with the Evaluation of the Current Design
Mode of Advertising in Social Media Facebook

This study conducted a reliability analysis on the satisfaction of 15 items in the ques-
tionnaire, and the analysis results showed that the internal consistency coefficient of
Cronbach’s alpha was .947, which was acceptable reliability, so there was no factor to
be considered for deleting items. The results of independent sample t -test analysis is
shown in Table 2 below. This study found that there are four items above: there are
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Table 1. Distribution statistics of the basic information of the subjects (sorted out in this study)

item topic Sample size (person) percentage

gender male 76 46.9

female 86 53.1

total 162 100

age 10 years old 0 0

11–20 years old 5 3.1

21–30 years old 42 25.9

31–40 years old 65 40.1

41–50 years old 40 24.7

51–60 years old 10 6.2

61–70 years old 0 0

over 70 years old 0 0

total 162 100

education level elementary school 1 0.6

secondary 1 0.6

high school twenty one 13

University 102 63

master 34 twenty one

PhD 3 1.9

total 162 100

significant differences, and the rest have no significant differences. Therefore, we must
consider avoiding: “In Facebook, avoid designing ads that friends like to appear on the
page.” , “In Facebook, avoid designing content that has been searched on other web
pages to appear on the page.”, “In Facebook, avoid designing to repeatedly see similar
or the same Advertisement content.” And make good use of “the video advertisement
designed in Facebook is dynamic and dynamic, which will help the advertisement attract
more users’ attention in the news feed.” Better advertising efficiency can be obtained.

The single-factor independent sample ANOVA was used to analyze the effects of
different ages on various items. The results are shown in Table 3 below. The results of
the study found that the design that must be considered to avoid is: “In Facebook, avoid
designing advertisements that friends like Appear on the page.”, “Advertisements
searched in Facebook appear more than your friends’ posts.”, “Adverts videos
in Facebook will automatically play and become the next relevant ad to appear
“Content” and “Facebook design to avoid repeating similar or identical advertising
content.”, the above four social media advertising design methods should be avoided as
much as possible to avoid negative advertising benefits.
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Table 2. Satisfaction statistics and significance of users of different genders for the evaluation of
the current design model of social media Facebook advertisements (compiled in this study)

item Boys ( N = 76) Girls ( N = 86) freedom
df

t -value P

average
value

standard
deviation

average
value

standard
deviation

5. In your fb,
the ads that your
friends like will
appear on your
page. Are you
satisfied with
this design?

2.97 1.21 2.41 1.16 160 3.03 .003

8. The content
you searched on
other web pages
appears on the
fb page. Are
you satisfied
with this design
method?

3.12 1.22 2.60 1.09 151.384 2.811 .006

9. In fb, you see
similar or the
same
advertisement
content
repeatedly, are
you satisfied
with this design
method?

2.66 1.22 2.23 1.07 150.503 2.35 .020

12. The video
advertisement
in fb injects
dynamic vitality
into the
advertisement,
which helps the
advertisement
attract more
attention in the
dynamic news.
Are you
satisfied with
this design
method?

3.36 1.09 3.00 1.04 160 2.113 .036
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Table 3. Satisfaction statistics and significance of users of different ages for the evaluation of the
current design model of social media Facebook advertisements (compiled in this study)

item mean (standard deviation) SS df MS f p η p 2

11–20 years
old
(N = 5)

21–30 years
old
(N = 42)

31–40 years
old
(N = 65)

41–50 years
old
(N = 40)

51–60 years
old
(N = 10)

2. In your fb,
the number of
advertisements
you have
searched for
appears more
than the
number of
posts posted
by your
friends. Are
you satisfied
with this
design
method?

2.6
(1.14)

2.29
(1.24)

1.85
(1.15)

2.6
(1.26)

2.3
(1.06)

15.746 4 3.937 2.76 .03 .066

4. In your fb,
there are many
types of
related
advertisements
that you have
liked, which
will appear
repeatedly on
your page. Are
you satisfied
with this
design
method?

4.0
(1.22)

2.76
(1.36)

2.4
(1.17)

2,85
(1.17)

2.6
(.966)

15.281 4 3.82 2.6 .038 .062

7. In your fb,
the advertising
video will
automatically
play for you,
and become
the content of
the next
relevant
advertisement.
Are you
satisfied with
this design
method?

3.6
(1.67)

2.47
(1.25)

2.09
(1.18)

2.62
(1.21)

2.60
(1.35)

16.022 4 4.006 2.632 .036 .063

9. In fb, you
see similar or
the same
advertisement
content
repeatedly, are
you satisfied
with this
design
method?

2.20
(0.837)

2.74
(1.23)

2.12
(1.038)

2.75
(1.235)

2.000
(0.817)

16.319 4 4.08 3.212 0.014 0.076
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The research results obtained after the research test analysis are shown in the
following Fig. 1:

gen

der

Facebook , 

avoid designing 

ads that friends 

like to appear on 

the page

Facebook , 

avoid designing 

content that has 
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Fig. 1. SevenNegativeAdvertisingDesignMethods andOne PositiveAdvertisingBenefitDesign
Method of Facebook Social Media Advertising Design Blue represents negative emotions Orange
represents positive emotions design

5 Conclusions

This study takes Facebook, the social media most used by the most people, as the
research target of social media advertising design and innovative design and effective-
ness, to understand the current users’ satisfaction with Facebook advertising design for
research and analysis, and to understand the current Facebook advertising owners’ pric-
ing way, to find more suitable advertisements to be placed in users’ social media, so
that users can receive the advertisement information they want to receive, and avoid
unnecessary advertisement design and placement, so as to improve users’ time when
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using social media of positive emotions. Relatively speaking, with this design method,
advertisers can also obtain better advertising effects and profitable advertising when
placing social media advertisements. The results of the study found that users are gen-
erally dissatisfied with the current presentation of Facebook ads. Users think that there
are too many ads, the way ads appear is too messy, and the frequency of the same ads is
too high. Therefore, the current social media advertising pricing methods (CPC, CPA,
and CPM) have not effectively brought positive advertising benefits to users. This study
has explored the comparison of the above social media advertising based on scientific
evidence. Best Design, and Seven Ways to Avoid Designing Social Media Ads. In the
pricing methods of CPC, CPA, and CPM, these seven negatives and one positive adver-
tising model design must be considered at the same time, so as to improve the actual
effectiveness of advertising. Through this research, users’ evaluation of current social
media Facebook advertisements has been explored. The research hopes to understand the
possible advertisement designs of future social media Facebook and related social media
advertisements through user surveys, so as to Seek social media advertising design and
presentation methods to achieve substantial advertising benefits and meet user-centered
usage needs.

References

1. Interpretation of Brand Communication (2022). https://branding-now.com/martech/martech-
social-relationships/effectively-using-fb-ads/

2. Bui, H.T.: Exploring and explaining older consumers’ behavior in the boom of social media.
Int. J. Consum. Stud. 46(2), 601–620 (2022)

3. Duan, W.J., Zhang, J.: The comparative performance of online referral channels in
E-commerce. J. Manag. Inf. Syst. 38(3), 828–854 (2021)

4. Dubbelink, S.I., Herrando, C., Constantinides, E.: Social media marketing as a branding
strategy in extraordinary times: lessons from the COVID-19 Pandemic. Sustainability 13(18)
(2021)

5. Duffett, R., Petrosanu, D. M., Negricea, I.C., Edu, T.: Effect of YouTube marketing com-
munication on converting brand liking into preference among millennials regarding brands
in general and sustainable offers in particular. Evid. South Africa Rom. Ustainability 11(3)
(2019)

6. Huang, T.C., Zaeem, R.N., Barber, K.S.: It is an equal failing to trust everybody and to trust
nobody: stock price prediction using trust filters and enhanced user sentiment on Twitter.
ACM Trans. Internet Technol. 19(4) (2019)

7. Iannelli, L., Giglietto, F., Rossi, L., Zurovac, E.: Facebook digital traces for survey research:
assessing the efficiency and effectiveness of a Facebook ad-based procedure for recruiting
online survey respondents in niche and difficult -to-reach populations. Soc. Sci. Comput. Rev.
38(4), 462–476 (2020)

8. Jalali, N.Y., Papatla, P.: Composing tweets to increase retweets. Int. J. Res. Mark. 36(4),
647–668 (2019)

9. Keegan, B.J., Rowley, J.: Evaluation and decision making in social media marketing. Manag.
Decis. 55(1), 15–31 (2017)

10. Khan, G., Mohaisen, M., Trier, M.: The network ROI: concept, metrics, and measurement of
social media returns (a Facebook experiment). Internet Res. 30(2), 631–652 (2020)

11. Michopoulou, E., Moisa, D.G.: Hotel social media metrics: the ROI dilemma. Int. J. Hosp.
Manag. 76, 308–315 (2019)

https://branding-now.com/martech/martech-social-relationships/effectively-using-fb-ads/


A Research on Innovation and Benefit of Interactive Design Method 469

12. Papa, A., Santoro, G., Tirabeni, L., Monge, F.: Social media as tool for facilitating knowledge
creation and innovation in small and medium enterprises. Balt. J. Manag. 13(3), 329–344
(2018)

13. Yost, E., Zhang, T.T., Qi, R.X.: The power of engagement: understanding active social media
engagement and the impact on sales in the hospitality industry. J. Hosp. Tour. Manag. 46,
83–95 (2021)

14. Zhou, Y.Y., Calder, B.J., Malthouse, E.C., Hessary, Y.K.: Not all clicks are equal: detecting
engagement with digital content. J. Media Bus. Stud. (2021)



Dysfunctional User States in Interface Use
and Their Dependency on Work Environment

and Task Complexity

Alexandr V. Yakunin(B) and Svetlana S. Bodrunova

St. Petersburg State University, St. Petersburg 199004, Russia
{a.yakunin,s.bodrunova}@spbu.ru

Abstract. Usability testing today comprises quantitative and qualitative
approaches. Within the former, factors that shape test results include four major
ones put together within the ‘contextual fidelity’ model. These factors include
product features, task complexity, user traits (including cultural belonging and
gender), and experiment settings. However, most usability tests only consider one
or two, not four of them. Our earlier research [1] has shown that, when four fac-
tors are assessed in parallel, cumulative impact of all of them makes test results
highly diverge. Our current study complements this research by showing how
usability tests diverge when task complexity varies highly. Another gap in usabil-
ity research is that they miss the point in their final target, as they measure relative
efficiency of interfaces for various groups of users but do not study formation
of dysfunctional psychological states that critically prevent efficient Internet use
and task performance. This happens despite the growing evidence of mental harm
brought by interfaces to, e.g., youngsters’ health or office workers. By testing 60
assessors in either groups or individually on tasks that induce dysfunctional states,
namely monotony and anxiety, and introducing tasks of varying complexity, we
show that excessive cognitive load leads to rapid rise of user dysfunctionality.
Our results suggest that anxiety reduction in real-world tasks may not be reached
by reducing task complexity. We recommend group performance on monotonous
tasks and individual performance on anxiety-inducing tasks. By that, we illustrate
our doubt of the possibility to reach any ‘objective’ results of usability tests; the
latter need to be treated as fundamentally conditioned by the contextual fidelity
factors. This has two consequences: First, usability testing needs to be conducted
in accordance with prospective goals of interface use; second, multi-functional
interfaces of general use need to pass through multiple usability tests that would
combine contextual fidelity factors in various ways.
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1 Introduction

Usability testing today comprises quantitative and qualitative approaches. Quantitative
studies use objectivemeasurements and aim at assessing both objective user performance
and subjective user satisfaction, also measured by standardized instruments, unlike in
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qualitative studies where assessment is often based on user narratives about human-
computer interaction (HCI) experience.

Quantitative usability research has gradually accumulated knowledge on factors that
critically affect (and, thus, may highly distort) the results of usability tests. Beside the
qualities of the tested product itself (say, more or less harmonious interface design
or more or less efficient navigation), task features, user traits, and experiment settings
have been shown to highly influence test results. Several scholars have urged the research
community to take these factors into account [1–5], as theywere seen as key in the search
for the optimal usability testing model. The four factors – product features (including
web aesthetics), task features (especially task complexity), user traits (including socio-
demographic features and cultural belonging), and experiment conditions (especially
individual/group testing) – have been united in the so-called ‘contextual fidelity’ model
[6] which we will below describe in more detail. However, this model, despite being
formulated over a decade ago, has not gained proper popularity among the usability
researchers. Most quantitative studies of usability, including those utilizing eye tracking
and other instrumental facilities, have ignored the complex character of impact of the
‘contextual fidelity’ factors and habitually use research designs that employ only one or
two factors and disregard their potential cumulative impact.

Another research gap that is extremely wide in usability testing in both academe and
industry is the ultimate goal of testing. Most research aims at detecting some optimal
features of interfaces that would allow for optimal, most efficient interface use (the best
objective performance), as well as for the best levels of subjective user satisfaction.
However, the other end of the quality spectrum is rarely taken into consideration. This
other end is manifested via user states of critically low functional efficiency. Meanwhile,
the theory of user states that comes from psychology of professions [7–11] has already
formulated the concept of dysfunctional user states that critically prevent efficient work
performance. Despite the growing evidence of negative impact of interface use upon
mental states of younger audiences, office workers, or high-risk interface-dependent
professionals (like military pilots), dysfunctional user states have not been the major
focus of usability studies.

In 2022, we have contributed to today’s usability research by uniting these two
research gaps and showing that certain combinations of ‘contextual fidelity’ factors
could lead, first, to significant differences in testing results and cumulative effects that
arose from those combinations of influences and, second, to formation of dysfunc-
tional user states [1]. However, in our previous research pipeline, tasks only varied one-
dimensionally, as they induced two opposing dysfunctional states, namely monotony
and anxiety. Today, we expand this research by making tasks vary multi-dimensionally.
The second dimension will be task complexity, which will vary significantly, while the
tasks will still aim at inducing dysfunctional states. To this, we add variations in exper-
iment conditions, setting either individual or group test conditions for our assessors, as
our previous research suggested that group conditions could compensate for or diminish
the level of dysfunctionality that formed during the tests. Combining these two factors
would better explain how task complexity relates to user dysfunctionality in various
conditions of interface use.
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To reach this goal, we test 60 assessors in either group or individual setting on tasks
that induce dysfunctional states, namelymonotony and anxiety.We provide the assessors
with three tasks of varying complexity for each of the potential dysfunctional state.

The remainder of the paper is organized as follows. Section 2 provides an account on
the ‘contextual fidelity’ model and on dysfunctional user states. Section 3 describes our
methodology and the research pipeline. Section 4 demonstrates our results, and Sect. 5
discusses them. We conclude by posing the questions on future prospects of usability
studies being conditioned by the ‘contextual fidelity’ factors.

2 User Dysfunctionality and Factors that Condition It in Usability
Testing

2.1 The Concept of Dysfunctional User State and Its Application to Usability
Research

Conceptualization of user states has mostly developed within Russian psychology of
professions, but some works have also been published in English and have gained inter-
national recognition. We find them useful for detection of types of interfaces and tasks
that critically affect user efficiency.

According to Leonova [7, 10, 11], the impact of functional states on the emotional-
volitional and cognitive sphere of a person is complex. Under the influence of cer-
tain activities, the most important mental processes and phenomena undergo significant
changes. The sensitivity threshold of sensory systems and the tone of the sympathetic ner-
vous system change [9], as well as stable changes are observed in the ability to memorize
information, longer-termmemory, reactions to stimuli, and the dynamics of intellectual-
representative systems [12]. In particular, according to [8], the growth of mental fatigue
or subjective anxiety causes changes in the whole spectrum of psychophysiological
characteristics of a given user. Not only the sensitivity of analyzers changes, but also
the ability to concentrate, to search in long-term memory, and to manipulate memorized
objects.

According to the systemic approach in studying the functional systems of the human
psyche, such changes in psychophysiological characteristics are part of a complex sys-
temic reaction of an individual to factors that condition his/her activity during the work
process [8: 1133]. Such an understanding of functional changes as reactions formed
under external impact requires consideration of deviations from the state of operational
rest as a response of functional systems on different levels to the factors/conditions of
the activity performed by a worker (in our case, an interface user). As a rule, in studies
based on theory of activity, the following factors are named that shape functional states:
The content of the activity, conditions for its implementation, working person’s func-
tions, and its individual psychological traits [13, 14]. These factors, as we will see below,
correspond well to the ‘contextual fidelity’ factors that have been studied in usability
research, regretfully unrelated to wider psychology.

Due to the integral, systemic nature of functional states, the nature of the changes
they cause in the psychophysiological state of users gains specific, recognizable, and
stable shape. Via assessing psychophysiological indicators of the dominant user state in a
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particularmomentand the factors that caused them, the researcher can accurately identify
functional states, differentiate them both functionally and qualitatively, and describe
them through combinations of indicators. For instance, as it follows from the results of
several studies including our own, qualitative differences in the states of anxiety and
monotony cause different effects on the user state. According to [9], the development of
anxiety entails a change in the sense of time, transformation of the structure of intellectual
operations, decrease in control over the performance quality, and a shift motivation
[13]. The development of monotony is accompanied by subjective (boredom, apathy,
drowsiness) and objective (decrease in the level of wakefulness and in the tone of the
sympathetic nervous system) manifestations [15, 16].

Attempts to formulate conceptual foundations for detection of functional states in
modern research have beenmade repeatedly. The first stream of studies is represented by
the research dedicated to more general issues in the physiology of formation and devel-
opment of functional states in human-machine interaction and methodological support
for their diagnostics. In these studies, formation of (dys)functional states depends on
both fundamental factors of their genesis [10] and external conditions of professional
activity [14, 15]. Within the framework of such a universal perspective, approaches to
classifying (dys)functional states are also presented, and their main types (operational
rest, anxiety, monotony, fatigue, and psycho-emotional stress) are identified. Attempt
were evenmade to characterize changes in psychophysiological traits specific to particu-
lar functional states [9]. However, these studies employ too general, universal indicators
of functional states without taking into account the dynamics of user activity and without
connection with task features. They do not pay much attention to shifts in functional
states potentially brought by changes in intensity of influencing factors. The model they
provide is static and, thus, less relevant to web interaction.

The second, smaller stream consists of studies that focus upon to the typology of
affective and communicative states in human-computer interaction. This approach, based
on detection and analysis of behavioral cues, attempts to identify persistent types of
behavioral responses depending on user states [17]. In such works, the goal of the study
is, as a rule, determining the behavioral patterns that accompany certain user states, e.g.,
the state of ‘technological addiction’ [18] or consumer behavior [19]. A special place
in this group is occupied by studies on patterns of navigational behavior [20–22]. The
design of these studies that aim at modeling user preferences in choosing a path through
thewebsite architecture best reflects themethodological flaw inherent in the entire group:
The typology of user states and behavioral patterns is built upon machine processing
of datasets of behavioral data, while external and internal factors in the formation of
behavioral reactions and states are not considered.

Thus, as our review shows, neither of the research streams pays enough attention to.
the relationship between the intensity of exposure to factors that foster dysfunction-

ality and the intensity of experiencing dysfunctional states, which we see as a significant
gap in word dysfunctionality studies. One of the promising directions in this regard is
the study of the relationship between the degree of cognitive load and the intensity of the
experienced dysfunctional state. The level of cognitive load is of decisive importance
for the development of dysfunctions in one’s cognitive-representative system [12].
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2.2 The ‘Contextual Fidelity’ Model and Functional State Patterns

As we stated above, in usability studies, the concept of dysfunctional user states may
be seen as consistent with the ‘contextual fidelity’ model, as the latter assesses similar
variables, including user traits, product features, task complexity, and experimental set-
tings. The model was proposed in 2011 and further developed in 2018 [16] and 2019 [2].
According to thismodel, various parameters related to product quality, user traits, and the
test taskmay significantly affect the accuracy of testing. In this case, the user’s functional
state derives from the combined impact of the product, task, and testing environment,
and is further conditioned by the user him-/herself.

Assessing the process of activity via the model, we get a flexible tool that allows for
determining the external and internal factors affecting the workflow, at the intersection
of which, a certain type of ‘interaction experience’ forms. Such combinations that link
independent variables (e.g., the intensity of task plus the impact of the testing environ-
ment) and target variables (e.g., the level of user performance plus changes in the user’s
functional state) can be called functional state patterns. Such patterns describe stable
linkages between combinations of ‘contextual fidelity’ factors, user performance, and
user’s functional state. The patterns are actually a sort of cumulative effects that persist
and affect user performance. Finding them may be one of the goals of usability studies,
as they show that interfaces need to be checked against formation of such patterns of
inefficiency – that is, against particular combinations of ‘contextual fidelity’ factors.

In 2021–2022, we explored the impact of web aesthetics upon the dynamics of
user experience as two different adverse functional states developed, namely monotony
and anxiety. We have shown that functional state patterns critically affect the results of
usability testing; we have detected three cumulative effects that were playing both for
and against higher quality of user performance [1, 23, 24]. In these works, however, the
‘contextual fidelity’ factors were fixed in a binary way – e.g., aesthetic/non-aesthetic
design, individual/group performance, Western/Eastern provenance of assessors, and
monotony-/anxiety-inducing tasks. Thus, the intensity of each parameter was not taken
into account. Moreover, in creating the tasks, we oriented them to being inductive in
terms of a particular dysfunctional state but did not deal with actual task complexity
which is another task feature that is, by common sense, to additionally induce dysfunc-
tionality as task complexity grows. At the same time, today’s research (including our
own earlier works) suggests that, of the whole four-factor ‘contextual fidelity’ model, the
main factors that regulate the users’ cognitive load are the task complexity (to a greater
extent) and the impact of the testing environment (to a lesser extent). We will check user
performance against the two ‘contextual fidelity’ factors, thus adding to discovery of
dysfunctional state patterns.

2.3 The Research Questions and Hypotheses

Given all stated above, we have formulated the following simple research questions:
RQ1. How does task complexity affect formation of the dysfunctional states of

monotony and anxiety in usability tests?
RQ2. How does individual/group regimes of testing affect user performance on the

tasks of varying complexity? What are the dysfunctional state patterns that we can see
under the combined impact of testing environment and task complexity?
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In accordance with these questions and with our previous findings, we put forward a
range of hypotheses, on the basis of which we developed the design of the experiment.
The hypotheses on individual testing correspond to RQ1, while those on group testing
open up the RQ2.

Individual testing:
H1a. In individual testing, intellectual lability drops the deeper, the higher task

complexity for both types of tasks.
H1b. In individual testing, emotional stress rises in accordancewith the growth of task

complexity via the rise of indicators respective to each of the two dysfunctional states.
Thus, fatigue and anxiety will steadily grow for the monotony- and anxiety-inducing
tasks, respectively.

H1c. In individual testing, full-fledged dysfunctional states that combine low intel-
lectual lability and high fatigue/anxiety (respective to the conditions of task completion)
will develop for the tasks of middle-range and high complexity.

Group testing:
H2a. In group testing of monotony, in line with our previous results [1], intellectual

lability does not drop significantly for easy tasks, as group-based distraction compensates
for the impact of cognitive load. However, it drops for mid-range and complex tasks for
similar percentages.

H2b. In group testing of anxiety, the group environment does not compensate for the
drop of intellectual lability.

H2c. In group testing of emotional stress for both types of tasks, drops in the
respective indicators will be smaller than in individual testing.

H2d. In group testing, full-fledged dysfunctional states only form for complex tasks.

3 The Research Method

In order to study in more detail the relationship between the intensity of the impact of
‘contextual fidelity’ factors (in particular, task complexity that induces varying cogni-
tive load) and the intensity of experiencing dysfunctional states, we have developed an
experiment that includes tasks of various levels of complexity fulfilled by assessors in
two formats, namely the group one and the individual one.

3.1 The Experimental Design

According to a number of studies, the level of cognitive load that varies due to vary-
ing task complexity, is crucial for performance and productivity in solving interactive
communication problems in human-computer interaction [25, 26]. At the same time,
the correlation between the complexity of the task and the efficiency of its solution is
inversely proportional: As the complexity of the task decreases, the accuracy and speed
of its execution increase, and as the complexity grows, they fall [27].

In usability testing, the most common and relevant practice is to analyze the
complexity of a task at three levels, namely structural, semantic, and cognitive.

The structural complexity defined by the information architecture of a web interface
refers to the potential range of alternative paths to the target information in the hierar-
chical structure of a website. As studies in this area show, there is a relationship between
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the depth of target information, patterns of user behavior in the search process, and the
subjectively perceived complexity of the search task [28]. The depth of the path to the
target information is, thus, one of the key factors that affect the users’ cognitive states.

The semantic complexity of the task is determined by the obviousness of the path to
the target information, as stated in the task description. The formulation of the search
goal in this case either indicates the optimal path to solving the problem or masks it
making the task more difficult. At the same time, the relevance of the path is measured
by the degree of semantic closeness between the description of the search goal and the
wording of the headings of navigation links [29].

The cognitive complexity of a task is determined by the number of components
involved simultaneously in the process of intellectual activity. Tasks like comparison
or classification imply the achievement of goals based on several criteria and places
higher demands on the user’s cognitive resources. In experimental research, the Miller
criterion is widely used as a metric for cognitive complexity [30], according to which
the efficiency of intellectual operations depends upon the number of objects that the
assessor is able to simultaneously manipulate in his/her short-term memory [31]. The
threshold value here is 5± 2, and, beyond this value, the task becomes very difficult for
most representatives of the online audience.

Thus, task complexity of the turns out to be a function of the interaction of the
structural (depth), semantic (relevance), and cognitive aspects of the navigation path.
Low task complexity is characterized by small depth, high relevance, and the number of
objects of intellectual activity less than seven, while high complexity implies significant
depth (long path to target information), low relevance of the goal description, and the
number of objects of intellectual activity exceeding the threshold value.

In accordance with this approach, we have identified three types of complexity for
our prospective tasks, with three corresponding levels of cognitive load on the user:

• ‘Easy’ tasks with the minimal and fairly comfortable level of cognitive load;
• ‘Medium-level’ tasks with a threshold level of cognitive load, close to the psy-

chophysiological limit, beyond which the efficiency of decisions should drop
sharply;

• ‘Complex’ tasks of a high level of complexity, implying mobilization of maximum
user’s cognitive resources in the process of task solving.

For more accurate monitoring of changes in the user states, we have chosen the
method of sequential complication of the task based on increasing the values of a dis-
crete parameter with a minimum step according to the formula (n + 1) as the basis for
measuring structural complexity. In particular, the number of levels of website archi-
tecture that needs to be passed to the target content acts as a metric. As a criterion of
semantic complexity, the ratio of the wording of the search goal and menu headings was
chosen, and, for cognitive complexity, the number of criteria in intellectual operations
that had to be operated simultaneously was fixed.

As a result, three tasks with different expected cognitive load were compiled, the
complexity criteria for which are presented in detail in Table 1.

In essence, the task itself for inducing monotony and anxiety is of the same type;
it aims at information search. However, an essential part of the task is how it is to be



Dysfunctional User States in Interface Use and Their Dependency 477

Table 1. Tank complexity as part of the research design

Complexity level Level of
cognitive
load

Structural
complexity
(the number of
website layers)

Cognitive
complexity
(the number of
criteria in smart
operations)

Semantic
complexity
(goal statement
vs. the menu
headings)

easy minimum 2 1 complete match

medium threshold 3 2 non-complete
matchcomplex excessive 4 3

Table 2. Assessor groups based on the research design, 5 assessors per group

Test format Dysfunctional state Task complexity level

Easy Medium Complex

Individual test Monotony sub-group1 sub-group5 sub-group9

Anxiety sub-group2 sub-group6 sub-group10

Group test Monotony sub-group3 sub-group7 sub-group11

Anxiety sub-group4 sub-group8 sub-group12

performed. Via additionally conditioning the tasks, we made them be more monotony-
inducing or anxiety-inducing (see below).

As a task, we offered the assessors to evaluate and sort Master programs offered by
Syracuse University, USA according to a range of criteria. The university website was
chosen due to its recent redesign and high usability qualities. The target information bits
that had to be found and evaluated by the assessors were the following:

1. Presence/absence of GRE (Graduate Record Examination) results in the admission
requirements.

2. Presence/absence of GPA/TOEFL exam results in the admission requirements.
3. The minimum eligible amount of credit hours.
4. Presence/absence of final essay in the requirements for completion of the study

program.
5. A requirement to present an official transcript of achievement as undergraduate.
6. The number of training trajectories.
7. The amount of financial support available via the scholarship program (in %).

In accordance with what is stated above, the differences between the tasks were
determined by the website ‘layer’ on which the entry point for navigation situated, as
well as by the number of sorting criteria. The ‘easy’ task meant searching for curricula
according to the first three criteria to the depth of no more than two levels of architec-
ture, while the criteria were clearly defined by the task statement. The task of medium
complexity implied comparison of programs within the architecture of three levels of
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immersion, based on five criteria. In the high-complexity task, the search was carried
out four levels deep and across the entire list of criteria. In the ‘medium’ and ‘complex’
tasks, the formulations of the criteria were identical and did not correspond to particular
page headings.

Just as in our previous studies, we aimed at checking the formation of two dys-
functional states, namely monotony and anxiety. The former is to appear in the condi-
tions of repetitive completion of a large number of typical operations with an insignifi-
cant creative component. The main factors that induce monotony, in our task, were the
unawareness of the fixed time for task completion and a significant number of repetitive
operations of comparing educational programs in order to sort them. The dysfunctional
state of anxiety is formed in conditions of lack of time and information when solving a
problem. Also, the development of this state may be associated with unforeseen changes
in operating modes: for example, with a sharp complication of the task or a sudden
change in its conditions combined with an unforeseen reduction in the time to solve.
The induction of the anxiety mode was fostered by an unexpected reduction in timing
and a change in the goal three minutes after the start of the test.

3.2 Measurements and Instruments

To measure the quality of user experience, we have chosen the following indicators for
tracking the dynamics of assessors’ (dys) functional states.

Intellectual Lability. This metric characterizes the ability to switch attention, that is,
the ability to quickly move from solving one problem to solving another one without
making mistakes. According to the theory of functional states, high levels of anxiety
provoke impulsivity and an excessively high rate of reactions; in the case of monot-
ony, the rate decreases down to apathy. We measure this indicator using the so-called
Gorbov – Schulte table [32], a short test of attention switching before and after the
experiment.

Emotional Condition. Here, we use four metrics that, taken together, make up the
integral indicator of a user’s emotional state. In accordance with the method of self-
assessment of emotional states by Wessman and Ricks [33], we intend to measure
the level of anxiety (calmness/anxiety scale), fatigue (energy/ fatigue scale), arousal
(excitement/depression scale), and confidence (self-confidence/helplessness scale).

Experimental Design. To test the hypotheses, we developed the 4x3 study design.
Test tasks were performed in twelve subgroups of assessors, 5 assessors per group. Each
groupworkedwith a task of a certain level of complexity in one of the two testing formats
(either group or individual) and in one of two cognitive modes of ac-tivity, that is, in
conditions that fostered either anxiety or monotony. Thus, our exper-iment included 60
assessors and had the following design (see Table 2).

The experiment had the following steps.

1. Input testing for the cognitive and emotional state, used to fix the initial state of
cognitive efficiency and emotional stress in ‘operational comfort’ of each assessor:

• assessment of the current level of emotional stress (self-assessment of emotional
conditions by Wessman and Ricks);
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• test on intellectual lability (via the Gorbov – Schulte table).

2. Performing tasks of one of three levels of complexity that form dysfunctional states
(either anxiety and monotony) in a group/individual test.

3. Output testing for the cognitive and emotional state, used to fix changes in the
indicators of cognitive efficiency and emotional stress of each user.

Data Analysis and Interpretation. For each assessor, the results of input and output
testing were fixed. Then, in each group, mean values and standard deviations for them
were calculated for each indicator. After that, the difference between the indicator values
before and after task completion (delta, or �) was calculated, and its mean and its
standard deviation were, too. The deltas are the secondary indicator that allows for
comparing individual and group testing, as well as the very assessment of the user
cognitive and emotional states. As the emotional indicators were measured from 10 (the
best state) to 1 (the worst state), drops in values indicate the growth of dysfunctionality.
The same is true for intellectual lability, though it is measured in points that combine
time and precision of finding the targets on the Gorbov – Schulte table.

4 Results

The results of our experiment are shown in Table 3 (for the individual testing
environment) and Table 4 (for the group one).

RQ1.As the results show, the changes in assessors’ functional states vary depending
on the level of task complexity. This is especially noticeable in reactions to the cognitive
load from attention and intellect via the intellectual lability indicator. However, the
results for indicators of emotional stress point to multi-directional effects caused by
combinations of testing settings and task complexity.

Individual task completion. In linewith expectations, for bothmonotony and anxiety,
intellectual lability decreases least intensely when the ‘easy’ task is solved. In particular,
intellectual lability drops by ~ 15% (187.15 to 171.13, � = −16.02) for the anxiety-
inducing task and by ~ 8.5% (from 187.05 to 182.93, � = −4.12) for the monotony-
inducing one. It is worth noting that the anxiety-inducing task has caused twice as big
a drop in lability than the monotonous task. For mid-range task complexity, expectedly,
lability drops more significantly but nearly equally for both task types – for ~ 23%
for anxiety and for ~ 27% for monotony. This pattern continues for the complex tasks:
Lability drops for ~ 45% anxiety and for ~ 44% for monotony, thus making users lose
nearly a half of their initial multi-tasking capacity. This confirms H1a and hints that,
for more complex tasks, complexity plays a bigger role in defining the user states than
the nature of the task; with growth of complexity, anxiety- and monotony-inducing task
solving becomes equally dominated by cognitive load, rather than by testing conditions.

H1b, though, cannot be confirmed, as the results for indicators of emotional stress
differ from those expected. Thus, there is no pattern of steady growth of fatigue/anxiety
with the growth of task complexity; in neither case (including the group results) emotions
‘responsible’ for a given dysfunctional state grow in relation to task complexity. For
monotony, fatigue, indeed, grows on average, but, for ‘easy’ and mid-range tasks, the
results are within the standard deviation interval, which tells that the assessors’ results
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Table 3. The results of individual testing
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7,2 
(1,095)

6,2 
(1,095)

-1
(0)

Energy/
fatigue

6
(0,666)

6
(0,666)

0
(0,666)

5,6
(0,547)

5,8 
(0,836)

0,2 
(0,447)

5,7 
(0,447)

5,7 
(0,670)

0
(0,353)

Excitement/
depression

6,9 
(0,567)

7
(0,471)

0,1 
(0,567)

7
(0,707)

7,2 
(0,447)

0,2 
(0,447)

6,4 
(0,547)

7,4 
(0,547)

1
(0,707)

Self-conf./
helplessness

7,1 
(0,370)

7,3 
(0,251)

0,2 
(0,788)

6,8
(1,095)

6,8 
(1,303)

0
(0,707)

6,8 
(1,095)

6,8 
(1,303)

0
(0,707)

were too divergent to form a stable pattern. Fatigue significantly grows only for the
‘complex’ task. In case of anxiety, calmness drops equally for all the levels of complexity;
this pattern also repeats for the group performance, however,with nearly two times higher
rise of anxiety. Such stable drops of calmness could be induced by the very fact of task
completion; however, this does not seem tobe true, as thefigures for groupwork are stably
bigger than those for individual task solving, and are non-significant for monotonous
tasks. More probably, the rises of anxiety are induced by the task conditions, and, in
this case, it is anxiety that dominates over complexity in shaping the users’ state. Due
to worse performance in groups, as judged by the level of anxiety, we recommend that
the tasks potentially leading to high anxiety are performed in the individual regime.

Thus, it is for ‘complex’ tasks only that full-fledged dysfunctional states may be
detected; this is why they were not discovered in our previous studies which did not
offer complex enough tasks to the assessors. Moreover, in each case, the dysfunctional
states not only combine low lability and high stress by the corresponding indicator (either
fatigue or anxiety) but is also complemented by changes in one other emotional indicator.
For monotony, depression also rises in both individual and group testing, which is quite
understandable intuitively. For anxiety, though, a counter-intuitive rise in excitement is
observed (which is also noticeable for ‘easy’ and mid-range tasks but is not significant),
and this pattern does not repeat for group testing (see below). Thus, H1c is confirmed
for high-complexity tasks but not for borderline cognitive load.
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Table 4. The results of group testing
U

se
r 

st
at

e Indicator Task complexity level
Easy Medium Complex

before 
task

after 
task

delta
(Δ)

before 
task

after 
task

delta
(Δ)

before 
task

after 
task

delta
(Δ)

M
on

ot
on

y

Intellectual lability 190,2 
(0,836)

188,2 
(6,906)

-2
(6,442)

185
(4,527)

127,5 
(1,581)

-57,5 
(3,640)

183,4 
(3,189)

86,2 
(2,196)

-97,2 
(3,701)

Em
ot

io
na

l s
tre

ss

Calmness/
anxiety

6
(0)

6
(0,707)

0
(0,707)

6
(0,547)

6
(0,707)

0
(0,547)

6
(0,707)

6
(0,707)

0
(0,707)

Energy/
fatigue

6,4 
(0,547)

6,2 
(0,447)

-0,2 
(0,836)

7
(0,707)

6
(0,707)

-1
(1,224)

7,6 
(0,547)

6
(0,707)

-1,6 
(0,894)

Excitement/
depression

7,2 
(0,836)

7
(0)

-0,2 
(0,836)

7,2 
(0,836)

7
(0)

-0,2 
(0,836)

7,8 
(0,447)

6,6 
(0,547)

-1,2 
(0,447)

Self-conf./
helplessness

6,6 
(0,894)

7,4 
(0,547)

0,8 
(0,836)

7
(0)

7
(0)

0
(0)

7,4 
(0,547)

7,4 
(0,547)

0
(0,707)

A
nx

ie
ty

Intellectual lability 188,64 
(1,499)

159,1 
(3,398)

-29,54 
(4,450)

189,2 
(1,303)

132,4 
(5,594)

-56
(6,140)

193
(2,915)

96,5 
(2,179)

-96,5 
(3,240)

Em
ot

io
na

l s
tre

ss

Calmness/
anxiety

7
(1,870)

5,2 
(1,788)

-1,8 
(0,836)

7
(1,870)

5,2 
(1,788)

-1,8 
(0,836)

6,8 
(1,303)

5,2 
(1,483)

-1,6 
(1,140)

Energy/
fatigue

6,4 
(0,547)

7,2 
(0,447)

0,8 
(0,836)

7
(0)

7
(0)

0
(0)

6,4 
(0,894)

6,4 
(1,140)

0
(1,870)

Excitement/
depression

7
(0,707)

7,6 
(0,547)

0,6 
(0,894)

7
(0,707)

8
(0,707)

1
(1,224)

6,6 
(0,894)

7,6 
(0,547)

1
(1,224)

Self-conf./
helplessness

6,8 
(0,447)

7,4 
(0,547)

0,6 
(0,547)

6,8 
(0,447)

7,8 
(0,836)

1
(0,707)

6,8 
(0,447)

5,6 
(0,894)

-1,2 
(0,836)

RQ2.The group testing has, in general, demonstrated similar dysfunctional state pat-
terns. In both individual and group testing, emotional stress indicators mostly responded
in an expected way: Thus, for monotony, there was growth of fatigue and no changes in
anxiety; for anxiety, there was growth of anxiety and no changes in fatigue.

Group Testing Environment. Here, we juxtapose the results of individual and group
testing. First, intellectual lability for the ‘easy’ task solved in groups is the only case
of insignificant lability change, in line with our previous research [1]. If for individual
testing, intellectual lability dropped by ~ 15% for anxiety and by ~ 8.5% for monotony,
for the group test, the decrease in intellectual lability was very similar (~15.6%) for
anxiety but insignificant for monotony (~1%; � = -2, SD= 6.442). For the ‘easy’ task,
we see that group testing compensates for pressures created via insignificant cognitive
load; however, this is only true for monotony-, not for anxiety-inducing performance
procedures. For mid-range and ‘complex’ tasks, lability drops sharply and similarly
for both monotony and anxiety (~31%/ ~ 30% and ~ 53%/50%, respectively). This
fully confirms H2a. This is why we here repeat our recommendation for group-based
completion of monotonous tasks, as group-based distraction compensates for the impact
of cognitive load. This, however, may not work for more complex tasks. One more
consequence of our study is the following: We could test any given task for complexity
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and identify whether this or that task is easy enough if group testing compensates for
intellectual lability drops, and lability remains unchanged.

For anxiety, as we have just stated, no compensation happens, and lability drops in
a notable way even for ‘easy’ tasks (~15,6%), and this drop intensifies with the growth
of complexity. Thus, H2b is also confirmed.

As to the emotional stress, we had expected that group testing would compensate for
negative emotions and allow for lower indicator values. However,H2c has to be rejected.
We could only assess the emotional stress indicators for high-complexity tasks where
they have shown significant drops; the changes of emotional states are multi-directional.
There are only two stable patterns that we could detect. First, as already stated above,
for the anxiety-inducing task, group values on anxiety are nearly two times worse than
those for the monotonous task, contrary to expectations. Second, in both individual and
group testing, excitement slightly (and insignificantly) rises for the anxiety task, while
self-confidence behaves highly unpredictably. Thus, for individual testing, it remains
completely unchanged, and in group testing it first rises significantly (allegedly, group
support allows for better self-confidence when the task is solved), but then sharply drops.
This result is not counter-intuitive, as successful solution of ‘easy’ and ‘mid-range’ tasks
may foster a rise of self-confidence,while the excessive task complexitymay leavepeople
irritated and dissatisfied.

Just as in individual testing, in group testing, full-fledged dysfunctional states only
form under the impact of tasks of maximum complexity. This shows that group testing
does not fully compensate for drops in performance efficiency, and complex enough
tasks may eventually destroy functionality of web users. H2d is confirmed.

5 Discussion and Conclusion

After our research, one may say that stable patterns of emotional-cognitive reactions are
observed that are specific for tasks of different levels of complexity. However, accumu-
lation of dysfunctionality is non-linear, and certain dysfunctional state patterns deserve
special attention.

Monotonous tasks cause relatively less dysfunctionality on low and middle levels
of complexity. When solving an ‘easy’ task in both group and individual conditions,
cognitive functions are close to operational rest in both individual and group regimes
of testing. On medium levels of complexity, only intellectual capacities diminish in a
notable way (approximately one fourth of initial capacity), while emotional stress grows
insubstantially. But as soon as the level of complexity grows beyond a certain level, the
dysfunctional state forms, with a nearly half loss of brain lability and growth of fatigue
and depression. Here, the sharp break in performance beyond the threshold load points
an area for future research in the field of managing the formation of dysfunctions.

Anxiety-inducing tasks cause somewhat bigger drops of intellectual lability, which
also stably increases with the growth of task complexity. What differs the anxiety-
inducing tasks from monotonous ones is immediate rise of emotional stress exactly
via loss of calmness; anxiety remains on the same level in both individual and group
environments regardless of task complexity, which may mean that anxiety reduction in
real-world HCI cannot be reached by reducing task complexity and introducing simpler,
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less complex tasks. This deserves immediate attention by education professionals and
interface developers. However, as anxiety in groups is nearly two times higher on average
than that registered for individual performance, it is not that assessors’ anxiety reaches its
maximum from the very beginning; individual format allows for lesser growth of anxiety,
as well as prevents the feeling of helplessness. This is a counter-intuitive finding, as,
usually, group task solution is characterized by lesser helplessness due to potentialmutual
help of participants and lesser expression of helplessness in front of fellow assessors.
However, here, we see that group performance enhances helplessness even for low- and
mid-range task complexity.

For anxiety-inducing tasks, the pattern of sharp formation of dysfunctionality is
less evident for individual testing, where brain lability gradually diminishes with the
growth of complexity but anxiety remains stably higher than in rest. However, for group
performance, the rise and then sharp fall of self-confidence reveals that sharp drops of
functionality may also happen for anxiety tasks.

Thus, the formation of dysfunctional states is shaped by a combination of inner
conditions of task solving and task complexity, as, both types of dysfunctionality sharply
rise in any external conditions of task solving. Along with that, group performance may
compensate for the drops of intellectual lability for monotonous tasks, while enhances
helplessness for anxiety-inducing tasks. Thus, our recommendations that aim at harm
reduction call for group performance on monotonous tasks and, vice versa, individual
performance on anxiety-inducing tasks.

To conclude,we need to state one thought that derives fromour studies of the ‘contex-
tual fidelity’ model. As ‘contextual fidelity’ factors are multiple and their combinations
affect testing results, this poses a simple question: What do we see as the ‘objective’
result of quantitative usability testing? Is it the result of individual or group testing? Per-
ceiving usability test results as objective might be misleading. What is needed instead
is conduction of target-oriented usability research, where the usability test model would
correspond to prospective uses of a given interface. E.g., if an interface implies office
work or use in school class, group tests need to be compulsory, while interfaces for per-
sonal use need to pass testing in individual regimes. This also implies that multi-function
interfaces, for which one cannot easily predict preferential modes of use need to pass
multiple testing with various combinations of ‘contextual fidelity’ factors, in order to
detect the threshold cognitive loads and find out how and when dysfunctionality arises.
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Abstract. The gaming industry is part of a niche market of consumers
who invest their time and money in interactive audiovisual experiences
that are based on platforms, such as computers, arcade machines, con-
soles, and mobile devices. The research creates a questionnaire that
includes questions about demographic information, user behavior, and
theoretical constructs proposed by the TCT model, reaching 253 peo-
ple. SPSS Statistics v.28 was employed to assess the reliability of each
construct through Cronbach’s alpha. Subsequently, a structural equation
analysis was conducted using SPSS Amos v.28. The results confirm that
the intention to continue using Nintendo Switch is explained by Atti-
tude (b = 0.441) and Perceived Usefulness (0.288). In turn, Confirmation
and Subjective Norm are not significant for Intention to Use, which is
explained by the fact that in an early technology adaptation stage, the
concept of social pressure and fulfillment of expectations may be rele-
vant, but not in a stage at which users have already assimilated the use
of a technology (Weng et al., 2017). Likewise, Attitude is explained by
Expectation Confirmation, Perceived Usefulness of the console and the
opinion of people important to the user in the form of Subjective Norm.
In summary, if the consoles meet user expectations (confirmation), and
an interface that is easy to use (perceived ease of use) and socially attrac-
tive (subjective norms), the probability that users will continue to use
the console will increase, since that the user’s attitude towards the con-
sole and the perceived usefulness it generates will experience a positive
impact.

Keywords: Gaming · Attitude · Continuance intention

1 Research Problem

Consumption is an economic problem associated with a satisfaction of desires
and needs. It occurs in all economic systems due to the purchasing power of
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consumers. The current consumption era can be interpreted as a cycle from
functionalism to post-modernism that focuses on individual and mass consump-
tion (Alonso L, 2005). The socioeconomic concept of a consumption society
denominates the states with an industrial or productive capitalist development-
in which, as a consequence of the mass production of goods and services, there
exists a massive consumption of the same, as well as a broad offering that is in
some cases greater than the demand (Carosio, 2008).

Consumer behavior is a factor that influences decision-making when search-
ing for, buying, using, assessing and discarding a good and/or service, i.e., what?
how? when? and where to buy something? (Schiffman & Kanuk, 2005). In deci-
sions that are affected by physical and mental factors, analyses serve as a basis
for the creation of efficient strategic marketing plans in which the needs and
attributes valued by the public are understood to increase the utility and posi-
tioning of a brand (Alonso & Grande, 1997).

The video game industry is part of a niche of consumers who invest their
time and money in interactive audiovisual experiences through platforms such as
computers, arcade machines, consoles or mobile devices. Every year, hundreds of
video games are developed, and consoles are designed that are constantly adapt-
ing to the new technologies in the market. As a reference, in 2005 and only in
Europe, there were already 255 video game studios in a growing market (Benito,
2005). The misidentification of factors or attributes relevant to consumers using
technology then becomes a problem. This, together with individual consumer
behavior in decision-making, becomes a fundamental aspect for the creation of
an assertive marketing plan.

Through the study of consumption habits, a product that satisfies the needs
of users can be designed and delivered. In the case of technology consumption,
behavior is expected to be explained through use and user acceptance models,
identifying product attributes and individual perceptions that increase the inter-
est of consumers in purchasing a good based on its added value. In the video
game market, Nintendo Co has a presence as a large company. Since 1990, it
focuses on the creation of its own consoles, and has developed a wide product
portfolio, including video games from diverse genres, different accessories and a
total of 12 consoles, namely 5 desktop, 6 portable and 1 hybrid (Wagner, 2019).
But what makes consumers prefer new consoles over previous models and those
from competing companies?

2 Objectives of the Study

2.1 General Objective

To determine factors influencing the consumption habits of Nintendo video game
consoles, applying a technology acceptance model to identify opportunities to
improve products and commercial strategies.



Behavior of Current Consumers of Nintendo Video Game Consoles 491

Specific Objectives

1. To gather information about consumer motivations when purchasing video
game consoles through a qualitative study on a population sample to create
hypotheses.

2. To identify technology acceptance models and determine the one that best
applies to the present case.

3. To carry out quantitative studies to create conceptual models of factors influ-
encing consumer decision-making according to the hypotheses formulated in
the qualitative phase.

4. To reach conclusions on the relationship between various factors and acqui-
sition by users through the testing of the hypotheses formulated.

3 Theoretical Framework

3.1 Literature Review

Since the 1960s,s, the video game industry has been evolving into a complex
market. In addition, specializations have been created, budgets have grown, new
technologies have been developed and society has evolved. Video game developers
usually adapt cultural factors to create virtual experiences, expecting to have a
good reception from the consumer once the product is launched in the market
(Egenfeldt-Nielsen, 2018).

This industry experienced strong growth during the 20th century, maintain-
ing a relatively constant annual growth rate of 7.8%, currently presenting annual
global revenues of around 129 billion euros, of which 31% corresponds to the
acquisition of video games for traditional consoles (Egenfeldt-Nielsen, 2018). In
turn, the competing brands of Sony, Nintendo and Microsoft not only compete
in hardware production, but also have strong incentives to acquire exclusive title
licenses and spend large amounts of money on developing their own titles, since
most of the industry’s revenue originates from the games themselves (Egenfeldt-
Nielsen, 2018).

The historical evolution of the market can be classified into “console cycles”,
which on average last 5 years, after which a new cycle begins with the launch of a
new generation of consoles and the development of titles specifically designed for
them, generating a temporary burst in sales. With the passing of time, revenue
begins to slowly decline, prompting manufacturers to develop new consoles and
start a new cycle (Egenfeldt-Nielsen, 2018). In this industry, developers compete
to achieve leadership in sales, because if a product that is developed does not
have the expected reception in the market, it implies a downturn that is difficult
to recover from.

In the last identified cycle, Sony led the market with cumulative sales of its
PlayStation 4 console, released in 2013. Microsoft, until 2018, followed in second
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place with its Xbox One console, released in 2013, but far below in number of
sales, as shown in Fig. 1. In last place, until a couple of years ago, was Nintendo
with the Nintendo Switch console, which was launched 4 years later (2017) than
its competitors. In March 2021, the Nintendo Switch increased its sales, and
experienced an accelerated reception growth within the market (Orus, 2021).

Fig. 1. Cumulative sales by consoles in millions of units Source: (Egenfeldt-Nielsen,
2018); (Orus, 2021)

3.2 The Video Game Industry Value Chain

The value chain is the breakdown that an organization makes of its strategi-
cally relevant activities to understand their costs and existing differentiation
paths. Firms that use value innovation strategies, such as those participating
in technology markets, focus their resources on creating distinguishing prod-
uct characteristics and increasing consumer perceived value (Gonzáles- Piñero,
2017). From this perspective, W. Chan Kim and Reneé Mauborgne suggested a
process that seeks to create value through innovation in 4 stages:

1. Eliminate what is not valuable.
2. Reduce what is less valued.
3. Increase what is most valued.
4. Create what others are offering.

The concept of user empowerment determines what customers give real value to;
therefore, their opinion and perception becomes essential when launching new
products (Gonzáles-Piñero, 2017). In the video game industry, 5 critical stages
are identified in the creation of value for the final product.

In Fig. 2, the value chain begins with the design and production of physical
consoles or devices (hardware) capable of processing video games. Here Sony,
Nintendo and Microsoft are identified as the main manufacturers in the industry.
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Fig. 2. Value chain in the video game industry Source: (Egenfeldt-Nielsen, 2018)

Game development plays a key role in the chain and has various phases,
starting with concept development, continuing with design, and ending with
production and testing, carried out by a team of multidisciplinary specialists
(Egenfeldt-Nielsen, 2018). This work is limited by the technical specifications
of the console; thus, hardware development is fundamental to users’ gaming
experience, and innovating or incorporating next-generation technologies can be
crucial for the reception of the console and its titles (Gonzáles-Piñero, 2017).

Distributors play an intermediary role between publishers (companies that
pay commissions for the rights to publish video games and hire developers
to produce them, responsible for manufacturing, distribution and advertising)
and retail, where final consumers can purchase the products (Egenfeldt-Nielsen,
2018). However, there is a trend towards the purchase of video games in dig-
ital format, through direct acquisition via console platforms (Gonzáles-Piñero,
2017).

3.3 Nintendo in the Industry

Nintendo is one of the most recognized firms in the industry. Since 1980 it has
been dedicated to the manufacture and development of video game consoles, hav-
ing popularly recognized consoles such as Gameboy, Nintendo DS and Nintendo
Wii as part of its catalog. The firm has developed different video game franchises
since its beginnings in the industry. The development of titles has evolved from
arcade machines to current consoles (Takeda, 2020), and some popular franchises
that have accumulated millions of units sold have been identified, such as Mario
Bros (752.43 million), Pokémon (380 million), The Legend of Zelda (127.91 mil-
lion) and Donkey Kong (82.88 million) (Nintendo, Dedicated Video Game Sales
Units, 2021).

The evolution of franchises goes hand in hand with the development of con-
soles, since through new technologies, they generate innovative gaming experi-
ences to maintain the interest and loyalty of users (Takeda, 2020). Figure 3
shows the development of consoles by Nintendo since 1980.

Nintendo maintained a constant market share until the release of Nintendo
GameCube (Egenfeldt-Nielsen, 2018). Its sales failure was a hard loss for the
Japanese corporation, which was in direct competition at that time with Sony
and its launch of PlayStation 2 (PS2), which accumulated more than 155 million
units sold (Sony, 2021).
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Fig. 3. Console sales through March 2021 in millions of units Source: Nintendo, Dedi-
cated Video Game Sales Units, 2021

After the failure of Nintendo GameCube, in 2004, they opted for a 100%
portable console under the name of Nintendo DS, which became the second best-
selling console in history, surpassed only by PS2 (Nintendo, Dedicated Video
Game Sales Units, 2021), repositioning the brand. After the success of the con-
sole, its sales rose again thanks to the launch of Nintendo Wii, a console with
a technology that increased user interaction through an infrared control with
a motion reader, allowing for a more dynamic video game experience (Busi-
nessWeek, 2006). In this way, the Wii marked a milestone by being the first
console to exceed the sales of its direct competition at that time, PlayStation 3
from Sony (Nintendo, Dedicated Video Game Sales Units, 2021) (Sony, 2021).
However, despite the popularity that Nintendo was reaching, the next genera-
tion, Nintendo Wii U, had a poor reception from the public, with unprecedented
losses for the corporation and making it the worst console launched in its history
(Nintendo, Dedicated Video Game Sales Units, 2021).

Four years after the fall in the market, the firm announced the development
of a new hybrid console, which drew the attention of followers. In 2017, at its
premiere, Nintendo Switch managed to sell a total of 2.7 million units worldwide,
and accumulated a total of 84.6 million units sold by 2021 (Nintendo, Dedicated
Video Game Sales Units, 2021).

3.4 The Strategy of Nintendo Switch

Understanding the success of the console is crucial to understanding Nintendo’s
current situation and strategies as a company, as well as to identifying the factors
that led to past business failures.
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One of the causes to which the success of the new console is attributed is
its innovative technology, since having a console in which users can play from
the comfort of a television or transform it to a handheld device with a single
click was unprecedented. The biggest reason behind the console’s success was
its clear marketing strategy and value proposition (Wagner, 2019). Contrary to
its predecessor, which gave the feeling of being just a Wii update rather than a
new console, the Switch from the beginning had a clear and concise proposal:
play it wherever, whenever and with whomever. Clearly communicating to the
user how easy the new technology is to understand and what this implies for its
use is key to creating a friendly and attractive concept for users. They carried
out campaigns in which rather than explaining how the console worked, they
showed people using it on a daily basis, generating a sense of familiarity with
the equipment and a strong incentive to acquire it (Ngoc, 2018).

The firm shortened the cycles of releases and product notifications, showing
evidence of the importance of conducting studies about consumer preferences and
essential attributes in the design of new products, in addition to understanding
what the factors are that influence consumers to generate a desire to purchase
new technologies.

3.5 Consumer Behavior in the Face of New Technologies

The adoption of innovations is the process in which consumers go from awareness
to full acceptance of a new product, procedure or idea, applicable to contact with
new technologies (López-Bonilla, L., and López-Bonilla, J. 2011).

There are relatively recent studies on the individual acceptance of the use
of information and technologies. Diverse technology acceptance models (TAM)
based on psychological and sociological theories have been proposed to explain
the acceptance and use of technology, which converge in the unified theory of
acceptance and use of technology (Unified Theory of Acceptance and Use of
Technology; UTAUT) (Venkatesh, Morris, Davis, & Davis, 2003). The UTAUT
model employs the critical factors and contingencies for the prediction of con-
sumer behavior and their intentions towards the use of technologies (Vankatesh,
Thong, & Xu, 2012).

In turn, the TCT (Technology Continuance Theory) model combines the
two main constructs of attitude and satisfaction in a continuous model, being
applicable for the entire life cycle of technology adoption, i.e., from initial users
to long-term use and use confirmation (Liao, 2009). The biggest advantage of
the TCT model is that the satisfaction and attitude constructs are merged in the
TCT model, keeping utility and ease of use constructs as predecessor constructs
(Liao, 2009).
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3.6 Model Under Study

In the proposed model in Fig. 4, diverse constructs previously proposed in appli-
cations of TCT models are used. The concepts of attitude, confirmation, per-
ceived ease of use and perceived usefulness are considered influential in contin-
uance intention to use according to several studies (Weng, 2017), and therefore
have been included in this model.

Fig. 4. TCT model proposed for the intention to continue using the Nintendo Switch.

The model also includes the constructs of perceived risk and subjective norms
because previous studies suggested adding them as significant factors for user
attitude and continuance intention to use technologies (Weng, 2017).

Therefore, technology acceptance models expect to predict, in the most accu-
rate possible way, consumer behavior towards the consumption of various types
of technology, including video games, considering the factors of performance
expectations, user effort, social influence, ease of understanding and user demo-
graphic information.

3.7 Definition of Constructs and Hypotheses

For the formulation of hypotheses in the model, the constructs under study are
defined. Attitude is understood as the degree of positivity or negativity that a
person perceives about the performance of a specific object (Davis, 1989).

– H1:The attitude towards the use of the Nintendo Switch is directly related
to the continuance of its use.

The perceived usefulness refers to the perception that people have about how
much the object or technology helps in a task or objective. In turn, perceived ease
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of use indicates the degree to which a person adapts to technologies without much
effort. There is literature in which both terms can influence the user’s attitude
and intent to use (Weng, 2017). Thus, the following hypotheses are proposed:

– H2: The perceived usefulness of the Nintendo Switch is directly related to
the continuance of its use.

– H3: The perceived usefulness of the Nintendo Switch is directly related to
the user attitude towards the console.

– H4: The perceived ease of use of the Nintendo Switch is directly related to
its perceived usefulness.

– H5: The perceived ease of use of the Nintendo Switch is directly related to
the user’s attitude towards the console.

Confirmation as such is considered the cognitive notion of the user about
the actual console use experience versus the expected one, i.e., what happens
after the user makes effective use of the technology in question (Bhattacherjee,
2001). Use confirmation is expected to reflect user satisfaction with technologies
by meeting expectations, which is the reason why it is considered a factor that
positively influences user attitude and interest in continued use of technologies.
(Weng, 2017). In addition, the concept of confirmation can be related to per-
ceived usefulness, since the user’s confirmatory experience is useful in adjusting
usefulness when there is uncertainty in the user’s use expectations (Bhattacher-
jee, 2001). Thus, the following hypotheses are proposed:

– H6: The confirmation of expectations in the use of the Nintendo Switch is
directly related to the continuance of its use.

– H7: The confirmation of expectations in the use of the Nintendo Switch is
directly related to its perceived usefulness.

– H8: The confirmation of expectations in the use of the Nintendo Switch is
directly related to the user’s attitude towards the console.

The concept of risk is defined as the consequences and uncertainty related to
consumer decisions (Bauer, 1960). It is expected that if a technology does not
meet the expected results, it will result in a loss for the user; therefore, perceived
risk affects people’s trust in the perceived usefulness of technologies (Weng, 2017)

– H9: The perceived risk in the use of the Nintendo Switch is inversely related
to the user’s attitude towards the console.

Subjective norms are interpreted as the existing perceived social pressure
whether or not to perform a certain behavior (Ajzen, 1991). Subjective norms
have a great influence on the intentions and attitudes of individuals towards
their behavior, since the use of a type of technology is expected to be greater if
the individual’s social circle accepts this technology as such (Weng, 2017).

– H10: The subjective norms regarding the use of the Nintendo Switch are
directly related to the continuance of its use.

– H11: The subjective norms regarding the use of the Nintendo Switch are
directly related to the user’s attitude towards the console.



498 C. Fernandez-Robin et al.

4 Methodology

In order to identify the factors that influence the consumption habits of users,
a technology use model is expected to explain their behavior.

From the literature and secondary sources, the factors influencing the behav-
ior of the technology’s user are identified and, according to the research problem,
a model is selected that explains the behavior of the current user of Nintendo con-
soles; in this case, the model is based on the TCT. To identify product improve-
ments or effective business strategies, the analysis needs to be complemented
with a quantitative study that demonstrates consumer behavior with empirical
evidence.

Based on the research problem and model selected for the study, a ques-
tionnaire composed of 34 items is built, which includes demographic questions
about user behavior and the theoretical constructs proposed by the TCT model.
Demographic questions include age, sex and occupation, while questions con-
cerning the model are formulated based on existing studies to ensure its validity.
A Likert scale was used to assess answers, which have been compiled in Fig. 5.

The study employs a representative sample of the universe of video game
console users. Convenience sampling is used for data collection. The question-
naire is disseminated through the Internet in communities of Nintendo users,
reaching 253 people in a period of one month.

The first filter question is whether or not a person is actually a Nintendo
Switch user, ending the survey if the answer is negative. Of the 253 people who
started the survey, only 89.72% responded positively to the filter question, of
which only 189 completed the questionnaire.

To validate the questions, the SPSS program is used. Specifically, the reliabil-
ity of the constructs is calculated through Cronbach’s alpha, which should have
a minimum value of 0.6 to be acceptable (Hair, 2009). In addition, questions are
grouped by construct since this is a confirmatory factor analysis.

To identify the structural relationships between constructs and the weight of
the variables that compose them, structural equation models (SEM) are used,
analyzing the significance and value of the results obtained. Subsequently, how
well the data fit the model is evaluated through a goodness-of-fit analysis to
confirm whether the model is correct.

5 Results

5.1 Sample Characteristics

Of 187 people who completed the survey, 47 (25.13%) identify themselves with
the female gender, 137 (73.26%) with the male gender and 3 (1.06%) with another
gender. Most people are aged 23 to 27 (45.45%), followed by people aged 18 to 22
(20.86%), 28 to 32 (18.72%), 33 to 37 (8.56%), 38 years and above (4.28%) and
less than 17 years (2.14%). Regarding occupation, 80 people (42.78%) answered
that they were students, 74 (39.57%), identified themselves as dependent work-
ers, 22 (11.76%) as independent workers and 11 (5.88%) as none of the above.
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Fig. 5. Measurement model

5.2 Mathematical Validation

A reliability analysis similar to Cronbach’s alpha is performed. The reliability
of the items is verified through values higher than 0.6 for each one, as observed
in Fig. 6a below. Therefore, a priori questions are not removed from the ques-
tionnaire in the formulated model. After verifying data reliability, the proposed
structural equation model is analyzed using the SPSS Amos software.

First, the model presents an error when estimating a negative variance in the
risk construct, specifically with a value of –27.166. Therefore, tests are carried out
to solve this problem. A negative variance that is far from zero is the reason for
inverse parallelism, i.e., in a model, small values of X correspond to large values
of Y and vice versa (Roldán, 2020). The scales of the questions are inverted,
together and then separately, to verify that it is not a scale error of the question
and the model yields a feasible result. However, since no changes are obtained in
the results, it is decided to remove the construct from the model, which results
in a mathematically feasible model.
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Fig. 6. Model

By analyzing the p-value of the new model, we can confirm whether the
variables are significant for the model using the criterion of p < 0.05. Figure 7
contains values obtained for each proposed hypothesis, noting that H5, H6 and
H10 do not meet the established criteria, and therefore are not mathematically
supported in the model.

Fig. 7. P-value and hypothesis tests with *** when p < 0.001

Therefore, according to the present model, it cannot be verified that the
construct of perceived ease of use is related to the user’s attitude towards the
console. In addition, it cannot be established that the constructs of confirmation
and subjective norms are linked directly to continuance intention of use by the
user.
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In turn, if the values obtained for the standardized coefficients are observed,
the construct with the strongest direct influence on the continuance intention
of use of users can be identified. In this case, this is useful to conduct a cross-
sectional analysis. The values obtained are presented in Fig. 8.

Fig. 8. Weightings of standardized regressions of the model

5.3 Model Adjustment

As a result of the model, a degree of freedom value equal to DF = 265 is obtained.
As this is a value far from 0, it is interpreted that the model is generalizable
and does not exclusively represent the data sample. In turn, the value of chi-
squared, CMIN = 567.404, together with degrees-of-freedom, indicates that the
model presents an acceptable adjustment, as the value for CMIN/DF = 2.140
ranges from 2 to 3 (Escobedo, 2016).

Regarding the index of goodness-of-fit of the model, a value of CFI=0.856 is
obtained, which by being lower than 0.9 indicates a slightly poor model adjust-
ment. Additionally, if the value of the mean square approximation error is ana-
lyzed, RMSEA=0.067, this result is above the acceptable value of 0.05, and there-
fore the model does not satisfy the minimal adjustment conditions (Escobedo,
2016).

The adjustment results, despite not meeting the acceptable ranges in the
literature, are within the normal range, since they are close enough to assert
that the model has an acceptable fit. This can be explained since the model
under study uses data collected from surveys, in which external variables that
may be influencing the responses of the interviewees cannot be controlled.
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6 Discussion and Analysis

The objective of the study is to determine the continuance intention to use
Nintendo Switch through the TCT model. The advantage of this model lies in
its synthesis of user attitude and satisfaction, preserving perceived usefulness
and the ease of use as its constructs at the same level (Weng, 2017). Despite
the fact that all the hypotheses proposed for the model are supported except for
H10, the risk construct should be removed due to inconsistencies in the model.

When analyzing the impact of the model’s constructs (Appendix, Fig. 9), it is
observed that despite the fact that the influence of perceived ease of use (PEU)
on attitude (ATT) and on subjective norms (SN), together with the influence of
confirmation (CON) on continuance intention (CI), were not supported, these
continue to be related to other constructs of the model, specifically to attitude
and perceived usefulness.

If the effects of the constructs supported by CI are considered, those that
generate the strongest impact are precisely attitude (b = 0.441 and p < 0.001)
and perceived usefulness (b=0.288 and p=0.044). This is supported by previous
studies, since the continuance intention to use applied to an e-learning system
was studied, obtaining that perceived usefulness, satisfaction and attitude have
an important effect on the users (Liao, 2009). It is established that attitude is
based on cognitive beliefs, which can be unlearned, in which the individual in
question forms his ideas based on information from his environment, people,
media, advertising and others (Lee, 2010).

In turn, some relationships were not directly supported by continuance inten-
tion, such as subjective norms (b = –0.13 and p = 0.124) and confirmation (b
= 0.139 and p = 0.254). The above is explained on the basis that in a phase
of premature adaptation of technologies, the concept of social pressure and the
fulfillment of expectations may be relevant, but not in a stage at which the user
has already assimilated the use of a technology (Weng, 2017).

The attitude construct is explained, in decreasing order, by perceived use-
fulness (b = 0.413 and p = 0.002), confirmation (b = 0.271 and p = 0.023)
and subjective norms (b = 0.204 and p = 0.007). Therefore, despite the fact
that the relationship between confirmation and subjective norms versus contin-
uance intention are not supported by the model, they are antecedents that are
indirectly relevant to the model, but cannot be directly associated to the same.

In turn, as above mentioned, the effects of perceived ease of use and per-
ceived risk on the attitude of users were not mathematically supported. This is
explained in the way users obtain more knowledge of the technology and with
the generation of perceived usefulness, i.e., its use becomes routine and its fea-
tures will be familiar to them, such that perceived ease of use will lose weight in
the attitude equation with the passing of time (Weng, 2017).

The effect of subjective norms on the attitude of users implies that they
feel some social pressure to acquire this technology, and suggests that they will
prefer opinions from their social circles over information from the media or from
experts (Weng, 2017).
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Given the results of the weightings explained, one of the first things that
should be considered is the necessity of efforts to design technologies that provide
a positive use experience for users, rather than just devoting these efforts to
marketing campaigns (Hsu, 2014).

Likewise, the perceived usefulness construct is represented in its measure, in
decreasing order, by confirmation (b=0.689 and p < 0.001) and perceived ease
of use (b=0.235 and p=0.006), which confirms that the confirmation construct
cannot be directly related to continuance intention but rather does have a strong
indirect influence on the final variable. In addition, perceived ease of use is not
removed from the model since it is also an antecedent of the construct under
study.

Some studies find that perceived ease of use should score higher than confir-
mation in terms of influence on perceived usefulness (Weng, 2017), which is the
contrary in this case. This is explained by the fact that users are already used to
employing the console and its features. Therefore, it can be assumed that they
have been dealing with this technology for some time, which could be included in
subsequent surveys to confirm it. However, it is suggested that the technologies
have a user-friendly system that can be easily adapted to from the beginning.

This study has demonstrated, through empirical information, not only the
intention of users to continue using technology, but also the importance of fac-
tors such as attitude and perceived usefulness, proving the effectiveness of using
the proposed TCT model. This work confirmed the versatility of the model’s
application to explain user behavior in a post-adaptation stage, with fruitful
results for cases of technology use in hospitals, online games, e-learning, mobile
applications, and in this case, video game consoles (Weng, 2017).

In addition to empirically verifying the adaptation of the model to the case,
there are glimpses of opportunities to improve the user’s experience with the
product. By being clear about the factors that influence the perception of users,
more assertive strategies can be generated that target the attitude and usefulness
generated in the user, thereby allocating resources more efficiently in the devel-
opment of the product and in the way that it is launched on the market. A focus
on the user’s environment could also be considered, since subjective norms have
been demonstrated to directly influence the user’s perception when acquiring the
technology, which makes it a factor to consider when designing an advertising
plan. In summary, if consoles are presented that meet the expectations generated
by the user (confirmation), with an easy-to-use interface (perceived ease of use)
and socially attractive to acquire (subjective norms), the probability that users
continuously employ the console during a period after adaptation will increase,
because user attitude towards and the perceived usefulness the console will gen-
erate will be positively impacted. In this case, the risk is considered insignificant,
which can be explained by the nature of console technology, in which it is difficult
to identify any source of risk a priori.

In the future, adding the satisfaction construct to the model would be useful
to gather more information, since this has been regularly used in TCT models
with positive results. The incorporation of this construct could be a key com-
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plement to the development of continuous improvements in soon-to-be-released
technologies, thereby directly identifying the user’s reception of the technology
per se.

7 Conclusions

In the video game industry, specifically in the development of consoles by the
Nintendo firm, influential factors have been found in the habits of consumers
that use the Nintendo Switch console. Within the universe of existing technol-
ogy acceptance models, the TCT model positively adapts to the study, finding
relevant information on user acceptance of this technology, also proving the
versatility of the model. Gathering information quantitatively has enabled the
successful conduction of the study and the verification of its hypotheses, which
found that the factors that most influence users’ continued use of this console in
a post-adaptive phase are attitude and perceived usefulness.

8 Anexos

Fig. 9. Result of the model obtained by SPSS Amos
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Carosio, A.: EL Género del Consumo en la Sociedad de Consumo. SciELO. Retrieved

from Scientific Electronic Library Online (julio de 2008)
Davis, F.: Perceived Usefulness, Perceived Ease of Use, and User Acceptance of Infor-

mation Technology (1989)
Egenfeldt-Nielsen, E.H.: Video Games: The Essential Introduction (2018)
Escobedo, M.H.: Modelos de ecuaciones estructurales: Caracteŕısticas, fases, con-
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Gonzáles-Piñero, M.: Redifining The Value Chain of the Video Games Industry (2017)
Hair, J.F.: Multivariate Data Analysis (2009)
Hsu, C.Y.: Exploring the continuance intention of social networking websites: an empir-

ical research (2014). https://n9.cl/ldt2dp
Lee, M.: Explaining and predicting users’ continuance intention toward e-learning: An

extension of the expectation-confirmation model (2010)
Liao, C.P.: Information technology adoption behavior life cycle: Toward a Technol-

ogy Continuance Theory (TCT). Obtenido de International Journal of Information
Management 29(4) (Agosto de 2009). https://n9.cl/ghgdl

Ngoc, L.: Nintendo vs ITS competitors in marketing efforts: From the point of view of
customers (Abril de 2018). https://n9.cl/iyi38

Nintendo, Dedicates Video Games Sales Units (30 de junio de 2019). https://n9.cl/
odzi8

Nintendo, Dedicated Video Game Sales Units (2021). https://n9.cl/odzi8
Orus, A.: Ranking de las videoconsolas con el mayor volumen de ventas a nivel mundial

a fecha de febrero de 2021. Statista (2021)
Roldán, A.: Estad́ıstica Práctica (2020)
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Abstract. In recent years, information has become one of the most
important goods for organizations as it brings insights about customer
preferences and internal processes that could help to improve organiza-
tional performance, decrease costs, improve customer engagement, among
other benefits. The consumption of information within an organization has
been studied in the literature under several approaches associated to infor-
mation system success nor information management, but the Information
Consumer eXperience (ICX) has not been evaluated following a formally
defined methodology. In this work, a methodology to formalize the ICX
evaluation process within the organization is proposed. The main goal of
this methodology is to improve ICX into the organization by generating
recommendations based on information consumers perceptions under a
customer experience CX approach. The proposed methodology consists of
3 sequential stages: Characterization, Experimentation and Analysis. In
The Characterization Stage an exploratory diagnosis is performed, includ-
ing the experimental setup planification, consumers behavior exploration,
and a preliminary version of the customer Journey Map. The Experimen-
tation Stage is focused on data collection using different instruments such
as surveys, interviews, questionnaire, and a mixed qualitative and quan-
titative instrument to generate data about consumers expectations and
perceptions. In the third stage of Analysis, the collected data is analyzed
to generate a definitive Customer Journey Map, through quantitative and
qualitative data analysis. Our proposed ICX evaluation methodology is
the first formally described methodology for information consumer per-
ceptions analysis and experience evaluation. Which could be used to face
ICX analysis into any kind of organization that works with information.

Keywords: Information Consumer Experience · Customer
Experience · Evaluation Methodology

1 Introduction

In modern organizations, access to information is crucial for employees to carry
out their duties effectively and make informed decisions. As a result, many orga-
nizations have established informatics or analytics departments with the purpose
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of collecting, storing, and making data accessible to other departments. These
departments provide employees with a range of information products, systems,
and services, including reporting systems, data management systems, analytics
tools, data extraction tools, data visualization services, and communications ser-
vices. These tools and services play a vital role in helping employees from several
departments such as sales, people management, financial, operations, executive,
among others, to access and use the information they need to perform their work
competently.

As can be seen in Fig. 1, the utilization of information products, systems,
and services by consumers is influenced by various factors that modify their
perception. External factors, such as social relationships with information or
technology and literacy rates in the local area, have a bearing on their views.
Additionally, organizational factors, such as official protocols for information
access and usage, can also impact information consumers’ behavior. Importantly,
internal factors, such as personal preferences for specific information products,
systems, or services, can result in ineffective or non-utilization of these resources.
It is crucial to consider these factors in the evaluation of information consumer
needs, pains, gains, and experiences.

Fig. 1. Diagram that describes the Information Consumer Context into an organiza-
tion.

Every information product, system, and service provided by an organiza-
tion constitutes a potential point of interaction with its information consumers,
from the moment of access to its use in their work tasks. Previous research on
information systems success [34] and user experience [22] has largely focused
on evaluating user satisfaction with a single system. However, at the organiza-
tional level, information consumers interact with multiple systems, products, and
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services, making it challenging to address these interactions through a broader
approach. For this reason, in this work we aim to look forward User Experi-
ence and Information System Success to cover the major variety of interactions
between information consumers and information products, systems and services.
With our preliminary methodology proposal we aim to offer of a novel tool to
organizations and researchers for analyze and evaluate ICX, which could allows
them to obtain ICX diagnosis and insights for generating strategic plans in order
to improve ICX and working climate within the organization.

In order to address the analysis of information consumption within an orga-
nization from an experience-based perspective, this study presents a prelimi-
nary methodology utilizing a Customer Experience (CX) approach for evaluating
Information Consumer Experience (ICX). The methodology seeks to analyze the
needs, pains, and gains of information consumers within the organization and
evaluate their experience in consuming different information products, systems,
and services. This methodology endeavors to comprehensively assess the inter-
actions of consumers with information, taking into account all aspects of infor-
mation generation, management, application, and sharing. The ultimate goal of
this methodology is to conduct a thorough analysis of the overall experience of
information consumers.

Given that the concept of ICX can be considered a specific case of CX, it
is expected that a collection of CX analysis and evaluation methods can be
explored and selected in order to tailor them to the specific scenario of informa-
tion consumers with in an organization. Additionally, methods from other rele-
vant approaches, such as User Experience (UX), Technology Acceptance Model
(TAM), or Information System Success (ISS), may be examined to enhance the
analysis of various information products and the interactions of information con-
sumers within a particular organization.

The remainder of this study is structured in the following manner. Section 2
outlines a series of fundamental concepts that pertain to the concept of ICX
and its evaluation. Section 3 provides an examination of previous studies on
the evaluation of information consumption. Our preliminary methodology for
evaluating ICX is presented in Sect. 4. Finally, Sect. 5 contains a summary of the
key conclusions reached in this study.

2 Theoretical Background

In this section, a set of key concepts regarding the Information Consumer Expe-
rience (ICX) are presented. These concept are related to the most important
approaches that have been preliminary selected to be used in the proposed
methodology. For each concept, a brief description is given.

2.1 Costumer eXperience (CX)

Although the Customer eXperience (CX) has been widely studied in the litera-
ture, it does not have a formal definition. CX is referred to customer’s percep-
tion produced by his interactions with all products, systems and services offered
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by a company or organization [16]. As a complex concept, authors have given
different definitions of CX in the literature. In [8] six dimensions of CX are
described: Emotional: associated to consumers feelings and emotions. Sensorial:
that involves the stimulation of different senses of the customer produced by
his interaction with the company. Cognitive: related with the conscious mental
and thinking processes of the costumers. Pragmatic: involved with the practical
act of doing a job within a company’s product or service. Lifestyle: related with
consumers values and the beliefs. Relational: associated with the social contexts
of the costumer and his relationships with other customers or people.

CX involves the customers perception produced by his interaction with one or
more touchpoints, which are fundamental components in the elaboration of the
Customer Journey Map (CJM). CJM is a strategic management instrument that
allows to represent CX in a company on a graphical way, where all touchpoints
are identified together with their channels, expectations and emotions associated
during the customer interaction [32]. Although there is no unique definition of
the CJM structure, in [19] four key elements of CJM are defined: (i) Persona: The
central element of the CJM which describes the behavior, motivations, habits,
interests and needs patterns of the customer. (ii) Touchpoints: Represent the
interactions points between the costumer and the products and services of the
companies. Into the CMJ, touchpoints describe a logical sequence, in some cases
grouped by stages, of actions performed by the costumer during the usage of the
product or the consumption of the service. (iii) Channels: Involves the medium,
physical or logic, through the customers interacts with the company’s touch-
points. (iv) Emotions: The customer perceptions, feelings and moods during his
interactions in each touchpoint, reflecting which are the critical points of the cus-
tomer journey where the customer is satisfied or not, and need to be improved.

2.2 Touchpoints

As it has been mentioned before, CX involves the interactions between a cos-
tumer and the products or services offered by a brand or company. These inter-
actions are called touchpoints and in [30] are defined as the moments when cos-
tumer’s experiences occur as the costumer “touch” a brand or company through
the interaction of any piece of their products or services, across a medium or
channel in a certain point of time. On this sense, in [16] four categories of touch-
points are proposed: Brand-owned touchpoints: interactions which are designed
and managed and controlled by the company. Partner-owned touchpoints: inter-
actions which are designed, managed, and/or controlled by the company together
with one or more of its partners. Customer-owned touchpoints: those which are
not managed or controlled by the company or any of its partners. Social/external
touchpoints: Touchpoints that take place outside the company domain but can
be associatedto the brand or company products or services.

On other hand, [30] identifies a set of touchpoints components such as atmo-
spheric, technological, communicative, process, employee-customer interaction,
customercustomer interaction, and product interaction elements. With all these
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touchpoints categories and components, is possible identify and understand sev-
eral touchpoints instances in the analysis of the relationship between the cos-
tumer and the products and services of a company.

2.3 Customer Journey Map (CJM))

The CX involves the customers perception produced by his interaction with one
or more touchpoints, which are fundamental components in the elaboration of
the Customer Journey Map (CJM). CJM is a strategic management instrument
that allows to represent CX in a company on a graphical way, where all touch-
points are identified together with their channels, expectations and emotions
associated during the customer interaction [32]. Although there is no unique
definition of the CJM structure, [19] defines at four key elements of CJM: Per-
sona, Touchpoints, Channels, and Emotions. The Persona element describes the
type of customer that is interacting with the products and services. A consumer
can by characterized by his behavior, motivations, habits, interests and needs
patterns. The Touchpoints elements corresponds to the interactions between the
costumer and the products and services of the companies previously described
in Sect. 2.2. The Channels represent the medium (physical or virtual), where the
interactions occurs. And the Emotions elements represents the customer percep-
tions, feelings and moods during his interactions in each touchpoints. An emotion
is used to express if the customer is satisfied or not at a certain touchpoint, and
helps to identify where improvements are needed. With all the elements described
above, a CJM represent an important tool for the understanding of the CX and
costumers’ perception about the set of touchpoints of the company.

2.4 Information Consumer eXperience (ICX)

The concept of Information Consumer Experience (ICX) encompasses all the
interactions between employees, who are considered information consumers,
and the information products, systems, and services within an organization.
This encompasses activities such as information usage, information generation,
inter-department information sharing, team collaboration, and decision-making.
These interactions represent the touchpoints between the information consumers
(employees or departments) and the information provider departments within
the organization.

Therefore, ICX can be viewed as a specific instance of the Customer Experi-
ence (CX) concept, and can be analyzed using analytical methods from the CX
domain. This allows for a deeper understanding of the ICX within an organiza-
tion, the identification of various touchpoints, representation of the ICX through
a Customer Journey Map, and evaluation using well-established CX evaluation
techniques such as SERVQUAL [24].
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3 Related Works

The information consumption within the organization has been addressed in the
literature through several studies related with different approaches. A perspec-
tive has been oriented to analyze the dimensions of the information systems
success model proposed [4], has also been studied how user satisfaction is an
important factor which affects the use of information systems through the anal-
ysis of a set of factors that are involved in as use of the system, system quality,
information quality and performance of the user [13].

Regarding to information quality, many authors have proposed definitions
for this concept, describing the quality as set of characteristics such as useful,
current, and accurate [27]. Later, [3] was addressed the information quality with
focus in the improvement of decision making On the other hand, through an
auditable information approach, [17] addressed the value generation through
information-intensive services (IISs) use, they identified nine key factors that
characterize this data-based value generation. Also other approach to address
the information consumption into an organization has been assessed since [25]
discusses Personal Information Management (PIM) in different perspective.

Other authors [11] have also analyzed discusses the information consumer
needs into the design of software tools about information management and
archiving systems, [31] also examined the perceived impacts of information
technology use on firm marketing organization performance. Also, Some works
have addressed the employee experience in various job types, including non-
information based roles [1,5,33]. Other works have focused on information man-
agement and sharing within organizations [10,20,26,36]. Furthermore, other
studies have addressed the acceptance and success of information systems
[12,21,28,29].

Different analysis and evaluation methods for ICX related approaches have
been used in the literature [9]. Most of these methods are based on the implemen-
tation of a custom questionnaire [12,29], designed to gather data on employee or
information consumer perceptions concerning specific measurement constructs
or factors that may impact said perceptions. These questionnaires are largely
derived from existing ones, such as the ACRL Questionnaire [36], the WEIS-
SR Questionnaire [6], the Job Satisfaction Survey [5], among others. After data
collection, various statistical techniques such as multiple and hierarchical regres-
sion, PLS, SEM, and LGM modeling have been employed to validate the authors’
approaches and determine perceptions metrics and correlations [12,29].

These approaches are highly favored due to their adaptability to specific
organizations, departments, and consumer samples. In contrast, other meth-
ods such as Social Network Analysis [7,26] and theoretical modeling [26] lack
the same degree of flexibility. However, due to the vast array of custom meth-
ods, constructs, and factors employed, it is necessary to validate the security
of these methods through complementary methods. To this end, alternatives
such as semi-structured and open interviews [2,10,15,18] have been utilized.
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These alternatives offer a complementary approach by providing explanations
and, in our opinion, illuminating the underlying causes of quantitative results.

It has been noted that no formal or informal definition of the Information
Consumer Experience (ICX) has been discovered in the systematic review. How-
ever, there are several concepts or approaches related to ICX that have been
widely studied in the literature, including Employee Experience [14,33], under-
standing and learning to use information products, systems, and services [36],
information management [10], information sharing [20,23,26,36], intention to
use information systems [12,29], and user experience [10,26,37]. Additionally,
job satisfaction [1,5] and qualitative approaches [15] have also been studied in
order to analyze the interactions between employees and the resources and reg-
ulations within an organization.

4 ICX Evaluation Methodology Proposal

As a preliminary approach, we propose a methodology to formalize the ICX eval-
uation process within the organization. This methodology has been inspired from
the findings presented in [9]. In order to address ICX analysis and evaluation,
we propose three sequential stages: A Characterization Stage, followed by an
Experimentation Stage, and ending with an Analysis Stage. All the evaluations
tasks involved with every stage can be seen in Fig. 2.

Fig. 2. Detailed proposal of evaluation methodology for ICX.
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4.1 Characterization Stage

The objective of the initial stage, called the Characterization Stage, is to perform
an exploratory diagnosis. In the first sub-stage called Planification, the informa-
tion must be chosen and selected from three fundamental elements to use in
further stages: Departments (that may be the entire organization), participants
(Sample) and information products, systems or services. Thise elements need
to be well-defined in order to applied the methodology correctly. Then, in the
second sub-stage called Consumer Behavior Exploration, a behavioral diagnosis
will be performed, identifying the needs and profiles of consumers, generating a
preliminary version of the customer Journey Map to be improved in the third
stage of analysis.

Planification

– Identify Consumers of Information and Supplier Departments
The objective of this is to identify the information provider departments
within the organization or levels that are dedicated to providing information
at the core of the organization and to identify information consumers.

– Selection of Participants.
The purpose of this is to define and select the users who will be the partici-
pants. in the experiments to be carried out in the next stage of the methodol-
ogy. Recommended have a diversity and a significant number of participants,
considering at least 20 participants from the different consumer departments
identified in the previous stage, in order to have a better representation of
those involved.

– Information Products, Systems or Services Selection
The objective of this sub-stage is to select the information products, systems
or services that are used within the organization. It is recommended to cover
a reasonable number of products, systems or services, to allow on performing
an analysis at the organizational level in later stages.

Consumer Behavior Exploration

– Consumer Profiles and Needs Identification
The objective of this sub-stage is to explore the preliminary behavior of the
information consumer, identifying the needs and profiles of the consumers of
the organization described in the previous sub-stage called planification.

– Preliminary Customer Journey (CMJ)
According to the information collected in the previous sub-stages of the char-
acterization, a preliminary version of the customer journey map must be
made. where this strategic management instrument allows us to represent
ICX in a company in a graphic way, where all the points of contact are iden-
tified along with their channels, expectations and associated emotions during
the interaction with the client. [32]
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4.2 Experimentation Stage

The objective of the second stage, called the experimentation stage, is to generate
data through the different instruments that will be carried out in the different
experiments. Initially, in the sub-stage called Preliminary Data Collection, a
preliminary information survey must be carried out, with an interview and a
personalized questionnaire according to the characterization made in the pre-
vious stage, ending with a focus group to get deeper insights about consumers
needs. In the next sub-stage called Perception Data Collection, it is intended
to carry out a mixed qualitative and quantitative instrument to generate data
about consumers expectations and perceptions.

Preliminary Data Collection.

– Customized Interview
In this sub-stage we apply a personalized interview that is built from the
information collected in the previous stage of characterization, where based
on certain characteristics of the organization, a personalized interview will be
made to a sub-selection of the participants selected in the stage of character-
ization.

– Customized Questionnaire
In this sub-stage we apply a personalized survey that is built from the infor-
mation collected in the Customized Interview sub-stage, and is applied to 60
of the selection of participants made in the previous stage.

– Focus Group
The evaluation and experience with products and services.remains a substan-
tial area of focus group research. therefore, a focus group should be carried
out to carry out the preliminary data collection stage since focus groups have
been used as a complement to other methods, as part of an investigation [35].

Perception Data Collection.

– Qualitative and Quantitative Mixed Instrument
From the two instruments applied in the previous sub-stages, an ICX adap-
tation of questionnaires used in the literature is going to be explored in
order to collect the expectations and perceptions data of different informa-
tion consumer measurement dimensions, which would be related to the factors
founded in the Consumer Behavior Exploration activities from the Character-
ization stage. Also, this questionnaire will include open questions, in order to
complement the quantitative data collection with qualitative data, obtained
from consumers explanations of their expectations, perceptions and opinions
about the information consumption experience. This qualitative data can be
important to identify causes or explanations for the quantitative data col-
lected.
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4.3 Analysis Stage

The objective of the third stage, called the Analysis stage, is to carry out several
analysis according to the behavior and perception of information consumers.
Initially generating a definitive customer journey maps and carrying out a quan-
titative analysis from which ICX indicators by profiles will be derived and at the
organizational level. And a qualitative analysis to identify the causes that could
explain quantitative results. Finally, an integration of the results of these two
analyzes will be performed in order to generate recommendations to improve the
ICX of organizations.

Behavior Analysis.

– Customer Journey Map (CMJ)
The previous results must be collected and analyzed, one of these analyzes is
taken to the customer journey map, with the data collection it was possible
to establish the points of contact and the experience in each of them. A map
must be generated for each profile identified in the previous stages of the
analysis, considering the preliminary version of the customer journey maps.

Experience Analysis In order to perform a complete analysis of the infor-
mation consumption experience, a quantitative and qualitative mixed approach
has been selected because our preliminary idea is to complement quantitative
results, which indicates a diagnosis evaluation of the information consumption
(i.e. bad experience or good experience in a score questionnaire score [24]), with
the explanations of that diagnosis in terms of causes that origins good or bad
information consumption experiences from qualitative instruments.

– Quantitative Analisys
In this activity, a quantitative analysis of the data collected from the mixed
instrument for data collection to be elaborated in the Perception data collec-
tion activity from the Experimentation stage. This analysis will be performed
using a combination of statistical methods used in the literature [12,24,29]
yet to explore.

– Qualitative Analisys
In this activity, a qualitative analysis of the data collected from the mixed
instrument for data collection. This qualitative analysis will be performed
examinins the answers to the open questions included in instrument by using
some of the method yet to explore from the literature [10,15].

ICX Analysis.

– Consumer Profile ICX Score
Is spected to generate a personal score to evaluate the experience in informa-
tion consumption from a group of consumers that belongs to a specific infor-
mation consumer profile identified in the Consumer Behavior Exploration
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activities from the Planification stage. The objective of this score is to give a
customized diagnosis for a certain information consumer profile, and perform
an analysis for their specific needs and experience satisfactions or pains.

– Organizational Overall ICX Score
An organizational level ICX score will be formulated, in a preliminary app-
roach, from the aggregation of the different Consumer Profile Scores. The
main objective is to give a general diagnosis of the information consumption
experience in all the organization or the specific unit studied, and perform
an analysis for the general level needs and experience satisfactions or pains
of the organization members.

– Results Integration
Finally, for both Consumer Profile ICX Score and Organization Overall ICX
Score a set of recommendations will be elaborated by using the quantita-
tive analysis performed in the previous Experience Analysis stage. The main
objective of every recommendation elaborated is related to address poorly-
evaluated or enhancing well-evaluated elements of the information consump-
tion experience, with the ultimate goal of improve the information consump-
tion experience in the organization.

5 Conclusions

Most of the methods found in the literature have addressed the information
consumption within an organization are limited in their focus to the analysis
and evaluation of the interaction between a single information consumer and a
particular information system [10,26], or information sharing [20,23,36]. These
approaches fail to take into account the fact that information consumers inter-
acts with multiple others consumers and specific organizational scenarios. Addi-
tionally, an organization does not operate with one information system only,
but typically offers a suite of information products, systems, or services to its
employees. Hence, the phenomenon of information consumption within the orga-
nization must be analyzed with a more comprehensive approach that considers
its complexity when evaluating the Information Consumer Experience (ICX).

In this regard, in this work we have proposed a preliminary methodology
for ICX evaluation, describing all the stateges and major tasks that need to be
accomplished in order to analyze and evaluate ICX into an organization. Also we
proposed a preliminar set of instruments and methods that are available in the
literature that could be adapted in order to assess ICX. All those instruments are
expected to enhance the CX analysis approach, which has been the inspiration
for the ICX concept.

For future works we have planned to refine and validate this preliminary
methodology proposal, including further details about the data collection, data
analysis, and evaluation instruments to explore, in order to define the structure
of the first ICX evaluation methodology.
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Abstract. The internet has changed the transaction of buying and selling. Product
promotion uses the internet because many people use space to share information.
Social media is one of the means to convey information from companies to con-
sumers. Each social media has a different form of content and characteristic. This
study aims to analyze the pattern of using hashtags on Twitter by Shopee Affiliates
for product promotion. This research uses a qualitative analysis approach to hash-
tags used by Shopee Affiliates, with Wordstat as an analysis tool. This research
answers that the pattern of product promotion carried out by Shopee Affiliates
on Twitter is categorized as a collection of recommendation tweets. Tweets from
Shopee Affiliates predominantly promote women’s products, thus using language
specifically for women. There is a practice of Neoliberalism in promotions by
Shopee Affiliates because digital marketing deliberately depicts successful and
empowered individuals when they engage in consumption activities.

Keywords: Shopee affiliates · social media · promoting sales products · hashtags

1 Introduction

Through online marketing, which enlists internet users to market and sell goods and
services, the business sector uses the internet for purchasing and selling transactions
[1]. Because demographic data may be calculated based on objectives and can be used
to contact customers directly, online marketing benefits businesses in terms of time
efficiency when generating promotions and reaching a larger and more significant target
market [2]. Partnerships that can encourage customers to make purchases are essential to
the effectiveness of internet marketing. Affiliation is a type of relationship that involves
working with bloggers and other online content producers to drive traffic to a company’s
website [3].

Technological advancements impact how people buy and sell things in society. E-
commerce refers to transactions made over electronic networks that include buying,
selling, exchanging, and distributing products and services [4]. Furthermore, according
to Sudiwijaya & Ambardi [4], e-commerce facilitates community interaction because
anybodymay engage as a seller or a customer. Since its launch in 2015, Shopee has estab-
lished itself as Indonesians’ go-to online retailer [5]. Shopee will be the most popular
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e-commerce service via social media between July and September 2022, according to
statistics fromSimilarWeb [6]. At first, notmany individualswere eager to purchase any-
thing on Shopee. However, the relentless marketing campaign involving advertisements
and alluring television commercials has caused people to consider Shopee’s existence
[7]. Shopee uses technology by running online marketing to reach more customers [8].
One of Shopee’s partnering initiatives, Shopee Affiliates, gives consumers a chance to
boost their revenue by recommending products on social media. Marketers advertise by
publishing text and inserting URL links that they have copied from product pages. The
marketer will get paid a commission if customers buy something after clicking this link.

Twitter is the only social media outlet that Shopee Affiliates use as a means of
promotion due to its simple method of using the site’s text, audio, and video features.
Utilizing a hashtag relevant to the post’s purpose can make it easier for shoppers to find
posts and increase brand exposure [9]. Shopee Affiliates use the hashtag #shopeeaffiliate
in their tweets, and recommendations for various products will appear if it is selected.
According to the data collected using the hashtag #shopeeaffiliate, most of the promoted
products are goods for women. Thus, any promotions carried out are done to improve
women’s feelings about dating. According to research from Dataindonesia.id, Shopee
will account for around 53% of all personal consumer e-commerce purchases in 2021.
The employees are constantly being directed to engage in business transactions because
excessive consumption is regarded as a sign of a failing economy [10]. In other words,
women’s shopping habits are treated like a commodity [11]. Additionally, promotions
run by Shopee Affiliates influence the micro-celebrity industry, which employs personal
image as a form of emotional labour [12].

Some previous research related to social media and Shopee Affiliates, namely
research Nurazizah et al. [13], explains that the use of Tik Tok social media for market-
ing fashion products by Shopee Affiliates has a positive effect on hedonistic shopping
motivation and impulsive purchases. Research from Sutarman et al. [14] explains that
Instagram Shopee Affiliates’ content analyzed using the AIDA communication model
(Attention, Interest, Desire, Action) influences consumer buying interest. Other research
fromOryza&Nilowardono [15] confirms that digitalmarketing, reviews, and ratings also
influence consumer buying interest through Shopee.Meanwhile, Fauziah andNurochani
[5] explains that product information obtained from Shopee Affiliates affects student
consumption.

It is clear from this justification that past research on social media and Shopee
Affiliates continues to emphasize the impact of promotions on consumer purchasing
interest. However, the trends that show up in social media advertising postings from
Shopee Affiliates have not been the subject of any study. As a result, the uniqueness of
this study focuses on the trends that come from Shopee Affiliates’ use of hashtags to
promote their products on Twitter. Therefore, this study aims to describe how Shopee
Affiliates use hashtags on Twitter for promotional purposes.
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2 Overview of Literature

2.1 Digital Marketing

The practice of advertising products online is known as digital marketing [16]. People
who have easy access to the internet are more likely to be in a position to use their
influence to market things online [17]. Social media marketing is one method of online
product promotion. The numerous socialmedia platforms, like Instagram, Facebook, and
Twitter, can be utilized to update customers about a company’s offerings. Nevertheless,
each socialmedia platform undoubtedly has content that sets it apart from the others. Due
to this, digital marketing is done while taking into account social media characteristics to
ensure promotions run as smoothly as possible [18]. Consumers’ propensity to purchase
through digital channels is influenced by efficient timemanagement, competitive pricing,
high-quality products, and interactive features [19].

According to the promotion’s objective from Puspita & Nuraeni [20], there are three
goals. First, the promotion aims to inform how to use the product, how they work, the
services offered, and the prices of goods/services. Second, promotions aim to remind
them what products are sold and selling locations so that they become top-of-mind
consumers. Third, promotions aim to influence consumers’ decisions not to buy other
brands and make purchases on the spot. Engagement is crucial to the success of digital
marketing on social media [21].

2.2 Promosi di Twitter

Socialmedia enables businesses to interact with customers, build brand awareness, shape
consumer attitudes, gather feedback, enhance current products and services, and boost
sales [22, 23]. Twitter is a powerful social media platform for promotional efforts since it
enables people to sendwebsite links, provide information, and even respond to questions
[24–26]. Promotional messages that are appealing and use clear, concise, and organized
wording can capture the reader’s attention, increasing the likelihood that they will make
a purchase [27]. Users on Twitter have the option of following or being followed. Users
with large followings typically have more valuable information [25, 28] stressed that a
social media campaign is successful if the message or content generated attracts plenty
of followers, resulting in increased exposure to the content.

Some tools on Twitter can be utilized to maximize promotional efforts [29]. First
off, tweets can include text, images, videos, and links. Retweet, or tweeting back, is the
second action. Third, mention or bring up an instance. Fourth, to be searchable, hashtags
take the form of the “#” symbol followed by a string of words that refer to a specific
subject [30]. Due to Twitter’s informal nature, businesses can be regarded as actual
individuals rather than impersonal brands, products, or organizations [31]. User profiles
onTwitter are linked together by a network. Individuals can view the tweets of other users
they follow and reply to them if they like [32]. This style enables users to communicate
instantaneously, which increases the likelihood that brands will be remembered by users
longer and be seen as more open and approachable [33, 34].
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3 Methods

This study employs a computer-assisted tool calledWordstat and a qualitative methodol-
ogy. Textual data is analyzed using Wordstat. The frequency of words or phrases in text
is known as textual data. Wordstat translates data from Twitter and is used to identify
word or phrase patterns on social media [35]. Because Shopee sponsored a promotional
event called “Shopee 10.10 Brand Festival” during this time, data from September to
October 2022 is used in this study to explain the trend of tweets from Shopee Affiliates
on Twitter.

The keyword selection step, specifically “shopee affiliate," generates textual data
in the form of words and phrases based on the analysis, making it possible to gather
information on the frequency of these words and similar words [36]. Then, phrases and
terms connected to Shopee Affiliates show together with topic-based categorization as
a result of the correlation between the data in the form of tweet text and user ID and
tweets. The third stage involved text exploration and analysis to identify a promotion
classification based on the hashtag usage pattern.

4 Result and Discussion

4.1 Analysis of Shopee Affiliates Product Promotion

See Table 1; promotional tweets by Shopee Affiliates contain information about the
products being sold. The promoted Tweet mentions the product name, rating, and price.
Apart from using the hashtag #shopeeaffiliate, other hashtags include in promotional
posts that mention the e-commerce namewhere the product comes from, such as #racun-
shopee, #shopeehaul, #shopeeID, and #rekomendasishopee. Shopee Affiliates accounts
have more than 100 followers and friends, and tweets reach tens of thousands.

Shopee Affiliates utilize Twitter’s services for their product advertising [29]. The
tweet feature aids Shopee Affiliates in educating customers about product facts and
images so that they may understand the benefits and drawbacks of the product in full.
Additionally, Shopee Affiliates’ affiliate marketing method, which entails giving a prod-
uct URL link, makes it simpler for customers to buy right from the product page. As
other accounts repost promotional tweets, the retweet feature enables Shopee Affiliates
to reach a wider audience than just their followers. The hashtag tool, meanwhile, makes
it simpler for customers to locate additional promotional tweets.

Twitter canbeused as apromotional tool to introduceproducts byusinguser influence
over followers [17]. As a result, Tunca et al. [24] believes that Twitter promotion is
successful.Not everyShopeeAffiliates account has a sizable following.However, owners
of accountswith a small following can still work as ShopeeAffiliates. The feature offered
by Shopee to users demonstrates that anyone may start a business in the digital arena as
a vendor or a buyer [4]. Promotions run by Shopee Affiliates can persuade other users
to follow them by comparing their followers, friends, and tweets. Nigel & Lilleker [25]
analyze the desire to follow an account due to its informative content.



524 D. A. Indrasari and F. Annisa

Table 1. Example Tweet

Tweet Followers Friends Tweets

RT @skyieev: Recommended tartan model tops
#shopeeaffiliate #racunshopee #shopeehaul
#rekomendasishopee #racunbelanja

689 844 5474

Oval fashion sunglasses (8 warna). Rating 5, price 19k
#racunbelanja #racunshopeemurah #rekomendasishopee
#ShopeeID #shopeeaffiliate #pinterest #shopeefinds
#kacamatahitam #fashionstyle #ootd #Aesthetic #AmericanGirl

805 218 15763

Check housedress maura, housedress latest models, women’s
clothing, women’s dresses, jumbo housedress, cheapest
housedress, cheap housedress, retail housedress
Get it on Shopee now!
#shopeepay #shopeepayTHR #shopeeaffiliate

207 5000 35735

Elegant women’s bag recommendations, but very suitable for
daily use
#shopeeaffiliate #racunshopee #shopeehaul
#rekomendasishopee #racunbelanja

194 243 1192

4.2 Hashtag Shopee Affiliates Content

As shown in Table 2, several subjects are covered in the search results for tweets
about Shopee-related products. The topics of women’s apparel recommendations, self-
development book recommendations, product link collections, and Korean fashion rec-
ommendations are all covered in tweets with the hashtag #shopeeaffiliate. Because it has
the lowest eigenvalue across all themes, 3.71, the topic of Korean fashion tips is typical
or typical of Shopee Affiliates promotional postings. The tweets that Shopee Affiliate
promotes the most discuss recommendations for women’s clothing.

Women’s fashion items are promoted in most Shopee Affiliates’ tweets. The Shopee
Affiliates marketing strives to satisfy the demands of women as a result. Women are
a prospective target market for online business, so women’s fashion is a product that
receives much promotion [10]. As can be observed, nearly every topic category contains
the word “recommendations,” making the promotional tweets from Shopee Affiliates
appear to be a compilation of recommendation tweets. According to Abrahan et al. [30],
hashtags can be used to categorize tweets.

Several terms are utilized in the Shopee Affiliates promotional tweet (see image 1).
The phrase “recommend” is most frequently used in promotional lines, followed by
phrases that describe the product’s benefits, give instructions on how to click on the
provided link, explain how to utilize the goods, and request that readers place an order
right away. Users of linked social media are the target audience for promotion on these
platforms. As 280 characters are the maximum posting length on Twitter, tweets must
be concise and straightforward for users to understand. The terms “recommendations,”
“product advantages,” and “product benefits” are employed to describe details about
products that customers should be aware of. The phrases “click the link below” and “buy
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Table 2. Topic Category

Topic Keywords Coherence Eigenvalue Frequency

Women’s Clothing
Recommendations

Pants, viashop, women,
recommendations, https

0,967 10,96 2276

Self-Development Book
Recommendations

Books, bookstore,
improvement, book
recommendations,
selfimprovement,
spilloutfitshop,
recommendation, thread,
shopeeaffiliate

0,808 9,16 1706

Product Link Collection Transitlove, backpack,
village women,
shootingstarjkt,
shopeehaul,
recommendation, thread,
shopeeaffiliate

0,540 5,41 1147

Product Link Collection Cfykqcunzs, dcpun,
nbehnvwb, voitgg, white

0,564 7,50 938

Korean Fashion
Recommendations

Blackpink, shopee,
cardigan, jennie,
shopeeaffiliate,
recommendations

0,169 3,71 581

now” are used in advertisements to influence consumers’ decision-making and persuade
them to make purchases immediately. According to [14, 27], promotional content needs
to grab consumers’ attention and persuade them to purchase (Fig. 1).

Fig. 1. Frequency of Phrase
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See Fig. 2. According to the tweets from Shopee Affiliates that contain the hashtag
#shopeeaffiliate, some fascinating terms frequently appear, like suggestions, women,
improvement, book recommendations, self-development, Blackpink, and rural women.
Shopee Affiliates leverages influence to persuade audiences when making product rec-
ommendations. A person might increase his sense of self-worth through this buying
activity, just as the term"self-improvement" came into existence. Successwill comemore
easily to those with more aptitudes and accomplishments. This circumstance exempli-
fies the neoliberal idea that the powerful can dominate the market [12]. Because women
have such high economic value, they are treated as commodities together with their buy-
ing interests. The rise of the prominent music group Black Pink, which is well-known
worldwide, depicts successful women.As a result, shopping actions continuously inspire
women who want to succeed and be appreciated.

Fig. 2. Frequency of Words

5 Conclusion

This result reveals that the pattern of product promotion practised by Shopee Affiliate
through Twitter social media using the hashtag #shopeeaffiliate is classified as a collec-
tion of recommendation tweets. Shopee Affiliates’ promotions emphasize the promotion
of women’s products; hence they employ language specific to women. Shopee Affiliate’s
promotion shows that Neoliberalism is practised because only those with the aptitude
and credentials can succeed. Thus, women are constantly encouraged to boost their sense
of value to succeed through engaging in consumerist activities. Consumption takes on
greater significance in this environment since digital marketing purposefully portrays a
prosperous and empowered individual when they engage in the consumption activities
offered by e-commerce, such as Shopee. This study also demonstrates that Wordstat, a
data analysis tool, can describe data in graphs and tables by mapping data sets from the
hashtag #shopeeaffiliate.
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Abstract. In recent years, customer reviews have been attracting attention as data
representing real consumer feedback. On the other hand, it is said that it is difficult
to identify the detailed contents from the text. In this study, we aim to understand
the detailed contents of customer reviews from the data of customer reviews of
accommodation facilities. Specifically,we collected tweets using keywords related
to accommodation reviews as search queries, and used them to create a sentence
classification model by fine-tuning a previously developed Japanese version of
BERTmodel. Sentence classification was conducted by applying this model to the
customer review data, which was separated into sentences. In addition, sentiment
analysiswas conducted to identifywhether the sentenceswere positive or negative.

Keywords: Review Data · Natural Language Processing · Bidirectional Encoder
Representations from Transformers

1 Introduction

In recent years, there are many travel sites that use OTA (Online Travel Agents) with the
spread of internet. OTA is travel agencie that handle travel products only on the Internet,
and some of the most popular ones worldwide are Booking.com [1] and expedia [2].
In Japan, Rakuten Travel [3] and Jalan.net [4] are representative examples of OTA.
According to a survey by JTB Research Institute [5], booking and purchasing travel
products via smartphones is on the rise and exceed the majority by 2019 (Fig. 1). This
means that OTA use is on the rise.

With the increase in the use ofOTA, customers also review through the Internet. These
reviewsvia the Internet are attracting attention inmarketing activities as data representing
the reality of consumers, which was previously unknown. Yamashita et al. [6] analyzed
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Fig. 1. Used a smartphone to booking or purchasing travel products (most recent trip)

product review data and proposed a method for understanding the overall trend of review
data and extracting unique reviews. They conducted pre-training using review data that
had already been labeled, created a binary classifier for multiple categories of unlabeled
review data, and created a model to assign new labels to the unlabeled review data.

Other studies on reviewdata that attempt to identify reviewcontent have been actively
conducted. NAILA et al. [7] proposed a deep learning-based approach for classifying the
content of app reviews in application stores. Ichikawa et al. [8] proposed a review classi-
ficationmethod that reduces the cost of preparing training data by using them categorized
forum topics. However, some reviews do not have categorized forums. Therefore, it is
difficult to apply this method to all reviews. In addition, for those with a large amount of
text, it is difficult to correctly estimate the content because many elements are included
in the document. In order to understand more detailed behavior, we believe that it may
be possible to analyze individual review texts by dividing them into sentences.

2 Purpose

In this study, we analyze textual customer review data with the aim of understanding in
detail what the data say and what kind of evaluation the customers give to the content.
We think that by understanding the content of customer review data, it is possible to
identify the highest and lowest rated categories for each lodging facility. Specifically,
we attempt to understand the content of each sentence by using BERT(Bidirectional
Encoder Representations from Transformers) [9] that has recently attracted attention
in natural language processing analysis. We identify the content of these sentences by
classifying them into sentences, and evaluate the content by analyzing the sentiment of
the sentences.
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3 Datasets

In this study, we used the “Rakuten Dataset” (https://rit.rakuten.com/data_release/) [10]
provided by Rakuten Group, Inc. Through the IDR dataset provision service of the
National Institute of Informatics. This is the review data of the guests who stayed at the
facilities of Rakuten Travel.We used a total of 25,111 items extracted for the period from
July 31, 2016 to July 31, 2018, hereafter referred to as customer review data. Table 1.
shows the data items and their contents related to the customer review data.

Table 1. Summary of Customer Review Data

Data Content Data Item Description

Contributor ID A numeric string of reviewer

Posting Date Date and time the review was submitted

Facility ID A numeric string of lodging facilities

Plan ID A numeric string of lodging facilities plan

Plan Title A character string of lodging facilities plan

Room Type A character string of lodging facilities room

Room Name A character string with the name of the lodging
facilities room

Purpose A character string describing the purpose of using
the lodging facilities

Companions A character string describing the people with whom
you used the lodging facilities

Evaluation 1 (location) Reviewer’s rating of the location (5-point scale)

Evaluation 2 (room) Reviewer’s rating of the location (5-point scale)

Evaluation 3 (meal) Reviewer’s rating of the location (5-point scale)

Evaluation 4 (bath) Reviewer’s rating of the location (5-point scale)

Evaluation 5 (service) Reviewer’s rating of the location (5-point scale)

Evaluation 6 (facility) Reviewer’s rating of the location (5-point scale)

Evaluation 7 (total) Comprehensive evaluation (5-point scale)

Posted Text for Customer A character string of reviewer’s comments

Replied Text for Facilities Employees A character string of replied text for facilities
employees to reviewer’s comments

4 Estimation of Customer Review Data Content

In this study, we conducted analyses using the text data in the customer review data.
Specifically, we first created a sentence classificationmodel by performing fine tuning on
the Japanese version of the BERT model. We applied the classification model to the text

https://rit.rakuten.com/data_release/
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data of the customer review data, whichwas separated into sentences.We also performed
sentiment analysis using the BERT model for calculating sentiment values. Finally, we
combined our estimates of the category and sentiment values for each sentence with the
ratings given by the user. Figure 2 shows the analysis flow in this study.

Fig. 2. Analysis flow of content estimation

4.1 Creating a Sentence Classification Model

In this study, we created a text classification model for lodging facilities by performing
fine tuning on the Japanese version of the BERTmodel created by the Inui Lab. at Tohoku
University [11]. The corpus was created using text data from Twitter, a social network-
ing service. First, we created a crawler using Twitter API and collected 15,000 Japanese
tweets (2,500 each) from themost recent tweets using , ,

, , , (Facilities) as search
queries. Retweets were not included.

Next, we formatted the collected text data. We removed English, numbers, and sym-
bols that we considered unnecessary for linguistic analysis. Then, all tweets that were
text were separated by sentences based on for Japanese punctuation and deleted
sentences that did not contain a search query. Finally, all sentences were tagged with the
search query word as a classification category. Location was set to 0, rooms to 1, meals
to 2, baths to 3, services to 4, and facilities to 5. Table 2 shows an excerpt of the corpus
dataset.

Here, we decided that the names of the categories would have a significant impact
on the model itself if we used the corpus as is, we removed the names of the categories
from the sentences.

In fine-tuningwe used 13,500 documents (90% of the total 15,000 documents) as
training data and 1500 documents (10% of the total 15,000 documents) as validation
data, and the number of epochs was set to 4. As a result, we were able to create a sentence
classification model with an accuracy of approximately 78%.
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Table 2. Part of the corpus created using tweet information

4.2 Sentence Extraction Through Data Formatting of Customer Review Data

In order to use the created text classificationmodel for customer reviewdata,we extracted
data from the customer review data. We analyzed the text posted by users in the cus-
tomer review data, and formatted the data. First, we formatted the review data, which
are documents, into sentence units by separating them with “。” to separate them into
sentence units. In addition, we removed English, numbers, and symbols that we consid-
ered unnecessary for natural language processing analysis, as we did when we created
the corpus for the sentences. In this study, only sentences with more than 10 characters
were extracted. The number of sentences extracted from all 25,111 customer reviews
was 85,073. Table 3 shows a part of the dataset of customer review sentences created.

Table 3. Part of the Customer Review Sentence
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4.3 Sentence Classification Using a Creation Model for Extracted Sentences

We used our document classification model on customer review sentences to perform
sentence classification. Sentence classification is the classification of sentences into
given categories. Table 4 shows some of the results of the document classification for
the customer review sentences.

Table 4. Part of the results of the text classification of customer review sentences

Table 5 shows the number and percentage of sentences belonging to each of the
above categories. Note that if a category name was found in a sentence, we included it
in that category, regardless of the results of the sentence classification model we used.

Table 5. The Number and percentage of sentences belonging to each category overwritten by
words

Tables 5 show that there are many sentences categorized as location or room, while
there are few sentences categorized as bath than in the other categories. We can think
that this is due to the fact that reviews on baths themselves are not written in the reviews
on day-trip use. On the other hand, there are many reviews about the location and the
rooms, suggesting that we tend to consider the location and the rooms as important in
choosing a facility.
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4.4 Frequent Words in Each Category by Sentence Classification

Weperformedmorphological analysis to determine the extent towhich categorical trends
emerged in the classified customer review sentences, and extracted the frequency counts
of the words. Table 6 shows the top 10 words extracted by frequency analysis in each
category.

Table 6. Top 10 most frequently appearing words in each category

Table 6 shows that the location category contains words related to distance and
buildings such as “near,” “utilization,” and “convenience store”. In other categories,
words such as “comfortable” and “cleaning” in the room category, “breakfast” and
“bread” in themeal category, “open-air bath” and “spa” in the bath category, “utilization”
and “correspondence” in the service category, and “front” and “repletion” in the facilities
category also appear frequently in each category. Therefore, we believe that the sentences
are appropriately classified by this sentence classification model.

4.5 Emotional Analysis of the Extracted Sentences Using a Pre-created Model

We performed sentiment analysis on each sentence to grasp whether the content of the
sentence was a good or a bad review of each category. Sentiment analysis is a task
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to judge whether the input sentences are positive or negative. In this study, we used a
model called daigo/bert-base-japanese-sentiment, which is based on BERT published
on Hugging Face [12]. Table 7 shows some of the results of sentiment analysis using the
above model for all sentences.

Table 7. Part of the results of the emotional analysis

The results of the sentiment analysis showed that of the total 85,073 sentences of
customer reviews, 74,454 (87.52%) were classified as positive and 10,619 (12.48%)
were classified as negative. We can see that many sentences are judged as positive. This
suggests that reviews in lodging facilities tend to have more positive sentences.

Table 8 shows the number and percentage of positive and negative sentences for each
category of sentences.

Table 8. Number and percentage of total emotion analysis results for each category

Table 8 shows that there are many positive reviews regarding service. There are also
many positive reviews about the location. We believe that this is due to the fact that
customers consider the location of the lodging facility when choosing a lodging facility
in the first place. Reviews about baths and facilities have fewer positive reviews than the
other categories. We think that one of the reasons for the negative reviews about baths
is that it is difficult to keep the baths clean because of the water supply. In fact, negative
reviews about the baths included, “It’s a pity that the bath smelled a little damp.” We
believe that the level of facilities required by each customer and the facilities needed by
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each user may differ. The negative review regarding facilities, “The only complaint for
women who wear makeup is that there is no mirror in front of the table in the room,”
indicates that different individuals require different facilities.

4.6 Model Evaluation Used for Sentiment Analysis

We evaluated the appropriateness of themodel used in this study for judging positivity or
negativity by sentiment analysis in the reviewof lodging facilities.We used the data items
Rating 1 (Location) to Rating 6 (Facilities) from the customer review data to conduct
this evaluation. First, we extracted the customer evaluation values corresponding to
each category classified by document classification. For example, a sentence classified
as “Location” uses the customer’s rating of 1 (Location). If the value is 4 or 5, it is
positive, if it is 1 or 2, it is negative, and if the value is 3, the sentence is not used in the
model evaluation. We assumed that a sentence was correctly assessed by the model used
if the assessment using the model and the assessment using the customer review data
were in agreement. As a result, 59,025 sentences (85.70%) were answered correctly and
9,848 (14.30%) incorrectly.

Table 9 shows the number and percentage of correct or incorrect sentences in each
category.

Table 9. Number and percentage of correct and incorrect sentences in each category

Table 9 shows that the correct response rate for the location and service categories
is high, exceeding 90% for location. On the other hand, the correct response rate for
sentences classified in the bath and service categories tends to be low.

5 Result and Discussion

In this study, we attempted to estimate the content of text data in customer reviews at
lodging facilities. First, this section summarizes the results of the text classification and
sentiment analysis and evaluation of customer reviews conducted in this study. Table 10
summarizes the overall results of this analysis.
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Table 10. Categories extracted by the analysis

Table 10 shows that the location category not only has a large number of reviews,
but also a large number of positive reviews, indicating that location tends to be highly
rated in reviews of lodging facilities. We expected this to be because the location can be
known in advance when choosing an lodging facilities facility. While other categories
tend to show differences between what is actually used and what is seen in photos, it is
thought that negative impressions are difficult to form about the location because it does
not change when the user uses the facility. Although there are as many reviews in the
room category as in the location category, positive reviews are harder to come by than
those in the location category, suggesting the above reasons. On the other hand, there
are many positive reviews for the service category, even though the number of reviews
is not large. This indicates that the service level of Japanese lodging facilities is high.

Next, in terms of the percentage of correct responses, categories with a high percent-
age of positive reviews also had a high percentage of correct responses, while categories
with a high percentage of negative reviews had a lower percentage of correct responses
than the other categories. In other words, positive reviews were more likely to be judged
correctly, but negative reviews were more likely to be judged incorrectly than positive
reviews.

In the following, we describe our estimates of customer review sentences for a
specific facility.

Luxury hotel A in Japan had the highest number of positive reviews in the review
sentences for the service category. This hotel has a long history in Japan and has a very
good reputation for its service. In fact, the Forbes Travel Guide, one of the world’s
leading travel guides that rates first-class hospitality based on strict criteria, awarded
Executive House Zen the highest rating of five stars for three consecutive years and The
Maine the four-star rating for two consecutive years in the hotel category for its 2022
rating [13].

On the other hand, business hotel B, one of the most famous business hotels in Japan,
received many positive review sentiments regarding its location. This may be due to the
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fact that business hotels are often used for business trips and are located closer to urban
areas. Room was the most frequent negative review sentiment. We consider this to be
a characteristic of business hotels, which are designed with the minimum number of
rooms required. We believe that even business hotels can improve their reputation and
sales by differentiating themselves from common business hotels, such as by providing
better beds in the rooms so that guests can relax after a long day of work.

6 Conclusion

In this study, we conducted research using customer review data on lodging facilities.
Specifically, we conducted sentence-by-sentence classification and content estimation
using sentiment analysis. For sentence classification, we created a sentence classification
model for lodging facilities by fine-tuning a Japanese version of the trained BERTmodel
created by Inui Lab. at TohokuUniversity. To create the dataset for fine tuning,we created
a crawler using the Twitter API. The search queries were location, room, meal, bath,
service, and facilities in the lodging facilities reviews, and 2,500 tweets were collected
for each. By tagging all 15,000 sentences with the name of the search query, we created
a sentence classification model with six categories. The result was a model with 78%
accuracy. By applying this model to customer review data separated into sentences, we
were able to estimate the content of each sentence.

We also performed sentiment analysis on each sentence to determine whether the
review was about positive or negative sentence. As a result, many of the reviews about
the location and the room were positive. This may be due to the fact that the location
and room can be predicted to some extent at the stage of choosing an lodging facilities
facility. On the other hand, there were more negative reviews about the baths than in the
other categories. One of the reasons for this is that there are few reviews about the baths
due to the fact that guests stay overnight without a bath, and that baths deteriorate more
quickly than rooms, making it easier to see the difference between the pictures on the
homepage and the baths.

Through this study,we have been able to understand the detailed contents of customer
reviews of lodging facilities by performing sentence-by-sentence content and sentiment
estimation on text reviews. In the past, it was only possible to understand the detailed
opinions of customers by reading the entire text of customer reviews. It is also difficult
to identify what the review is about when using the analysis method, because each
document contains various elements, such as information on both rooms and baths in one
document. However, by using this analytical model, it is possible to estimate the review
contents and evaluation of many customer reviews without reading all the documents.
The model developed in this study can be used for lodging facilities review data. By
creating models for other categories, we believe it will be possible to create models
for estimating review contents other than lodging facilities. However, in dividing the
review text into sentences, only “。” Therefore, sentences that end with symbols such as
exclamation marks are not correctly separated into sentences. We believe that methods
for correctly delimiting sentences need to be studied in detail.We believe that there is still
room for improvement in the sentence classification model. The sentence categorization
model was classified into six categories, but there are some reviews that do not belong to



Identification of Evaluation Items in Consumer Reviews 541

any of the six categories, such as those related to customer service. In addition, it is not
clear whether the service category refers to services related to amenities, etc., or services
related to how employees respond to customers. We believe that further refinement of
the categories would improve the results. As for sentiment analysis, only positive or
negative judgment results were used in this study, and scores were not used.
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Abstract. In this study, we analyzed the relationship between purchasing behav-
ior and discount rates using a home scan data provided by a research company.
We conducted pLSA to cluster the monitors and discount rates, correspondence
analysis to reveals the relationship between product and business categories, and
association analysis to reveal relationships among categories. The results of the
clustering allowed us to classify the data into 10 classes. The results showed that
convenience store frequenters did not respond well to the discount policy, while
supermarket frequenters responded differently to the discount policy. The impact
of discount policies on frozen foods was significant and discounts on beverages
will encourage these consumers to buy more in supermarkets.

Keywords: Home Scan Data · Purchase Behavior · pLSA · Correspondence
Analysis · Association Analysis

1 Introduction

In Japan, it is now possible to obtain the same products through various channels, such
as supermarkets, convenience stores, and drugstores. Currently, it is necessary to dif-
ferentiate products from those in other channels. One of the perspectives for marketing
activities to achieve differentiation is the marketing mix (4Ps) proposed by McCarthy
in the 1960s [4].

Existing studies, [1–3], used ID-POS data and focused on purchases at a single store
or a single company for analysis. In this study, we use a home scan data to analyze
purchases across stores, focusing on purchases by each monitor.

In this study, we focus on “price”, one of the 4Ps of the marketing mix, and evaluate
the impact of product discounts. The purpose of this study is to analyze store usage
patterns based on product discount rates of purchased products, and to clarify the effects
of discounts.
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2 Datasets

Table 1. The Summery of Datasets

Period 2014/04/01−2015/03/31

Number of monitors 40,025

Number of data 41,198,853

region All Japan

Number of categories 331 categories

Number of products 323,595 products

Business Categories Supermarket, Convenience Store, Home Center/Discount Store,
Pharmacy/Drugstore, Vending Machine (in workplace/school), 100/99
Yen Stores, Home Delivery/Mail Order (Internet order), General
Grocery Stores, Vending Machines (in facilities), Vending Machines
(street and roadside), Home Electronics Store„Department Store,
Discount Liquor Store, General Merchandise Store, Home
Delivery/Mail order (catalog, telephone and other orders), Cosmetics
Store, Door-to-door Sales, Station Kiosks, Pet Goods Store, Coffee
Store, Beauty Salon, Bread and Confectionery Store, General Liquor
Store, aby Specialty and Toy Store, Butcher/Fish/Grocery Store,
University co-op Store, Animal Hospital, Others

In this study, we analyze purchasing behavior using home scan data provided by
INTAGE Inc, which one of the most famous Japanese research company that records
the daily purchases of specific monitors, excluding fresh food and prepared foods. An
overview of the data is as follows.

3 Method

In this section, we explain the analysis methods used in this study. In this study, all
analyses were conducted using Python.

First, data for 1,000 monitors were randomly sampled from all data and used in the
analysis of this study. Second, after removing items that the product name is “unknown”
or “other”, then the highest price among all unit prices in the datasets for each product
was defined as the list price of that product. Then, the discount rate (%) for each product
at each purchase was calculated and using this study. Third, we defined a main user as
a customer who uses one business category for more than 60% of all purchases.

3.1 Probabilistic Latent Semantic Analysis (pLSA)

Probabilistic latent semantic analysis (pLSA) is a statistical technique for the analysis
of two-mode and co-occurrence data. In effect, one can derive a low-dimensional rep-
resentation of the observed variables (x, y) in terms of their affinity to certain hidden
variables (z), just as in latent semantic analysis [5] (Fig. 1).
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Fig. 1. Image of pLSA

In this study, pLSA was conducted using monitor ID and category3. The calculated
discount rates were used in the analysis in 11 levels: “0%”, “1% to less than 10%”, “10%
to less than 20%”,…, and “90% to less than 100%”. Amatrix of the number of monitors
(1000) × discount rate (11) was created and used in the analysis.

3.2 Correspondence Analysis

Correspondence analysis is a multivariate analytical technique that maps multidimen-
sional aggregated data into a low-dimensional space to visually express the relationship
between data elements, visualizing the relationship between row and column elements
in a cross-tabulation table. In the visualized figure, it can be grasped that data points that
are close to each other are deeply related, and data points that are far from each other
are less related [6].

In this study, “mca”, a Python library for correspondence analysis, was used for the
analysis.

Four correspondence analyses were conducted in this study: 1) category2 (18 cate-
gories) and business categories using all data, 2) category3 (65 categories) and business
categories using all data, 3) category2 (18 categories) and business categories usingmain
users of supermarkets, 4) category3 (65 categories) and business categories using main
users of supermarkets.

3.3 Association Analysis

Association analysis is amethod of analyzing customer purchase patterns by receipt unit,
and can reveal patterns of purchase behavior among products and categories, such as
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simultaneous purchases. In this study, association analysis was conducted with a focus
on lift values. The formulation of the lift value is as follows [7].

lift(A ⇒ B) = confidence(A ⇒ B)

support(B)
(1)

In this study, we used “mlxten” in the “apriori” module, an algorithm for association
analysis in Python.

Association analysis was conducted for all data using category3 and for the main
users of the supermarket data using category3, dividing them into two groups: those
who responded to the discount and those who did not. The lift values were calculated
based on the support values of 0.01 or more. The top 50 lift values or those with a lift
value of 1 or more were created in the network diagram. In addition, the lift values
are higher for products with low approval ratings when the same selling behavior is
frequently observed. Therefore, the lift values were calculated and the top 50 lift values
were created on the network diagram for the median or higher support level among the
products with support level of 0.01 or higher.

4 Result

In this section, we present the results of the analysis.

4.1 Probabilistic Latent Semantic Analysis (pLSA)

Using the Akaike’s information criterion (AIC), the number of classes was determined
to be 10. The following graph shows the change in the value of the AIC for each number
of classes.

Next, the characteristics of each class when data divided into 10 classes are shown
in the Table 2. The number of persons is shown after determining which class each
person has the highest probability of belonging to. As for the discount rates, as well as
the number of persons, we show which class has the highest probability of belonging to
each discount rate (Table 1).

We defined a main user as a person who uses one business category for more than
60% of all purchases. Using the results of this clustering, we examined classes for each
main user. Table 3 and Table 4 show the number of people in each class who are main
users of convenience stores and supermarkets.

4.2 Correspondence Analysis

First, we conducted a correspondence analysis of all data using category2 and business
categories as a variable. The results are shown Fig. 3.

Second, we conducted a correspondence analysis of all data using category3 and
business categories as a variable. The results are shown Fig. 4.

Next, we focus on the main users of supermarkets, whose responses to discounts
varied from person to person, and show the results of a correspondence analysis by
category2 and business categories. The results are shown Fig. 5.

Finally, we conducted a correspondence analysis of main users of supermarkets data
using category2 and business categories as a variable. The results are shown Fig. 6.
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Fig. 2. The Change in the Value of the Akaike Information Criterion for Each Number of Classes

Table 2. The Characteristics of Each Class

Class The Number of People Discount Rate Characteristics

0 72 20–30 male

1 133 female, married, part-time
worker

2 111 79–80, 80–90, 90–100 self-employed/sole proprietor

3 131 0 male, unmarried, full-time
worker

4 84 10–20 60’s, full-time worker

5 66 50–60 40’s

6 99 60–70 married

7 132 1–10 male, 10’s, 20’s, unmarried,
full-time worker,
homemaker/student

8 62 30–40 temporary worker

9 110 40–50 married

4.3 Association Analysis

First, we conducted an association analysis of all data using category3. A network
diagram was created for the top 50 lift values. The results are shown Fig. 7.



Analysis of Purchasing Behavior 547

Table 3. The Number of People in Each Class who are Main Users of Supermarkets

Class The Number of People

0 44

1 97

2 56

3 29

4 28

5 42

6 68

7 40

8 39

9 64

Table 4. The Number of People in Each Class who are Main Users of Convenience Stores

Class The Number of People

3 21

6 1

7 14

Fig. 3. Correspondence Analysis Using Category2 and Business Categories
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Fig. 4. Correspondence Analysis Using Category3 and Business Categories

Fig. 5. Correspondence Analysis Using Category2 and Business Categories (Main users of
supermarkets)

Second, we conducted an association analysis of the top 100 support values (above
the median) using all data. A network diagram was created for the top 50 lift values. The
results are shown Fig. 8.

Third, we conducted an association analysis of the main users of the supermarket
data using category3 those who did not respond to the discount. A network diagram was
created for the top 50 lift values. The results are shown Fig. 9.

Forth, we conducted an association analysis of the top 109 support values (above
the median) among the main users of supermarkets who did not respond to discounts. A
network diagram was created for the top 50 lift values. The results are shown Fig. 10.
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Fig. 6. Correspondence Analysis Using Category3 and Business Categories (Main users of
supermarkets)

Fig. 7. Association Analysis of All Data

Fifth, we conducted an association analysis of the main users of the supermarket data
using category3 those who responded to the discount. A network diagram was created
for the top 50 lift values. The results are shown Fig. 11.

Sixth, we conducted an association analysis of the top 158 support values (above the
median) among the main users of supermarkets who responded to discounts. A network
diagram was created for the top 50 lift values. The results are shown Fig. 12.
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Fig. 8. Association Analysis of the Top 100 Support Values

Fig. 9. Association Analysis of the Main Users of the Supermarket Data Using Category3 those
who did not Respond to the Discount

Fig. 10. Association Analysis of the Main Users of the Supermarket Data Using Category3 those
who did not Respond to the Discount (above the median)
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Fig. 11. Association Analysis of the Main Users of the Supermarket Data Using Category3 those
who Responded to the Discount

Fig. 12. Association Analysis of the Main Users of the Supermarket Data Using Category3 those
who Responded to the Discount (above the median)

5 Discussion

In this section, we discuss each result of analysis.

5.1 Probabilistic Latent Semantic Analysis (pLSA)

The results of the pLSA revealed that users who mainly purchase at convenience stores
do not respond well to discounting services, and purchase items at regular prices when
they need them. Users who mainly shop at supermarkets were classified into all classes.

The reason for this is when supermarkets are analyzed together,monitorswhomainly
use supermarkets that rarely offer discounts, such as high-end supermarkets and EDLP
(every-day low price) supermarkets, and monitors who mainly purchase private brand
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products that do not offer discounts, are included in the analysis. This is thought to
be because the analysis of the data includes monitors who mainly use supermarkets
that rarely offer discounts, such as high-end supermarkets and EDLP supermarkets, and
monitors who mainly purchase private brand products that do not offer discounts. In
addition, since the price of private brand products is generally fixed, it is considered
difficult to examine purchasing behavior in terms of discount rates. The inclusion of
these monitors may have led to the emergence of monitors classified in the low discount
rate class. The data did not allow us to confirm the name of the supermarket store because
the supermarkets were grouped together, but we confirmed that the monitors frequently
bought private brand products by checking the product names.

5.2 Correspondence Analysis

The results of the correspondence analysis (Figs. 2 and 3) of all the data for business
category and category indicate that processed foods, seasonings, and daily necessities
are located near the data points for supermarkets, and beverages are located near the
data points for convenience stores. It is considered that supermarkets tend to purchase
items that are planned, while convenience stores tend to purchase items that are urgently
needed.

The results of the correspondence analysis of the supermarket main users’ data for
business category and category for business category and category (Figs. 4 and 5) indicate
that supermarket main users tend to buy beverages relatively often in convenience stores.

5.3 Association Analysis

The results of the association analysis of all data (Figs. 6 and 7) showed that “Western
daily delivery”, “Japanese daily delivery”, and “ham and sausage” products were fre-
quently purchased. This is thought to be due to the short shelf life of these products,
which provides many opportunities to purchase them.

“Frozen food” and “processed food” appear more frequently in the network diagram
in Figs. 10 and 11 than in Figs. 8 and 9. Therefore, it can be assumed that discounts
on these products have a large impact on purchasing. In addition, there is a category of
beverages that appears in Figs. 8 and 9, but not in Figs. 10 and 11. Therefore, in order
to encourage more purchases from those who belong to supermarkets that respond to
discounts, it is considered necessary to implement discount measures in the beverage
category.

6 Conclusion

In this study, we conducted pLSA to cluster the monitors and the discount rate, corre-
spondence analysis to reveals the relationship between categories and business category,
and association analysis to reveal relationships among categories.

The main users of convenience stores did not respond well to discounts. There-
fore, it can be said that the effect of implementing a discount policy for main users of
convenience stores is limited.
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The main users of supermarkets reacted differently to discounts. The impact of
discount policies on frozen foods was significant. If discounts could be offered on
“carbonated beverages”, “chilled beverages”, “dry liquid beverages” and “supplemental
beverages/water”, it would further promote purchases at supermarkets.
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1 Introduction

Today, technology has taken an important position in different areas of daily life. It
promises to make changes in areas of everyday life by incorporating virtual environ-
ments, for example in education, work,medicine, art, or commerce [1–3]. The announce-
ment of metaverse has generated expectations of new immersive experiences for users,
considering virtual, augmented, and mixed reality, among other technologies, and the
development of communication networks such as 5G. Thus, the user and customer expe-
rience aspects can vary or migrate to new concepts and incorporate other elements. In
this sense, it is interesting to identify the methods used to evaluate the user/customer
experience in VR and/or AR and metaverse.

This article reviews the literature related to two concepts: the customer experience
(CX)/user experience (UX) and the evaluation methods in VR, AR, and metaverse. For
this, a review protocol was developed with five stages: identification of research ques-
tions, selection of data sources, selection of articles, classification of articles, and results.
The results showed that there are studies related to evaluationmethods to the user experi-
ence (not about customer experience) in virtual and augmented reality (mainly oriented
to corporeality, presence, and interactivity), but it did not find studies about metaverse.
Regarding the user experience evaluationmethods found, it is possible to identify heuris-
tic evaluations and user tests that include data collection through questionnaires and the
use of brain and body signals collected through wearables.

The paper is organized as follows: Sect. 2 introduces the relatedwork; Sect. 3 presents
the methodology and the results obtained; finally, in Sect. 4, we offer conclusions and
future work.

2 Related Work

In this section, we addressed concepts used during the development of this work, which
cover the topics of the information searches carried out in this literature review.

2.1 Customer Experience and User Experience

The concept of customer experience (CX) addresses several elements related to the
interaction of the customer with any part of a company or organization. This interaction
can be intentional or casual, and the results of this interaction involve personal and
emotional elements which influence the decision to purchase that the customer may
have [4, 5].

The authors have defined dimensions that make up the customer experience, which
are [6]: (i) sensorial component, which is related to sensations that provide good sen-
sory experiences, such as taste and touch, (ii) emotional component that is related to
feelings and emotions that can generate emotional experiences, (iii) cognitive compo-
nent, that focused on connecting conscious thoughts or mental processes, (iv) pragmatic
component that comes from the practice of doing something. This Includes usability but
involves life cycle stages, (v) lifestyle component, that is associated to people’s lifestyles
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and beliefs, and (vi) relational component, this involves the person beyond their social
context, relationship with others, and ideal self.

Similarly, to the CX, the user experience (UX) is directly related to the perceptions of
expectations of use or use of a product, system, or service, which considers personal and
emotional aspects [7]. For our study, we consider that CX is a broader andmore inclusive
concept thanUX, inwhich various interactionswith companies, products and/or services
are involved [8].

2.2 Evaluation Methods

As the concept of customer experience is complex due to the variety of elements that
compose it together with the subjectivity of each person, its evaluation becomes complex
to carry out. However, works were found that have addressed the challenge, for example
[9] addressed two case studies of the perception of the customer experience through
the data available on websites. On the other hand and considering that the evaluation
of the customer experience must be carried out constantly [9], several of the methods
to evaluate the user experience contribute to the evaluation of the customer experience,
such as satisfaction surveys, interviews, focus group among others.

Regarding user experience evaluations, various methods are already established and
widely known. More than 80 evaluation methods can be consulted [10], being able to
filter methods according to type of study, development phase, period of experience, types
of evaluators, type of data (qualitative, quantitative) among others.

In general terms, two types of evaluation methods can be distinguished: one that
requires experts (inspectionmethods) and others that require users (user testing). Among
themostwidely used in the case of inspections are heuristic evaluations,which are carried
out following usability principles and standards of compliance with these principles on
the interface [11]. More recently, heuristics have not only referred to aspects of usability,
but also to UX factors [12]. Regarding the tests with users, one or several activities with
the users are prepared for them to use and carry out activities with the system under
evaluation.

Generally, after users use it they are asked to complete a survey to collect data. These
surveys are instrumentalized bymeans of a widely known questionnaire [13] and/or with
questionnaires made to measure according to the needs of the person evaluating [14].

2.3 Virtual Reality, Augmented Reality and Metaverse

Virtual and augmented reality concepts have been known for over two decades and have
contributed to and challenged those studying interfaces and human-computer interaction.

Virtual reality, from its beginnings, also generated significant challenges, such as
the necessary software and hardware, the related human factors, and the need for high-
speed networks [15]. Nowadays, VR offers three-dimensional experiences in a virtual
environment through computer technologies. It requires devices such as glasses, gloves,
or other controls, which allow people to feel and visualize virtual reality, and obtained
the immersion experience [16].

Augmented reality was considered a variation of virtual reality because AR users
can see the real world. In contrast, in VR, the user is immersive in a digital world [17].
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AR is then considered a technology that allows some devices to overlap digital objects
to the real world, in real-time, thus allowing the enhancing user experience [16].

The conjunctionof augmented reality andvirtual reality has been calledmixed reality,
which allows interaction in real time and improves the experience and perception of those
who use them [18]. Through these and other technologies, metaverse promises to be a
completely immersive 3D space [19], including interactions through avatars that bring
us closer to an authentic experience of sharing with others, such as the ability to make
visual contact ormanipulate objects. It will also create spaces like the onewe know today
for commerce, art, and education. Studies in this regard have already been published [20,
21]. In this context, many elements remain to be addressed and worked on, such as data
law, security, and legal regulations, among other things that affect people in real life
[22].

Other vital challenges arise from the evaluations of the experiences in metaverse and
how those who study the area approach this evaluation with specific and standardized
instruments.

3 Methodology

Five stages were carried out for doing this literature review: establishing the research
questions, determining the data sources, selecting the articles, classifying the articles
found, and finally, analyzing the results.

3.1 Research Questions

Because we are interested in collecting information about the evaluation methods to
evaluate the user experience and/or customer experience in virtual reality, augmented
reality, and/or metaverse, the following research questions were posed:

(1) What methods are used to evaluate the user and/or customer experience in the
metaverse, virtual reality, or augmented reality?

(2) What aspects does the evaluation method focus on?

3.2 Data Sources

Toplan the search for scientific articles and consider the research questions, the following
concepts were used: User experience, customer experience, metaverse, virtual reality,
augmented reality, and evaluation methods.

Finally, the search string obtained was:

• ((“user experience” OR “customer experience”) AND “evaluation method”) AND
(metaverse OR “virtual reality” OR “augmented reality”)

With this, we could find the evaluation methods used to evaluate the user experience
and customer experience in different contexts, such as virtual reality, augmented reality,
and metaverse, if any.

Five representative databases associated with the subject under study were selected
to find an adequate number of scientific articles for further analysis. The search was
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performed in Web of Science (WoS), Scopus, IEEE Xplore, ACM Digital Library, and
Science Direct. The investigation was initially carried out in November 2022, and its
last update was carried out in mid-December 2022.

3.3 Selection Articles

The search in the previously indicated databases was carried considering the use of
search for abstract with limited to 10 years from publication was used. This search was
available in all the databases considered in the review and where, finally 28 articles were
obtained. The results are shown in Table 1, considering the data sources.

Table 1. Papers found in data source.

Data source Abstract selection and limited
to 10 years

WoS 1

Scopus 24

IEEE Xplore 0

ACM Digital Library 1

Science Direct 2

Total 28

The results were consolidated into a single file and duplicates (4 papers) were
removed. Then, the literature review articles were eliminated and selected by type of
documents considering only those that were paper conference and article (8 papers were
removed). Also, only papers in English were selected (1 paper was removed), leaving
15 papers for the complete reading of the group of researchers.

Finally, in the reading process, only one of the articles was eliminated from the
analysis because, although it contained the keywords searched for in the abstract, it was
only limited to showing a virtual reality platform to try to improve the user experience
without indicating how they do it, and how they address evaluations, which is the focus
of interest of this work (Fig. 1).

Fig. 1. Results of selection process.
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3.4 Articles Classification

Of the articles found and considering the ten years that the search covered, the number
of articles per year seems similar (one per year) except for 2019 and 2020 (with three
articles), in addition to 2021 (with two articles), which presents a slight increase. In
Fig. 2. The percentage of the number of papers per year is given.

Fig. 2. Selected articles per year.

Considering the document type, we select conference articles and journal articles
per review. Among the papers found, 9 corresponding to 64%, are conference articles
and 5 journal articles (see Fig. 3). It is essential to indicate that although the data sources
were 5 different, all the selected papers have Scopus indexing, regardless of whether
they have also been indexed in the other databases.

Fig. 3. Document type found.

Even though we were searching for articles that evaluated the user and/or customer
experience, none of the articles found addressed the evaluation of the customer expe-
rience. On the other hand, considering that the evaluations sought could have aug-
mented reality, virtual reality, and metaverse as objects of study, no evaluation related
to metaverse was found.

Considering the object of study, all the selected papers addressed the evaluation of
the user experience in virtual reality or augmented reality. Figure 4 shows the percentage
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of studies associated with each, with a more significant number of studies evaluating the
user experience of different aspects of virtual reality (10 articles, representing 71%) and
a smaller number of augmented reality (4 articles, representing 29%).

Fig. 4. Number articles about UX evaluation in virtual reality and augmented reality.

In relation to the types of evaluations found,most of them include quantitative studies
(6 out of 14, 43%) followed bymixed (5 out of 14, 36%) and to a lesser extent qualitative
(3 out of 16, 21%).

In another aspect, we consider essential to mention that we found just one article
that separates its evaluation study considering some gender aspects [23]. Although it is
not the subject of this work, it is interesting to consider that gender studies could make
the results of the evaluations more intriguing, especially if one group or another is to be
explicitly addressed.

The articles’ classification was made considering the subject evaluated, in this case,
virtual reality or augmented reality, the method used, the type of study, and the aspects
or elements evaluated in each case (see Table 2).

3.5 Answer Research Questions

Considering the previous classification shown in Table 2 and the research questions
defined in Sect. 3.1, we present the responses associated with the articles found and
analyzed.

(1) What methods are used to evaluate the user and/or customer experience in the meta-
verse, virtual reality, or augmented reality?Within the articles found and analyzed,
it is essential to indicate that two concepts of the searched ones are not present,
such as the evaluation of the customer experience and evaluations for metaverse.
Concerning the evaluations that used surveys (6 out of 14 articles, 42%), among
them, some widely known ones can be mentioned, such as SUS, CSUQ, and UEQ,
to name a few. In addition, inspections (4 out of 14, 29%) were used, including
heuristic evaluations with adaptations of the very widely known Nielsen heuristics
and other more specific sets, such as heuristics for augmented reality applications
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Table 2. Papers classification.

Cite Evaluation of Methods used Kind of study Aspect or attributes
evaluated

[24] Virtual Reality Survey. Questionnaire
Modified embodiment;
Questionnaire Presence
aspects

Mixed Embodiment
questionnaire, and
presence aspects,
control and sensory
factors

[25] Virtual Reality Survey. System
Usability Scale (SUS);
Computer System
Usability Questionnaire
(CSUQ); User
Experience
Questionnaire (UEQ),
Communicability
evaluation method
(CEM)

Mixed Usability SUS;
information quality,
interface quality, overall
satisfaction CSUQ;
UEQ, attractiveness,
perspicuity, efficiency,
dependability,
stimulation, and novelty

[26] Augmented Reality Inspections, Heuristic
evaluation

Qualitative Evaluate usability with
adapted Nielsen
heuristics

[27] Virtual Reality Vital or body signs,
physiological signals,
photoplethysmogram
(PPG), electrodermal
activity (EDA), eye
tracking, Questionnaire
for evaluation of the
experience and for
emotional feedback

Mixed UX and Emotions

[28] Virtual Reality User simulation and
response time test about
object interaction

Quantitative Interactive experience
features to improve the
positive feeling UX

[29] Augmented Reality Survey. Technological
Acceptance Model,
bipolar laddering
assessment (BLA)

Mixed First, characterizes
users in terms of
technology. The second
part evaluates AR,
understanding,
motivation, usefulness,
and ease of use

(continued)
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Table 2. (continued)

Cite Evaluation of Methods used Kind of study Aspect or attributes
evaluated

[30] Virtual Reality Visual fatigue study
with
electroencephalogram
(EEG)

Quantitative UX

[31] Virtual Reality Heuristic evaluation;
Mile +; user test and
interview

Qualitative Usability and UX

[32] Virtual Reality Adaptive
bucket algorithm based
on dead Reckoning
(DR); Mean
Opinion Score (MOS),
to assess the quality of
experience

Mixed Evaluate immersion,
synchronization,
fluency visibility

[33] Virtual Reality Survey. User experience
evaluation
questionnaires in virtual
reality environments

Quantitative Evaluate presence,
immersion, visual
aesthetics, behavioral
interaction, user
impression

[34] Augmented Reality User test, Thinking
aloud; inspection
Heuristic evaluation

Quantitative Evaluate usability
considering Nielsen
heuristics and heuristics
for augmented reality
applications

[23] Virtual Reality Survey Quantitative The questionnaire
incorporates novelty,
sickness effects,
satisfaction, perception
of duration, surprising
elements, and what
would add to the VR
experience

[35] Augmented Reality User test; inspections Qualitative Usability, effectiveness
of the guide

(continued)
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Table 2. (continued)

Cite Evaluation of Methods used Kind of study Aspect or attributes
evaluated

[36] Virtual Reality Survey. VR UX
questionnaire; NASA
Task Load Index (TLX);
neurophysiological
recording of the brain
signals using
electroencephalography
(EEG)

Quantitative UX, presence,
engagement,
immersion, flow,
emotion, judgement,
experience consequence
(VR- related sickness),
and technology
adoption

and heuristics for virtual reality. The user experience evaluations considering virtual
or body signals, with the use of PGG, EDA, EGG (3 out of 14 studies, 21%), and
the studies considering algorithms and response times without real users (2 of 14,
14%) emerge as interesting elements. An element to highlight is that these studies
incorporate one or more methods, which makes the evaluation results more reliable.
Due to the above, the counts and percentages described are also not exclusive or add
up to 100%.

(2) What aspects does the evaluation method focus on? We separated the elements
evaluated for virtual and augmented reality to answer this question. For the first
case, usability and user experience are essential. These studies mainly consider the
aspects of immersion or embodiment and other elements related to the interaction
with objects in a virtual space, such as synchronization and visualization. The study
of the effects of the disease is also the object of study in the VR UX. Regarding
augmented reality, the studies focus on usability and UX regarding aspects, such as,
understanding, motivation, usefulness, and ease of use.

4 Conclusion and Future Work

We carried out the literature review related to two concepts that are the user experience
(UX) and the customer experience (CX) in VR, AR, and metaverse, and their evaluation
methods. Considering the above, the following elements can be indicated: (i) We did
not find articles that addressed the evaluation of the customer experience, in VR, AR
or metaverse. This may be because the customer experience is complex to evaluate due
to its characteristics, subjectivity, and need for constant evaluation. We found a recent
study that establishes a preliminary version of the scale for Tourist Experience (TX),
which is a particular case of CX [37]. (ii) In turn, we also did not find evaluation studies
on metaverse user experience, which appears as a future research opportunity.

From the articles found, we answered the research questions, considering that: most
of the UX evaluations were carried out through surveys and using some widely known
questionnaires; in the case of inspections, heuristic evaluations are identifiable. It is
interesting to consider that most of the articles found include quantitative and mixed
studies, in turn, the use of body signals to complement perception surveys, for example.
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Regarding the aspects evaluated in virtual reality, immersion and interaction with
objects stand out. For augmented reality, usability and some elements of the UX utility
and understanding were identified.

For future work, we consider conducting a systematic literature review and devel-
oping user/customer experience evaluation guides for virtual and/or augmented reality
to advance into metaverse aspects.
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Abstract. The spread of COVID-19 has led to a slump in consumer market sales
in real stores such as department stores and shopping centers. Under this situa-
tion, marketing measures to take advantage of the strengths of actual stores are
strongly required. In this study, we conduct an experiment on consumer behav-
ior in a department store and collect flow line data. Specifically, we attempted to
understand consumer behavior by conducting social network analysis using flow
line data acquired with an eye tracking device. The purpose of this study is to
evaluate the changes in consumer behavior in real stores in response to changes
in the store structure, and to propose marketing measures for real stores that are
in line with consumer behavior.

Keywords: Consumer Behavior · Social Network Analysis · Fashion
Department Store

1 Introduction

The consumer market in real venues such as department stores and shopping centers
has been hit hard by the spread of the new coronavirus that has been endemic in Japan
since 2020. According to the Japan Department Stores Association, annual sales in 2021
increased 5.8% (4,418.2 billion yen), the first year-on-year increase in four years, but
annual sales fell 21.5% compared to 2019, the year before the corona disaster, and
inbound sales, which had supported department store performance, declined 86.7% [1].
In 2021, the number of shopping center openings will be 24, the smallest ever, and the
number of openings is declining, stores, especially clothing and restaurants, is declining
due to sluggish sales and business restrictions [2]. In addition, the size of the BtoC EC
market in the field of goods sales has been increasing year after year, influenced by
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nest egg demand, and the market is expected to continue to expand in the future [3].
As described above, consumers purchasing behavior has changed significantly after the
corona disaster, and it is necessary to consider measures unique to brick-and-mortar
stores that are in line with consumer behavior.

Although the use of e-commerce has increased due to the impact of the voluntary
curfew due to the spread of the new coronavirus, a consumer trend survey conducted
in 2021 revealed some surprising results. First, a survey conducted under the theme of
How do you choose between real stores and online stores? [4], the most consumers in
all categories of products purchased their purchases mainly in physical stores, mainly
online, and half in physical stores and half online, especially in the category of clothing
and fashion accessories, which is a key item in department stores. The percentage of
respondents who purchase clothing and fashion accessories, which are the key items in
department stores, was very high at 46.5%. As for the reason for purchasing clothing and
fashion accessories in actual stores, 56.8% of the respondents chose to see the product
in person, followed by to see the entire product on the display shelf (27.2%). The Retail
DX Survey [5], which conducted a survey of the actual situation of consumers in the
corona disaster, revealed that reasons for returning to actual stores (department stores)
after the corona convergence include to enjoy the world view and atmosphere of the store
and to expect new encounters with various products as the experience value sought. The
results revealed that the respondents wanted to enjoy the world view and atmosphere of
the store and to have new encounters with various products.

From these consumer trend surveys, it seems that what consumers who have expe-
rienced the corona disaster seek from actual stores are certainty and unexpectedness
through the experience of picking up and touching actual products. The former is an
experience value that consumers have been seeking for a long time: I want to see the
actual product and buy it, while the latter is an experience value unique to actual stores,
such as a place as an experience and an encounter with a new product. The insights of
consumers in actual stores can be further explored by investigating their actual store
usage and purchasing behavior, and practical implications can be obtained. For this
purpose, it is necessary to investigate how consumers use and search for products in
department stores and shopping centers, and to gain insight into the process leading up
to purchase (experience value). Based on these results, quantitative analysis and con-
sideration of stores that are easy to stop by and easy to purchase and the relationships
among stores will enable us to propose measures for shopping centers and department
stores as a whole.

In this study, we investigate consumers migratory behavior in department stores,
and propose marketing measures that are unique to actual stores based on consumer
behavior using the collected data. Specifically, we use an eye tracking device to collect
a series of data on the flow of consumers in a department store from entry to exit. Using
the collected data, we evaluate the changes in migratory behavior before and after the
remodeling using social network analysis (SNA) techniques.
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2 Previous Study

In recent years, it has become possible to obtain highly accurate data on consumer flow
lines by using IT devices such as RFID technology andGPS devices in flow line research.
The research by Miyazaki [6] uses RFID technology attempted to visualize migratory
behavior by attaching IC tags to shopping carts in supermarkets and identifying the
in-store flow lines based on the probability density of customer present lotation and
the vector field. The results showed that the locations with high probability density of
customer presence in a store are important locations for sales promotion because they are
relatively long-stayed, and that the understanding of flow lines by vector fields helps to
determine the direction of POP displays and the location of digital signage. Moreover, it
was clarified that visualization of consumer flow lines is useful for architectural planning
and marketing strategies. Another study using GPS technology is that of Nagai et al.
[7]. They conducted a GPS survey of actual consumers in an urban outlet mall and
examined the relationship between behavioral characteristics such asmigratory behavior
distance, range of behavior, and tendency to stop and shop. The results showed that
neither purchase amount nor unplanned purchases were significantly correlated with
the length of the flow line, but there was a significant negative correlation between
the length of the flow line and the intention to reuse. It remains to be examined the
specific behavioral characteristics of consumers considering the shape of the mall and
the relationship between stores. There are still few examples of traffic flow studies
targeting such commercial complexes.

There have been attempts to clarify the structural relationships among actors in real
space using SNA methods. Matsumura et al. [8]. The results of degree centrality and
flow centrality suggest that core stores such as supermarkets and drugstores have a strong
ability to attract customers, while small andmedium-sized stores such as retailers selling
clothing and food have a role in encouraging visitors to move between stores. This study
points out that while the structured method based on SNA is effective as an approach to
revitalizing shopping areas, it has limitations when referring to stores with a low number
of visitors. In this study, SNA is also used to verify the importance of each store in a
department store and the ties between stores, with the aim of obtaining suggestions for
practical application.

3 Experiments on Flow Line Observation

The flow line observation experiment in this study was conducted in a large multi-story
department store located in the center of Tokyo. The experiment was conducted over
three days on October 4, 5, and 8, 2022, using an eye tracking device to observe the
subjects viewpoints and extract flow line data.

3.1 Department Stores Included in the Experiment

The department store in the experiment consists on 11 floors from B2 to 8F, where
various categories of stores such as fashion, sundries, and food stores are located. Since
the 7th and 8th floors are restaurant floors, they were excluded from this experiment,
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which focused on the subjects migratory behavior, and the floors from B2 to 6F were
used for analysis. Table 1 shows a list of the product categories offered in the stores on
the target floors.

Table 1. List of product categories

Product Categories

fashion womens fashion mens fashion shoes

womens shoes bag accessory glass

hat watch innerwear lingerie

socks suit kimono contact

wig sundries cosmetics perfume

art supplies sweets ticket event space

3.2 Experimental Equipment and Software

In this experiment, we asked subjects to wear Tobii Pro Glasses2 (Fig. 1: left) [9] and
Tobii Pro Glasses3 (Fig. 1: right) [10], eye tracking devices manufactured by Tobii, to
observe their viewpoints. The devices were portable, allowing the subjects to walk freely
around the museumwhile wearing them, and to collect gaze data that they were looking.
The recorded data obtained from the point-of-view observations can be used with Tobii
Pro Lab [11], a dedicated analysis software program, to extract motion-line data.

Fig. 1. Tobii Pro Glasses2 (left), Tobii Pro Glasses3 (right) from https://www.tobii.com/products/
eye-trackers/wearables/tobii-pro-glasses-2, https://www.tobii.com/products/eye-trackers/wearab
les/tobii-pro-glasses-3.

3.3 Experimental Procedure

Since women are the main target of the experimental stores, subjects were recruited
so that more than half of them were women. A total of 63 subjects (32 female and 31
male) participated in the experiment, and data were collected on 38 of them. Of the 36
valid pairs of subjects used in the analysis, 13 were alone, 9 were female participants,

https://www.tobii.com/products/eye-trackers/wearables/tobii-pro-glasses-2
https://www.tobii.com/products/eye-trackers/wearables/tobii-pro-glasses-3.
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8 were male participants, 5 were male-female participants, and 1 was a total of three
participants, one female and two males. In order to reproduce the same situation as in
everyday shopping, the subjects were asked to shop freely by themselves or in pairs
(one of them wearing a device), taking into account their intentions. The duration of the
experiment was one hour for each pair, and the subjects were allowed to purchase items.
Since the participants were wearing eye tracking devices, they were not allowed to use
the fitting rooms. To prevent the experiment staff from losing track of the subjects, the
use of elevators was prohibited, and only escalators and stairs were allowed to move
around the floor. On the day of the experiment, we conducted the following steps 1
through 8 for each subject.

1. Subjects were asked to gather at a rented space near the experimental store.
2. At the reception desk, the outline of the experiment is explained, and the subjects are

asked to fill out a consent form, a receipt, and a preliminary questionnaire, and are
given an honorarium.

3. The subject is asked to wear the eye tracking device and calibrate it (correction of the
gazing point).

4. The experimental staff guides the subject to the experimental store.
5. After arriving at the experimental site, the staff will confirm the precautions again.
6. The experiment begins, and the subjects are free to shop around in the experimental

store.
7. After the experiment, the eye tracking device is collected and the subjects are asked

to fill out a questionnaire after the experiment.
8. The experiment staff returns to the rental space and backs up the recorded data stored

in the collected eye tracking device.

3.4 Experimental Equipment and Software

In this study, we used the viewpoint observation data obtained from the experiment to
extract the flow line data for each subject. As a condition for extraction, this study defined
store entry and exit in a department store as follows.

• A store is entered when the user stops in front of the store and gazes at the products,
or when the floor tiles change to an aisle.

• A store exit is defined as the time when the visitor’s gaze is removed from the product
or when the floor tiles change from the inside of the store to the aisle.

Based on the above definitions, we used Tobii Pro Lab, a dedicated analysis software
program, to flag subjects as they entered or left a store, and to extract data on the time
spent by each subject and on their movement between stores. Figure 2 shows the Tobii
Pro Lab data.
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Fig. 2. Screenshot of Data Extraction with Tobii Pro Lab.

4 Dataset

In this study, we extracted data on subjects flow line data between stores in a department
store from the recorded data collected by an eye tracking device. We created a node list
representing the stores where they stayed and an edge list representing their movement
lines between stores.

4.1 Node List - Stores Stayed

The stores where the subjects stayed are represented as a node list consisting of store
IDs, store names, and store floors (Table 2).

Table 2. Example of Node List

Store ID Store Name Floor

1F_01 Store A 1F

1F_02 Store B 1F

1F_03 Store C 1F

4.2 Edge Listings - Store-to-Store Flow Line

The subjects movement between stores is represented as an edge list, consisting of the
store ID before the move (from) and the store ID at the destination (to) (Table 3). Here,
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Table 3. Example of Edge List

From To Weight

1F_01 1F_02 1

1F_02 1F_03 1

1F_03 1F_04 1

the number of moves is given as a weight for each from-to record that represents a move
between stores.

In this study, we conduct SNA using these node and edge lists. From the result of
SNA, we evaluate the changes in the behavior before and after the remodeling.

5 Centrality Indicators

SNA is performed using network objects created from the aforementioned dataset. In
this study, the network was constructed by considering nodes as stores and edges as the
number of movement between stores, and analyzed using two types of centrality indices:
degree centrality and betweenness centrality.

5.1 Degree Centrality

Degree centrality is an index that evaluates the importance of a node based on the number
of relations(edges) connecting nodes. Let A = (aij) be the adjacency matrix of a graph,
and Cd (i), the total degree of the input degree Cid (i) and the output degree Cod (i) of
node i, is formulated as follows [12].

Cd (i) = Cid (i) + Cod (i) =
n∑

j=1

aji +
n∑

j=1

aij

In the SNA using order centrality, the order centrality of each node was calculated
for each group and reflected in the size of the node in order to compare before and after
the renovation. The number of moves between stores is reflected in the thickness of the
edges.

5.2 Betweenness Centrality

Betweenness centrality is an index of the degree to which a node is the shortest path for
another node. The standardize betweenness centrality of a node v in a graph is formulated
as follows [13].

Cb(v) = 1

(n − 1)(n − 2)

∑

v �=i �=j

gij(v)

gij
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The standardized edge-betweenness centrality of an edge e in a graph is then
formulated as follows [13].

Cb(e) = 1

n(n − 1)

∑

e �=i �=j

gij(e)

gij

Here, n is the number of nodes in the graph and gij is the number of shortest paths
between nodes i and j, gij(v) is the number of shortest paths between nodes i and j that
pass through node v and gij(e) is the number of paths that pass through edge e.

SNAusing betweenness centrality reflects betweenness centrality in the size of nodes
and edge-betweenness centrality in the thickness of edges.

6 Result and Discussion

6.1 Evaluation of Consumer Behavior Before and After Renovation

A comparison of the networks before and after the remodeling is conducted to examine
consumers migratory behavior in department stores. A summary of the networks is
shown in Table 1. Figures 3 and 4 show the results of the SNA of degree centrality, and
Figs. 5 and 6 show the results of the SNA of betweenness centrality. The top 10 stores
in terms of degree centrality and betweenness centrality are shown in Tables 5 through
8. Fruchterman Reingold, a force-directed algorithm, was used to draw the networks in
this analysis.

Table 4. Overview of network graphs

Group Number of
subjects

Number of nodes Average number of moves

Before renovation 20 93 21.8

After renovation 36 91 13.9

From Fig. 3, 4 and Table 5, 6, a network comparison of degree centrality before and
after the renovation, we infer the following.

• Before the renovation, the node sizes were particularly large on the 2nd, 5th, and 6th
floors, whereas after the renovation, the node sizes are relatively even from the 1st to
6th floors, although there is some variation.

• Both before and after the renovation, the node sizes of the stores on the lower floors,
such as B1F and B2F, are very small.

• Before the renovation, the nodes were accessory T (2F accessories), sundries B (5F
furniture and interior goods), cosmetics R (5F cosmetics), and sundries S (5F sun-
dries), after the renovation, sundries P (M2F sundries), sundries FF (sundries), and
so on were commonly located in the same area. The node sizes of stores handling
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Fig. 3. SNA Results before Renovation - Degree Centrality

Table 5. Degree Centrality before renovation

Floor Shop Degree centrality

5F sundries B 0.113

2F accessory T 0.099

5F cosmetics R 0.092

6F sundries S 0.087

M2F sundries P 0.062

3F fashion UA 0.057

2F fashion FS 0.055

2F womens fashion S 0.053

2F sundries H 0.051

2F sweets L 0.051

cosmetics and accessories are large, and the edges connecting them to other stores
are thick.

The following were inferred from Figs. 5 and 6 and Tables 7 and 8 as network
comparisons of mediating centrality.

• While before the renovation, stores were scattered throughout many floors, after the
remodeling, stores with high centrality tended to be concentrated.
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Fig. 4. SNA Results after Renovation - Degree Centrality

Table 6. Degree Centrality after renovation

Floor Shop Degree centrality

5F sundries FF 0.104

M2F sundries P 0.072

2F accessory MM 0.072

6F accessory T 0.070

4F fashion SH 0.068

6F shoes A 0.064

2F accessory A 0.060

3F fashion UA 0.060

5F cosmetics R 0.058

6F sundries U 0.056

• After the renovation, sundries P (M2F general merchandise), sundries FF (5F general
merchandise), cosmetics CK (1F cosmetics), and sundries H (2F accessories) have
particularly large node sizes and play an important role as relay points.

These results suggest that subjects stopped by stores on more floors after the reno-
vation compared to before the renovation, and that the range of subjects circulation has
expanded. In addition, stores that serve as relay points are concentrated, and stores on
the first floor, which were hardly noticeable before the remodeling, are highly evaluated,
indicating that the frontage of the pavilion itself has expanded. In common, the centrality
of stores selling sundries and accessories is high for all indicators, and these stores are
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Fig. 5. SNA Results before Renovation - Betweenness Centrality

Table 7. Betweenness Centrality before renovation

Floor Shop Between centrality

3F fashion UA 0.112

5F sundries B 0.100

M2F sundries P 0.097

B1F womens fashion FM 0.088

B2F womens fashion MU 0.079

B1F womens fashion LB 0.072

B1F accessory A 0.071

2F sundries H 0.067

3F fashion UT 0.065

2F accessory J 0.060

strongly connected to each other, while the number of drop-ins at stores on the lower
floors is low. Table 4 shows that while there is no significant difference in the number
of nodes representing the number of stores visited, the number of times subjects moved
between stores decreased, suggesting that the time spent in each store increased and that
the importance of each store increased.
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Fig. 6. SNA Results after Renovation - Betweenness Centrality

Table 8. Betweenness Centrality after renovation

Floor Shop Between centrality

M2F sundries P 0.136

5F sundries FF 0.090

1F cosmetics CK 0.078

2F sundries H 0.076

B2F womens fashion MU 0.051

3F fashion UA 0.051

4F fashion SH 0.048

2F accessory MM 0.048

3F fashion UT 0.047

2F fashion FS 0.046

6.2 Store Evaluation Based on Centrality Index

The results of the analysis and discussion focused on stores on the 2nd, 5th, and 6th
floors, which were the floors where people were most likely to stop by and stay, and the
following characteristics were observed.

• Stores selling sundries, accessories, and cosmetics can be key stores on a floor,making
it easy for people to stop by and stay.

• These key stores also tend to play an important role as relay points between stores.
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• Compared to other floors, many of the stores on this floor sell a various of product
categories, such as sundries, accessories, and cosmetics.

Based on the above, and taking into consideration the fact that the main target of
the experimental store is women, it is considered important to construct a layout that
encourages customers to stay and purchase by placing sundries, accessories, and cosmet-
ics stores, which play a role as relay points, on each floor in more conspicuous locations.
It is considered important to construct a layout that encourages customers to stay and
purchase. In other words, the placement of sundries, accessories, and cosmetics stores
as relay points is an effective measure to increase the number of connections between
stores and to construct a floor that encourages people to stop by the stores. Furthermore,
the fact that the cosmetics store on the first floor after renovation serves as a relay point,
making it a grand floor that expands the frontage of the building itself, suggests the
importance of such key stores.

7 Conclusion

In this study, we conducted a flow line observation experiment in a Fashion depart-
ment store using an eye tracking device, and evaluated consumers migratory behavior.
Specifically, we visualized consumer flow lines using a SNA technique and compared
migratory behavior before and after remodeling to capture a store structure that encour-
ages people to stop by and stay. The results of the analysis and discussion suggest that
sundries, accessories, and cosmetics stores play the role of key stores on the floor that
induce people to stop by the stores. This study evaluated consumer migratory behav-
ior before and after the renovation, but this study only confirmed migratory behavior
between stores within the building, and did not address detailed product-seeking behav-
ior such as in-store circulation and approaches to products. Therefore, a more detailed
analysis focusing on specific stores is needed. This is an issue to be addressed in the
future. Furthermore, the findings obtained in this study cannot be easily generalized to
other shopping centers and department stores. Therefore, repeated experiments in vari-
ous types of stores other than the department stores that are the subject of this study and
the accumulation of findings provide a means of proposing optimal marketing measures
suited to each type of store.
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Abstract. The online e-commerce industry has become very competitive today
and continues to increase. Companies generate a lot of data that contain customer
feedback data like reviews about their products and services. In addition, online
customer reviews play a significant role in helping the company improve its sales
and increase its customer base.

Customer reviews are feedback given to businesses and Retailers based on the
customer’s experience with their organization. Companies use them to improve
upon their existing service or the product they are selling. For example, in an e-
commerce-driven world, where people have no physical access to the goods they
wish to purchase, many customers will turn to online reviews to get an opinion on
what to buy.

E-commerce is changing how people buy products and services. For example,
many businesses look at past data to increase customer count. In this context,
companies can use customer reviews on their products to promote their high sales
and gain a competitive edge in the market. This paper focuses on classifying the
sentiment of customer reviews using machine learning approaches. The models
are evaluated using various metrics like confusion matrix, AUROC curve, and
classification report.

Keywords: Text Classification · Logistic Regression · AdaBoost · Decision
Tree · Random Forest · LSTM · Bi- LSTM · GRU

1 Introduction

The online e-commerce industry has become very competitive today, and it continues
to increase. Companies generate a lot of data that contain customer feedback data like
reviews about their products and services. In addition, online customer reviews play a
significant role in helping the company improve its sales and increase its customer base.

Customer reviews are feedback given to businesses and Retailers based on the cus-
tomer’s experience with their organization. Companies use them to improve upon their
existing service or the product they are selling.

In an e-commerce-driven world, where people have no physical access to the goods
they wish to purchase, many customers will turn to online reviews to get an opinion on
what to buy.
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E-commerce is changing how people buy products and services. To move up in the
corporate world, many businesses are finding ways to increase their customer count by
looking at past data. For example, companies can use customer reviews on their products
to promote their high sales and gain a competitive edge in the market. This paper focuses
on classifying the sentiment of customer reviews using modeling techniques, and the
results vary with each method.

We first start by briefly explaining the dataset, defining the research question, and
then the literature review and an exploratory data analysis to gain insights into the data.

The methodology section talks about the experimental design, i.e., how the data is
processed before they are used to train the models for classification. We then review
the modeling results and compare them with appropriate metrics to select the best-
performing model.

Our primary research questions include the following:
RQ1:What patterns may help analyze the company’s clothing sales performance in

each department and customer ratings on those products?
RQ2:What is the best method for correctly selecting the best-performing classifier

using machine learning and deep learning?
To do so, we take different customer reviews on women’s clothing and classify them

as good or bad, which can help decide whether the product/service is doing well in
the market. To achieve this, we will use various classification models in deep learning
and machine learning to classify the customer reviews and compare their accuracies
and other parameters to decide which model best fits this task. The machine learning
models proposed here are Logistic Regression, AdaBoost, Decision Tree, Support Vector
Machine, Random Forest, and deep learning models like LSTM, Bi-LSTM, and GRU.

The models are evaluated using various metrics like confusion matrix, AUROC
curve, and classification report.

2 Related Works

To better understand customer reviews, we started by reviewing articles on online
reviews’ impact on themarket.A2019paper on the impact of online consumer reviews on
hotel Booking explained the influence that reviews have on the decision of customers.
They explained that online reviews are like an ’electronic word of mouth’ that has
changed how people buy stuff with more internet usage. Customers are more inclined to
purchase products if the advertisements and reviews are realistic. The paper has stressed
that businesses need to understand the importance of online reviews and use them to
devise strategies, to improve sales [1]. Another article in 2020 on Sentiment Analysis
on an e-commerce product, using an Indonesian dataset, explained how different tech-
niques in machine learning could be used to classify reviews. The paper concluded that
the best accuracy was achieved by applying the TF-IDF and Backward Elimination in
SVM, which performed well with a score of 85.97%, which goes up by 7.91% after
using feature selection [2]. Iqbal et al. [3] conducted a sentimental analysis on a SNAP
dataset containing Amazon reviews. This paper aimed to use a popular machine learning
algorithms such as Multinomial Naive Bayes (MNB), Support Vector Machine (SVM),
and deep learning based long short-termmemory (LSTM). Their experiments concluded
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that LSTM classifiers performed better than other algorithms, making them suitable for
classifying large data [3]. Another paper talks about a proposed amazonweb analysis app
that uses ML models to classify reviews as negative or positive different models were
used in combination with different feature extraction methods, which were tested on
data from the dataset. The researchers concluded from their experiments that the logistic
regression model, combined with the count vectorizer, gave the best performance with
an accuracy of 0.9339 [4].

Two papers on Exploratory and Sentiment Analysis on Netflix data [18] give a
detailed overview of how to review data from Netflix is used to get insights and also per-
form sentiment analysis on them. This 2021 paper on the study of covid-19 tweets using
sentimental analysis aims to analyze tweets by Indians during the Covid-19 lockdown.
The text from the tweets has been put into four categories: fear, sadness, anger, and
joy. Data analysis was conducted using four models (Bert, Logistic Regression, Support
Vector Machine, and LSTM) to predict the sentiment of these tweets. The Bert Model
surpassed the other models in terms of performance (89%). The researchers concluded
that the government needs to perform fact-checks to avoid spreading false information.
Using the findings from this research, public authorities can work to overcome needless
anxiety during pandemics [5]. The paper ’Determinant Factors of E-commerceAdoption
by SMEs in Developing Country’ investigates factors influencing SMEs in developing
countries to adopt e-commerce. In this study, 11 variables, namely, perceived bene-
fits, compatibility, cost, technology readiness, Firm size, Customers/suppliers pressure,
competitor pressure, external support, Innovativeness, IT ability, IT experience, were
studied to see if they are relevant to an SME’s success in business. Finally, they were
grouped into four groups: technological contexts, organizational contexts, environmen-
tal contexts, and individual contexts, which were identified as factors that affect the
Indonesian SMEs in their adoption of E-commerce. The paper concludes that various
factors like technology readiness, innovative ability, IT experience, and IT ability are
substantial to the success of SMEs in developing countries like Indonesia [6]. This paper
briefly talks about the various methods for sentiment analysis on tweets to give us a good
overview of the field. The article covers topics like sentimentmonitoring, Twitter opinion
retrieval over time, emotion recognition, irony recognition, and other issues related to
sentiment analysis. It also discusses using supervised learning techniques likeMaximum
Entropy, Support Vector Machines, Random Forest, Naive Bayes, Logistic Regression,
and Conditional Random Field [7].

Twitter is a platform that is widely used by people all over the world. Twitter
data(tweets) is widely used to analyze the sentiments of various tweets. The paper on
the study of Twitter sentimental analysis gives an excellent overview of how tweets are
collected and processed before they’re used with machine learning models for feeding
data to train them [19]. Another 2016 paper on “Techniques for Sentiment Analysis
of Twitter” discusses the different techniques used to conduct sentiment analysis on
Twitter data. The fundamental methods to prepare the data are as follow. Firstly, the
collected data is pre-processed to remove noise. After this, we extract essential features
from the data. The data is then labeled as positive or negative to prepare the dataset,
which goes as input to the model classifier for training. A small part of the dataset is
kept aside for testing purposes. The writers also applied supervised machine learning
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based on identified parameters [10]. This paper implemented a sentiment classification
approach using deep learning algorithms such as LSMT and CNN and hybrid CNN and
LSTM models to predict the sentiment of reviews. Deep learning networks like CNN,
LSTM, and other hybridmodels of CNN and LSTMwere applied to data from the IMDB
dataset. The results have shown that the hybrid CNN_LSTM model has outperformed
the MLP and singular CNN and LSTM networks with a high accuracy rate of 89.2% [8].
Another paper on movie review classification by [17] focused on using feature-based
opinion mining, speech tagging, and supervised machine learning techniques to per-
form sentiment analysis of movie reviews [17]. The 2020 paper on Sentiment Analysis
in E-Commerce-review of methods and algorithms tackles a comprehensive overview
of sentiment analysis and relevant techniques in the e-commerce industry that is always
keen to find out about the consumers’ opinions of their goods and services. The writers
talk about how companies nowadays use social media to analyze sentiments to find var-
ious trends to achieve business value, such as customer satisfaction and reputation while
attaining high revenue and revenue. One of the challenges with sentiment analysis is
that sometimes, exaggeration by users in reviews cannot be easily picked by the models,
and they tend to classify them in one way. In reality, the sentiment is the opposite [9].

To explore other sentiment analysis methods, I came across a technique known
as Lexicon Sentimental analysis used by companies, which is another helpful way of
classifying the sentiment. This method uses a predefined list of words, where each word
is associated with a particular sentiment [11]. The paper on “Lexicon-based methods for
Sentiment Analysis” by [12] proposed the Semantic Orientation Calculator to extract
sentiment from text using dictionaries of words annotatedwith polarity and strength. The
strength/intensity of sentiment word groups in a dictionary can be expressed as a number
[12]. Another 2016 paper on lexicon feature extraction for emotion text classification
presented a unigrammixture model (UMM) based DSEL through the usage of labeled &
weakly-labeled emotion text to get essential features for emotion classification [13]. A
2016 paper on Lexicon-enhanced Sentiment Analysis using rule-based classification
came up with the idea to combine emoticons, modifiers, and domain-specific terms
to find some trends in the reviews posted in online communities [14]. A 2001 paper on
Sentiment parsing from small talk on theWeb, written by [15], proposes a technology for
extracting investor sentiment fromweb sources. The method uses different classification
algorithms for analyzing the sentiment of any message posted on the chat board [15].

The 2018 paper on Sentiment Analysis for Election Results followed a step-by-step
approach to data collection, pre-processing of data, and machine learning analysis to
predict the result of the 2020 US presidential Election using Twitter emotional analy-
sis. They use a random forest classifier to predict users’ sentiments from tweets. They
achieved an accuracy of 83.22% with trump’s tweets and 85.73% with Biden’s tweets
[16].
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3 Exploratory Data and Analysis

The selected dataset1 contains reviews written by customers purchasing a different type
of clothing. It has nine important features and will instantiate a perfect way to classify
the reviews for further analysis. The data has been anonymized, and credit has been
given to the company since the data is commercial. The reference to the company in the
review text and body has been replaced with the ‘retailer.’

This dataset has 23486 rows and ten feature variables. Each row corresponds to
a customer Review and includes the variables. As the data is filled with noise, I will
perform intensive data cleaning to filter out the unwanted data to make it ready for
model testing.

Below are the features of the dataset:
Clothing ID: reference for the clothing being reviewed (categorical variable).

• Age: variable depicting the reviewer’s age(Positive Integer variable).
• Title: the heading sentence for the review (String variable).
• Review Text: a review of the customer (String variable).
• Rating: rating score on a scale of 1(worst) to 5(best) (Positive Ordinal Integer

variable)
• Recommended IND: customer recommendation of a product between 1 and

0.(Binary variable) 1- recommended, 0- not recommended
• Positive Feedback Count: keeps count of the customers that found this review to be

helpful
• DivisionName:Description of the high-level product division (Categorical variable).
• Department Name: product dept name (Categorical variable).
• Class Name: product class name (Categorical variable).

The data is first loaded from the.csv file into a dataframe using the pandas’ library.
Then, before we perform EDA, we do some data cleaning by removing duplicate and
null values from the dataframe.

4 Customer Analysis

a. The proportion of customer recommendations.

To get an idea about how the customers are giving recommendations, Fig. 1 shows
that more than 80% of the customers are satisfied and have highly recommended the
products they have purchased.

While training our model, the proportion of 1(recommended) to 0 (non-
recommended) must be very high. According to [21], many machine learning models,
like logistic regression, face performance issues whenever the ratio difference between
the number of data points is imbalanced. To resolve this, we go with the upscaling
process to balance the data.

After upscaling, the data appears well-balanced, as seen in Fig. 2.

1 The link to dataset is: https://www.kaggle.com/datasets/nicapotato/womens-ecommerce-clo
thing-reviews.

https://www.kaggle.com/datasets/nicapotato/womens-ecommerce-clothing-reviews
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Fig. 1. Proportion of customer recommendations before upscaling

Fig. 2. Proportion of customer recommendations after upscaling

b. The proportion of customer Ratings on all products.

Ratings provided by customers play a significant role in predicting customers’ senti-
ments. Based on this info, companies can offer their customers reasonable offers and
discounts to promote more sales.

In the donut chart in Fig. 3, more than 50% of the customers have given a 5-star
rating for all the products, up to 35% of the customers have given 3 and 4-star ratings,
while the remaining 10% have given a lower rating.

c. Age distribution of customers.

From the graphs in Fig. 4, we can identify the age group of the company’s customers.
A higher concentration of customers is between the age group of 30 and 50. As the age
value increases, the customer count keeps declining.
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Fig. 3. Proportion of customer ratings on all store-bought products

Fig. 4. Age group of customers making purchases

4.1 Product Trend Analysis

a. Products purchased from each department.

The clothing store has three departments- namely, the general department, the Inti-
mate clothing department, and the General petite department. According to the pie chart
in Fig. 5, almost 60% of the store purchases have been made from the general depart-
ment, making it the popular choice among the customers. The general petite department
comes second in clothes sold with a customer base of almost 35%, while the intimate
department sells under 7%.
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Fig. 5. Proportion of purchases made in each product division in the store

b. Popular choice of clothing among the customers.

As shown in Fig. 6, clothing like Tops and Dresses are the top choices among
customers, with just 70% of clothes sales. Very few customers have opted to buy Trendy
clothes and jackets, making them the least sought-out clothes at just under 7%. Intimate
clothing and Bottoms make up about 25% of the total store sales.

Fig. 6. Different types of clothes purchased by customers

c. Clothing recommendations made by customers.

As shown in Fig. 7, it is confirmed that almost all of the products have been highly
recommended by customers between the age of 20 and 70; the scatterplot shows a high
concentration of 1’s(good) and a lower amount of 0’s (bad).
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Fig. 7. Recommendations made by the customer of different age groups on different clothing

d. Ratings vs. Recommendations.

As depicted in Fig. 8, ratings 4 and 5 have been highly recommended, while products
of ratings 1–3 have comparatively lower positive recommendations. This plot shows us
the relationship between the ratings and the recommendation data.

Fig. 8. Ratings vs. Recommended ID
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5 Methodology and Experiments

As mentioned before, the study aims to perform sentiment analysis to predict whether
the product is recommended by the customer based on the reviews. To find out the
prediction, five machine learning models and three deep learning models were trained,
tested, and compared to determine the best fit for this process. These methods include
Logistic regression, Linear Support Vector Machine, Decision Tree, Random Forest,
AdaBoost, Long short-termmemory(LSTM), Bidirectional LSTM, andGated Recurrent
Unit (GRU).

Also, as mentioned before, the dataset has 23,486 rows and ten columns. It is based
on the e-commerce marketplace that contains reviews written by the customers and is
supported by nine other extra features that give us a little more insight into the pattern
of reviews. Before the text processing, we removed missing and null values from the
dataset using the dropna() function.

5.1 Text Processing

To remove unnecessary symbols and other noise in the reviews, we need to perform the
following techniques to attain the best model performance.

• Removing Punctuations: Characters that exist in the text apart from alphabets and
whitespaces are removed. The “n’t” in words like “wouldn’t” are also removed. We
use the regex function substitute(re.sub) to remove the punctuation marks from the
comments.

• Tokenization- It is the process of splitting a large text sample into several words or
substrings. This is a common practice in Natural Language processing for classifying
a particular sentiment.

• Removing numbers- We use a common function in python called ‘isalpha()’ to
differentiate the numbers from the text. Removal of numbers can help models focus
on more important words.

• Filtering stop words- While analyzing texts or performing NLP operations, stop-
words like ‘the’, ‘is’, ‘in’, ‘for’… etc. may not add much meaning to the reviews.
Some of the key advantages of doing this are as follows:

• Dataset size decreases
• The accuracy of results is better.
• Lemmatization is the process of obtaining the root words from a particular word.

This method is applied to reduce the number of unique words in the Reviews, which
reduces the model training time. We use the WordNetLemmatizer() to perform the
lemma operation in our processing.

5.2 Randomization and Stratification

The dataset was randomly divided into two sets. 80% of the data is used for training the
model, while the remaining 20% is used for testing. We use the stratify parameter to
ensure that the data is evenly split between the training and test set. Finally, it ensures
that data is split evenly between each class in training and testing data.
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The dataset contains 11 columns. For this experiment, wewill use the ‘Reviews Text’
and ‘Recommended IND’ columns to train our models and predict the recommendation
index using the review.

As mentioned before. For predicting the sentiment of the reviews, we will be using
fivemachine learningmodels, namely Logistic Regression, Support vectormachine clas-
sifier, Decision Tree classifier. In addition, we will be using primarily Recurrent neural
networks for predicting customer reviews’ sentiment, as these models are appropriate
for text or sentence learning. The models used in this research are LSTM, GRU, and
BI-LSTM.

5.3 The Metrics

To compare the performances of the models, the best metrics proposed are as follows.

• Confusion Matrix. It is a table used to visualize a model’s performance on a set of
test data. The confusion matrix provides four different combinations of Predicted and
Actual values [23]. We will evaluate four different parameters to compare the model
performance

• True positive. It is the number of times that the model predicts the positive class
correctly.

• True negative. It is the number of times that the model predicts the negative class
correctly.

• False positive. It is the number of times that the model mispredicts the positive class.
• False negative. It is the number of times themodel predicts the negative classwrongly
• AUROC curve is the area under the Receiver operating characteristics that tell us

how much the model can distinguish between classes. Higher the area, the better the
model is at predicting the sentiment.

• Roc-probability curve is calculated by using the actual results and the predicted
results. We calculate the true positive rate values and the false positive rate values
from them to plot the curve. The formula for them is as below.

• True positive rate = True positive/ (True positive + False negative).
• False positive rate = False positive/ (False Positive + True Negative).
• Auc-degree of measure of separability is a perfect metric for measuring the perfor-

mance of any model. A higher value of Auc means that the model has done well in
classification.

• Classification report. The classification report gives us a detailed report of the model
scores, such as accuracy, precision, recall, f1-score, and support.

5.4 Experimental process/implementation

Data – Preprocessing
To fit the data into the model, it needs to be cleaned to remove noise and other anomalies
to get accurate modeling results. Then, we remove punctuations and numbers that are
irrelevant to the review comment and then use tokenization to get the list of tokens(words)
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from a comment and further simplify them by lemmatizing them(converting words to
their root words based on the dictionary).

Training the models
We have divided the data into 80–20 train-test ratios to allow the model to learn well.

Using TF-IDF with the models
Once the data is prepared, we convert the data into a vector form using the TF-IDF
vectorizer, which transforms the words in the comment into a vector matrix.

TF-IDF(term frequency-inverse document frequency) is a vectorizer that converts
words into a vector matrix, where each row represents the frequency of words in all the
comments [22]. The formula (1) for TF-IDF is as below.

Wi,j = tf i,j x idfi (1)

Where wi,j is the TF-IDF score for a word ‘i’ in a doc ‘j’. Words with a higher
TF-IDF score have higher occurrence than those with a lower score.

5.5 Measuring Classifier Performance

We use various model performance measuring methods like confusion matrix, AU-ROC
curve, and classification table.

Any model with a higher true positive and negative probability count will have per-
formed the best out of the rest. For example, a model with a larger area of the auroc curve
has a higher accuracy rate.

We’ll use the classification table to look at the accuracy, precision, and recall values
that will give us better insight into how the models differ in performance.

6 Results and Discussion

6.1 Exploratory Analysis Results

The exploratory data analysis on the customer review data provided some impactful
insights into how the company is doing regarding clothes sales. For instance, more than
50% of the customer have given a 5-star rating for their products, while only less than
15% have given 1 or 2 stars. This confirms that most of the company’s products are
very popular with their customers and are in line with the current fashion trends that are
popular these days.

An analysis of the customer data confirmed that most of the buyers were 30–50, and
their preferred choice of clothing was Tops and dresses. Under 25% of the purchases
included bottoms and intimate clothing and very few customers purchased jackets and
trendy clothing.

The company needs to work on providing more options, to improve its sales in this
category.

The company sells clothing in 5 categories: tops, Dresses, intimate, Bottoms, Jackets,
and trendy clothing. As per the catplot in the ED analysis, almost all the products have
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high recommendations from customers of all age groups. This is a sign that the company
is doing a good job overall with product selection by following the current trends in the
design/fashion industry.

Since the recommendation count is unevenly balanced, we have tested our mod-
els with the original and the up-sampled data to show the difference in performance.
Modeling results with upsampled data performs slightly better than the original data.

6.2 Modeling Experiment Results

Before predicting outcomes using modeling techniques, the data needed to be cleaned
properly to fit the model, therefore, we performed the following experiments below.

a) Experiment 1
While performing EDA, I noticed an imbalance in the number of recommendations
made. The number of good recommendations was significantly more than the number of
negative recommendations. It is known that upsampling the data would be the right move
to improve the model’s accuracy [20]. To test this, we performed modeling with both
types of datasets, and we found an increase in accuracy when working with up-sampled
data. In Fig. 9, we have highlighted the scores of the model working with usampled data.

Fig. 9. Modeling scores after working with and without upscaled data

b) Experiment 2
To get optimal results withmodeling, we need to ensure that our data is cleaned correctly.
After researching, we found the most suitable methods for performing text cleaning.
Many reviews are often filled with unnecessary numbers, punctuation marks, and other
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common stop words, which would only make the modeling processes much longer.
Therefore, the following methods in the methodology section were implemented to
achieve this.

After implementing the proposedmodels,we concluded that the random forestmodel
had outperformed most other models in certain aspects. The data was evenly passed to
the models using the stratified method, which ensures an equal ratio of imbalance in the
model error if any.

c) Model hyperparameters
For certainmodels, hyperparameter testing has been done to reach the expected accuracy
rates. For the SVMmodel, we set the kernel to radial basis function (rbf), random states
are set to 0, the regularization parameter ‘C’ is set to 0.2, and the probability parameter
is set to true to enable probability estimates. For example, in the AdaBoost classifier, the
hyperparameter n_estimates is set to 100 initially and was increased gradually to see a
change in performance. The best result was achieved with n_estimators set to 500 with
a random_state of 0.

d) Performance Metrics
We used the confusion matrix to review the number of correct and wrong classifications
made by all the models. The classification table was examined to check the model scores
on test and training data, and the auroc curve will be checked to compare the area under
the curve score and the roc curve for every model.

The True positive (TP) is the number of bad review recommendations that have
been correctly classified by the model, and the True Negative is the number of good
review recommendations that the model correctly classified. On the other hand, false
positives and false negatives are the opposite, where the first is the number of bad review
recommendations thatwerewrongly classified, and the latter is the number of improperly
categorized good review classifications.

We have normalized the values between 0 and 1 to compare the values of all models.
Although all the models have done reasonably well, Random Forest has edged out

the models in terms of parameter values. It has the second highest value of True positive
(0.44) and highest value of True negative (0.53) while also having the lowest value
of False negative (0.012) and False positive (0.018). On the other hand, models like
AdaBoost, Decision Tree, and Logistic Regression have fared low in classification,
havingmarginally lowTrue positive values, but have a good True negative value. Though
the decision Tree has a higher True positive value than the Random Forest model, it still
has better values than other parameters.

Recurrent neural networks have also performed reasonablywell in classifying classes
as they are just below random forest in confusionmatrix parameter scores. Table 1, below
shows the classification of all modeling techniques used in this study.

Based on the above scores, we can see that Random Forest Tree has just marginally
edged out other models. The accuracy and the test data score (0.9710) are much higher
than the remaining models. The Recurrent neural networks (LSTM, GRU, BI-LSTM)
are the second best in the list and have performed reasonably well in classifying the data.
The AdaBoost ml classifier is placed last as it has the lowest scores compared to the rest.
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Table 1. Classification scores of all the modeling techniques

6.3 AUC-ROC Curve

The AUC-ROC graph is the best for measuring any model’s performance in the graph
presented in Fig. 10. Random Forest classifier has once again achieved the best perfor-
mance as it has the highest AUC value of 99.6% and its ROC curve is higher than that
of other models. LSTM and BI-LSTM are very close in terms of AUC values (LSTM
AUC = 0.976, BI-LSTM AUC = 0.977), and their ROC curves are almost on a similar
trajectory. The GRU model sees a slight dip with an AUC value of 0.978 and a similar
RUC curve trajectory. The remainingMLmodels produced the three bottomROC curves
(SVC, Logistic Regression, AdaBoost, and Decision Tree), which fared worse than the
RNN models with low AUC scores and no upward incline of ROC curves.

Fig. 10. AUROC curve for all the modelling techniques
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7 Conclusion and Future Works

In this research paper, we predict the sentiment of customer reviews using five machine
learning models and three deep learning models. For the ML models, we trained them
with the help of a TF-IDF vectorizer. The experiments we carried out helped us study
the models’ performance based on their accuracy while predicting testing data, and
comparing their confusion matrix and AU-ROC curves.

Among all themodels, TheRandomForest Classifierwith TF-IDF vectorizer seemed
to predict sentiments with the highest accuracy and better AU-ROC curve than the rest.
However, based on overall performance, it can be concluded that the Deep learning
models have a better overall score than the machine learning models.

For futureworks, consider adding emojis to the dataset, which helps themodels better
predict sentiments. For example, reviews may contain many stop words that remain even
after processing, which can be classified as positive sentiment, even though the overall
sentiment is negative. We can also look further to fine-tune the hyperparaters of the deep
learning networks to perform better predicting sentiments.
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Abstract. In this study, we conducted an experiment in an actual store and used
the data to analyze the characteristics of consumer behavior. First, consumers were
grouped into two patterns: with or without plan and with or without unplanned
purchases. Next, we compared differences in consumer behavior between groups
using t-tests andWilcoxon rank sum tests. Eleven consumer behaviors were listed,
which were obtained from the eye gaze and traffic line data. Then, we conducted
logistic regression analysis to analyze how each consumer behavior correlateswith
presence of unplanned purchases. The results showed that there was a difference
in behavior outside the tenant with and without a plan, and a difference in post-
experiment satisfaction with and without unplanned purchases. However, we did
not obtain clear differences in consumers’ in-store behavior with and without
unplanned purchases.

Keywords: Marketing Science · Logistic Regression · Planned or Unplanned
Purchase

1 Introduction

Marketing research has shown that the effectiveness of corporate advertising leads to
visits to physical stores and online sites, which in turn leads to purchases. However,
“Unplanned purchases”, in which consumers make purchasing decisions impulsively in
stores, are said to account for 50–90%of all consumer purchases. In other words, in-store
sales promotions that induce consumers to make impulse purchases will become more
important. Furthermore, after the pandemic of COVID-19, the number of e-commerce
site user increased as they refrained from going out. Accordingly, the frequency of use of
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shopping centers has also decreased. Specifically, in front of the pandemic of COVID-
19, more than 60% of the respondents visited store more than twice a month, but after
the pandemic of COVID-19, that consumers decreased to 40%. This indicates that it is
more important than ever before for physical stores such as shopping centers to develop
strategies to encourage each and every consumer to purchase their products.

2 Purpose of This Study

In this study, we conduct the purchasing experiment in an actual store and we use
the data obtained from the experiment. To compare the data from a statistical point of
view, we perform t-tests and Wilcoxon rank sum tests on the two aspects of “Planned
vs. Unplanned” and “Unplanned purchases vs. Other” to find differences in consumer
behavior in each group. Logistic regression analysis will then be performed to evaluate
which behavioral characteristics have the greatest impact. Then, we will find the impor-
tant factors that tend to induce unplanned purchases and propose marketing strategies
to induce unplanned purchases.

3 Datasets

In this study, we conducted an experiment in a real store. The store is a commercial
facility with many tenants, mostly fashion brands. And we use the data obtained there
for the analysis (Table 1).

Table 1. The summary of Datasets

Date of experiment 2022/10/4, 5, 8

Number of subjects 38

Store Type Department store type large
store

However, two sets of gaze data were lost due to equipment trouble, so 36 sets of data
were used in this study.

Next, the experimental method is described.

4 Experimental Methods

To obtain data on consumer gaze and flow lines, we asked participants to wear Tobi
Pro Glasses 2 and 3, eyeglass-type gaze observation devices by Tobii Corporation. We
instructed participants to wear Tobii Pro Glasses 2 and Tobii Pro Glasses 3 and to look
around a large commercial facility, primarily fashion brands, to obtain data on consumer
gaze. From this, data on lines of flow were obtained (Fig. 1).

The experiment was conducted as follows.

1. Ask the subjects to gather to the rental space at the scheduled time.
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Fig. 1. Tobii Pro Glasses 3

2. The experiment staff will explain the flow of the experiment and precautions to the
subjects, ask them to fill out the experiment participation consent form, preliminary
questionnaire, and gratuity, and give them the gratuity.

3. The subject wears the eye tracking device and calibrates it so that the viewpoint is
corrected

4. Experiment staffs will guide the subject to the experiment location.
5. Start the experiment and ask the subject to shop in the experimental store.
6. Announce the end of the experiment, remove the eye tracking device, and ask the

subject to move to a location where he/she will not be disturbed by other users.
7. Ask the subjects to fill out the post-experiment questionnaire via the QR code.
8. The staff collects the data from the eye tracking device and prepares for the next

subject’s experiment.

The figure below is a screen capture of “Tobii Pro Lab”, tool for analyzing gaze data
(Fig. 2).

Fig. 2. Screenshot of the Tobii Pro Lab control panel
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Questionnaires were administered before and after the experiment to investigate the
usual shopping situation and the day of the experiment.

4.1 Pre-experiment Questionnaire

A pre-experiment questionnaire surveyed the participants about their usual shopping
situation, their purchasing plans for the day, and their values when shopping. In it, the
following items are used.

• Purchase plan on the day of the experiment
• Amount of budget available per month

“Purchase plan on the day of the experiment” was used to group the participants
according to whether they planned to make a purchase. It was also used to group the
participants according to whether they made unplanned purchases or not.

“Amount of budget available per month” is used as one of the consumer behaviors
to make comparisons.

The following table shows the breakdown of plans with and without plans, as well
as a breakdown of budgets (Tables 2 and 3).

Table 2. Number of people with or without plan

Subjects

Planned 15

Unplanned 21

Table 3. Amount of budget available per month

Monthly budget Subjects

10,000 ~ 19,999 3

20,000 ~ 29,999 11

30,000 ~ 39,999 11

4,0000 ~ 49,999 1

50,000 ~ 59,999 7

60,000 ~ 3

4.2 Post-experiment Questionnaire

Apost-experiment questionnaire was used to survey the purchase status on the day of the
experiment and the level of satisfaction with the facility and tenants. In it, the following
items are used.

• Evaluation of facilities and tenants
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• Whether or not merchandise was purchased
• The category of merchandise purchased

A total of 11 evaluations of facilities and tenants were prepared, and respondents
were asked to rate each on a 5-point scale. Specific details are shown below.

• Did you finding attractiveness products in the tenants you stopped by?
• Assortment of products of the tenants you stopped by.
• Ease of understanding the features (e.g., prices) of the products of the tenants you

stopped by.
• Prices of the products of the tenants you stopped by.
• Customer service of the tenants you stopped by.
• Overall cleanliness of the facility.
• Air-conditioning environment in the facility.
• Ease of understanding of the facility’s information and floor guide.
• Familiarity with other customers in the facility.
• Rest area in the facility.
• Would you like to use this store again?

“Whether or not merchandise was purchased” and “The category of merchandise
purchased” were used to categorize whether an unplanned purchase was made. Those
who did not plan to purchase and those who purchased product categories not included in
the planned product categories were classified as “Unplanned purchases”. The number
of unplanned purchases and the number of persons who did not make an unplanned
purchase are shown below.

The numbers of those who made non-planned purchases and those who did not are
shown in the Table 4 below.

Table 4. Non-planned purchases or not

Subjects

Unplanned purchases 14

Other 22

5 Analysis Method

5.1 T-test

The t-test is a method of testing whether there is a difference in the means of samples
drawn for two independent populations.

In this study, comparisons are made under two conditions. “Planned group” and
“Unplanned group”, and the “Unplanned purchase group” and “Other group” will be
compared under the two conditions.

The consumer behavior items for which t-tests will be conducted are as follows.

• Time spent in each tenant



Evaluating Differences in Consumer Behavior 603

• Number of tenants visited
• Total number of tenants visited
• Average time spent in the tenants (= Time spent in tenants/Total number of tenants

visited)
• Maximum time spent in tenant
• Time spent in store aisles
• Number of visits to store aisles
• Average time spent in store aisles (= time spent in store aisles/Number of times spent

in store aisles)
• Number of times the floor was moved
• Overall Survey Score (Overall score based on a 5-point scale of 11 questions in a

questionnaire about the facility and tenants)
• Budget for the month.

The significance level was set at 10% for this test.
Before doing the t-test, we checked if the variances were different and changed the

method of the t-test accordingly. To check for equal variances, the F test was performed.
The null and alternative hypotheses are set as follows.

In this study, when the p-value is less than 10%, the null hypothesis is rejected,
the variance is judged to be different between the two groups, and a Welch’s t-test is
conducted, which is a t-test without the assumption of equal variances.When the p-value
is greater than 10%, the null hypothesis is accepted, the variance is determined to be no
difference between the two groups, and a two-sample t-test without correspondence is
performed assuming equal variances.

When the p-value is less than 10%, the null hypothesis is rejected and it is judged
that there is a difference in the mean of the characteristics of consumer behavior, and
when the p-value is greater than 10%, the null hypothesis is accepted, and it is judged
that there is no difference in the mean of the characteristics of consumer behavior.

5.2 Wilcoxon Rank-um Test

Since the data may not be normally distributed, we also performed the Wilcoxon rank
sum test. The Wilcoxon rank sum test is a nonparametric test that does not assume a
distribution and is a method for comparing the distributions of two groups. The null and
alternative hypotheses are listed below.

If the p-value was less than 10%, the null hypothesis was rejected and it was deter-
mined that there was a difference in the variance of the consumer behavior charac-
teristics; if the p-value was greater than 10%, the null hypothesis was adopted, and it
was determined that there was no difference in the variance of the consumer behavior
characteristics. For consumer characteristics, the same items as in the t-test were used.

5.3 Logistic Regression

Logistic regression is one of general linearized model, a method that predicts the prob-
ability of an event in the objective variable from the explanatory variables. The logistic



604 H. Tanabe et al.

regression is shown in the following equation.

pi = 1

1+ exp
{
−

(
β0 + ∑p

j=1 βjxij
)}

In this study, the predicted value is set to 0 when it is less than 0.5 and 1 when it is
greater than 0.5. In this study, the objective variable pi is the probability that customer
i has a plan and makes an unplanned purchase (the objective variable), xij is the factor
affecting the objective variable (the explanatory variable), and βj is the parameter of
each explanatory variable (β0 is the intercept). In this study, the objective variables were
“Planning a purchase” and “Unplanned purchases”, and the explanatory variables were
the items of consumer behavior dealt with in the t-test.

6 Result

Before starting the analysis, we grouped the respondents by whether they had a purchase
plan or not, and whether they had unplanned purchases or not. The mean values for each
group are listed in the Table 5 below (Table 6).

Table 5. Average with and without purchasing plan

variables Planned Unplanned

Time spent in each tenant 2124.34 2144.72

Total number of tenants visited 12.86 14.61

Average time spent in the tenants 14.40 15.80

Maximum time spent in tenant 155.38 155.25

Time spent in store aisles 533.18 675.77

Number of visits to store aisles 1453.17 1418.73

Average time spent in store aisles 14.93 17.14

Number of times the floor was moved 104.45 101.36

Number of tenants visited 9.86 11.76

Overall Survey Score 42.53 44.47

Budget for the month 29333.33 35952.38

6.1 Comparison with and Without Purchase Plans

First, we note the results of the t-test (Table 7).
The two variables, “Number of times spent in store aisles” and “Number of times

the floor was moved” were less than 10% of p-value. The group with a plan had a lower
average number of store aisle visits and a lower average number of floor trips.



Evaluating Differences in Consumer Behavior 605

Table 6. Average with and without unplanned purchases

variables Unplanned Others

Time spent in each tenant 2234.52 2073.67

Total number of tenants visited 13.57 14.09

Average time spent in the tenants 14.35 15.77

Maximum time spent in tenant 166.17 148.39

Time spent in store aisles 693.48 580.92

Number of visits to store aisles 1340.2 1492.14

Average time spent in store aisles 15.71 16.54

Number of times the floor was moved 94.91 107.56

Number of tenants visited 10.64 11.18

Overall Survey Score 45.92 42.22

Budget for the month 30714.28 34772.72

Table 7. T-test with and without plan

variables t-value p-value

Time spent in tenants −0.1261 0.4502

Number of tenants visited −1.2523 0.1097

Total number of tenants visited −0.8630 0.1972

Average time spent in tenants 0.0067 0.4973

Maximum time spent in tenant −1.2859 0.1041

Time spent in store aisles 0.2210 0.4132

Number of times spent in store aisles −1.3480 0.0934

Average time spent in store aisles 0.1443 0.4431

Number of times the floor was moved −1.5196 0.0692

Overall Survey Score −1.0202 0.1574

Monthly budget −1.2200 0.1152

Next, the results of the Wilcoxon rank sum test are presented (Table 8).
“Average time spent in store aisles” was significant at 10%. This indicates that there

is a difference in “Average time spent in store aisles” depending on the presence or
absence of a plan.

Next, we share the results of the logistic regression (Table 9).
The only “Time spent in store aisles”, was significant at the 10% significance level.
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Table 8. Wilcoxon rank sum test with and without plan

variables p-value

Time spent in tenants 0.4371

Number of tenants visited 0.1332

Total number of tenants visited 0.3308

Average time spent in tenants 0.3286

Maximum time spent in tenants 0.3144

Time spent in store aisles 0.3878

Number of times spent in store aisles 0.1553

Average time spent in store aisles 0.0664

Number of times the floor was moved 0.1469

Overall Survey Score 0.1754

Monthly budget 0.3450

Table 9. Logistic regression with and without plan

data items Partial regression coefficients p-value

Time spent in tenants 0.0068 0.129

Number of tenants visited −0.4293 0.276

Total number of tenants visited 0.5916 0.293

Average time spent in tenants 0.0097 0.756

Maximum time spent in tenants −0.0340 0.178

Time spent in store aisles 0.0083 0.042

Number of times spent in store aisles −0.8342 0.170

Average time spent in store aisles 0.2910 0.400

Number of times the floor was moved −0.1873 0.316

Overall survey score 0.1628 0.137

Monthly budget −2.4 ×10−5 0.410

6.2 Comparison with and Without Non-planned Purchases

First, we note the results of the t-test (Table 10).
“Overall survey score” was significant at the 10% level of significance. From this,

we can see that those who made non-planned purchases had higher overall scores on the
questionnaire.

Next, the results of the Wilcoxon rank sum test are presented (Table 11).
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Table 10. T-test with and without unplanned purchases

data items t-value p-value

Time spent in tenants 0.9981 0.1626

Number of tenants visited −0.3308 0.3712

Total number of tenants visited −0.7829 0.2196

Average time spent in tenants 0.9049 0.1859

Maximum time spent in tenants 1.0437 0.1520

Time spent in store aisles −0.9741 0.1679

Number of times spent in store aisles −0.4518 0.3271

Average time spent in store aisles −0.5284 0.3003

Number of times the floor was moved −0.3789 0.3536

Overall survey score 2.0015 0.0267

Monthly budget −0.6536 0.2589

Table 11. Wilcoxon rank sum test with and without unplanned purchases

data variables p-value

Time spent in tenants 0.1344

Number of tenants visited 0.3408

Total number of tenants visited 0.8014

Average time spent in tenants 0.2254

Maximum time spent in tenants 0.0998

Time spent in store aisles 0.1199

Number of times spent in store aisles 0.6472

Average time spent in store aisles 0.7842

Number of times the floor was moved 0.6777

Overall Survey Score 0.0275

Monthly budget 0.6642

“Maximum time spent in tenants” and “Overall survey score” were significant at
10%. This indicates that there is a difference in “Maximum time spent in tenant” and
“Overall survey score” depending on the presence or absence of unplanned purchases.

Next, we show the results of the logistic regression (Table 12).
The variables that were significant at the 10% level of significance were “Total

Number of tenant visits” and “Overall survey score”.
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Table 12. Logistic regression with and without unplanned purchases

variables Partial regression coefficients p-value

Time spent in tenants 0.0023 0.457

Number of tenants visited 0.0401 0.902

Total number of tenants visited −0.9168 0.073

Average time spent in tenants −0.0432 0.159

Maximum time spent in tenants 0.0008 0.638

Time spent in store aisles −0.0020 0.422

Number of times spent in store aisles 0.4459 0.318

Average time spent in store aisles −0.0002 0.991

Number of times the floor was moved 0.1268 0.468

Overall survey score 0.1876 0.051

Monthly budget −3.2× 10−6 0.911

7 Discussion

7.1 Comparison with and Without Plans

The t-test results showed that consumers with a plan stayed in the aisles of the store
less frequently and moved around the floor less frequently. One possible reason for the
reduced number of aisle stays is that consumers have a specific product or tenant they are
interested in, so they waste less time moving around to achieve their goal in the limited
time of one hour. It is also possible that the number of trips within the floor was reduced
because the presence of the desired product or tenant allowed consumers to move around
the floor more efficiently. The results of the Wilcoxon rank-sum test showed that there
was a difference in the average time spent in store aisles between consumers with and
without a plan. The average time spent in store aisles was longer for consumers with a
plan. In other words, consumers with a plan tended to spend more time on average in
store aisles.

Considering the results of the t-test, it can be inferred that consumer with a plan
tend to spend less time in the aisles than consumers without a plan, although there is no
difference in the time spent in the aisles, resulting in a longer average length of stay. In
addition, when we checked the eye movement videos, we found that many consumers
who had a plan stopped at the aisles and checked the floor map. This behavior seems to
indicate that they were checking the floor map to see where the tenants with the brand
and product categories they were interested in were located on the floor. This behavior
may have led them to spend more time in the aisles at one time than consumers without
a plan.

The logistic regression results also confirmed that there was a difference in the time
spent in the store aisles depending on whether a plan was in place or not. In the eye
movement video, it was confirmed that those with a purchase plan tended to look at the
floor map more often. This behavior is to see where the desired tenant is located. This
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behavior is thought to have caused the difference in time spent in the aisles. The analysis
showed differences in time spent in store aisles, number of times spent in store aisles,
and number of trips between floors. This suggests that the presence or absence of a plan
influences behavior outside the tenant.

7.2 Comparison with and Without Non-planned Purchases

The results of the t-test showed that unplanned purchases scored higher on the overall
questionnaire. The questionnaire asked respondents to rate the store environment, tenant
abundance, product assortment, and price on a 5-point scale. This suggests that satisfac-
tion with assortment and price leads to unplanned purchases, but further experimentation
is needed to clarify this, as it is possible that the respondents rated assortment and price
satisfaction as good because they purchased the merchandise.

The results of the Wilcoxon rank-sum test indicate that there is a difference in the
maximum time spent in the store and the overall score of the questionnaire depending
on the presence or absence of unplanned purchases. Since the t-test also confirmed a
significant difference in the overall questionnaire score, it seems that there is a clear
difference in the overall questionnaire score. As for the maximum time spent in stores,
we found that the maximum time spent in the store who made unplanned purchases
tended to be the maximum time spent in the store which made unplanned purchases.
This tendency is thought to be since tenants have time to look at the entire tenant and to
think about whether to purchase a product or not. In addition, the time spent in the store
who made unplanned purchases may have been longer because of the time required to
pay for the goods purchased.

The logistic regression results predicted that a decrease in the number of tenant
visits would increase the likelihood of making an unplanned purchase. However, it is
unclear whether a decrease in tenant visits makes tenants more likely to make unplanned
purchases or whether tenant visits decrease because of unplanned purchases, which
also requires further investigation. In this study, we find clear differences in consumer
behavior with and without plan. However, it was not possible to specify differences in
consumer behavior with and without non-planned purchases.

8 Conclusion

In this study, we conducted an experiment in a real store and used the data to evaluate
the differences in consumer behavior with and without a purchase plan and with and
without unplanned purchases, and to propose strategies in stores that induce unplanned
purchases. In this study, we find clear differences in consumer behavior with and without
plan. However, it was not able to explicitly state the difference in consumer behavior
with and without unplanned purchases, and it did not go as far as to come up with a
strategy that would induce unplanned purchases. Therefore, we believe it is necessary to
experiment with new stores in order to develop a strategy to induce unplanned purchases.
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Abstract. The industry that has benefited themost fromconsumers seeking to sat-
isfy their entertainment needs is streaming. By 2022, the consumption of Internet
video streaming in Chile is estimated to reach 741 PBs (Petabytes) [5], consid-
ering viewing of videos on YouTube and other streaming platforms. Therefore,
this study aims to analyze and model consumer behavior in the online stream-
ing industry, specifically towards the advertisement presented on the YouTube
and Twitch TV platforms. To achieve this objective, a methodology is proposed,
which attempts to identify the factors influencing the attitude of users when they
see ads during the use of online streaming platforms and how this may influence
their intention to purchase the product advertised. To this end, amodel that causally
relates the latent variables of Information, Entertainment, Invasiveness, Advertise-
ment Value, Consumer Attitude and Purchase Intention, is proposed. To obtain
the data necessary for the analysis of the structural equation model proposed, a
questionnaire was developed through the SurveyMonkey platform during June
and July 2022, obtaining 243 complete responses. Data analysis consisted of a
descriptive statistic and a subsequent reliability assessment of each construct with
Cronbach’s alpha. Then, the structural equation model was carried out. Results
indicate that information about products and services in advertisements on an
online video streaming platform, in addition to being entertaining and fun, have a
positive impact on the attitude and consequent purchase intention of the product
or service advertised shown by users of these platforms. Finally, the theoretical
and practical implications are discussed.

Keywords: Streaming · Attitude · Advertising

1 Introduction

The internet has brought about endless benefits that help consumers satisfy their needs.
However, this technology impacts consumers and generates new cultural and social
schemes due to the lifestyle changes it implies. Several factors define how users consume
different services, such as occupation, economic status, perception, learning, needs and
desires [21].
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In recent years, the industry that has benefited the most from the attempts of con-
sumers to fulfill their need for entertainment is streaming. According to [6] in 2014, only
2.4% of the Chilean population reported subscribing to streaming services, a number
that grew to 4.4% in 2022, with two platforms hired per household on average. User
satisfaction with streaming is very high and reached 80% during 2021. This is in stark
contrast with the satisfaction reported with open television, which is only 24%. Mean-
while, cable and satellite television present 42%, whereas local or regional TV have only
20% of user satisfaction [6].

YouTube and Twitch TV are among the most influential platforms in the streaming
industry. YouTube, the largest video storage platform, focuses on promoting hours of
video consumption to generate revenues based on the advertisement within them. In turn,
Twitch TV is the most popular platform in terms of live streaming. Streaming content is
varied, but the category of videogames stands out. The business model of this category
is based on subscriptions (SVoD), advertisement in streaming and direct donations from
consumers [24]. Therefore, the streaming system has offered users great flexibility, as
they do not need to leave their homes to buy or rent movies, documentaries or seasons
of series and can rather stay home and watch them online [14].

A key attribute of advertisement within these platforms is interactivity [26]. This is
considered one of the main features that make these platforms an important advertising
channel [25]. In interactive terms, there is consensus that the communication of tradi-
tional marketing changes from a unidirectional to a bidirectional process [32]. In this
process, first, advertisers have the advantage of identifying their customers and differ-
entiating them, thereby personalizing their content [25]. Second, consumers have higher
participation in advertisement, being able to choose when and how to interact with ads
[23]. In this context, this study aims to analyze and model the behavior of consumers
in the online streaming industry towards advertising in the YouTube and Twitch TV
platforms.

2 Literature Review

The growth of the internet and the increased access people have to it has made this
network one of the most important tools for searching information, expressing opinions,
conducting social interactions, or seeking audiovisual entertainment. In terms of internet
access by individuals, there are three influencing factors, namely capacity, interest, and
expectations. Capacity refers to the user having access to a computer or connection to
use the internet [28]. In Chile, smartphones have become practically universal, with 90%
of homes having at least one. In addition, 74% of households report having a Smart TV
and 61%, a laptop. Furthermore, 61% of the population reports watching audiovisual
content on smartphones [6].

The entertainment industry, formed by television, radio, movies, music, and
videogames, is experiencing the digital transformation generated by the Internet.Accord-
ing to [16], the accelerated development of smartphones, tablets and music and video
platforms has produced changes in consumer preferences, increasing the demand for
music, video, television, and games distributed on the Internet and its technological
devices, both for periodical subscriptions and specific payments for events. Streaming
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originates as part of this transformation. The word streaming refers to the system used
to watch videos or listen to music without the need to previously download the content,
since fragments of this are issued and sequentially sent through an Internet connection
[7]. Streaming can be live, in which the audio or video is broadcasted while the event is
taking place, or on demand, in which the user selects the content to watch or listen to,
having the option to pause, fast forward or rewind.

Subscription video on demand (SVoD) became popular in the late 2000s [1]. This
system offers the possibility of watching movies, series, documentaries, reality shows,
short films, and children’s content without advertisement on any device with a screen
and internet connection (internet browsers on computers, smartphones and Smart TVs,
tablets and video game consoles) in exchange for a monthly paid subscription.

Thanks to streaming, the content offered has broadened to the extent that diverse
Internet distributed digital platforms such as OTT (Over the Top)—i.e., systems for man-
aging audiovisual content on demand and free online broadcasting such as YouTube,
Netflix or Twitch—host third party content or their own content [11]. Linked to the
growth in streaming content is the breadth of content offered. Although in the begin-
ning streaming services were only distributors, they also became producers of original
audiovisual content cover time, starting with Netflix in 2013 [20]. The reasons behind
this vertical integration into a supplying industry include reinforcing their strength in
the market [15], the high cost of acquiring series and movie licensing, the termination
of contracts with suppliers [1], the search for self-sufficiency and the need to eliminate
licensed content in advance because suppliers joined the industry as new competitors,
as in the case of Disney [34]. In addition, streaming platforms also take advantage of
the high degree of knowledge they have about their subscription profiles, producing
content based on users’ tastes and preferences, increasing their probability of success,
and attracting more subscriptions [22].

According to [31], the streaming industry, considering only services of subscription
video on demand (SVoD), had revenues of approximately US$ 70.845 billion in 2021.
Together with this value, the user penetration of the industry also stands out, with a value
of 14.3% in 2021. Regarding data, by 2025, the industry expects a growth (considering
only SVoD) of US$ 108.508 billion and a user penetration of 18.2%.

With respect to SVoD consumers, in 2021, there were 1.0786 billion users, which
is expected to reach 1.423 billion for the different platforms offering SVoD by 2025
[31]. According to the users, streaming is popular because it allows for watching content
whenever a user wants, different familymembers canwatch different content onmultiple
devices simultaneously, as well as several consecutive episodes in the case of series, it is
comfortable and easy touse, it has awidevariety of content [27], there are no interruptions
because there is no advertising, and personal profiles allow for regulating consumption
and obtain recommendations from the platforms [19]. With the increase in offerings,
more and more users are deciding to subscribe to more than one streaming platform,
and they can cancel their subscriptions if they do not use the service frequently [4].
However, if consumers decided not to subscribe to various platforms simultaneously,
the industry could become more competitive [15]. One of the segments most favored by
the growth of the live streaming service industry is videogames. [18] states that Twitch is
the platform with the highest number of concurrent spectators on average, reaching 2.62
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million concurrent viewers. Regarding market participation, in 2022, according to [18]
the number of hours watched per consumer by platform was led by Twitch with 78.6%
of total watched hours, which is equivalent to a total of 5.7 billion hours, followed by
YouTube Gaming with 16.2% [18].

To understand how the streaming industry operates, it is necessary to differentiate
between services that have a business model defined as subscription—such as Netflix,
Amazon prime video and Crunchyroll—which specialize in offering movie and series
streaming, and streaming services that obtain revenues based on advertisement within
videos and that target the preference of consumers—denominated “viewers”—thereby
allowing the creator of the advertisement and the platform to obtain benefits proportional
to the number of visualizations or income for clicking “pay per view” ads. This last
category includes Twitch, YouTube, Spotify free, and Facebook Gaming.

The TAM model initially formulated by [8] has the main objective of seeking the
best variables for predicting and somehow explaining the use intention of information
systems. The model proposes the existence of two main constructs that can explain
the acceptance of a technology by users, which are perceived usefulness and perceived
ease of use. [35] expands the construct of Perceived Enjoyment, which is considered
a dominant variable over Perceived Usefulness in the context of hedonic information
systems. This extension of the TAM model has the main objective of explaining the
current use of hedonic information systems and is because consumers are both passive
and active entities [12, 29], i.e., consumers of live streaming services are people who
participate by watching videos (passive) or commenting on them (active).

The unified theory of acceptance and use of technology (UTAUT) is the combination
of eight models and theories of individual acceptance (among which is TAM), each with
different key constructs that model the behavior of target people in different but related
contexts [36]. To improve the model proposed through UTAUT, this is extended to
UTAUT2, which in addition to being applicable to information technologies, can be also
applied in consumption technologies [37]. This study is based on the model proposed by
[13], shown in Fig. 1, which studies the factors influencing consumer behavior towards
the broadcasting of advertising on online streaming platforms. The factors are defined
below.

Attitude is understood as the predisposition of consumers to favorably respond to a
specific stimulus. Studies have explored the differences between web users classified as
heavy, medium, and light in terms of their beliefs about web advertisement, purchase
patterns and demography [15]. These factors generate a more positive attitude towards
web advertisement, which probably leads to more frequent web purchases and higher
amounts spent.

Online entertainment has become a new medium for advertisement, which is char-
acterized by its easy access to consumers as a product with a relatively low cost of
installation, time independence and interactivity [3]. Therefore for advertisements to be
effective in this medium, the user perception of web media usability and the effect of
using these media on attitude towards individual announcements need to be considered
[2].

Information for the user works as a positive effect in advertising. It allows consumers
to get to know new products and brands and provides information to make comparisons
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as a purchase decision tool. The information element of the ad within an online video
has motivated consumers to purchase the products advertised [30].

Invasiveness in the online medium became a barrier that affects the privacy of con-
sumers, considering that, by nature, online video advertisements tend to interrupt and
distract humans, as well as disrupt the behavior of consumers towards an objective [17].
Regarding invasiveness in social network websites, consumers report concerns about
privacy, generating a significant and negative impact on their attitude towards social
network ads. In this sense, entertainment, consistency with the brand and peer influence
have a significant effect and positive impact on the attitude towards advertising in social
networks [33].

The value of advertising tends to directly influence buying behavior. New media
technology will make audiences more selective when processing advertisements [10].

Fig. 1. Proposed model

Based on the above, the following hypotheses are proposed:
H1: Information has a significant and positive impact on the advertisement value in

online video streaming.
H2: Entertainment has a significant and positive impact on the advertisement value

in online video streaming.
H3: Invasiveness has a significant and negative impact on the attitude of users towards

advertisements in online video streaming.
H4: Advertisement value has a significant and positive impact on attitude towards

advertisements in online video streaming.
H5: Attitude towards advertising in online video streaming has a positive impact on

purchase intention.

3 Methodology

To obtain the data necessary for the structural equation model proposed in Fig. 1, a
questionnaire was created, which included both the observable variables [13] —mea-
sured on a 5-point Likert scale—and some characterization questions about use behavior
and demographic information. The questionnaire was disseminated through the Survey-
Monkey platform during the months of June and July 2022, with a total of 243 complete
responses.
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The analysis of the surveyed sample was performed using IBM SPSS Statistics
v.28 to first conduct a descriptive analysis of data and then a reliability assessment of
each construct through Cronbach’s alpha. Subsequently, a structural equation analysis
is carried out using IBM SPSS Amos v.28 to validate the proposed hypotheses about
consumers and their purchase intention afterwatching ads on online streaming platforms.
The model contains 6 latent variables and 23 observable variables that will be analyzed
below.

4 Results

First, the profile of the sample is analyzed. Regarding gender, 55.1% of participants
identified themselves with the masculine gender, 42.8% with the female gender, and
the remaining 2.1% preferred not to specify their gender. In turn, the predominant age
range of respondents was 19-to-24 years old for 43.6% of the total sample, followed
by 25-to-30 and 36 and above, with 20.6% and 21%, respectively, 31-to-35 years of
age with 9.1% and finally respondents with ages under or equal to 15 years and aged
16-to-18, accounting for 2.1% and 3.7%, respectively. The results are consistent since
most survey dissemination focuses on students and young adults that consume content
in diverse online streaming platforms.

Subsequently, to confirm the internal consistency of each construct, a reliability
analysis was conducted. Table 1 presents the Cronbach’s alpha of each construct; all of
themare reliable since theirCronbach’s alpha is above0.6,with invasiveness as the lowest
value, at 0.752. In general, results show that values range between 0.7 and 0.95, which
indicates that constructs have an acceptable reliability. However, when observing the
change of this indicator by construct and removing some of its observable variables, it is
revealed that, if the item “Online video advertisements are believable” is eliminated, the
Cronbach’s alpha for consumer attitude improves to 0.876. This will leave the construct
with four items, which is recommended, and therefore, the model analysis continues
with a total of 22 observable variables.

Regarding the values obtained,most are considered acceptable or close to acceptable,
which indicates a tolerable model fit, as shown in Table 2. The CMIN/DF ratio has a
value close to 2, which is within the parameters for acceptability. In the case of GFI and
AGFI, values are observed to be above 0.83, close to the value considered to represent
a reasonable fit [9]. CFI, NFI and TLI exhibit values equal to or above 0.9, which are
within the range proposed by most authors. Finally, the parsimony normed fit index is
considered acceptable as its value is above 0.5.

The results from the model reveal that purchase intention has a R2 of 0.67. This
implies that 67% of the error variance of this endogenous variable is explained by the
other variables. In the case of attitude, it is observed that 94% of error variance is
explained by the invasiveness exogenous variable and the advertisement value endoge-
nous variable. The latter has a R2 of 0.87, which means that 87% of error variance is
explained by the exogenous variables of entertainment and information.

As for the structural relationships among variables shown in Table 3, four out of the
five proposed hypotheses were significant for a p-value below 0.05. The positive effect
of entertainment on advertisement value (H1) was confirmed, while information also has
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Table 1. Cronbach’s alpha associated with the model constructs.

Construct Cronbach’s Alpha Item Cronbach’s Alpha if item deleted

Information 0.852 INF1 0.769

INF2 0.751

INF3 0.855

Entertainment 0.927 ENT1 0.899

ENT2 0.914

ENT3 0.899

ENT4 0.905

Invasiveness 0.752 INV1 0.198

INV2 0.309

INV3 0.413

INV4 0–396

INV5 0.380

Advertisement Value 0.805 ADV1 0.765

ADV2 0.676

ADV3 0.758

Attitude 0.864 ATT1 0.818

ATT2 0.835

ATT3 0.821

ATT4 0.876

ATT5 0.823

Purchase Intention 0.923 PI1 0.908

PI2 0.863

PI3 0.895

a positive effect on advertisement value (H2). Regarding the latter variable, its positive
and significant effect on attitude (H4) was validated, and attitude was confirmed to have
a positive effect on purchase intention (H5). In turn, the effect of invasiveness on attitude
is not significant in the studied sample.

The results reveal that information about advertisement value, in addition to be sig-
nificant, has a factor load of 0.57. This implies that the information variable is explaining
57% of advertisement value; in the case of entertainment, this variable is significant as it
exhibits a factor load of 0.41. In turn, advertisement value has a factor load of 0.97 over
attitude and the latter presents a factor load of 0.82 over purchase intention. Both rela-
tionships are significant with a p-value below 0.001. Therefore, it is concluded that the
consumer attitude towards advertisements broadcasted on online streaming platforms
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Table 2. Model fit index.

Index Value

Chi squared 399.91

CMIN/DF 2.01

GFI 0.869

AGFI 0.834

RMR 0.119

RMSEA 0.065

CFI 0.946

NFI 0.900

TLI 0.938

PNFI 0.775

Table 3. SEM results.

Item Standardized Estimate P-Value

PI ← ATT 0.82 ***

ATT ← INV −0.01 0.627

ATT ← ADV 0.97 ***

ADV ← INF 0.57 ***

ADV ← ENT 0.41 ***

are closely related to the advertisement values. In turn, the advertisement value that con-
sumers attribute is mostly explained by the information delivered, without neglecting
the entertainment this may bring users. Finally, a positive attitude from the consumer
towards these advertisements tends to generate purchase intention from users.

5 Conclusions

After analyzing the results, it is possible to successfully determine the influence of
audiovisual advertisements broadcasted ononline video streamingplatformsonpurchase
intention, noting the importance of the entertainment and information factors as key
determinants of advertisement effectiveness.

Additionally, according to the analysis of the model studied, it is noteworthy that
although the invasiveness factor is negatively related to consumer attitude, advertisement
value has a stronger relationship with attitude than advertisement. This finding indicated
that advertisement value plays an important role in the attitude adopted by consumers
towards advertisements broadcasted on online video streaming platforms. As the use of
ads on online video streaming increases day by day on different websites such as Twitch,
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YouTube and Facebook, a growing need for understanding the different factors influ-
encing consumer attitude towards advertising in this type of content has been generated,
which seeks to achieve more efficacy in increasing the purchase intention of consumers.
This study provides detailed knowledge on the different attitude factors that affect the
purchase intention of consumers after watching ads on online video streaming platforms.
It should be noted that information has a greater impact on the value perceived from
advertising compared to entertainment. It is also observed that invasiveness negatively
affects consumer attitude; however, this hypothesis is rejected as it is not significant in
the study. Consequently, marketing specialists can design their online video ads in such
a way that these are more visible by increasing information content, which in turn would
enhance acceptance by users. Entertainment has a positive influence on consumer atti-
tude; therefore, advertisers should ensure that their advertising format on online video
streaming platforms is creative to maintain the attention flow from the audience.

In summary, advertisers or marketing experts on these platforms should develop
ads with an emphasis on the quantity of information provided to users, balancing this
variable with creativity so the advertisement value perceived by consumers has a positive
effect on their attitude, since a good attitude from users was demonstrated to have a close
relationshipwith their future purchase intention, resulting in an effective implementation
of advertising.
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Abstract. In recent years, the Japanese electronics retail store business has con-
tinued to develop, and sales promotion activities tailored to customer preferences
have become necessary. This study analyzes the relationship between customers
and products using ID-POS data of an electronics retail stores. We use pLSA, a
clustering method, since it can cluster customers and products at the same time, it
is easy to grasp the relationship between them. Based on the result of pLSA sales
promotion activities for representative products are discussed using the indicators
of loyal customers and recurring purchase.

Keywords: pLSA · probabilistic Latent Semantic Analysis · POS data

1 Introduction

Recently, electronics retail business for consumer has continued to develop in Japan,
according to the report of the Ministry of Economy, Trade and Industry [1], the sales
value of products has been on an upward trend since 2017. In this data, the sales price of
information appliances has increased significantly, especially with the introduction of
remote working due to the pandemic of COVID-19. However, in 2021, the sales value
has turned to a slight decline due to reaction reduction. As shown in the above situations,
it is possible that the global condition will continue to affect the sales of home electronics
stores in the future. In particular, as customer preferences are said to be diversifying,
it is necessary to understand the characteristics of each customer segment and conduct
sales promotion activities in line with their needs.
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2 Purpose

In previous studies, pLSA, a latent class analysis, has often been used to examine the
relationship between customers and products. Specifically, the relationship between
customers’ purchasing behavior and products has been studied on supermarket data
[2]. It is also used a study that examined the relationship between membership stage and
products purchased [3]. However, pLSA has never been used to analyze ID-POS data
of electronics retail stores. The range of each product category in this data is wide. In
addition, the amount of money spent per purchase is large, and recurring purchases occur
to certain extent in the data. The purpose of this study is to understand the relationship
between customers and products and to propose specific sales promotion activities using
POS data from electronics retail stores.

3 Datasets

3.1 Datasets Summary

In this study,we use the sales datawith IDs of a companywhich sales electronic products.
This store mainly treats PCs, software, digital products like video games, and anime
goods. Table 1 is the summary of the data which we used.

Table 1. The summary of Datasets

Period 2020/1/1-2021/6/30

Number of product groups 226

Number of sales transactions 3,463,425

Used columns Customer ID, product group,
Number of units purchased,
Purchase price, Return flag

We use the above information to capture customer characteristics from the data. The
data contains information on returns, so it has been deleted and handled. The names of
some categories have been changed in accordance with the wishes of the data providers.

3.2 Data Description

Changes in SalesAmount. First, we calculated the total sales for each of the sixmonths
in the analysis period (Fig. 1).
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Fig. 1. Changing in sales amount

The unit is one million yen. Figure 2 shows that total sales have been increasing
steadily and will exceed 9 billion yen in the first half of 2021.

Summary of ProductCategories. Weanalyzed the number of products sold by product
category. Table 2 summarizes the 10 product categories with the highest total number
of sales for each six-month period.

Rank First of 2020 Second of 2020 First of 2021

1 PC game software PC game software Plastic models

2 Plastic models Plastic models PC game software

3 Anime goods TV game software BD software

4 TV game software BD software TV game software

5 BD software DVD software DVD software

6 Used PC software Used PC software PC parts

7 PC parts CD software Used PC software

8 Books Books Books

9 DVD software PC parts CD software

10 CD software Educational toy TV game console
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The main products are related to various types of software.

Purchase Price. We calculate the per person purchase amount for the entire analysis
period.

Fig. 2. Histogram of purchase amounts

Most customers spent less than 50,000 yen for their purchases during the analysis
period. The median purchase amount was 18,838 yen and the mean purchase amount
was 50,459 yen.

4 Analytical Method

First, we performed probabilistic latent semantic analysis to cluster customers and prod-
ucts in order to determine which product group and how many products each customer
purchased in a given time period. The data for consecutive periods of time were used
to show how customers moved from one cluster to another using a Sankey diagram.
Second, we analyzed loyal customers.

4.1 pLSA (Probabilistic Latent Semantic Analysis)

In this study, the analysis was conducted using probabilistic Latent Semantic Analysis
“pLSA” [4], one of the clustering methods, as a method of dividing customers into cer-
tain segments. pLSA is a soft clustering method originally used for text analysis, and
is capable of simultaneously segmenting customers and products into segments for the
obtained data [5]. Specifically, it has the following characteristics. First, it can handle
high-dimensional data. In pLSA, high-dimensional data is compressed to a lower dimen-
sion and then clustered, so it can handle high-dimensional data. Second, by assuming
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that there is a common latent class for the row and column elements of the matrix data,
it is possible to cluster the row and column elements simultaneously. In the marketing
field, clustering customers and products simultaneously facilitates class interpretation.

We assume that there is a common latent class z for row element x and column
element y. By using the latent class z to expand the co-occurrence probability P(xi, yj)
of xi and yj, P(xi|zk), P(yj|zk), and P(zk) are calculated. The co-occurrence probability
is as in Eq. (1).

P
(
xi, yj

) =
∑

k
P(xi|zk)P(yj|zk)P(zk) (1)

where P(x|z), P(y|z), and P(z) are determined by the EM algorithm that maximizes the
log-likelihood. And the log-likelihood function L is as in Eq. (2).

L =
∑

i

∑

j
n(i, j) log P

(
xi, yj

)
(2)

where n(i, j) is the co-occurrence frequency of xi and yj (Fig. 3).

Fig. 3. Concept of pLSA

5 Analysis and Results

5.1 Data Processing

ID-POS data of the electronics retail store is processed into a form used for pLSA.
Specifically, the data were processed as shown in the Table 2 that are co-occurrence
matrices for rows and columns.

The rows are assigned to customers and the columns are assigned to product cat-
egories, and the co-occurrence matrix is the number of products purchased in each
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Table 2. 1.1Data Processing

Category 1 Category 2 Category 3 …

Customer 1 1 0 3 …

Customer 2 0 0 1 …

Customer 3 1 2 3 …

… … … … …

period. Since there are 226 product categories in this case, the total matrix is 473,113
(customers)× 226 (products). We also split the data every six months in order to check
for differences in each period. The number of customers who purchased in each period
is 198,645 in the first half of 2020, 216,835 in the second half of 2020, and 209,446 in
the first half of 2021, when the split was conducted.

5.2 Determining the Number of Latent Class

In pLSA, we have to determine the number of classes ourself in pLSA, so we determined
it based on the Bayesian Information Criterion (BIC) and interpretability of each latent
class (Fig. 4).
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Fig. 4. BIC with increase in number of classes

Generally, the number of classes is determined by the minimum in BIC. However,
the BIC keeps decreasing but, the slope is decreasing, so we decided to divide data into
eight classes in consideration of interpretability and class size. The results of the pLSA
and representative products for the first half of 2021 are shown below. In really, pLSA
is a soft clustering method, so membership in each class is determined probabilistically.
Although, in this study, we assume that the customers belong to the class of the highest
probability.
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5.3 Results of pLSA

In order to examine changes in customer purchasing behavior over a period of time, we
divided analysis period into every six months and use pLSA method.

Table 3. Results of the pLSA for the first half of 2020

Class Customer ratio (%) Typical Products

1 4.5 Anime goods

2 10.2 BD DVD Software, Used PC software

3 16.9 PC games software, TV game software

4 15.7 CD Software

5 17.9 PC parts, Used game software

6 20.2 Educational Toys, TV game console

7 7.4 Books

8 1.5 Plastic models

Table 4. Results of the pLSA for the second half of 2020

Class Customer ratio (%) Typical Products

1 14.2 TV game software, Used game software

2 16.5 Books, PC parts

3 11.5 PC game software, Used PC software

4 7.8 Anime goods

5 9.5 Plastic models

6 18.6 Educational toys, TV game console

7 5.3 BD DVD software

8 16.2 CD software

The above Tables 3, 4 and 5 shows the customer ratio clustered into each class and
the typical products of each group. We use a time-series Sankey diagram to illustrate
how customers moved between clusters over the three periods (Fig. 5).

From the left node, the first half of 2020, the second half of 2020, and the first half
of 2021. The figure above shows how customers move between classes. While many
customers are moving to the same product class, we can also read some strongly related
products such as anime BD software and DVD software.

5.4 Survey of Loyal Customers

In this study, we define a loyal customer as a customer with a high purchase amount,
and the customers with the top half of purchase amounts in the three periods are defined
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Table 5. Results of the pLSA for the first half of 2021

Class Customer ratio (%) Typical Products

1 11.5 Anime goods

2 13.1 Plastic models

3 16.0 PC games, TV game consoles

4 14.1 PC Parts, CD Software

5 13.2 Used PC Software

6 12.6 TV game software

7 18.0 BD DVD Software, Books

8 1.4 Educational Toys

first of 2020 second of 2020 first of 2021

Fig. 5. Customer class transitions during seasonal changes

as loyal customers. A Table 6 showing the results of the clustering and the percentage
of loyal customers is shown below.

The table above shows that the PC games and TV game consoles classes attract a
large number of loyal customers. On the other hand, the percentage of loyal customers
ratio is lower for anime goods and plastic models.

5.5 Survey of Recurring Customers

Next, we analyze the customer’s continued purchases. As in the previous section, for
each period pLSA results are used to determine the percentage of recurring customer
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Table 6. Results of the pLSA and loyal customers distribution for the first half of 2020

Class Customer ratio (%) Typical Products Loyal customers ratio (%)

1 4.5 Anime goods 42.5

2 10.2 BD DVD Software,
Used PC software

59.3

3 16.9 PC games software,
TV game software

56.5

4 15.7 CD Software 55.8

5 17.9 PC parts,
Used game software

54.5

6 20.2 Educational Toys,
TV game console

63.0

7 7.4 Books 20.9

8 1.5 Plastic models 51.4

Table 7. Results of the pLSA and loyal customers distribution for the second half of 2021

Class Customer ratio (%) Typical Products Loyal customers ratio (%)

1 14.2 TV game software,
Used game software

55.2

2 16.5 Books, PC parts 52.2

3 11.5 PC game software,
Used PC software

72.4

4 7.8 Anime goods 17.5

5 9.5 Plastic models 45.6

6 18.6 Educational toys,
TV game console

71.2

7 5.3 BD DVD software 73.3

8 16.2 CD software 55.4

in the next period. This analysis is not performed for the second half of 2021, because
there are no data available for that period and beyond.

The above tables show that anime goods, PC parts, and video game consoles are
less likely to be purchased recurringly while PC game software, BD software, DVD
software, and plastic models tend to be purchased recurrently.
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Table 8. Results of the pLSA and loyal customers distribution for the first half of 2021

Class Customer ratio (%) Typical Products Loyal customers ratio (%)

1 11.5 Anime goods 18.3

2 13.1 Plastic models 43.1

3 16.0 PC games,
TV game consoles

62.9

4 14.1 PC Parts,
CD Software

51.9

5 13.2 Used PC Software 45.0

6 12.6 TV game software 46.0

7 18.0 BD DVD Software, Books 53.7

8 1.4 Educational Toys 41.7

Table 9. Results of the pLSA and recurring customer ratio for the first half of 2021

Class Customer ratio (%) Typical Products Recurring customer ratio (%)

1 4.5 Anime goods 28.8

2 10.2 BD DVD Software,
Used PC software

50.4

3 16.9 PC games software,
TV game software

46.7

4 15.7 CD Software 31.2

5 17.9 PC parts,
Used game software

27.3

6 20.2 Educational Toys,
TV game console

23.0

7 7.4 Books 28.7

8 1.5 Plastic models 51.8

6 Discussion

As shown is Tables 6, 7, 8, loyal customers ratio varies widely by class. In particular,
the loyal customers ratio for PC game software is large. The results show that loyal
customers are those who purchase BD software, DVD software, PC parts, PC game
software, TV game consoles, etc. On the other hand, loyal customers are less likely to
purchase anime goods, the number of loyal customers is low among those who purchase
anime goods. In addition to the analysis of Recurring purchases, we can see that there
are differences in the classes to which loyal customers belong (Tables 9 and 10).
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Table 10. Results of the pLSA and recurring customer ratio for the second half of 2021

Class Customer
ratio (%)

Typical Products Recurring customer ratio (%)

1 14.2 TV game software,
Used game software

33.6

2 16.5 Books, PC parts 27.2

3 11.5 PC game software,
Used PC software

49.9

4 7.8 Anime goods 19.3

5 9.5 Plastic models 38.2

6 18.6 Educational toys,
TV game console

20.1

7 5.3 BD DVD software 52.8

8 16.2 CD software 25.0

Specifically, customers who purchase BD software, DVD software, PC game soft-
ware, etc. purchase recurrently, while those who purchase TV game consoles and PC
parts are less likely to do. This result is considered to be a strong reflection of the two
characteristics of each product. BD software, DVD software, and PC game software have
a large number of products and relatively low unit prices. On the other hand, the unit
price of TV game consoles and PC parts is high and the number of products is small,
so consumers often do not purchase until they find a product they like, which makes
purchase difficult (Fig. 6).

The above figures are for Loyal customer ratio and Recurring purchasing ratio. From
here we consider specific promotional activities.

The first group includes BD software, DVD software, and PC game software, etc.
The high number of loyal customers in this product group and the high rate of recurring
purchasing ratio suggest a high level of product satisfaction. In this product group,
Recurring purchase by customers in the same class leads to higher sales and retention of
loyal customers. Therefore, it is appropriate to recommend the same class of products
to this group of customers.

The second group products are TV game consoles. These are characterized by high
unit prices and are unlikely to be purchased repeatedly. Therefore, it is effective to
recommend products that are related to Group 2 products, such as TV game software,
and are likely to be purchased repeatedly.

The third group, A typical products are a plastic models. Although the percentage of
loyal customers is not high, they are likely to purchase recurrently. The Sankey diagram
in the Fig. 5 shows that plastic models are likely to be purchased independently of
other products. Therefore, we infer that it is appropriate to have customers continue
to purchase this category, since they are satisfied with the recurring purchase and are
unlikely to move to other product classes.
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Recurring customer ratio

Fig. 6. Product map of typical products

The fourth group, major products are anime goods. This group of products is less
likely to be purchased recurringly. As a result, they are less likely to be judged as loyal
customers. It can be inferred that customers who purchase anime goods tend to visit
the store only when their favorite anime goods are on sale. Therefore, it is necessary
to implement measures to encourage customers to move to a different group for each
purchased item. For example, BD and DVD software and plastic models of anime are
good products to recommend.

7 Conclusion

Thepurpose of this studywas to analyze the relationship between customers and products
using POS data with ID from a large electronics retail store, and to examine sales
promotion activities for each representative product. The analysis method used was
pLSA, a latent class model, to analyze the relationship between customers and products
by clustering customers and products at the same time. In addition, we analyzed the
characteristics of customers for each product by using the indicators of the percentage
of loyal customers and the percentage of repeat purchases, and proposed sales promotion
activities.

However, since pLSAperforms clusteringbasedon twoaxes, it could not handlemore
than three axes simultaneously. Therefore, we believe that more detailed understanding
of customer segments can be achieved by adding seasonal differences and differences
in purchase patterns to the analysis. In addition, in this study, loyal customers were
judged only on the basis of monetary value, but it is also possible to use RFM indicators,
and it would be possible to propose different sales promotion activities by using these
perspectives.
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