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Preface 

Society 5.0 is a paradigm of a society which combines a human-centred approach 
and cyber-physical systems with robotics and artificial intelligence components. This 
book focuses on open issues of Society 5.0 in the framework of new challenges in 
the world towards improving the quality of human life in society. 

There are five parts included in the book. 
The first part Society 5.0: Biomedicine and Healthcare presents how cyber-

physical systems help in healthcare, e.g. to prevent negative outcomes of preg-
nant women with hypertension, breast cancer diagnostics, diet monitoring, product 
package and so on. 

In the second part, Society 5.0: Human-Centric Cyber-Solutions chapters present 
new AI-based cyber-physical solutions for various domains, such as planning, 
controlling production, using VR for training and others. 

In the third part, Society 5.0: Socio-economic Systems Modelling, the chapters 
focus on open questions related to the modeling of socio-economic systems. 

Society 5.0: Industrial Cyber-Solutions includes chapters concerning intelligent 
support for the oil market, mining companies and railway companies, maintenance 
and repair of a machine-building cyber-physical system and float glass production 
management. 

The last part Society 5.0: Cyber-Solutions Security provides new results on cyber-
security for the corporate mobile networks, critical infrastructures in telecommuni-
cation, video conferencing system and industrial control systems of gas production 
enterprises. 

This book is directed to researchers, practitioners, engineers, software developers, 
professors and students in engineering, computer science and sociology. We do hope 
the book will be useful for them to create new and efficient solutions for people. 

Volgograd, Russia 
St. Petersburg, Russia 
Volgograd, Russia 
April 2023 

Alla G. Kravets 
Alexander A. Bolshakov 
Maxim V. Shcherbakov
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Stochastic Analysis of Hankel 
and Toeplitz Matrices for Medical 
and Technical Applications 

Vladimir Kulikov, Alexander Kulikov, and Valery Khranilov 

Abstract The chapter states the results of modern methods for stochastic analysis of 
singular spectra of special matrices within the singular representation of matrix oper-
ators (SVD-algorithm). Using the method for the approximate solution of the first 
kind Fredholm equation the reconstruction of distributions of the singular spectra 
for the following matrices was carried out: (1) a Hankel limiting ill-conditioned 
matrix; (2) a Toeplitz matrix; (3) a special two-diagonal matrix. Toeplitz and Hankel 
matrices are quite widely presented in applied and theoretical branches of math-
ematics (functional analysis, theory of random processes), technical applications, 
biomedicine (mathematical simulation of the functional states of human systems 
and organs by differential equations, the study of time series in diagnosis using the 
method of the singular spectral analysis). A new approach aimed at finding the laws 
for distribution of singular values in the perturbation method is required to control 
and predict the stability of solutions for systems of algebraic equations to which 
differential equations are reduced as well as to study the possibilities of stochastic 
vector regularization. It is shown that for the correct solution of inverse problems 
in medical and technical applications, including cyber-physical systems (CPS), the 
EC-regularization method can be used. The results of the studies can be useful for 
creating mathematical models of human body structures, organs and systems which 
display their stochastic and chaotic properties, including for modern medical expert 
systems based on the diagnosis of random variables and processes. 

Keywords Hankel and Toeplitz matrices · Stochastic analysis · Identification ·
Singular values · Matrix pseudo-inversion · Diagnostics · Expert systems
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1 Introduction 

The chapter states the results of modern methods for stochastic analysis of singular 
spectra of special matrices as part of the method for singular representation of matrix 
operators (SVD algorithm). The method for the approximate solution of the first kind 
Fredholm equation is used to identify the distributions of singular spectra of matrices: 
a Hankel limiting ill-conditioned matrix; a Toeplitz matrix; a special two-diagonal 
matrix. 

Toeplitz and Hankel matrices are quite widely represented in applied and theo-
retical branches of mathematics (functional analysis, theory of random processes), 
technical applications leading to boundary value problems for partial differential 
equations (aero- and hydrodynamics, thermal physics) [1–6]. 

Mathematical models are also used in the form of boundary value problems, 
systems of differential equations, stochastic optimization and inverse problems are 
solved in works on biomedicine of S.I. Kabanikhin, the Corresponding Member of 
the Russian Academy of Sciences (ICM and MG SB RAS), G.A. Bocharov, Professor 
(ICM RAS n.a. G.I. Marchuk) [7–11]. 

Hankel and Toeplitz matrices can be used in biomedicine for mathematical simu-
lation of functional states of human systems and organs, for solving inverse problems 
with differential equations in the study of the infectious disease dissemination, when 
analyzing time series in diagnosis within expert systems, including CPS, using the 
method of singular spectral analysis [12–15]. The new authors’ approach aimed 
at finding the laws of distribution of singular values in the perturbation method is 
required to control and predict the stability of solutions for systems of algebraic 
equations approximating differential equations in numerical methods as well as to 
study possibilities of stochastic vector regularization [16, 17]. 

The identified distribution densities of small singular values serve to control and 
predict the stability of normal pseudo-solutions of algebraic systems of equations 
under conditions of perturbation of matrices and right-hand sides of systems. In the 
chapter the procedure is implemented at two essentially different levels of pertur-
bation of the diagonal elements in the matrices (the normal law of element distor-
tion). The analysis of the inverse problem solutions (ill-conditioned SLAE with a 
high-order square matrix) is carried out for resistance to errors of varying intensity. 

It is expected that the results of the performed studies can be used to create math-
ematical models of the human body structures, organs and systems, which exhibit 
stochastic and chaotic properties, also for modern expert medical systems based on 
the diagnosis of random processes [18].
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2 Method of Solution and Outcomes of Computational 
Experiments 

In [16] there was for the first time ever studied the effect of the emergence of poly-
modal (including non-Gaussian) laws of distribution of singular values for an ill-
conditioned matrix in the SVD algorithm operation under conditions of varying the 
artificial or experimental data of the problem. 

This chapter states the results of the new approach development on the example of 
matrices of the said three types. The eight-order Hilbert matrix is herein considered 
as an ill-conditioned Hankel matrix. The low order of this test matrix enables us to 
compactly present the identification results without loss of generality. The identifica-
tion of the distribution densities of singular values for this matrix under perturbations 
of the main diagonal elements is performed at two different levels of Gaussian noise 
(the computation environment is MATLAB package). In fact, the well-known Monte 
Carlo algorithm is used for stochastic tests [19]. Figure 1 shows the Hankel (Hilbert) 
(8 × 8) matrix for illustration purposes. This is a symmetric matrix with diminishing 
diagonal elements. 

1000 perturbation cycles are chosen at each level. Eight distributions are identified 
as per the number of singular values. Figure 2 shows the distributions of the singular 
values for the matrix H under Gaussian perturbation of the diagonal by the formula 
(1) hii + 0.1*randn.

The conditioning number of the initial Hilbert matrix is cond(H) = 1.53e + 10; the  
rank is 8. The singular spectrum after 1000 perturbations is determined by the vector: 
{1.6556; 0.26975; 0.1226; 0.093268; 0.082738; 0.07313; 0.042492; 0.018888}. The 
conditioning number of the perturbed matrix is cond(HV) = 87,6. (Fig. 3).

The analysis of the identified densities shows that the transformation of the normal 
distribution law typical for the first singular values becomes apparent starting from the 
sixth singular value. The sixth and seventh values have Pearson-type distributions 
and the smallest (eighth) one is characterized by a slightly expressed polymodal 
density. In general, the density resembles a distorted gamma distribution.

Fig. 1 Matrix H is the initial Hankel matrix 
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S5  NOPT = 4 te = 0.97 s 
k =  2.032 

S6 NOPT =5 t e = 1.00 s 
k = 2.002 

S7   NOPT = 6  te = 1.03 s 
k =  1.961 

S8  NOPT =18 t e = 1.11 s 
k = 1.621 

Fig. 2 Identified distribution densities of singular values numbered 5–8 in the cycle of 1000 pertur-
bations by normal noise. NOPT is the optimum of the expansion terms for P(x), k is the entropy 
coefficient, te is the time to perform identification P(x). High level of diagonal elements perturbation 
in the Hankel matrix

Fig. 3 Matrix HV is the perturbed Hankel matrix (after the 1000th iteration)
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The preliminary conclusion is as follows: firstly, the effect of the emergence of 
polymodal, non-Gaussian distribution laws of small singular values is confirmed for a 
Hankel ill-conditioned matrix; secondly, the diagonal perturbation with the specified 
intensity can be used for stochastic regularization when solving the SLAE. 

With identification at a low level of perturbation: (2) hii + 0.00001*randn a more  
expressed polymodal effect is found in the distribution of the minimum singular 
value (Fig. 4). 

The singular spectrum after the 1000th iteration (perturbation) is determined 
by the vector: {1.6959; 0.29812; 0.026217; 0.0014732; 6.0361e-005; 1.2659e-005; 
7.1063e-006; 2.3334e-006}. The conditioning number of the perturbed matrix is 
cond(HV) = 7.3e + 05.

S1   NOPT = 5  elapsed_time = 0.89 s S2   NOPT = 5  elapsed_time = 0.89 s 

k =   0.993 k =   1.226 

S7   NOPT = 7  elapsed_time = 0.98 s S8   NOPT = 22  elapsed_time = 1.41 s 

k =   1.893 k =   1.545 

Fig. 4 Identified distribution densities of singular values numbered 1, 2 and 7, 8 in the cycle of 
1000 perturbations by normal noise. Low level of diagonal elements perturbation in the Hankel 
matrix 
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Thus, the low-intensive perturbations of the Hankel ill-conditioned matrix cannot 
ensure the regularization of SLAEs within the range of Lagrange parameters typical 
of A.N. Tikhonov classical regularization problems; that is determined by the singular 
spectrum structure of the Hilbert matrix [20]. 

3 Identification of the Distribution Densities of Singular 
Values for a Toeplitz Matrix 

A square eighth-order matrix is considered as a Toeplitz matrix. The Toeplitz matrix 
(8 × 8) is shown in Fig. 5. This is an asymmetric matrix with constant diagonal 
elements (on the main and secondary diagonals). 

As before, the identification of the distribution densities of singular values for 
this matrix is carried out within the method of the main diagonal element pertur-
bation at two different levels of Gaussian noise. The number of perturbations at 
each level is also 1000. Command codes for setting the matrix (MATLAB) are as 
follows: c = (1:0.5:4.5); r = (1:8); T = toeplitz(c, r). The conditioning number of 
the initial Toeplitz matrix is cond (T) = 65.4; the rank is 8. The singular spectrum is 
the vector: {25.508; 8.5779; 3.0117; 1.2053; 0.76973; 0.54161; 0.44128; 0.38979}, 
which shows that the matrix is fairly well conditioned. 

Initially, the identification of the singular value distribution for matrix T was 
performed under Gaussian perturbation of the diagonal by the formula tii + 
0.1*randn. The analysis of the identified densities suggests that the singular spectrum 
of the Toeplitz matrix has practically no transformation of the normal distribution 
law (Fig. 6).

If the perturbation level is increased by an order of magnitude: tii + randn (randn 
is the Gaussian random number generator program), the polymodal effect is again 
found in the distribution of the minimum singular value (Fig. 7).

Fig. 5 Initial Toeplitz matrix T 
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S5   NOPT = 6  elapsed_time = 0.89 s S6   NOPT = 5  elapsed_time = 0.92 s 
750.2=k150.2=k 

S7   NOPT = 5  elapsed_time = 0.92 s S8   NOPT = 5  elapsed_time = 0.87 s 
k =   2.052 k =   2.044 

Fig. 6 Identified distribution densities of singular values numbered 5–8 in a cycle of 1000 perturba-
tions by normal noise. Relatively high level of perturbation of the diagonal elements in the Toeplitz 
matrix: tii + 0.1*randn

Thus, the tendency in the distribution of small singular values for the both matrices 
in the perturbation method is the same and has a polymodal character. The number 
of manifested modes depends on a noise level. 

4 Analysis of Ill-Conditioned SLAE Solutions 
for Resistance to Errors of Varying Intensity 

Let us turn first to an ill-conditioned general matrix. We consider as an example the 
matrix G(30 × 30) being the sum of two matrices: the two-diagonal extremely ill-
conditioned matrix D2 and the stochastic matrix B with elements distributed under 
the normal law.
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S7   NOPT = 5  elapsed_time = 1.03 s S8   NOPT =20  elapsed_time = 1.08 s 
k = 1.585k = 1.939 

Fig. 7 Identified distribution densities of singular values numbered 7, 8 in a cycle of 1000 pertur-
bations by normal noise. High level of the diagonal element perturbation in the Toeplitz matrix: tii 
+ randn

The matrix D2 (Fig. 8) is taken from the test example of the monograph [21]. The 
conditioning number of this matrix is 5.66e + 12. 

The second matrix is assigned by the operator B = 0.00001*randn(N); N  = 30. 
The conditioning number of the matrix G (completely filled with elements) is 2.03e+ 
6; rank = 30. The singular spectrum contains thirty components: {5.0449; 5.0177; 
4.9799; 4.9315; …, 2.3176; 2.2796; 2.4839e-006}. The matrix G has a smoothly 
decreasing singular spectrum (all components except for the last one are greater than 
unity), but it is still relatively ill-conditioned because of the smallness of the 30th 
singular value. 

Figure 9 shows the distributions of small singular values of the matrix G under 
Gaussian perturbation of the main diagonal by the formula: gii + 0.1*randn.

Fig. 8 Fragment of the two-diagonal ill-conditioned matrix D2 



Stochastic Analysis of Hankel and Toeplitz Matrices for Medical … 11

S29   NOPT = 5  elapsed_time = 0.91 s S30 NOPT = 5  elapsed_time = 0.91 s 
160.2=k850.2=k 

Fig. 9 Identified distribution densities of singular values numbered 29, 30 in a cycle of 1000 
perturbations by normal noise. Perturbation level of the matrix G is: gii + 0.1*randn 

As in the case of the Toeplitz matrix, the total singular spectrum of the matrix G 
is characterized by the lack of transformation of the normal distribution law. Even 
the least singular value has a normal distribution density. 

If the perturbation level is increased by an order of magnitude, the effect of the 
polymodality emergence will be revealed (Fig. 10), which appears at sufficiently 
high perturbation intensities. 

The both levels of the diagonal perturbation for the matrix G give no grounds for 
the stochastic diagonal regularization when solving the SLAE, because the condi-
tioning number of the perturbed matrix does not decrease (on the 1000th iteration,

S29 NOPT = 6  elapsed_time = 0.89 s S30 NOPT  = 13 elapsed_time = 1.25 s 
1.691=k2.039=k 

Fig. 10 Identified distribution densities of singular values numbered 29 and 30 in a cycle of 1000 
perturbations by normal noise. Perturbation level of the matrix G is: gii + randn 
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S29   NOPT = 4  elapsed_time = 0.84 s S30 NOPT = 12  elapsed_time = 1.12 s 
k = 2.051 k = 1.594 

Fig. 11 Identified distribution densities of singular values numbered 29 and 30 in a cycle of 1000 
perturbations by normal noise. Perturbation level of the matrix D2 is: dii + 0.1*randn 

cond(G) = 8.6e + 05). We shall thereat note the following feature: the matrix D2 
obtains in the perturbation cycle the weak bimodality of the 30th singular value 
(Fig. 11). 

The introduction of a random matrix B (the summing of B and the extremely ill-
conditioned matrix D2) helps to reduce the conditioning number (in the classical case 
of regularization by making consistent the “perturbation dispersion” with the oper-
ator’s errors and the right-hand side of the SLAE). Hence, the stability (or instability) 
of the solutions and the possibility of stochastic regularization shall be determined 
not only by diagonal elements but also by the periphery of the ill-conditioned matrix. 
Note that the perturbation of the first non-zero auxiliary diagonal D2 does not give 
rise to the effect of polymodality of small singular numbers. 

We analyze further the solutions of the inverse problem with a special matrix of 
a relatively high order for resistance to errors of varying intensity. 

The initial two-diagonal matrix DM = D2 is given above and has the order of (30 
× 30). The components of the right-hand side vector are determined by the formulas 
of the test case [21]: 

fk = 152k + 118 
15(2k + 1)(2k + 3) 

(1 ≤ k ≤ M − 1), fM = 7 

5(2M + 1) 
M = 30. 

The exact system solution for any M is a vector with components 

xk = 1 

2k + 1 
(1 ≤ k ≤ M).
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Fig. 12 A SLAE solution. The exact solution coincides with graph a; b the right-hand side of the 
system of equations 

The numerical solution of the system of linear equations using the Moore–Penrose 
pseudo-inversion method (SVD-algorithm of the MATLAB package) and the right-
hand side of the system are shown in Fig. 12. 

The analysis of SLAE solutions shows that with the minimal perturbation of the 
vector fk components the strongest distortion of the vector x occurs in subsequent 
solutions (Fig. 13a). Spikes thereat reach the level of 1.e+06 ÷ 1.e+08 units. The 
singular spectrum of the matrix DM is shown in Fig. 13b. The spectrum is smoothly 
descending; all singular values except for one (the minimum value, equal to 8.94e-
013) are greater than unity. The conditioning number of the system is 5.66e + 012. 

Thus, there is an ill-posedness of the pseudo-inversion problem in systems with 
ill-conditioned matrices. To find error-resistant initial data of solutions, known algo-
rithms [22–25] can be used. In this chapter we demonstrate the efficiency of the 
EC-regularization method [26] studied and modified in [17]. Figure 14a shows  the

Fig. 13 a SLAE solution at perturbation fp(j) = fk(j) + 0.000003*randn; b singular spectrum of 
the matrix DM 
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comparison of SLAE solutions with DM by the both methods without perturbing the 
right-hand side of the system. Solutions with EC-regularization are stable (there is 
only one spike at the starting point) and practically do not change from the level of 
3.e-10*randn of the perturbation of fk to the level equal to 0.03*randn (the graph 
is blue line). Some error at the initial point of the solution in the EC-regularization 
method is a sort of “payment” for the non-use of a priori information about the 
solution and may be otherwise reduced. 

In the EC-regularization method with the further rising perturbation to values of 
0.3*randn (Fig. 15a) some consistent changes of fk and solutions x occur (Fig. 15b). 

Thus, the suggested method responds correctly to changes in fk. At the  said  
noise levels, the Moore–Penrose pseudo-inversion method is absolutely unstable 
and requires the regularization procedure [27].

Fig. 14 a Graphs of SLAE solutions without perturbation (red line is SVD algorithm; blue line is 
EC-regularization); b the right-hand side of the system for fp(j) = fk(j) + 0.03*randn 

Fig. 15 The right-hand sides of SLAE (30 × 30) under perturbation (blue line is level 0.03*randn; 
green line is 0.3*randn)—a; corresponding solutions of the system—b. Solution algorithm: EC-
regularization 



Stochastic Analysis of Hankel and Toeplitz Matrices for Medical … 15

5 Results and Conclusions 

The method for approximate solution of the first kind Fredholm equation is applied to 
identify distributions of singular spectra of the following matrices: a Hankel limiting 
ill-conditioned matrix, a Toeplitz matrix and a special two-diagonal matrix. 

The developed approaches are required to control and predict the stability of 
solutions for systems of algebraic and differential equations as well as to study the 
possibility of stochastic vector regularization. 

It is shown that the method of matrix pseudo-inversion based on the singular 
value decomposition without regularization results in large distortions of the normal 
pseudo-solution not only in case of the rapid decay of singular values to zero but 
also in case of a smoothly decreasing spectrum with at least one small singular 
value available. The EC-regularization method can be used for the correct and stable 
solution of the said inverse problems. 
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Abstract Many world researchers have focused over recent years at studying risks 
associated with the development of pathologic pregnancy in women with arterial 
hypertension. The pathogenesis of gestational complications in case of hypertensive 
disorders is complex and associated mainly with endothelial dysfunction and reduced 
elasticity of a vascular wall. Nevertheless, the high prognostic value of the vascular 
elasticity assessment has been currently proven for the development of cardiovascular 
accidents in patients with hypertension in the general population. In order to early 
predict any risk of gestational complications, it is promising to study the state of the 
vascular wall elasticity based on the stochastic analysis, thus, optimizing the preg-
nancy management and improving perinatal outcomes in pregnant women with high 
blood pressure. The basis for the approach to the probabilistic (stochastic) analysis of 
clinical findings in pregnant women shall be methods for the correct identification of 
random values distribution laws in biomedicine. They are based on the solutions of 
inverse ill-posed problems elaborated by the school of Academician A.N. Tikhonov. 
To study data of the 24-h blood pressure (BP) monitoring in the course of the preg-
nant women supervision, distribution laws (probability distribution densities) have 
been identified, which have, among others, some polymodal features reflecting the 
current state of patients. Based on the stochastic analysis two marker indicators have 
been identified (the reflected wave transit time RWTT and the estimated pulse wave 
velocity in the aorta PWVao). 
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1 Introduction 

Arterial hypertension (AH) remains under current conditions as one of the most 
urgent problems for clinical medicine because of high risk for development of cardio-
vascular complications (stroke, myocardial infarction, cardiac and renal failure) and 
the mortality. An important trend of cardiology is the search for early markers of 
damaged target organs such as blood vessels, heart, kidneys and brain in patients 
suffering from hypertension [1]. Pregnancy hypertension is an interdisciplinary 
problem of cardiology and obstetrics as it results in an unfavorable gestational 
process and a perinatal pathology. AH is a condition when the systolic blood pres-
sure (SBP) of ≥140 mm Hg and/or diastolic blood pressure (DBP) of ≥90 mm Hg 
is recorded in pregnant women. Hypertension complicates 10–20% of pregnancies 
in the world, 5–30% in Russia. It should be noted that within the recent two decades 
the frequency of pregnancy hypertension has increased by 40–50%. Such increasing 
AH frequency mainly occurs because of chronic forms thereof (hypertensive disease) 
associated with the morbidity of female obesity, diabetes mellitus, older average age 
of primiparas as well as the widespread use of assisted reproductive technologies 
[2]. 

Hypertensive disease (HD) raises the risk of major obstetric syndromes 
(preeclampsia, placental insufficiency, fetal growth retardation, preterm labor, 
detachment of normally situated placenta), operative delivery by caesarean section, 
perinatal pathology, the need for intensive care for newborns, the maternal and infant 
mortality [3]. 

The pathogenesis of pregnancy complications in women suffering from hyperten-
sive disorders is complex, still understudied and not yet fully understood. It is largely 
associated with generalized dysregulation of vascular tone, endothelial dysfunction 
and impaired placentation. Structural changes in vascular walls are attended with 
their reduced elasticity (stiffening, higher rigidity), narrowing of the artery lumen 
and impaired blood and oxygen flow to the placenta and fetus. The literature contains 
some evidence that endothelial dysfunction develops even before any clinical signs 
of pregnancy and fetal complications [2–4]. Hence, the attention of domestic and 
foreign scientists to the assessment of the vascular wall stiffness has significantly 
increased in order to early predict the risk of the pregnancy pathology development 
in case of hypertension. 

Based on the world and Russian studies conducted over the past decade, it has 
been shown that one of the evidence of target organ damage is the hypertensive 
vascular remodeling resulted from elevated blood pressure. To date, it has been 
proven that higher arterial wall stiffness is associated with the increased risk for the 
cardiovascular mortality of HD patients in the general population [1]. 

The arterial wall stiffness (rigidity) affects the capability of large vessels to smooth 
the pulsation caused by cardiac output and to convert shock pressure in the ascending 
aorta into the stable blood flow in peripheral vessels. The increased arterial wall stiff-
ness aggravates in case of HD the damping function of the arteries, acceleration of
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reflected waves, the rise in systolic and pulse pressure, the reduction of diastolic pres-
sure and the risk of myocardial ischemia. According to the HARVEST (Hypertension 
and Ambulatory Recording VEnetia STudy) the vascular wall stiffness may be higher 
even at an early stage of the disease; it enables to improve the risk stratification for 
cardiovascular accidents of HD patients in the general population [1, 5]. 

2 Current Technologies for Functional Diagnosing 
of the Cardiovascular System 

The blood pressure (BP) is a dynamic physiological parameter. The 24-h fluctua-
tions in blood pressure constitute the sum of responses to external pressor stimuli, 
spontaneous and regulatory fluctuations. 

A highly informative method for the ambulatory blood pressure identification is 
the 24-h blood pressure monitoring (BPM) using the BPLab 24-h soft hardware moni-
toring system (Petr Telegin LLC, Nizhny Novgorod). The BPM is an applanation 
tonometry method. The BPLab system is designed for the automatic non-invasive 
measurement of blood pressure, pulse rate as well as for assessing any complementary 
parameters characterizing the physical activity and hemodynamics. 

The principle of the BPM technique is as follows: 

1. Blood pressure of a patient, who lives in natural living conditions and can freely 
move, is periodically measured using a portable wearable monitor. Such measure-
ments are taken both day and night. The monitoring duration shall last at least 
24 h. 

2. Upon the monitoring completion a table of obtained blood pressure measurement 
data is analyzed in order to assess indicators of the 24-h BP profile. 

Such wearable monitors ensure the BP measurement by indirect methods based 
on the analysis of the dependence of biological signal parameters on the value of 
overpressure in a cuff applied to the patient’s shoulder. The BP measuring methods 
used herein are oscillometric and auscultatory ones. The said monitors provide the 
recording of primary signals for each measurement, the patient’s body position and 
activity within time periods corresponding to BP measurements taken. 

The BPLab software is designed for BP and pulse wave monitoring; it is provided 
in Standard and Advanced versions. 

To diagnose HD, the Standard version of the BPLab software is used, which 
provides the analysis of the 24-h peripheral BP profile with the calculation of statis-
tical indicators (mean values, variability, pressure load indices SBP, DBP, mean blood 
pressure, pulse rate per 24 h, day, night and within a special interval). 

To stratify the risk of target organ damage in hypertension, an innovative advanced 
version of the BPLab software with Vasotens 24 technology is used, which enables to 
assess daily trends in hemodynamic parameters (arterial stiffness and central aortic 
pressure findings).
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The functional capabilities of the BPLab Standard and Advanced software are 
presented in Table 1.

The “Gold Standard” for measuring aortic stiffness is the valuation of the aortic 
carotid-femoral pulse wave velocity (Pulse Wave Velocity, PWV) using the dual 
pulse wave transducer technique. This factor is directly correlated with the vascular 
wall stiffness and is inversely proportional to its elasticity. Some recent studies show 
that the aortic stiffening assessed by the degree of the increased PWV therein is an 
independent predictor of the risk for cardiovascular complications in HD patients 
[1, 5]. 

However, as shown in [6], the traditional PWV (two-point) measurement has some 
disadvantages. In particular, the study procedure is time-consuming and needs suffi-
cient work experience. Furthermore, the artery elasticity and, hence, the measured 
PWV depend essentially on the BP value at the time of measurement. Thus, the 
instantaneous PWV measurement shall only be valid for the pressure, thereat the 
measurement has been taken, so, it limits the use thereof when comparing subjects 
and evaluating patient-specific change dynamics. This parameter is not identified in 
the BPLab software. 

To simplify the measurement procedure, some authors have suggested alternative 
rigidity indices, which correlate quite well with the traditionally measured PWV but 
are easier to use. The said indices include [7, 8]: 

– reflected wave transit time (RWTT); 
– aortic pulse wave velocity determined by the propagation time for the reflected 

wave, PWVao. 

Moreover, there are some indices, which have independent significance but also 
essentially depend on the rigidity of the main arteries. These indices include: 

– augmentation index (AIx), an indicator, which characterizes, first of all, the 
intensity of the reflected wave and its furthering the raise of the pulse blood 
pressure; 

– the maximum rate of increasing blood pressure (dP/dt)max, an indicator, which 
characterizes, first of all, the myocardial contractility. 

To assess hemodynamic parameters, the central aortic pressure (CAP) is also 
measured, the level thereof is regulated by elastic properties of large vessels, struc-
tural and functional elements of medium-sized arteries and resistive vessels, and 
is the most informative indicator as compared to peripheral blood pressure, which 
identifies the state of the arterial wall [1]. 

European experts consider the vascular wall stiffness and CBP as independent 
markers of the cardiovascular risk for HD patients in the general population [1, 5]. 

High blood pressure in pregnant women is an indication for the BPM in order to 
diagnose hypertension, its severity and differential diagnosis of hypertensive disor-
ders [9]. But the experience of using the BPM to assess the arterial wall stiffness 
and the risk of gestational complications has shown that the results of the study of 
pregnant women suffering from hypertension are less informative and contradictory.
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Table 1 Capabilities of the BPLab software versions 

Daily trends under study Description Standard 
edition 

Extended 
edition 

Systolic BP (SBP) The highest value of excessive blood 
pressure in the artery (reached at the 
moments of ventricular systole) 

+ + 

Diastolic BP (DBP) The lowest value of excessive blood 
pressure in the artery (reached at the end of 
the diastolic period) 

+ + 

Mean hemodynamic 
blood pressure (MAP) 

The resultant of all those pressure variables 
which occur during one involution of the 
heart 

+ + 

Pulse rate (PR) or heart 
rate (HR) 

Number of heartbeats recorded per a 
minute 

+ + 

Pulse BP (SBP–DBP) Difference between systolic and diastolic 
pressure 

+ + 

Double product index 
(SBP * PR)/100 

Myocardial oxygen consumption index + + 

(dP/dt) max (maximum 
rate of pressure rise) 

Maximum time derivative of arterial 
pressure (at the leading edge of the pulse 
wave), mm  Hg. p. s  

− + 

RWTT (reflected wave 
transit time) 

Delay of a reflected wave relative to a 
direct wave 

− + 

PWVao (estimated pulse 
wave velocity in the 
aorta) 

To be determined by the propagation time 
of the reflected wave, m/s 

− + 

AIx (Augmentation 
Index) 

The ratio of amplitudes of the pulse wave 
direct component and component thereof 
reflected from the aorta bifurcation, % 

− + 

SBP (central aortic 
systolic pressure) 

Averaged form of pulsations in the 
ascending aorta 

− + 

AIxao (aortic 
augmentation index) 

The ratio of augmentation pressure (the 
difference between the amplitude 
determined by the direct wave and the 
amplitude at the time of maximum direct 
and reflected wave summation) to the pulse 
wave amplitude, % 

− + 

PPA (pulse pressure 
amplification) 

The ratio of the pulse pressure in the 
brachial artery to the central pulse pressure 

− + 

ED (left ventricular 
ejection duration) 

Time interval T from the onset of pulsation 
to the incisure (the time when the aortic 
valve closes) 

− +

(continued)
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Table 1 (continued)

Daily trends under study Description Standard
edition

Extended
edition

SEVR (subendocardial 
blood flow efficiency 
index) 

The ratio of areas under the aortic pressure 
pulsation curve corresponding to vascular 
diastole (time period when the aortic valve 
is closed) and vascular systole (time period 
when the aortic valve is open), % 

− +

Thus, most of the vascular elasticity studies were carried out in pregnant women 
during the preeclampsia development (trimester II–III). Some studies showed the 
increased PWV and AIx as compared to normotensive pregnant women [10], others 
noted the increased PWV with the unchanged augmentation index [11] and in some 
studies these parameters did not differ from physiological pregnancy [12]. There is 
also information in the literature that in women with clinical evidence of preeclampsia 
only an increased augmentation index has been identified, while other stiffness 
parameters have not been studied [13]. 

Furthermore, with preeclampsia developed at full-term pregnancy an increase in 
the PWV and AIx was demonstrated with higher levels of these parameters remaining 
also in the postpartum period, so, it may be evidence of persistent changes in the 
vascular wall. The same authors examined women with a history of preeclampsia. 
Findings of high augmentation index, pulse wave velocity, reflected wave propagation 
time and the arterial stiffness index in the second trimester have been obtained, which 
may evidence more rigid vessels as compared to pregnant women without a history 
of preeclampsia [10]. 

In the studies of pulse hemodynamics conducted in the 2nd–3rd trimester of 
pregnancy it was noted that in women with hypertension the central systolic blood 
pressure, central diastolic blood pressure, central mean hemodynamic pressure and 
central pulse blood pressure are higher than those in physiological pregnancy. Preg-
nant women with hypertension complicated by preeclampsia had thereat the highest 
levels of the central systolic BP and central diastolic BP [14]. There is also informa-
tion on patients with AH whose central systolic BP and central pulse BP have been 
lower throughout the entire pregnancy than the values of peripheral systolic BP and 
peripheral pulse BP and it may indicate the reduced elasticity of the main vessels in 
case of cardiovascular diseases [14, 15]. 

The studies conducted in the second pregnancy trimester show that in women 
with HD the augmentation index, arterial stiffness index and the maximum rate of 
blood pressure rise are higher under clinical manifestations of preeclampsia, while 
the propagation time of the reflected wave and pulse pressure amplification do not 
differ from those of normotensive women [16, 17]. 

In single researches, the prognostic CBP value and the effect of difference between 
the central and peripheral arterial pressure on the gestation progression and outcome 
have been studied during the examination of women in the second half of preg-
nancy. Thus, when conducting the BPM in the second trimester the predictors of the
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fetal growth retardation development in pregnant women with hypertension are the 
decreased elasticity of the vascular wall and the reduced difference between the CBP 
and peripheral blood pressure. The difference between the central and peripheral 
systolic blood pressure equal to 8.3 ± 0.9 mm Hg.; the difference between central 
and peripheral pulse blood pressure equal to 9.8 ± 1.0 mm Hg; the level of central 
systolic blood pressure ≥118 mm Hg; peripheral diastolic blood pressure ≥82 mm 
Hg; peripheral mean hemodynamic pressure ≥99 mm Hg are of prognostic signif-
icance for the risk of the fetal growth retardation. The direct relationship of birth 
complications (premature birth, untimely discharge of amniotic fluid, a long anhy-
drous period, anomalies in labor) and increasing central systolic blood pressure in 
the II–III trimesters ≥118 mm Hg was identified in the studies of the same authors 
[18]. 

Thus, to date in the most studies the pulse wave analysis has been carried in the 
second half of pregnancy, the elastic properties of blood vessels have been examined 
during the clinical manifestations of preeclampsia and the prognostic significance 
of single vascular stiffness parameters have been assessed in the second half of 
pregnancy. It is relevant to study the prognostic significance of arterial wall stiffness 
parameters in the first trimester of pregnancy in order to stratify the risk of gestational 
complications in pregnant women with HD. The early prediction of major obstetric 
syndromes shall optimize the pregnancy management, improve perinatal outcomes 
and reduce the maternal and infant mortality in women with HD. 

3 New Approach to the Processing of Clinical Findings 
in Pregnant Women 

Purpose of the study is the development of marker indicators for the vascular wall 
stiffness in order to predict major obstetric syndromes in pregnant women with 
hypertension based on the stochastic analysis. 

3.1 Materials and Methods 

The study of 19 pregnant women has been carried out who suffer from stage I 
hypertensive disease, arterial hypertension of stage 1, risk 1–2. 

All the said women have been examined under Order N 1130n of the Ministry 
of Health of the Russian Federation dated October 20, 2020 On the Approval of the 
Procedure for the Delivery of Medical Care in Obstetrics and Gynecology. 

All those pregnant women with gestational age of 10–13, 18–21 and 30–34 weeks 
have had the 24-h blood pressure monitoring and the arterial stiffness assessment 
using the BPLab 24-h BP Monitoring System with Vasotens24 technology (Petr 
Telegin LLC, Nizhny Novgorod).
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The basis for the approach to the probabilistic (stochastic) analysis of clinical data 
of pregnant women are the methods for correct identification of random variable 
distribution laws in biomedicine first published by the European Journal in 2015 
[19]. They are based on the solutions of inverse ill-posed problems elaborated by the 
Academician A.N. Tikhonov School of Mathematics [20]. 

The theoretical basis for the method of identifying the distribution densities of 
random variables is the approximate solution of the first kind Fredholm equation 
and the principle of structural risk minimization. The algorithmic basis for the 
method consists in solving equivalent systems of linear equations to find expan-
sion coefficients of the desired density with respect to the chosen system of basis 
functions. 

On the premise that the shape of the distribution density is smooth the distribution 
laws are restored on the set of trigonometric functions with restricting the number of 
expansion terms N depending on the volume L of observed data by minimizing the 
guaranteed risk. 

The basis for the approach to the probabilistic (stochastic) analysis of clinical data 
of pregnant women are the methods for correct identification of random variable 
distribution laws in biomedicine first published by the European Journal in 2015 
[19]. They are based on the solutions of inverse ill-posed problems elaborated by the 
Academician A.N. Tikhonov School of Mathematics [20]. 

The theoretical basis for the method of identifying the distribution densities of 
random variables is the approximate solution of the first kind Fredholm equation 
and the principle of structural risk minimization. The algorithmic basis for the 
method consists in solving equivalent systems of linear equations to find expan-
sion coefficients of the desired density with respect to the chosen system of basis 
functions. 

3.2 Stochastic Perinatal Diagnosis 

On the premise that the shape of the distribution density is smooth the distribution 
laws are restored on the set of trigonometric functions with restricting the number of 
expansion terms N depending on the volume L of observed data by minimizing the 
guaranteed risk. 

The outcomes of studies based on the suggested identification method have 
previously been used in medical applications: in gastroenterology and clinical 
immunology. For example, a fractal model of an EGEG signal (electrogastroentero-
graphic signal) is considered in publications [19, 21, 22] as a fractional Brownian 
motion in terms of polymodal distributions. 

In the conducted studies, the problems of identifying the laws of distribution for 
local sections of the EGEG signal (selective realizations) are solved. The identi-
fied polymodal characteristics contain information on the dynamics in states of the 
gastrointestinal tract (GIT) of patients, enable to identify classification features and 
calculate the classical statistical parameters of distributions.
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As compared to the known methods of diagnosis and prediction, the suggested 
algorithms can identify the evolution of the distribution densities of random processes 
nearly in real time, provide valuable information for verifying stochastic solutions 
and allow the effective use of entropy analysis methods. The high sensitivity of 
entropy algorithms to changes in biomedical data parameters makes the suggested 
approach be in demand for the effective selection of drugs and high-quality individual 
therapy. 

The elaborated approaches have enabled to successfully solve problems in prac-
tical medicine associated with monitoring of the female patients’ condition within 
the perinatal period (stochastic perinatal diagnosis). Early in 2021 the researchers 
from the Nizhny Novgorod State Technical University n.a. R.E. Alekseev (NSTU) 
and the Privolzhsky Research Medical University (PRMU) carried out the following 
joint works: 

1. Complex methods of stochastic analysis were used for the correct study of 
data obtained during the 24-h blood pressure monitoring in the course of the 
supervision for pregnant women. 

2. The processing of medical data obtained in 2020 through monitoring of the 
cardiovascular system in a group of pregnant women under supervision was 
carried out as per eight important indicators based on the identification methods 
discussed in [19]. 

3. Distribution laws (probability distribution densities) were identified, which, 
among others, had polymodal features reflecting the current state of the patients 
(over 150 characteristics). 

4. Based on the stochastic analysis two marker indicators were identified (the 
reflected wave transit time—RWTT and the estimated pulse wave velocity in 
the aorta—PWVao), which characterized the vascular system rigidity and were 
important for predicting the pregnancy course and successful delivery. Differen-
tiable differences for a group of patients with norm and pathology are 15–20% 
and are reliably identified by the suggested method. 

5. The identified marker features are confirmed by the study within the fractal 
concept framework by the Hurst method and Fourier spectral analysis method. 

Figure 1 shows for illustration some actually “averaged” identified marker indica-
tors of successfully delivered women (distribution density), which quite well corre-
late with individual characteristics of pregnant women. The distributions of births 
with pathology have characteristic shifts in density extrema, including polymodal 
features of the PWVao parameter (Fig. 2).

Figure 3 illustrates the significant variability of other important indices.
The identified distribution densities of the Aixao index (aortic augmentation 

index) for two successfully delivered patients (samples of 72 and 56 of counts, respec-
tively) have some pronounced polymodal features and different clustering centers 
of the most probable values. It indicates the effect of several significant pregnancy 
factors on this indicator. Thus, for correct interpreting the Aixao index, it is crucially
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Fig. 1 Identified distribution densities of marker indicators RWTT and PWVao in the group of 
successfully delivered women (combined daily samples 569 and 633 of count, respectively) 

Fig. 2 Identified distribution densities of marker indicators RWTT and PWVao in the group of 
births with pathology (combined samples of 168 counts)

Fig. 3 Identified distribution densities of the Aixao index for successfully delivered women 
(samples 72 and 56 of counts, respectively)
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Fig. 4 To the analysis of RWTT and PWVao indicators (the group of successfully delivered women) 
by the R/S method 

required to take into account the polymodality and additional analysis. The distribu-
tion densities of the Aixao index in the group of those who gave birth successfully 
are generally bimodal. 

The marker features of the reflected wave—RWTT and the estimated pulse wave 
velocity in the aorta—PWVao identified by the stochastic method have been success-
fully confirmed by the R/S analysis (Hurst method) [23, 24]. Figure 4 shows plots 
of dependencies lg(R/S) on lg(N) of successfully delivered patients (17 women). N 
is here the number of counts in the combined sample. These dependences enable us 
to calculate the Hurst exponent H: for RWTT it is 0.868, for PWVao H = 0.717. 

Note that for the group of patients with birth pathology the values H = 0.828 and H 
= 0.986, respectively, have been obtained. Taking into account the high sensitivity of 
the Hurst index, the differences in the selected groups can be considered as significant. 
Moreover, according to the theory of fractals this indicator means at H > 0.5 the 
persistence of the analyzed indicators during the observation period. 

This new proven diagnostic method is planned for the implementation at the 
Regional Clinical Hospital n.a. N.A. Semashko (Department of Obstetrics and 
Gynecology of the Privolzhsky Research Medical University). 

4 Results and Conclusions 

In order to early predict any risk of gestational complications, it is promising to 
study the state of the vascular wall elasticity based on the stochastic analysis, thus, 
optimizing the pregnancy management and improving perinatal outcomes in pregnant 
women with high blood pressure. 

The basis for the approach to the probabilistic (stochastic) analysis of clinical 
findings in pregnant women shall be methods for the correct identification of random 
values distribution laws in biomedicine. To study data of the 24-hourblood pressure
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(BP) monitoring in the course of the pregnant women supervision, distribution laws 
(probability distribution densities) have been identified, which have, among others, 
some polymodal features reflecting the current state of patients. 

Based on the stochastic analysis two marker indicators have been identified (the 
reflected wave transit time RWTT and the estimated pulse wave velocity in the 
aorta PWVao), which characterize the vascular system rigidity and are important for 
predicting the pregnancy progression and successful delivery. 
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Hierarchical Fuzzy Inference 
of Adequacy of Highly Informative 
Diagnostic Signs of Breast Cancer 

Ilya Germashev , Victoria Dubovskaya, and Alexander Losev 

Abstract This chapter presents an approach to determining the influence of highly 
informative diagnostic signs on the classification result in the cyber-physical systems 
of diagnosis of patients in medicine. The concept of adequacy is introduced as a gener-
alizing criterion, combining such contradictory characteristics as the level of influ-
ence on the correctness and erroneous of the diagnosis. A computational experiment 
was carried out to establish the level of adequacy of features within the framework 
of a specific classification method. The available data set contained strongly corre-
lating features and allowed factor analysis only after removing a number of features. 
This problem was solved on the basis of a factor model with a reduced number of 
features, to which a fuzzy inference algorithm was applied. This made it possible to 
approximate the factor loads for the remaining features that were not included in the 
factor model. 

Keywords Cyber-physical systems · Microwave thermometry · Breast cancer ·
Factor analysis · Fuzzy inference 

1 Introduction 

At the moment, cyber-physical systems have found their wide application in health-
care (see, for example, [1, 2]). Similar systems are also used as part of the task of 
diagnosing breast cancer based on thermometric data. The method of microwave 
radio thermometry (RTM) consists in determining the surface (skin) and deep body 
temperatures by measuring the intensity of its electromagnetic radiation.
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Measurements are carried out using antenna applicators, which are installed on the 
surface of the patient’s body. The obtained temperature data are used by an artificial 
intelligence system, the purpose of which is to identify thermal anomalies inside the 
breast. 

In [3–5], diagnostic problems and their solution by radio thermometry methods 
are presented. To date, within the framework of the conducted research, specialists 
have built: 

1. A conceptual model of the behavior of temperature fields, which describes aspects 
characteristic of various diagnostic classes; 

2. A mathematical model that formalizes heuristic hypotheses for the behavior of 
temperatures; 

3. Feature space, which is used when classifying patients using machine learning 
methods. 

The results of stages 1–3 can be found, for example, in the works of A.G. Losev, 
V.V. Levshinsky, E.A. Mazepa (for example, [6, 7, 14]). It should also be noted a 
number of studies that show that the use of microwave radiothermometry in combina-
tion with artificial intelligence methods shows high efficiency in the early diagnosis 
of diseases (see, for example, [8–13]). 

The above approaches make it possible to apply machine learning methods to 
build classifier models that solve the problems of diagnosing a disease risk group 
in patients. This raises the question of what effect each feature has on the classi-
fication result. This knowledge allows, firstly, to identify the causes of the result 
obtained, which can form the basis for the creation of a recommender system to 
support decision-making by a specialist. Secondly, to correct the classifier model to 
obtain more adequate results. 

This problem can be solved through the joint use of factor analysis and fuzzy 
inference algorithms. 

2 Materials and Methods of Research 

The measuring complex RTS-01-RES is used for the diagnosis of mammary glands. 
During the measurements, 44 temperatures are recorded in the RTM-range (deep) 
and IR-range (skin). The scheme of measuring the temperature of the mammary 
glands is shown in Fig. 1.

A sample of temperature data can be represented as:
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Fig. 1 Measurement 
scheme

S = 

⎛ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

t1 0 · · ·  t1 43 
... 

. . . 
... 

t k 0 · · ·  t k 43 
t k+1 
0 · · ·  t k+1 

43 
... 

. . . 
... 

tn 0 · · ·  tn 43 

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

, 

where t j i , i  = 0, …, 9—the i-th point temperature of the right breast of the j-th patient 
(RTM-range); 

t j i , i  = 10, …, 19—the [i–10]-th point temperature of the right breast of the j-th 
patient (IR-range); 

t j i , i  = 20, …, 29—the [i–20]-th point temperature of the left breast of the j-th 
patient (RTM-range); 

t j i , i  = 30, …, 39—the [i–30]-th point temperature of the left breast of the j-th 
patient (IR-range); 

t j 40 = T 1, t j 41 = T 2—the reference points temperatures of the j-th patient (RTM-
range); 

t j 42 = T 1, t j 43 = T 2—the reference points temperatures of the j-th patient (IR-
range). 

As a result of the analysis carried out by specialists, qualitative signs of breast 
cancer were determined on the basis of temperature data. Among them, we can note: 

• an increased amount of thermal symmetry between separate points in the affected 
mammary gland; 

• increased temperature variation between individual points in the breast pore; 
• the ratio of skin and depth temperatures; 
• nipple temperature difference;
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• increased nipple temperature in the affected mammary gland compared to the 
average breast temperature, taking into account the age-related temperature 
changes. 

For each qualitative sign of cancer, it is possible to construct a set of modeling func-
tions from temperatures, the value of which characterizes the sign. As an example, 
here are several functions that simulate: 

Asymmetry of the temperature fields of the mammary glands: 

9∑
i=0 

|ti − ti+20|; 

1. The ratio of skin and depth temperatures: 

max 
i=0,9 

(ti − ti+10). 

For more information about the process of constructing such functions, see [6]. As 
a result, the values of the features p jr  , where r = 1, . . . ,  s, for each patient were 
calculated. And these signs are denoted by MG001, …, MG062, that is, s = 62. 

In this work, a database of thermometric data containing information about 
patients of cancer centers was used. To conduct the study, the database was trans-
formed in such a way that each element corresponds to a separate mammary gland 
of the patient. 

The degree of breast disease is assessed on a 6-point scale [15]: 

• th0—there are no temperature anomalies; a healthy mammary gland; 
• th1—temperature anomalies were detected, but they are not typical for breast 

cancer (lower temperatures); 
• th2—temperature anomalies were detected, but they are not typical for breast 

cancer (higher temperatures); 
• th3—a high level of skin and deep temperatures; 
• th4—multiple temperature anomalies were found; 
• th5—thermogram is typical for patients with acute exacerbation or breast cancer. 

The diagnosis is translated into a numerical type on this scale. Namely, we will 
assume that in cases of th0-th2 the mammary gland is healthy, in cases of th3-th5—the 
mammary gland is at risk group. 

The entire data sample H contains 15,116 elements. The diagnostic class 
“Healthy” contains 13,570 elements, the diagnostic class “Risk group”—1546 
elements. 

The diagnostic state of the patient is described by 62 functions, which are a 
mathematical formalization of the qualitative signs of cancer.
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To conduct factor analysis, it was necessary to classify all records from the 
database with one of the machine learning algorithms. Logistic regression was chosen 
as such an algorithm [16]. To classify each record, it was decided to use the cross-
validation method. The method consists in sequential training and testing of the clas-
sification algorithm on different subsamples, mixed with each other in the training 
sample. To do this, the entire database was divided into 10 equal and non-overlapping 
parts (the maximum difference in their size is two records). Each part contains an 
equal number of records of each class. Next, 9 out of 10 parts were placed in the 
sample, on which the logistic regression was trained. The remaining part, not included 
in the training sample, was classified. The classification results were stored in the 
final database H. Thus, in addition to the real class, it also stores the class assigned by 
the logistic regression. After all the records from the considered part were classified, 
the algorithm was retrained on a new training set. The new sample was drawn up in 
such a way that one of the parts of the previous sample was interchanged with the 
classified sample. The classification process was repeated 10 times until all records 
from the database were classified. Thus, logistic regression classified correctly 90% 
of healthy mammary glands and 88% of glands at risk group. 

Based on the obtained classification result, base H was divided into two samples: 

• H 0, consisting of 2766 elements, representing breast data for which the algorithm 
made an erroneous classification. 

• H 1, consisting of 12,350 elements, representing breast data for which the 
classification algorithm determined the correct diagnosis. 

For each sample, factor analysis was performed separately using maximum 
likelihood estimation. 

To select factors, it is sufficient that the correlation matrix is positive definite, and 
also that the determinant of this matrix is not equal to zero. 

However, these requirements are not faced on this set of features, which is 
confirmed by the analysis of the set using the Statistics program. This is due to 
the fact that some features have a strong correlation with each other (Table 1). There-
fore, it was decided to remove such features with the subsequent restoration of their 
factor loadings using fuzzy inference.

The purpose of factor analysis is to obtain factor loadings of features. Factor 
loadings are the correlation of each sign with each identified factor. The closer the 
relationship of this feature with the factor under consideration, the higher the value 
of the factor loadings. 

Thus, after constructing factor models, two characteristics are defined for each 
feature: 

• the level of influence on the erroneous of the diagnosis made by the classifier 
(corresponding to the value of the factor load on the sample H0); 

• the level of influence on the correctness of the diagnosis made by the classifier 
(corresponding to the value of the factor load in the sample H1). 

It is proposed to combine these two, generally speaking, contradictory character-
istics of adequacy, also using fuzzy inference.
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Table 1 Fragment of the matrix of feature correlations 

MG001 MG002 MG003 MG004 MG005 MG006 

MG001 1 0.977 0.797 0.669 0.036 −0.092 

MG002 0.977 1 0.894 0.753 0.036 −0.095 

MG003 0.797 0.894 1 0.806 0.034 −0.094 

MG004 0.669 0.753 0.806 1 0.025 −0.061 

MG005 0.036 0.036 0.034 0.025 1 −0.576 

MG006 −0.092 −0.095 −0.094 −0.061 −0.576 1 

MG007 0.350 0.394 0.430 0.477 −0.308 0.433 

MG008 −0.077 −0.082 −0.090 −0.057 −0.423 0.738

Let us present the definition of adequacy in this context. Adequacy is consid-
ered as the expectation of the researcher that the feature will have a positive 
impact on the correctness of the diagnosis, and vice versa, a negative impact on 
the misclassification. 

For a correct description of the multidimensional dependencies “inputs-outputs” 
of the task of determining the level of adequacy of a feature within a specific classifi-
cation method, it is proposed to use hierarchical fuzzy inference. In the course of this 
work, the following method was used: performing a fuzzy inference for intermediate 
variables (restoring factor loadings) with subsequent transfer of clear values of these 
variables to fuzzy systems of the next level of the hierarchy (determining the level 
of adequacy of a feature) [17–19]. 

3 Computational Experiment and its Discussion 

For the selected 22 features (on the H 0) sample) and 25 features (on the H 1 sample), 
factor analysis was carried out using the Statistic software package (to conduct a 
factor analysis using the maximum likelihood estimation, only those features were 
left, the value of the correlation coefficient of which is less than 0.7). 

The process of constructing factorial models is described in detail in [16]. As a 
result, a matrix of components for the selected features was obtained (Table 2).

High factor loadings obtained in the sample H1 may mean that these variables 
contributed to the fact that the test sample instances fell into the class with the 
correct results of the classifier. For a sample H0, on the contrary, may mean these 
features influenced the fact that the classifier made an incorrect conclusion on the 
test examples of the sample. 

It is possible to calculate the level of influence for features missing in the factor 
model, using information about the level of correlation, with the help of fuzzy 
inference.
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Table 2 Factor matrix for the sample H0 (factor extraction method: maximum likelihood 
estimation, factors extracted—5, iterations required - 8) 

Sign Factor 

1 2 3 4 5 

MG001 0.353 0.259 −0.396 0.494 0.166 

MG004 0.48 0.293 −0.29 0.495 0.082 

MG005 −0.302 0.746 −0.146 −0.165 −0.175 

MG007 0.999 −0.008 0.001 −0.001 −0.001 

MG008 0.313 −0.536 0.154 0.012 −0.134 

MG009 0.218 −0.042 −0.039 −0.18 0.195 

MG012 0.267 0.323 −0.01 0.65 0.146 

MG019 0.022 0.206 0.482 0.325 0.114 

MG023 0 0.12 0.175 −0.004 −0.097 

MG024 −0.042 0.071 0.17 0.109 0.018

In particular, for variables that were not used in the process of constructing 
factor models, the levels of influence on correctness/erroneous were restored using 
Mamdani’s fuzzy inference. 

The following linguistic variables have been introduced: 

(1) C̃1 
i —“level of influence”, which is a factor loading of the feature i, where i ∈ I — 

the numbers of the features that were used in the construction of the factor 
model; 

(2) C̃2 
i —“level of influence”, which is a factor loading of the feature i, gde i ∈ J — 

the numbers of features that were not used in the construction of the factor 
model; 

(3) R̃i j  —“correlation”—the value of the correlation coefficient between pir  and 
p jr  , gde r = 1, . . . ,  s. 

Linguistic variables are characterized by a set of their meanings (terms): “medium 
strength”, “strong”, “significant strength”. 

A formal description of the linguistic variable "correlation" can be represented as 
follows:

R̃1 = (
β =“ correlation” , T = {

t1 =“ medium strength” , t2 =“ strong” , 
t3 =“ signi f  i cant strength”

}
, X = [0.7, 1], G = ∅, M = ∅)

, 

where t1—a term described by a fuzzy variable. 
t̂1 = (α = “medium strength”, X = [0.7, 1], μ1(x) = −25x 

3 + 41 
6 , 0.7 ≤ x ≤ 0.82); 

t2—a term described by a fuzzy variable t̂2 = (α = “strong”,X = [0.7, 1], μ2(x) ={ 100x 
13 − 72 13 , 0.72 ≤ x ≤ 0.85,

−25x 
3 + 97 12 , 0.85 < x ≤ 0.97. 

);
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t3—a term described by a fuzzy variable t̂3 = (α = “significant strength”, X = 
[0.7, 1], 

μ3(x) = 
100x 

13 
− 

87 

13 
, 0.87 ≤ x ≤ 1). 

A formal description of the linguistic variable “level of influence” can be 
represented as follows:

C̃1 = (
β =“ level o f in f luence”, T = {

t1 =“ medium strength” , t2 =“ strong”, 
t3 =“ signi f  i cant strength”

}
, X = [0.5, 1], G = ∅, M = ∅)

, 

where t1—a term described by a fuzzy variable. 
t̂1 = (α = “medium strength”, X = [0.5, 1] , μ1(x) = −5|x | + 3.5, 0.5 ≤ x ≤ 

0.7); 
t2—a term described by a fuzzy variable t̂2 = (α = “strong”, X = [0.5, 1], 

μ2(x) =
{ 100|x | 

21 − 18 7 , 0.54 ≤ x ≤ 0.75, 
−5|x | + 4.75, 0.75 < x ≤ 0.95 

); 

t3—a term described by a fuzzy variable t̂3 = (α = “significant strength”, X = 
[0.5, 1], 

μ3(x) = 
100|x | 
21 

− 
79 

21 
, 0.79 ≤ x ≤ 1). 

A fragment of the rule base used, consisting of 9 rules: 
Rule 1: If (C̃1 

i “significant strength”) and (R̃i j  “significant strength”), then (C̃2 
i 

“significant strength”). 
Rule 2: If (C̃1 

i “strong”) and (R̃i j  “significant strength”), then (C̃2 
i “strong”). 

Rule 3: If (C̃1 
i “medium strength”) and (R̃i j  “significant strength”), then (C̃2 

i 
“medium strength”). 

To implement the Mamdani fuzzy inference algorithm, the Matlab program was 
used. After defuzzification of the output variables, the values of the level of influence 
of features were obtained, which did not participate in the construction of the factor 
model (Table 3). 

Thus, thanks to the factor analysis, it was possible to establish the levels of influ-
ence of features on the correctness/erroneous of the classification result. Further use

Table 3 Fragment of the 
table of restored factor 
loadings 

Sign Level of influence C̃2 
i 

MG002 0.67 

MG010 0.68 

MG016 0.79 

MG039 0.80 
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of the Mamdani fuzzy inference algorithm made it possible to level out the limita-
tions of the maximum likelihood estimation associated with linear dependence and 
high feature correlation. 

The obtained levels of influence serve as input variables for the fuzzy conclusion 
of the adequacy of signs [20]: the value of factor loadings on a sample with correct 
diagnoses is the linguistic variable “correctness”, the value of factor loads on a sample 
with erroneous diagnoses is “erroneous”. 

These linguistic variables are characterized by many of their meanings (terms): 
“practically absent”, “small”, “medium”, “high”. 

A formal description of the linguistic variable "correctness" can be represented 
as follows:

˜Cor1 = (
β =“ correctness” , T = {

t1 =“ practically absent” , 
t2 =“ small” , t3 =“ medium” , t4 =“ high”

}
, X = [0, 1], G = ∅, M = ∅)

, 

where t1—a term described by a fuzzy variable t̂1 = (α = “practically absent”, X = 
[0, 1], μ1(x) = 2x, 0 ≤ x ≤ 0.5); 

t2—a term described by a fuzzy variable t̂2 = (α = “small”, X = [0, 1], 

μ2(x) = 1 − 
x − 0.5 
0.2 

, 0.5 ≤ x ≤ 0.7); 

t3—a term described by a fuzzy variable t̂3 = (α = “medium”, X = [0, 1], 

μ3(x) =
{
1 − 0.75−x 

0.2 , 0.55 ≤ x ≤ 0.75, 
1 − x−0.75 

0.2 , 0.75 ≤ x ≤ 0.95 
); 

t4—a term described by a fuzzy variable t̂4 = (α = “high”, X = [0, 1], μ4(x) = 
1 − 1−x 

0.2 , 0.8 ≤ x ≤ 1). 
Similarly, to the previous example, a base of fuzzy rules was built. As a result of 

fuzzy inference, in particular the stages of fuzzification of input variables, aggregation 
of subconditions, activation of subconclusions, accumulation of conclusions and 
defuzzification of output variables [20], clear values of the adequacy of features 
were obtained (Table 4). 

Table 4 Fragment of the 
table of the level of adequacy 
of signs 

Sign «Correctness» «Erroneous» «Adequacy» 

MG002 0.67 0.84 0.56 

MG010 0.68 0.78 0.57 

MG016 0.79 0.57 0.74 

MG039 0.80 0.73 0.60
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4 Conclusion 

The resulting level of adequacy of features to the classification result will allow: 

• first, interpret the results of the classifier; 
• secondly, to improve the classifier by changing its mathematical model in the 

direction that will provide a more significant role for those features, the level of 
adequacy of which is marked as high. 
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Development of a Personalized Diet 
Using Structural Optimization 

Marina A. Nikitina 

Abstract Development of a personalized human diet with due account for a variety 
of different factors is associated with system analysis and formalization of accu-
mulated data and knowledge, as well as digital intelligent technologies for their 
processing and making optimal decisions. The methodology of optimization and 
formation of personalized diets based on structural-parametric modeling is presented. 
The proposed approach allows one to solve the following tasks: (1) to analyze the 
daily diet or individual meals (breakfast, lunch, afternoon snack, dinner, additional 
meals (snacks)) with a known quantitative set of finished products in terms of energy 
value and chemical composition in order to reveal dietary disorders; (2) to calculate 
for a specified list of finished products their optimal quantity, as close as possible 
in all respects to the reference diet recommended depending on mental and physical 
activity; (3) to optimize the diet depending on the task at hand by selecting a group of 
finished products from a complete or selected list of archival data, equally taking into 
account all the necessary parameters of each product quality; (4) to adjust the diet 
taking into account dietary deviations in certain parameters of chemical composition 
and energy value by additionally introduced products of increased biological value 
for special purposes, multivitamin and multivitamin-mineral supplements, as well as 
natural bioactive substances. 

Keywords Personalized diet · Digital nutrition · Parametric description ·
Structural optimization 

1 Introduction 

Diet is a major factor in human health, and choosing the right set of food products can 
be a great improvement for health [1]. Adherence to a healthy lifestyle has become 
a very important aspect in people’s lives. The latter requires maintaining a healthy 
nutrition, taking into account the nature and amount of food products consumed,
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which allows one to regulate the intake of calories and nutrients. The studies [2, 
3] show that poor nutrition increases the risk of non-communicable diseases such 
as obesity, diabetes, etc. The approaches to automate the meal planning process are 
primarily associated with mathematical methods: linear optimization, metaheuristics, 
case-based reasoning, fuzzy logic. 

A large number of research studies on nutrition planning are associated with 
the use of linear optimization. The first approach to solve this problem was made 
back in 1945 by the American economist Stigler [4]. A mathematical model was 
proposed and a trial and error approach was applied. As part of this approach, non-
structured food products has been listed that meet standard nutritional requirements 
while optimizing food products prices. 

Over the past two decades, the “Stigler’s model” has been adopted and extended 
using different variations of the linear programming paradigm [5], integer program-
ming [6], mixed integer-linear programming [7], and target programming [8]. In 
solving the problems of meal planning, the following studies were carried out [9–11]. 
The authors in [11] use an exchange system for menu planning. A food substitution 
option is offered from the same food group (for example, replacing 1/2 cup of pasta 
with 1/3 cup of white rice, since both foods are in the starchy category). However, 
the work does not consider the compatibility of products from different categories, 
as well as the sizes of portions. 

In [8], the authors pay attention to human food preferences when considering 
nutritional needs, but ignore the compatibility between food products. This approach 
does not attach foods into a meal plan (breakfast, lunch, dinner), but rather presents 
a set of recommended foods as an unstructured list. The problem in applying linear 
optimization is primarily due to the fact that because of the large number of restric-
tions, the resolvability of the problem decreases [7]. Therefore, it is not possible to 
consider many factors such as nutritional requirements, food preferences, diversity 
and compatibility. 

To create personalized nutrition plans, the authors of [12–16] used a metaheuristic 
approach with genetic algorithms. A detailed review of these studies is presented in 
the article [17]. Bianchi et al. [18] and El-Ghazi [19] notes that the metaheuristic 
approach does not guarantee a global optimal solution, but rather provides a “good” 
solution to the problem. 

The papers [20–23] used the study case reasoning techniques. Scientists and 
researchers try to recommend nutrition plans by identifying the best nutrition plan 
from a set of existing ones and then tailoring them to meet the needs of the target 
patient by revising the existing menu. A detailed review of these studies is presented 
in the article [17]. 

Fuzzy logic when compiling a menu with due account for the patient’s profile 
is presented in [24–28]. In [26], the food intake consumed by the patient is used 
as the initial data. The result is a conclusion about whether the food is healthy and 
with what probability. In [24, 25], the authors present a solution aimed at patients 
with diabetes mellitus. As input data, one must specify the products consumed for 
breakfast and lunch. As a result, the patient receives the remaining calorie intake and 
the necessary portions of food for dinner.
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Using fuzzy ontologies of food and personal profiles in [27], a solution is presented 
that offers several options for dishes from each category of products that meet the 
requirements for dinner portions. However, it is not necessary to cook a full dinner, 
as the solution does not combine products to form a complete dinner, but rather offers 
product options. 

There are various mobile and web applications related to nutrition and health. 
Typically, these are calorie tracking tools such as MyFitnessPal [29], MyPlate [30], 
MyNetDiary [31] and others. They help patients monitor their daily calorie and 
nutrient intake. These applications take the food consumed by the patient as input 
data, and calculate the amount of calories and food nutrients contained in the food 
products consumed. 

Meal planning tools such as EatThisMuch [32], Fitness Meal Planner [33], Make-
MyPlate [34], Yum-Me [35] help one create daily meal plans based on the required 
calorific value provided by the patient. One such tool is MakeMyPlate [34], a mobile 
app that provides patients with pre-optimally balanced, nutritionally-recommended 
daily diets that meet user-specified calorie levels. Each meal plan allows you to 
find alternatives while keeping your plate balanced. The patient takes an alterna-
tive from the available database without checking whether the replacing product/ 
meal is equivalent in calories to the original one (which may lead to an excess or 
decrease in the recommended caloric content and the amount of food nutrients). 
Besides, the MakeMyPlate mobile app also does not take into account the patient’s 
food preferences. 

Another solution, EatThisMuch [32], takes as input data the patient’s basic health 
information (gender, age, height, weight, and activity level) in addition to body fat 
percentage. Along with this, textual information is entered: (1) “what do you want to 
do with your weight”—to maintain, reduce, gain weight and gain muscle mass); (2) 
the preferred type of diet—Mediterranean, vegetarian, etc.; (3) do you have any food 
preferences and how often do you want to “see your preference” in the weekly diet. 
As a result, the app gives the user daily food rations as the conclusion. While this 
is a powerful mobile app, it has a few limitations. First, it allows the user to create 
meal plans for the current day only. Meal planning for two days or more requires a 
premium subscription. Secondly, there is no consideration of the user’s preferences 
in a particular dish in form of a gradient assessment, for example, from “undesirable” 
to “highly preferred”, which would be more useful when composing adapted meal 
plans. Another online fitness app Fitness Meal Planner [33] repeats most of the app 
features and limitations EatThisMuch [32]. 

However, in all studies and mobile apps, as a rule, the criterion of energy value 
is used. The difficulty of making optimal decisions is in a personalized approach, 
the selection of products and dishes in the diet, taking into account genetics and 
biomedical requirements, considering genetic characteristics and parameters of a 
particular person (age, gender, physiological state, labor intensity, regional, ethnic 
and ecological characteristics, as well as the state of digestibility of individual food 
products), structural relationships and restrictions at the component, elemental and 
monostructural levels.
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In this regard, it is of interest to form a methodology for optimizing personal-
ized diets, which allows one to solve the following tasks: (1) to analyze the daily 
diet or individual meals (breakfast, lunch, afternoon snack, dinner, additional meals 
(snacks)) with a known quantitative set of finished products in terms of energy value 
and chemical composition in order to reveal dietary disorders; (2) to calculate for 
a specified list of finished products their optimal quantity, as close as possible in 
all respects to the reference diet recommended depending on mental and physical 
activity; (3) to optimize the diet depending on the task at hand by selecting a group of 
finished products from a complete or selected list of archival data, equally taking into 
account all the necessary parameters of each product quality; (4) to adjust the diet 
taking into account dietary deviations in certain parameters of chemical composition 
and energy value by additionally introduced products of increased biological value 
for special purposes, multivitamin and multivitamin-mineral supplements, as well as 
natural bioactive substances. 

2 Structural-Parametric Model of Personalized Human 
Nutrition 

The software implementation of the personalized diet optimization is based on the 
knowledge base in the form of a structural-parametric description [36] of many  
genotype factors and variables of the physiological state of a living system, the 
relationships between them, the composition and properties of food raw materials 
and food products, reflecting the results of scientific research and the experience 
of nutritionists, physicians, technologists and other experts, taking into account the 
biomedical requirements and physiological needs of a living body. The genetic and 
physiological characteristics of a person, his/her carbohydrate, lipid and protein 
metabolism can practically be determined in the process of genetic and medical 
examination, in particular, basing on a biochemical blood test. 

A structural-parametric model (SPM) of personalized adequate human nutrition is 
formed basing on the knowledge contained in the parametric description of a person 
and his/her preferences in the diet. SPM is a cellular matrix [37, 38] (see Fig.  1) and 
reflects the whole variety of existing known and unknown relationships between the 
human genotype, variables of the human physiological state and parameters of the 
diet and dietary regime.

Table 1 presents a part of the generalized data and knowledge about common 
genotypes associated with the manifestation of disease states [39].

To compose an adequate balanced diet with due account for the “health passport” 
of a person, the risk of diseases and the gastrointestinal tract status, a dialog algorithm 
is used (see Fig. 2). According to descriptions of medical and biological state of a 
person, as well as biomarkers, a parametric model of his/her adequate nutrition 
is formed as specific parameters, norms and ratios of the required nutrients and 
components per day [40, 41].
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Fig. 1 Structural matrix 
model of personalized 
human nutrition

Table 1 Genes, genotypes, diseases 

Gene/SNP Genotypes Pathology Diet regimen/ 
preferred type of 
diet 

Features of fat and carbohydrate metabolism 

PPARG 
rs180128 

(Pro/Pro) Obesity 
Diabetes mellitus 

Diet low in fat 

ADRB2 
rs1042714 

(Gln/Glu or 
Glu/Glu) 

Obesity 
Diabetes mellitus 

Diet low in 
carbohydrates 

ADRB2 
rs1042713 

(Arg/Gly or 
Gly/Gly) 

Obesity Diet low in 
carbohydrates 

SR 
(HTR2A) 
rs6313 

(Arg/Gly or 
Gly/Gly) 

Increased tendency to impulsive eating, 
increased appetite, and a tendency to “comfort 
eating” 
Increase in body mass index

In constructing a parametric model of a person, it is necessary to consider the 
following groups of properties: 

1. Personal data (age, gender, physical activity, region of residence, type of activity, 
psycho-emotional state, etc.); 

2. Critical properties (body mass index, blood pressure, glucose level, atherogenic 
index, etc.); 

3. Secondary properties (carbohydrate metabolism, protein metabolism, lipid 
metabolism, etc.). 

The parametric human model template is presented in Table 2.
Structural optimization of the diet is carried out using the quadratic criterion of the 

minimum deviation from the reference structure of nutrient indicators of nutritional 
and energy value for a specific determined group of people. As of today, reference



48 M. A. Nikitina

Fig. 2 Block diagram of the dialogue algorithm for the analysis, evaluation and optimization of 
the diet

Table 2 Parametric model of a person 

Group of properties Parameter name 

Personal data Age Region of residence (geographical, 
climatic, socio-cultural conditions) 

Gender Type of 
activity 

Psycho-emotional state 

Critical properties Body weight 
(anthropometric data) 

Man’s height Physical development 

Secondary properties Carbohydrate 
metabolism 

Lipid 
metabolism 

Mineral metabolism 

… … … 

Protein metabolism Amino acid 
metabolism 

Fatty acid metabolism

indicators exist in an average form for various determined groups of people. No 
personalized recommendations are available. 

The algorithm operation is to sequentially determine the imbalance in the k-th 
element with restrictions on the total volume of the daily ration, on the permissible 
limits for changing the mass fraction (volume) of the j-th product in the diet and its
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minimization (in case of deficiency) by increasing it to the upper limit of the mass 
share of one product yl with the maximum specific content bmax 

kl of the deficient 
element and a corresponding decrease to the minimum mass fraction of another 
product yr with the minimum specific content bmin 

kr of the k-th element. In the case of 
excess, the structural shift follows in the opposite direction. As a result of the mass 
fractions redistribution of the selected pair of products to ymax 

l and ymin 
r , we obtain 

a new improved value of the optimization criterion. The value of the mass fractions 
redistribution of the components is selected based on the restrictions on the specified 
limits ymax 

l and ymin 
r , as well as restrictions on the total volume of the diet, as 

δ = min{Δyk, Δykmax , Δykmin} 

where Δykmax = ymax 
l − yl—an acceptable increase in the mass fraction of the l-th 

product;
Δykmin = yp − ymin 

p —an acceptable decrease in the mass fraction of the p-the 
product. 

New values of mass fractions are determined as y'
l = yl + δ; y'

p = yp − δ the 
procedure is repeated with finding the next pair of products to redistribute their mass 
fractions until finding a local minimum for the k–th element. The procedure continues 
until all the possibilities of redistributing the mass fractions of the components are 
exhausted, resulting in an alternative diet option with a minimum deviation of the 
k–th element from the given standard value in the structure of the adequate nutrition 
assortment. 

In creating a diet for students with the gastrointestinal tract problems, it is 
necessary to consider scientifically based principles for prevention and specified by 
biomedical requirements. With this knowledge, clustering was carried out in “Food 
Products” database [42] and a list of products and dishes by categories (salads, first, 
second courses, side dishes, etc.) was obtained, which was used in the preparation 
of the diet. 

As a result of structural optimization, there were obtained dietary options for the 
prevention of gastrointestinal tract diseases. Figure 3 shows one of them.

3 Conclusion 

Composing a personalized human diet is directly related to digital technologies. Only 
they make it possible to consider all the necessary variety of factors: individual phys-
iological characteristics (blood group, blood glucose level, body mass index, micro-
biota, acidity and gastrointestinal fluids, etc.), personal data (age, gender, height, 
weight, etc.), level and nature of food nutrients transformation under pepsin and 
trypsin action in the gastrointestinal tract and their digestibility.
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Fig. 3 Diet to prevent gastrointestinal tract diseases, recommended for a school or student canteen
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Development of an Algorithm 
for Preparing Semi-finished Products 
for Packaging 

Mikhail V. Tarachkov, Oleg V. Tolstel, and Alexandr L. Kalabin 

Abstract The algorithm of semi-finished products’ preparation for packaging is 
presented and its efficiency is evaluated. The semi-finished products are chilled 
nuggets, which move along the high-speed conveyor line section in open card-
board boxes. The preparation consists of aligning the polyethylene packages with the 
nuggets so that they do not protrude beyond the walls of the box. This must be done 
to ensure that the box of nuggets seals correctly at the final packing stage. Leveling of 
semi-finished products is performed by a robot-manipulator DR-1, manufactured by 
Intelligent Robotics LLC, which is suspended above the conveyor belt on a special 
frame. Also included in the automation system is a detector of boxes with chilled 
semi-finished products, and a speed sensor for the conveyor belt. The estimation of 
errors during data transfer between sensors and actuators is given. Application of 
the proposed algorithm allows to perform of equalization of boxes with nuggets in 
automatic mode, thereby increasing productivity and reducing the number of rejects. 

Keywords Food production · Robotic arm · Packaging of semi-finished products ·
Automated control system 

1 Introduction 

In the food processing company on the packaging line of finished products, there is 
a task of equalizing semi-finished products that are in the opened box. The necessity 
of the process is due to the fact that if the semi-finished products protrude outside 
the box, the packaging machine will not work correctly. 

At the moment, the balancing is done by people. It is proposed to automate the 
alignment process. The publications [1, 2] describe the process of development of
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robot-manipulator DR-1, which has the necessary characteristics for the implemen-
tation of equalization. It uses forward and inverse kinematics [3, 4] for positioning 
the end-effector. Delta robots with the same construction are used to sort waste [5]. 

The aim is to develop an algorithm that, based on the signal from the sensor of 
the passage of the box on the conveyor belt, gives control commands to the robot 
manipulator. The same task was solved in [6, 7]. 

The tasks defined are: 

1. To assemble an installation for the equalization of semi-finished products in 
laboratory conditions. 

2. Create a mathematical description of the equalization process. 
3. Develop an algorithm for the equalization process. 
4. Calculate the errors in the execution of the algorithm. 
5. Conduct tests of the resulting automation system. 

2 Hardware Description 

The nugget packaging production line consists of a conveyor belt and a robot arm 
DR-1 located above it. The robot is mounted on a frame. A working body is attached 
to the robot manipulator, which is a vibrating platform. The conveyor line has a 
maximum movement speed of 0.55 m/s and adjustable width, which allows moving 
boxes with nuggets one after another (Fig. 1). 

The nugget box moves in the direction of the blue arrow (Fig. 1) and has the 
characteristics shown in Table 1.

A laser pointer and a photo-sensor were used as a detector, fixed at the beginning 
of the conveyor line, with a distance of about 0.7 m to the center of the robot. This is 
the best way because using RGB-D cameras [8] and neural networks to determine the

Fig. 1 General view of the  
nugget mixing unit. A 
vibrating platform is used as 
the end-effector 
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Table 1 Features of the 
nugget box Feature Value 

Length, m 0.18 

Width, m 0.13 

Height, m 0.04 

Amount of nuggets, items 14 

Weight, kg 0.3

position of the boxes [9, 10] takes too much time and is redundant in this situation. 
Used a more classic way, like here [11]. 

The photosensor outputs a discrete signal of 0 V if the box is not present, and 
3.3 V if the box interrupts the beam. The sensor was connected to the discrete input 
of the onboard microcontroller of the DR-1 robot. 

3 Mathematical Description of the Equalization Process 

For simplification, the installation shown in Fig. 1, considers schematically from the 
side (Fig. 2) and from above (Fig. 3). 

The coordinate system, the center of which is located at point M0, the  Z axis 
is directed downwards, the X axis makes an angle a with the central line of the 
conveyor, is presented. The Y axis complements the right triplet. The point M0 is the 
geometric center of the robot. 

The angle a appears because the robot is attached to the frame in such a way that 
it cannot touch it when it moves. Therefore, the central axis of the conveyor is not 
coaxial with any of the axes of the robot’s coordinate system. The angle a is constant. 

During the experiments on debugging of motion planning system of robot manip-
ulator DR-1 it was found that the highest speed can be obtained by setting the motion 
path with a minimum number of points. This is due to the fact that the robot manip-
ulator must stop at a given point. Therefore, the trajectory in the form of a triangle 
is used when performing the nuggets flattening operation (Fig. 2).

Fig. 2 Diagram of the robot-manipulator working body movement when equalizing the box with 
nuggets, side view
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Fig. 3 Schematic of the robotic arm movement when equalizing a box of nuggets, top view

In Fig. 2, the blue rectangle is the box with the nuggets, the point Mκ is the 
center of its upper edge. The box appears in the line of sight of the robot manipulator 
at the moment of passing through the detector (point M∂ ). M0 is the origin of the 
coordinate system of the robot manipulator. The point M1 is the coordinate of the 
center of the bottom plate of the working body in the waiting position. The point M2 

is the coordinate when the bottom plate of the robot manipulator first contacts the 
box. At this point, the impact on the nuggets in the box by the robot manipulator itself 
and the pneumatic vibrator placed on the working organ is carried out. This impact 
continues up to the point M3, the working body accompanies the box. At the point 
M3, the tool stops impacting the box and starts moving to the waiting position—point 
M1. 

The point heights M1, M2, M3 are chosen experimentally. The quality of the 
nuggets and the safety of the packs and half-finished products depend on them. 
During the tests, it was observed that the best way to level the nuggets is to set the 
height of points M2 and M3 at the height of the top edge of the box. This height 
minimizes the impact of the implementation on the carton. The height of the point 
M1 is a few centimeters less (Z -axis pointing downwards) than M2 and M3, which 
is enough to prevent the box and the half-finished products in it from getting caught 
when the implement is moved. 

At the moment the box passes through the detector (point M∂ , time moment t0), 
the coordinates of the center of the box Mκ (1) and the projection of the distance 
Mκ M0 on the XY  plane become known, denote S0. It turns out that S0 is the distance 
by which the box moves from the moment of its detection until it is directly below 
the middle of the robot.

{
Mκx = M∂x + l ∗ cos(a) 

2 
Mκy = M∂y + l ∗ sin(a) 

2 

(1) 

where l is the length of the box, indexes x and y denote the projections on the 
corresponding axes.
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The box moves to the projection of the point M0 with constant velocity v, equal 
to the velocity of the conveyor. 

Thus, we can write down the equation of motion of the center of the box in 
projections to the X and Y axes, assuming that t is the current time:

{
sx (t) = s0 ∗ cos(a) + v ∗ cos(a) ∗ (t − t0) 
sy(t) = s0 ∗ sin(a) + v ∗ sin(a) ∗ (t − t0) 

(2) 

It should be explained that the velocity v will have a negative value in the 
coordinate system of the robot. 

Let us define on the plane XY  a circle with a radius R and center at M0, which 
will be the effective working area of the robot manipulator. This means that the robot 
will not perform equilibrium until the box moves inside the circle: 

/
sx (t)

2 + sy(t)2 ≤ R (3) 

The radius R was chosen experimentally. An experiment was conducted, in which 
R was decreased from 0.2 to 0.03 m. The criterion was the qualitative alignment of 
the nuggets (the nugget pack does not protrude beyond the top edge of the box) and 
the fact that the robot has time to align all the boxes on the conveyor belt. A high 
R value is excessive and doesn’t equalize all the boxes. A small value of R, which 
degenerates into pushing from above on the box without accompanying it, is less 
effective from the point of view of leveling. 

A delta value is introduced for tracking multiple boxes. This is the time it takes 
for one box to completely travel down the conveyor belt past the box detector. The 
delta is calculated by formula (4). 

delta = 
l 

v 
(4) 

where l is the length of the box, v—conveyor velocity. The delta value allows 
excluding false triggers of the detector when one box moves and at the same time to 
signal the beginning of a new box, if they go one after another without separation. 

Assign each box an ordinal number i (i = 1 . . .), and for each i-th box, we will 
remember t0i —the time of passage of each box through the detector, from which we 
can calculate the position of the box at a time t . 

4 Algorithm of Half-Finished Products Equalization 

Based on the mathematical description of the semi-finished product equalization 
process, an algorithm has been developed, the description of which is given in natural 
language.
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The algorithm is divided into 2 blocks, working in parallel. 
The first block is responsible for processing signals from the box detector and 

recording time t0i in a ring queue: 
In case a signal from the box detector arrives, do the following. If the queue is 

empty or the difference between the current time t and the last element of the queue 
is greater than or equal to the delta, then add the current time t to the end of the queue. 

An empty queue means that no box has passed through the detector yet. The time 
difference must be determined in order to separate 2 boxes that follow each other. 

The second block is responsible for calculating the position of the box whose time 
t0 is recorded at the beginning of the queue and sending control commands. 

1. Set the signal “Operation allowed” to FALSE. 
2. If the signal “Operation is permitted” is set to FALSE, go to step 3, otherwise go 

to step 5. 
3. If the queue size is greater than 0, calculate the current position of the box 

according to formula (2), go to step 4, otherwise go to step 2. 
4. If the current position of the box is within the working area of the robot (formula 

(3)), set the “Operation allowed” signal to TRUE and remove the first element 
from the queue, go to step 2. 

5. Perform sequential movement from point M1 to M2, then from M2 to M3. Then 
from M3 to M1. Set the “Operation Allowed” signal to FALSE. Go to step 2. 

The presented algorithm was implemented in the C++  11 standard programming 
language and integrated into the existing software solution as a node in the Robot 
Operating System (ROS) software platform [12–14]. 

This node communicates with forward and inverse kinematics solver nodes via 
topics and [15] tells it works in real-time. It is suitable to use the Linux real-time 
kernel patch as done here [16] to increase performance. TCP/IP connection over 
Ethernet is used in robotics and is quite efficient [17]. The onboard microcontroller 
uses the operating system FreeRTOS, which is real-time [18]. 

5 Errors Estimation 

It is especially important to estimate the errors when performing work on the equal-
ization of boxes with nuggets because we consider the high-speed section of the 
production line, where errors can lead to damage to semi-finished products and 
packaging containers. 

The permissible positioning error of the working body is e = 0.02 m. This is the 
difference between the length and width of the box and the similar parameters of the 
lower part of the working body. 

At the speed of the conveyor in v = 0.55 m/c error in time can be no more than 
terr = 36 ms. The calculation was carried out according to the formula (5).
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Table 2 Basic system delays 

Delay source Value, ms 

Interrogation of the detector by the onboard microcontroller 0.333 

Data transfer between the onboard microcontroller and the robot control computer Less 10 

Data transfer within the ROS software platform between the nodes of the system Less 3 

Frequency of data checking by the developed algorithm 10 

terr = 
e 

v 
(5) 

Table 2 shows the main delays that can affect the positioning error. 
Thus, in the worst case, the delay will be no more than 23 ms, which satisfies the 

conditions. 

6 Tests 

Three boxes of nuggets with nuggets protruding outside the package were used for 
the tests. The main condition for quality leveling was to level the nuggets in such a 
way that they do not protrude outside the package. Also, the integrity of the packaging 
and the semi-finished products was evaluated, here we should take into account that 
the equalization must be done exactly once in production conditions, and in the 
experimental conditions, it was done several times. 

Boxes of nuggets were placed on the conveyor belt before the detector in various 
combinations: 

1. One box. 
2. Two boxes going across the gap. 
3. Two boxes going side by side. 
4. Three boxes going side by side. 

The case with three boxes going in a row was considered most “thorough” as the 
most difficult to perform. 

Twenty experiments were conducted. The boxes were consecutively fed on the 
conveyor so that there were no gaps between them (Fig. 4). After that, the boxes 
were influenced and the result was checked (Fig. 5). All boxes of nuggets were 
successfully aligned. Damage to the carton and some of the nuggets was observed. 
No damage to the polyethylene packaging was observed.



60 M. V. Tarachkov et al.

Fig. 4 Boxes of nuggets 
before the test. The nuggets 
protrude over the edges of 
the box 

Fig. 5 The result of the 
algorithm. The nuggets do 
not protrude over the edges 
with the box 

7 Conclusions 

In the course of the study, all of the objectives have been achieved. The goal of the 
research has been achieved. The developed algorithm showed effectiveness in the 
equalization of boxes of nuggets, it can be used in industry after longer testing in the 
complex with the robot manipulator and the working body. 

At the same time, the disadvantages of the robot manipulator design were 
identified: 

1. Installation of a more rigid connection to the conveyor belt. 
2. Reducing positioning error by transferring the algorithm from the control 

computer to the onboard microcontroller, which is a real-time system, for example 
[19]. 

3. Adding the ability to quickly calibrate the system in-house, for example [20]. 

Such improvements will allow more efficient and less costly use of the equalization 
algorithm and the entire automation system.
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Abstract A specialized computer system for training production personnel of multi-
assortment industrial enterprises in the skills of solving the problem of optimal 
production planning is presented. This task is characterized by the need to take 
into account a large range of products, and a variety of types and configurations of 
production equipment that can be reconfigured to different types of orders. To effec-
tively solve the training problem, the functional structure of the simulator has been 
developed, which is a flexible computer system configured for a specific production. 
The structure includes ergonomic interfaces of the trainee and the instructor, infor-
mation support: a library of mathematical models of target functions and a database 
of rules for their formation, a database of orders, equipment, and customers, as 
well as software implementations of various modern optimization methods. Based 
on the information and mathematical support, a scenario and a training protocol are 
developed in which various situations of production planning are modeled. The effec-
tiveness of the computer simulator is confirmed by the results of testing at Russian 
and foreign industrial enterprises, as well as by its introduction into the educational 
process. 
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1 Introduction 

The efficiency of the functioning of modern multi-assortment enterprises directly 
depends on the effectiveness of the production planning process and the preparation 
of production schedules. The task of optimizing planning is relevant for various 
innovative civil and industrial enterprises producing multi-assortment products on 
high-tech equipment [1–3]. The task of effective training of production personnel in 
the planning process is especially urgent [4, 5]. 

Training in the process of finding the optimal production schedule is quite a 
difficult task due to the need to take into account many characteristics of the produc-
tion process when solving: the type and configuration of production equipment, the 
parameters of multi-assortment products, as well as requirements for the quality 
and timing of orders. Due to the large dimension of the problem, in order to effec-
tively find the optimal schedule, it is necessary to develop software implementations 
of modern optimization methods that can search for solutions in a large space of 
acceptable solutions in acceptable machine time [6]. 

Therefore, the digitalization of production, which is currently actively developing, 
requires the development of specialized simulators that allow staff to train scenarios 
and algorithms for drawing up optimal production schedules based on modern opti-
mization methods, which take into account a variety of technological limitations 
[7, 8]. 

Therefore, it is advisable to develop a computer training system that is opera-
tively configured for various characteristics of the production process of each enter-
prise, which has intelligent interfaces that provide variability in the use of the soft-
ware package functionality for various planning situations and provides an effective 
solution to planning problems of different dimensions through the use of modern 
optimization methods. 

The introduction of such a computer training system into the enterprise manage-
ment system is required based on the high requirements for the qualification of 
production personnel and the importance of the planning result for the entire 
technological process [9, 10]. 

2 Information and Mathematical Description 
of the Production Planning Process 

2.1 Formalized Description of the Object of Study 

The first stage of the implementation of the educational process is the develop-
ment of a formalized description of the production planning of continuously discrete 
industrial productions as an object of study. 

The input data vector is given X = (O, E, Pd), consisting of the following 
parameters:
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Õ =
{
Oi : O =

(
N O , K O , P O , Qm, R̃, G̃, Cs

)
, i = 1, N

}
—vector 

characterizing orders: N O—order number; K O—order code; P O—type of products 
included in the order; Qm—amount of material; R̃—vector characterizing the formu-
lation of the material; G̃ = {W m, Thm}—vector that characterizes the geometric 
characteristics of the material, such as W m—width of the material, Thm—material 
thickness; Cs—customer; i—order sequence number; N—number of orders. 

Ẽ =
{
E j : E = (

N E , K E , V P , ToE , CE
)
, j = 1, Me

}
—vector charac-

terizing production lines (aggregates, work centers): N E—name of the equipment; 

K Rc—equipment code; V P—productivity; ToE =
{
ToE r , r = 1, R

}
—techno-

logical operations that can be performed on this equipment; CE—vector describing 
hardware settings; j—serial number of the production line (unit, work center); 
Me—number of production lines (units, work centers). 

To formalize the parameters described above in an application to real industrial 
productions and for operational adjustment to a new type of enterprise, knowledge 
representation is used in the form of intelligence maps that reflect knowledge about 
production equipment and products involved in planning, their characteristics and 
hierarchical relationships between them. Intelligence cards are also used in the devel-
opment of augmented databases as part of the information support of a computer 
system.

P̃d  = (τ o, Y cr )—vector characterizing the planning parameters: τ o =[
τ b, τ  e

]
—planning period; τ b—planning start date; τ e—end date of planning; 

Y cr —optimization criteria. 
The vector of variable parameters is Q ={

Q : Q = ( j, k, τoi , τi ), i = 1, N , j = 1, Me, k = 1, L j , L ∈ N
}
— 

vector describing the distribution of i orders on j lines (aggregates, work centers), 
k = 1, L j —the sequence number of the execution of the i-th order on the j–th line 
(unit, work center) in the current schedule Q, L j —the number of orders executed 
on the j–th line (unit, work center) in the schedule Q. 

The result of planning (vector Y ) will be such a vector of distribu-
tion of orders along production lines (aggregates, work centers) Qopt ={
Qi : Q = ( j, k, τoi , τi ) j = 1, Me, k = 1, L j , L j ⊂ N , i = 1, N

}
, for 

which the value of the objective function for each production line (unit, work center) 
and the entire production cycle will be optimal. 

2.2 Setting the Task of Optimizing Production Planning 

It is required to find such a value of the vector of variable parameters Qopt ={
Qi : Q = ( j, k, τoi , τi ) j = 1, Me, k = 1, L j , L j ⊂ N , i = 1, N

}
, that 

is, the placement and order of execution of N orders on Me production lines within
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the planning period
[
τ b, τ  e

]
, which will provide the optimal value of the objective 

functions. 
In the case of solving the problem for one production line (unit, work center), the 

total time for order fulfillment and equipment configuration is minimized: 

Fj
(
Qopt

)

= min 
Q ∈ D ⊂ R|Q| 

⎛ 

⎜⎜⎜⎜⎜⎝ 

L j − 1∑
k = 1 

ωCh  
O j, k , O j, k + 1 

∗ τ ch
(
O j, k, O j, k + 1

)

+ 
L j∑

k = 1 

ωO 
k ∗ τ O j, k 

⎞ 

⎟⎟⎟⎟⎟⎠ 

(1) 

In order to ensure a minimum production cycle of manufacturing orders on several 
production lines (aggregates, work centers), the production time of orders on the 
production line (aggregate, work center) for which it is maximum is minimized: 

FC
(
Qopt

) = min 
Q ∈ D ⊂ R|Q|

(
Fj (Q)

)
(2) 

where τ ch
(
O j, k, O j, k + 1

)
—the time of equipment setup from the execution of order 

k to the next order under the number k + 1, τ O k —execution time of the k-th order, 
ωk—the weight coefficient of the k-th order, R|Q|—search space, D—the set of 
acceptable values of the vector Q. 

The solution to the optimization problem is such a 
vector of distribution of orders along production lines (aggre-
gates, work centers) within the planning interval Qopt ={
Qi : Q = ( j, k, τoi , τi ) j = 1, Me, k = 1, L j , L j ⊂ N , i = 1, N

}
, for 

which the value of the objective function for each production line (unit, work center) 
Fj

(
Qopt

)
and the total production cycle time FC

(
Qopt

)
will be optimal, which will 

ensure uniform loading of production equipment. 
Expert information received from the specialists of the enterprise is formalized 

in the process of filling in special conceptual tables and is the basis for forming a 
base of rules for reconfiguring equipment from manufacturing one type of product 
to another [11, 12]. 

The rules of equipment settings are presented in the form of a production model 
and can be used to correctly form the type of target functions. When calculating 
the value of the objective function, the total time of reconfigurations is based on 
implicative statements of the form “IF [parameter of the i–1-th order P O = . . .] 
AND [i-th order parameter P O = . . .] AND [line parameter of the j-th line P E = 
. . .], THEN reconfiguration time τ Ch  

m = . . .”.
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2.3 Methods of Solving the Problem of Optimal Production 
Planning 

To effectively search for the optimal production plan in a computer system, various 
optimization methods are used for tasks of different dimensions, since with an 
increase in the number of orders, units of equipment and the number of its possible 
reconfigurations for the manufacture of multi-assortment products, the number of 
plan options (the range of acceptable values) increases exponentially. 

To make a decision on choosing the optimal planning method, the total number of 
plan options for a given number of orders, equipment units and its configurations is 
calculated. Further, based on the number of options found, a decision is made on the 
applicability of the full search method, which makes it guaranteed to find the optimal 
solution, and if the permissible dimension of the problem is exceeded

(
Cvar > 106

)
, 

the planning problem is solved by a more complex optimization method—a genetic 
algorithm. 

The genetic evolutionary optimization algorithm in the application to the problem 
under consideration has a number of advantages that have determined its use and 
study. Due to the combination of the advantages of gradient and random methods 
(using selection, crossing and mutation operators), the search for the optimal value 
is directional, but occurs in a wide range of possible values [13–17]. 

The beginning of the search from different starting points (the formation of an 
initial population of solutions of varying magnitude), as well as the use of the mutation 
operator and the combination of suboptimal solutions from different populations 
make it possible to avoid falling into local extremes and ensure finding a solution 
close to the global extremum [18, 19]. 

The input parameters of the optimal planning problem are transformed into 
elements of a genetic algorithm. When comparing two schedules, the values of the 
fitness function are compared (depending on the optimization criterion) and the 
components of the objective function are calculated—the time of order production 
and the time of equipment reconfiguration. After the stop criterion occurs, the algo-
rithm finishes its work and the user is provided with the received production plan 
with the best value of the fitness function in the last population. 

3 Structure of the Computer System of Training 
in Production Planning 

3.1 Functional Structure of the Computer System 

Based on the formalized mathematical description of the planning process presented 
above, the functional structure of the simulator-training computer system was 
developed.
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The structure includes four main interfaces: knowledge engineer, database 
administrator, instructor and trainee. 

The database administrator interface allows you to keep up-to-date the information 
support of the software package. 

Information support includes databases of equipment and products; a database of 
equipment reconfiguration rules; libraries of mathematical models of objective func-
tions, criteria constraints and optimization methods, as well as a database of educa-
tional theoretical materials. Information support is configured for various objects of 
study and planning using a special knowledge engineer interface, which also allows 
it to be integrated into automated control systems for innovative continuous-discrete 
productions. 

The instructor’s interface allows you to form tasks, monitor the progress and 
results of their implementation, develop an educational scenario, conduct testing 
and form a protocol of learning outcomes. 

The learner’s interface includes modules that allow you to study expert knowledge 
about the planning object, study the procedure for importing data, form a planning 
situation (select orders and equipment for planning, as well as set deadlines for 
building a plan), pass testing and study reference materials. 

The open architecture of the computer system allows the connection of new 
software modules, which makes it possible to expand the functionality of the 
simulator. 

The development of the computer system was carried out using the object-oriented 
programming language C# in the Microsoft Visual Studio environment on the plat-
form APS.NET 2.0. The database was developed using the SQLite relational database 
control system. 

Figure 1 shows the functional structure of the simulator-training computer system.

3.2 The Process of Learning Production Planning 

The process of training in production planning is carried out in accordance with the 
developed scenarios and methods. 

The instructor’s interface allows you to implement various training options: 
issuing recommendations, answering a student’s question, conducting testing 
(according to the selected knowledge control model), exam mode. 

The computer system provides the following formats of mastering the material 
for the student: studying theoretical material (viewing the information and reference 
system), passing testing, configuring the system for specific equipment, studying the 
process of building calendar schedules in the mode of independent (free) training. 
These procedures are the basis for the formation of professional competencies and 
skills of effective production scheduling. 

Practical tasks to be solved in the computer system were formed on the basis of data 
provided by polymer materials manufacturing companies in Russia and Germany
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Fig. 1 Functional structure of the training computer system
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(Klöckner Pentaplast Rus and Maria Soell HTF), as well as by Russian metallurgical 
industries (Chelyabinsk Plant of Metal Structures) [1, 20]. 

Based on the results of the study, a training protocol is formed, which contains 
the data of the trainee, the date and time of training, the scenario and the name of the 
simulated situations. The protocol is at the disposal of the instructor and the teacher 
and is a document for assessing the qualifications of the student. 

Consider the planning situation based on the data of the manufacturer of multilayer 
polymer films “Maria Soell HTF” (Germany): it is necessary to find the optimal 
order of manufacture of 58 different assortment orders, planning is carried out for 
1.5 months, the number of different combinations of product parameters is more 
than 200. After solving the problem using the interfaces of the computer system, the 
trainee needs to compare the resulting plan with the plan formed in production. 

In Fig. 2, you can see the visualization of the constructed optimal plan as a result 
of mastering the competence of production planning. On the diagram, you can see 
the order of production of orders, the start and end date of production of each order, 
the time of its manufacture and the time of reconfiguration from the previous order 
to the current one. 

The effectiveness of the computer simulator is confirmed by the results of training 
students and production personnel according to Russian and foreign industrial 
enterprises, as well as the introduction into the educational process.

Fig. 2 Gantt chart as a result of mastering the skill of building an optimal plan using a simulator-
training system 



Computer Training System for Planning Multi-Assortment … 73

4 Conclusion 

A computer simulator and training system has been developed to train the production 
staff of multi-assortment industrial enterprises in the skills of solving the problem of 
optimal production planning. The introduction of the created computer system for the 
development of competence-based learning results allows to significantly improving 
the professional level of production personnel and students in the study of industrial 
optimal planning tasks. 

The developed computer system has been successfully tested at Russian and 
foreign industrial enterprises, introduced into the educational process and can be 
used to improve the skills of management and production personnel of innovative 
industries. 

The research was carried out at the expense of a grant from the Russian Science 
Foundation (project No. 21–79-30029). 
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Intelligent Training System 
for Controlling Polymer Extrusion 
Processes in Emergency Situations 

Andrey Polosin , Tamara Chistyakova , Christian Kohlert, 
and Frank Kleinert 

Abstract An intelligent training system for controlling extrusion processes in 
productions of multi-assortment polymeric films in the event of emergency situations 
has been developed. Extrusion is one of the main stages of production, which deter-
mines the throughput of the system and the consumer characteristics of the products 
(the number of surface defects of various types, color). These characteristics depend 
on the thermal state, uniformity, and color of the extrudate. Therefore, emergency 
situations associated with deviations in the throughput of the extruder and the quality 
indices of the extrudate due to regulatory restrictions lead to a decrease in output 
and an increase in film defects. The training system includes a knowledge base of 
emergency situations, their reasons and recommendations for elimination, a library 
of mathematical models for calculating throughput and quality indices depending 
on control actions, databases of film types, polymer properties, geometric parame-
ters of extruders and technological parameters of extrusion, a module for setting the 
training scenario, the module for handling emergency situations and the formation 
of control tips, the module for the formation of the training protocol, interfaces of 
the trainee (the extruder operator) and the instructor. The library of mathematical 
models allows you to adjust the system for training in the control of extruders of 
various types. The training scenario set by the instructor includes the type of film, 
the throughput of the system, the brand of the extruder, characteristics of emergency 
situation being simulated. The training protocol records the actions of the trainee 
and the achieved values of the output parameters. Testing according to the extrusion
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processes in calendering productions of pharmaceutical and food films at factories 
in Russia and Germany has confirmed the operability of the computer system. 

Keywords Intelligent system · Expert knowledge base · Production-frame 
model · Databases of raw materials · Equipment · Products · Mathematical 
models · Control training · Emergency situations · Product defects · Extrusion ·
Production of polymeric films 

1 Introduction 

Modern production of polymeric films for packaging pharmaceutical and food prod-
ucts are continuous, multistage, large-tonnage (throughput up to 3000 kg/h) techno-
logical systems [1–3]. The complexity of these systems is due to the presence of recy-
clables, which are necessary for the return of waste (cut and crushed edges of films) 
to production as secondary raw materials [4]. The production of polymeric films is 
characterized by a variety of equipment, a wide range of products (more than 60 
types of films) and, as a result, frequent changeovers to produce a new range of prod-
ucts (up to several times per shift). The consumer characteristics of the film depend 
in a complex way on the quality indices of the polymeric material at the produc-
tion stages (the quality of intermediates is often not monitored), the characteristics 
of raw materials and apparatuses, the technological parameters of the stages. The 
number of such bonds in the calendered production of polymeric films exceeds 800. 
Appearance and color characterize the main value of films as packaging materials for 
consumers. Defects of various types on the surface of the film form its appearance. 
Defects caused by overheating and destruction of the polymer (black points, destruc-
tive stripes), incomplete plasticization of the bulk polymer (non-molten polymeric 
particles), insufficient mixing of the polymer melt (defects of the “fish eye” type) most 
often occur and negatively affect the applicability of the film as a package. The color 
defects of the film include mismatch of color coordinates with reference values and 
uneven coloring (insufficient mixing of the melt is also the cause of uneven coloring). 
The extrusion process plays a key role in ensuring the required consumer charac-
teristics of the film (a limited number of surface defects, color compliance with the 
standard, uniform coloring). It is designed to produce a homogeneous viscous mass 
(extrudate) by melting the solid phase moving in the screw apparatus (extruder), 
heating, mixing and pushing the melt through the forming head of the extruder. 
Then (on the calender) the extrudate is formed into a film. Deviations of the extru-
sion regime from the regulations contribute to violations of hydrodynamic, thermal 
conditions and the mechanism of phase transition, the formation of stagnant zones 
in the extruder. As a result, the quality of the extrudate deteriorates greatly, which 
does not allow the use of the extrudate for further forming. For example, one of the 
main defects of the extrudate—thermal destruction (destruction of chains of polymer 
macromolecules [5])—is a consequence of excessive (due to stagnant zones) resi-
dence time of the polymer in the extruder at high temperature. Thermal degradation
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changes the color of the extrudate (from yellowing to darkening), increases its creep 
and adhesion to the conveyor between the extruder and the calender. The returnable 
waste fed into the extruder contributes to an increase in the color deviation of the 
extrudate from the standard in the production of colored polymeric films. The defect 
of the extrudate is not eliminated at the next stages of production (forming of the 
extrudate, fixing of the film structure) and leads to the appearance of corresponding 
defects on the surface of the film. Up to 20% of polymeric film defects are caused by 
violations of the extrusion regime. The lack of synchronization of the extruder and 
the calender can lead not only to a decrease in the yield of high-quality products, but 
also to the shutdown of the production system [6]. With excessive throughput of the 
extruder, the extrudate accumulates in the feeding gap of the calender, overheats due 
to a long (~5 min) stay in stock and collapses under the influence of high temperature. 
When the calender is “starved”, the extrudate stock in the calender feeding gap is 
not formed, which leads to an emergency situation (collision of the calender feeding 
rolls). In order to ensure the absence of both defects and accidents, the operator must 
reduce (increase) the throughput of the extruder, based on a visual assessment of the 
level of the extrudate stock. In the production of colored films (using the method 
of staining the polymer melt with liquid colorants dosed into the extruder), such a 
throughput adjustment is a disturbance leading to a color deviation of the extrudate 
from the standard. This requires a corresponding change in the control actions, that 
is, the flow rates of colorants. If the consumer characteristics of the film deviate 
beyond the limit values according to the regulations, then the film cannot be used 
as packaging (since it does not ensure the safety and attractiveness of products for 
consumers) and is disposed of as non-returnable waste. An increase in the amount 
of defective films leads to a decrease in the competitiveness of production and an 
increase in its danger to the environment. Therefore, timely detection and correction 
of emergency situations associated with deviations in the throughput of the extruder, 
the quality indices of the extrudate beyond the threshold regulatory values, help to 
prevent the appearance of relevant film defects (reduce the amount of non-returnable 
waste) and increase the yield of quality products. However, the complexity of the 
hardware and technological design of the extrusion process [7–9], the lack of a 
system for monitoring the throughput of the extruder and the quality of the extrudate 
(as a rule, the quality is assessed visually by the appearance of the extrudate), many 
reasons of emergency situations significantly complicate the control of extrusion in 
emergency situations. This leads to operators making erroneous control decisions. In 
this regard, it is necessary to provide an opportunity for operational staff in advance, 
using a computer training system, to work out the skills of extrusion control in emer-
gency situations for various types of polymeric films and options for hardware and 
technological design of the process. 

The analysis of computer systems for training production personnel of high-tech 
facilities of the chemical, oil refining, metallurgical industry, energy has showed 
that the most effective way to solve the problems of training in controlling complex 
technological processes in various modes of their functioning (adjustment for a new 
task, routine mode, emergency situations) is the development and implementation of 
intelligent training systems [10–17]. These systems are based on multi-variate models
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of the description of control objects, adjusted to their variable characteristics. The 
training (simulator) models include: 

• models for the representation of informal expert knowledge for the study of ways 
to control technological processes, ways to eliminate emergency situations and 
the formation of intellectual tips on control; 

• mathematical models that allow calculating process efficiency indices 
(throughput, energy consumption, quality indices of intermediates and products) 
depending on control actions and providing opportunities for active training; 

• information models of raw materials, equipment, technological modes, prod-
ucts that ensure the adjustment of training systems for various modifications of 
hardware and technological design of processes [18–20]. 

Thus, in order to maintain at the appropriate level and improve the professional 
competencies of the operators of extrusion processes in the production of polymeric 
films, the development of adjustable intelligent training system is relevant. Such a 
system allows (based on the model of representing expert knowledge about emer-
gency situations of the extrusion process and the mathematical model for calculating 
the throughput of the extruder and the quality indices of the extrudate) to form extru-
sion controlling skills in emergency situations for various training scenarios (types 
of films, brands of extruders). 

2 Formulation of the Problem of Extrusion Control 
Training 

The analysis of the polymer extrusion process as an object of study and control has 
allowed forming its informational description as a set of vectors of input parameters 
X, control actions U, disturbances F and output parameters Y (state parameters S 
and efficiency indices Q): 

Y = F(X, U, F), 
Y = {S, Q}, 
S = {vx, vz, P, T, η,  τav}, 
Q = {G, Qext}, 
Qext = {Id, ϕs, γav, Lext, aext, bext, ΔEext}, 
X = {

Tfilm, Hpolym, Mextrud, Γextrud
}
, 

Mextrud =
{
Textrud, D, L

/
D

}
,

Γextrud = {nscr, Γscr, Γdie, S0, Ascr}, 
U = {N , Tbk, k = 1 . . .  nT, Gci , i = 1 . . .  nc}, 
F = {Gwast}.
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In the production of polymeric films characterized by the types Tfilm, extruders 
of various types T extrud are used (single-screw, reciprocating, twin-screw extruders 
[7–9]). Extruders of various types differ in the number of screws nscr and the nature of 
their movement (rotation or simultaneous rotation and axial reciprocation). Extruders 
of the same type differ in brands Mextrud, characterized by the diameter D and the 
relative length L/D of the screw/screws. The geometric parameters of the extruder 
of this brand include the geometric parameters of the screw/screws Γ scr and the 
forming head (die) Γ die, as well as parameters characterizing the features of the type 
of extruder (the screw reciprocation amplitude of the reciprocating extruder S0, the  
axial distance of screws of the twin-screw extruder Ascr). The type of film determines 
the type of film-forming polymer T polym, processed in an extruder. The parameters 
of the thermos-physical properties of the solid phase and the melt Hpolym depend on 
the type of polymer. The intensity and duration of the thermal and mixing effects on 
the polymer in the extruder vary by varying the control actions. These include the 
speed of the screw/screws N, temperatures of the thermal zones of the barrel T bk and 
flow rates of liquid colorants Gci. Returnable waste flow rate Gwast is a disturbance 
that leads to deviations of the extrusion mode from the regulations. The state of the 
process is characterized by the velocities of the cross-channel and down-channel 
flows vx, vz, pressure P, temperature T, viscosity η of polymer melt and average 
residence time in the extruder τ av. The throughput of the extruder G and the quality 
indices of the extrudate Qext are indices of the extrusion efficiency Q. The quality of 
the extrudate is assessed according to the following indices: 

• thermal destruction index Id (mapping the dependence of the degree of destruction 
of the polymer on time under the temperature-time regime in the extruder on 
the dependence that was experimentally obtained under isothermal conditions 
corresponding to the beginning of color change due to destruction); 

• characteristics of material homogeneity – the fraction of the solid phase ϕs, 
average mixing degree γ av (shear deformation accumulated during residence time 
in extruder); 

• color coordinates (in CIELab space) Lext, aext, bext, color deviation from the 
standard ΔEext [21]. 

Emergency situations of extrusion are primarily associated with extrudate defects 
(thermal destruction, material heterogeneity, color deviations). In order to exclude 
film defects resulting from poor-quality extrudate preparation, its quality indices must 
meet the requirement Qext ⊂ [Qext 

min; Qext 
max]. This requirement is formed from the 

condition of the suitability of the extrudate for forming on a calender. Here Qext 
min, 

Qext 
max are vectors of threshold values of quality indices (for example, the maximum 

index of destruction Id max, minimum degree of mixing γ av min). They depend on the 
type of film Tfilm. For example, for pharmaceutical films, black points are the least 
acceptable, so the restriction on the destruction index is more stringent compared to 
films for the manufacture of plastic cards. 

The problem of training to control the extrusion process in emergency situations 
is as follows: for the training scenario Strain = {Tfilm, G0, Mextrud, iSt, iRs} set by 
the instructor, it is necessary by varying the control actions in the regulatory ranges
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U ⊂ [Umin; Umax] in accordance with the control tip Rc, formed by an intelligent 
training system (based on the analysis of the reasons of an emergency situation Rsj, j 
= 1…nRs and determining the true reason Rs*), to eliminate an emergency situation 
St, by entering the appropriate efficiency index into the range of acceptable values 
Ql ∈ [Ql 

min; Ql 
max]. 

Here G0 is the system throughput; iSt is the number of the simulated emergency 
situation; Rs iRs is the number of the simulated reason of the emergency; Umin, Umax 

are vectors of threshold values of control actions, depending on the type of film Tfilm 

and the brand of the extruder Mextrud; Rc is the tip containing the direction of changing 
the control actions on the extruder; Ql is the index of the efficiency of the process, 
the deviation of which is prohibitive according to the regulations (Δl = Ql 

min − Ql 

> 0  ∨Δl = Ql − Ql 
max > 0) is a sign of an emergency situation St. 

3 Structure of the Intelligent Training System 

The structure of the intelligent training system developed to solve the training 
problem is shown in Fig. 1.

The intelligent training system includes a module for setting a training scenario, 
a bank of data and knowledge about the characteristics of the extrusion process, 
a subsystem for modeling the process, a module for handling emergency situation 
and forming a process control tip, a module for forming a training protocol, inter-
faces of the trainee (extruder operator) and the instructor. The system forms tips 
for the trainee on the direction of changing control actions in order to eliminate 
emergency situations set by the instructor. Emergency situations are associated with 
deviations of efficiency indices (throughput, extrudate quality indices) beyond the 
threshold values. Expert knowledge about emergency situations of the extrusion 
process is obtained by interviewing controlling production staff, studying techno-
logical regulations and instructions for controlling the production of polymeric films 
in emergency situations. This knowledge is complexly structured. Therefore, for their 
formalized representation, a knowledge base of emergency situations, their reasons 
and recommendations based on a production-frame model of knowledge representa-
tion has been developed [18, 19]. Subject knowledge about emergency situation (ES) 
is presented in the form of a prototype frame, which is described in the Backus–Naur 
notation: Fr:: = < ES,  QFr, AQ > ,  QFr = {q1, q2, q3}, AQ = {a1.1, …,  a3.4}, where 
QFr is a set of frame attributes that allow you to structure knowledge for emergency 
situations (q1), the reasons for their occurrence (q2) and recommendations for elim-
ination (q3), AQ is set of characteristics of attributes that make up their linguistic and 
informational description. In order to represent knowledge about specific emergency 
situations of the extrusion process, a transition from a prototype frame to a system 
of example frames (see Fig. 2) has been performed. To obtain an example frame of 
a specific emergency situation, the characteristics of each attribute of the prototype 
frame a1.1, …,  a3.4 values describing this situation are assigned.
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Fig. 1 Structure of an intelligent training system for controlling extrusion processes in emergency 
situations

The knowledge base includes a description of emergency situations that are asso-
ciated with extrudate defects (thermal destruction, non-melted inclusions, etc.) and 
deviations in the throughput of the extruder, leading to fluctuations in the extrudate 
stock when feeding the calender. These situations are fixable, as they are eliminated 
by purposefully changing the control actions without stopping the production system. 
Priorities of emergency situations are formed depending on the degree of negative 
impact of situations on the operation of the production system and consumer char-
acteristics of polymeric films. These priorities determine the order of elimination of 
emergency situations in the event of several situations. Each emergency situation in 
specific production conditions occurs for one of several possible reasons. Therefore, 
one of the tasks of an intelligent training system is to determine the true reason 
of an emergency situation. Each reason is matched with a specific recommendation
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Fig. 2 Information structure of the example frame Emergency situation “Thermal destruction of 
the extrudate”

describing the actions of the extruder operator that must be performed to eliminate the 
reason, and hence the emergency situation caused by it. The controlling knowledge 
necessary to identify emergency situations, determine their true reasons and form 
control tips are represented in the form of production rules: Pr:: = IF (condition), 
THEN (consequence). For example, to identify an emergency situation “Thermal 
destruction of the extrudate” (St1) and the formation of the control tip the following 
rules are implemented: a simple rule IF (Id > Id max), THEN (St = St1); focusing rules 
IF (St = St1) ∧ (T ext > T ext 

max), THEN (Rs* = Rs1), IF (St = St1) ∧ (Rs* = Rs1), 
THEN (Rc = Rc1). 

Simulation of the occurrence of emergency situations is carried out in the system 
by modeling the reasons of situations specified in training scenarios Strain. To do  
this, the values of the corresponding parameters of the mathematical model of the 
extrusion process (input parameters X, control actions U or adjustable coefficients 
of the equations of model A) are changed in relation to their nominal values Xnom, 
Anom or regulatory ranges [Umin; Umax], stored in the data bank and model library. 
A variety of types of extruders and polymers, the complexity of hydrodynamic and
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heat and mass transfer processes occurring in the screw channel of the extruder, non-
Newtonian behavior of melts require an integrated approach to modeling extrusion 
processes. At the same time, existing mathematical models describe processes in 
extruders of certain types [22, 23] or in separate functional zones of the extruder 
[24–32]. As a rule, they do not allow us to take into account all the features of 
extrusion (phase transition, viscosity anomaly, melt leakage through clearances, cuts 
in screw flights, energy dissipation, heat exchange of the polymer with the barrel, 
screw) and to give a comprehensive quantitative assessment of the characteristics 
of the process, taking into account the quality of the extrudate. Therefore, a library 
of mathematical models has been developed to adjust the system for training in the 
control of multi-assortment extrusion processes in various types of apparatuses. It 
includes models of polymer processing in single-screw, reciprocating and twin-screw 
extruders having screws of a typical configuration and equipped with dies [7–9]. 
The models are deterministic and are based on the laws of conservation of mass, 
momentum, energy (for constructing equations of phase and interphase balances), 
the laws of rheology (for constructing equations of viscosity dependence on shear 
strain rates and temperature) [21, 33]. When constructing models, the following 
general assumptions (for all types of extruders) are accepted: reversed movement 
of the barrel and screw; smallness of curvature and complete filling of the screw 
channel; steady-state nature of the process over time and along the length of the 
channel; constancy of polymer properties; absence of radial flow, inertial and mass 
forces, convective heat transfer across the channel width and heat transfer by thermal 
conductivity along the channel length; melt adhesion to the channel walls. The model 
of the extrusion process is selected from the model library depending on the type 
of extruder T extrud. Adjusting the model to the polymer type T polym and the brand of 
the extruder Mextrud consists in forming the nominal values of the parameters of the 
properties of the phases of the extruded polymer Hpolym, geometric parameters of the 
extruder Γ extrud, coefficients of the model A. The adjustable coefficients of the model 
are the coefficients of the rheological equation of the melt state (for example, the 
power law index n), heat transfer coefficients between the polymer phases, the barrel 
and the screw of the extruder, coefficients of the thermal destruction model (time τd, 
temperature T d and activation energy Ed of destruction), coefficients of regression 
models for calculating color coordinates (cp, p = 0…nL, dq, q = 0…na). Due to 
the nonlinearity of the model equations, numerical methods (methods of the theory 
of plane asymmetric flows, finite difference methods [34]) are used to solve them. 
The adjusted extrusion model allows you to calculate distributions of flow velocities 
vx, vz, pressure P, temperature T, viscosity η of melt through the screw channel, 
average residence time τ av and throughput G = ρQE. Here  ρ is the melt density, QE 

is the volumetric down-channel flow rate through the “screw channel—die” system, 
calculated by iteratively solving the equation formed from the coupling condition of 
the screw and the die (equality of pressure differences in the screw channel and the 
die). So, for a reciprocating extruder, this equation has the following form:
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where Z, H are the length and the depth of the screw channel; φ is the angle of 
inclination of the screw flights; Φosc is the screw reciprocation phase; Bz is the 
dimensionless pressure gradient in the down-channel flow of the melt; μ, μdie are 
the melt consistency coefficients in the screw channel and the die; Fd, FP, kdie are 
coefficients of the geometric shape of the screw channel and the die; Qd is the 
volumetric forced flow rate in the screw channel. 

According to the parameters of the state S, the quality indices of the extrudate are 
calculated: 

Id = 
τav 

τd 
exp

[
Ed 

8.31(Text + 273)(Td + 273) 
(Text − Td)

]
100, 
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(
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)
, 

aext = fa
(
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)
, 

(4)

ΔEext =
/

(Lext
∗ − Lext)

2 + (aext∗ − aext)2 + (bext∗ − bext)2 , 
ki = Gci

/
G, 

(5) 

where Lext 
*, aext *, bext * are the color coordinates of the standard, depending on the 

type of film Tfilm. 
Thus, the developed mathematical models allow us to calculate the parameters of 

the state S and the efficiency indices Q of the extrusion process depending on the 
control actions U for various types T extrud and brands Mextrud of extruders, types of 
processed polymers T polym. To check the adequacy of the mathematical models, the 
measured and calculated values of the process throughput, temperature and color 
coordinates of the extrudate have been compared. The data has been obtained for 
reciprocating and twin-screw extruders of various brands during the processing of 
rigid polyvinyl chloride (PVC) and the implementation of different extrusion modes 
(by varying control actions). The results of statistical processing of the obtained 
data have confirmed the adequacy of the models according to the Fisher criterion, 
the coefficient of determination and the standard deviation, which does not exceed 
3–5% for various output parameters of the process.
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The adjustment of the intelligent training system to the parameters of the training 
scenario is carried out using an information model of the extrusion process. This 
model is implemented as a set of relational databases. The database of film types 
and parameters of polymer properties allows you to form nominal values of param-
eters of thermo-physical properties of polymer phases Hpolym (depending on the 
type of polymer T polym) and threshold values of extrudate quality indices Qext 

min, 
Qext 

max (depending on the type of film Tfilm). The database of geometric parame-
ters of extruders allows you to form nominal values of geometric parameters Γ extrud 
(depending on the brand of the extruder Mextrud). The database of technological 
parameters of the process allows you to form regulatory restrictions on control 
actions Umin, Umax, process state parameters Smin, Smax, extruder throughput Gmin, 
Gmax (depending on the type of film Tfilm, extruder brand Mextrud, system throughput 
G0). Arrays of values of control actions are stored in the database of technological 
parameters, which are imported from the database of measured parameters of indus-
trial production of polymeric films, which is included in the software package for big 
data processing and film quality control [35]. These arrays are used to simulate the 
extrusion process in time. According to the values of the control actions U, which 
change over time, the output parameters Y are calculated and displayed (in the form of 
trends). The modeling results are stored in a database of output parameters. Training 
scenarios and results are stored in a database of scenarios and protocols. Training 
protocol Ptrain, generated by the system, contains the values of the control actions U, 
set by the trainee to eliminate an emergency situation, as well as the calculated (for 
them) and threshold values of the output parameters Y, Ymin = {Smin, Gmin, Qext 

min}, 
Ymax = {Smax, Gmax, Qext 

max}. The training goal is achieved if the trainee has set the 
extrusion mode U ⊂ [Umin; Umax]: Y ⊂ [Ymin; Ymax]. 

4 Algorithm for Modeling Emergency Situations 
and Forming Tips for Extrusion Control 

The algorithm for forming tips for eliminating emergency situations is shown in 
Fig. 3.

For a given training scenario Strain threshold values of control actions Umin, Umax 

and output parameters Ymin, Ymax of extrusion process, an array of values of control 
actions U (to simulate the process in time) are formed, an extrusion model is selected, 
and its parameters X, U, A are adjusted to simulate the occurrence of a given emer-
gency situation iSt. The values of the process efficiency indices Q calculated by the 
mathematical model are compared with the threshold values Qmin, Qmax. In case 
of deviation of the efficiency index Ql beyond the threshold values an emergency 
situation St is identified, the information description of which is the index Ql. 

For an identified situation, a list of possible reasons of its occurrence Rsj, j  = 
1…nRs is formed from the knowledge base. Each reason is described by one of the 
process parameters (U, S). To determine the true reason Rs* when this situation occurs,
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Fig. 3 The algorithm for modeling emergency situations and forming control tips
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the values of these parameters are compared with the regulatory threshold values, 
and the parameter whose value violated the restrictions is identified. To control the 
correctness of the system, the equality of the number of the true reason and the 
number iRs specified in the training scenario is checked. For the reason found, a 
recommendation Rc is extracted from the knowledge base. It contains the direction 
of changing the corresponding control actions U to eliminate this reason, and hence 
the emergency situation. The trainee receives a message about an emergency situation 
St, its true reason Rs* and the control tip Rc. By changing the control actions on the 
process accordingly, the trainee eliminates an emergency situation, transferring the 
process to a routine mode. 

The proposed algorithm makes it possible to solve the problem of training to 
control the extrusion process in various emergency situations for different variants 
of the hardware and technological design of the process and types of polymers, 
since these characteristics are set in the training scenario for which the algorithm is 
adjusted. 

5 Testing of the Intelligent Training System 

The system has been tested using examples of training to control extrusion processes 
in emergency situations associated with various types of extrudate defects (thermal 
destruction, inclusions of non-molten polymer, insufficient mixing, color deviations) 
and arising for various reasons (excessive/insufficient residence time, overheating/ 
insufficient heating, insufficient mixing intensity, etc.). Data of calendered production 
of pharmaceutical and food packaging films of various types (based on rigid PVC) at 
factories in Russia and Germany has been used for testing. Reciprocating extruders 
and counter-rotating twin-screw extruders have been used as the hardware design of 
the extrusion processes. 

An example of the trainee’s interface is shown in Fig. 4. Here the trends of the 
screw speed N of the PR-200 reciprocating extruder and the index of thermal destruc-
tion of the extrudate Id are displayed with threshold values Nmin, Nmax, Id max. It also  
displays information about an emergency situation related to the destruction of the 
extrudate (Id > Id max), its true reason (excessive residence time of the polymer in 
the extruder: τ av > τ av max, where τ av max is the upper threshold value of the resi-
dence time), modeled by reducing the screw speed N beyond the lower threshold 
value Nmin, and the control tip (increasing the screw speed N). Implementing the 
control tip, the trainee enters the destruction index into the regulatory range (which is 
displayed on the trend of the destruction index), eliminating the emergency situation 
and preventing the corresponding surface defects of the polymeric film.

The test results have confirmed the operability of the system for the formation of 
skills for controlling extrusion processes in the event of emergency situations.
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Fig. 4 Trends in the parameters of the extrusion process and a control tip for the trainee

6 Conclusion 

An adjustable intelligent training system has been developed, which is designed 
to train extruder operators of multi-assortment production of polymeric films. The 
system allows you, on the basis of multi-variate models for describing extrusion 
processes (a production-frame model for representing expert knowledge, functional 
mathematical models, relational information model), to solve the problem of forming 
skills for controlling extrusion processes in the event of emergency situations for 
various training scenarios (various types of films produced, hardware and tech-
nological design of the process, emergency situations and the reasons of their 
occurrence). 

The results of testing according to the data of industrial production of polymeric 
films for packaging pharmaceuticals and food products have confirmed the oper-
ability of the system as a computer tool for improving the professional competence 
of extruder operators, contributing to reducing the time of control decision-making 
to eliminate emergency situations of the extrusion process. This leads to an improve-
ment in the consumer characteristics of films, resource saving, an increase in the 
yield of quality products and an increase in the environmental safety of production 
(by reducing the amount of non-returnable waste following the timely elimination
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of emergency situations of the extrusion process and preventing the corresponding 
defects of the polymeric film). 
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Method for Constructing Virtual Reality 
Simulators for Turning and Milling 
for an Engineering Education System 
for Building Cyber-Physical Systems 

Roman Aslanov and Alexander Bolshakov 

Abstract The chapter describes the development and implementation of three-
dimensional computer simulator for turning and milling in virtual reality, the archi-
tecture of hardware-software complex and its functionality based on the proposed 
methodology. The principles of user interaction with three-dimensional models, UI/ 
UX design are considered. The simulator is designed to solve the tasks of visu-
alization of three-dimensional models according to the specified scenarios during 
training and qualification assessment activities. Practical application in the imple-
mentation of effective training for industrial enterprises, optimization of physical 
and financial costs, minimizing the number of errors and accidents, absence of the 
possibility of damage to the equipment, the need for a special equipped room, depreci-
ation accrual, maintenance costs and consumables: cutters, cutters, drills and work-
pieces. The variability of the scenario allows a diverse range of operations to be 
performed in the application. The novelty of the proposed project is: a model of 
professional training and qualification assessment capable of evaluating students’ 
work processes and professional skills; a specialized software package with unique 
program modules; method of optimizing program modules and three-dimensional 
models of the program complex of industrial segment training in a single virtual 
space. 
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1 Introduction 

Improving the training process for high-tech industry requires special attention. In 
this regard, the study of methods and means of applying immersive technologies to 
improve the quality and accessibility of training is very important in today’s society 
[1–6]. It should be noted that computer simulators are quite successfully used to train 
operators in various subject areas [7–12]. In this case, the effect of virtual reality is 
used [13–15]. Virtual reality systems are used in engineering education [16, 17], 
medicine [18–20], for people with disabilities [21], and driving education [22]. 

Virtual reality simulators are used more and more widely in professional training 
and qualification assessment. There are different opinions on whether the introduction 
of virtual reality technologies in training is appropriate or it is done for a beautiful 
visual effect and does not directly affect the educational activities. 

Quality training requires effort, one of the ways to increase its effectiveness is 
the use of immersive technologies, namely conducting part of the practical training 
on virtual reality simulators. Currently, virtual reality technology is in demand not 
only in the entertainment industry: cinematography, games, attractions. In education, 
immersive technologies have been successfully used for many years to improve 
quality, economic efficiency, and accessibility [22–24]. The possibilities of virtual 
reality are quite wide, allowing to transfer the user to various locations and interactive 
scenarios. The advantages are many, so the possibility of starting the technological 
process again, without the loss of resources and the threat of real breakdowns in 
production, makes the use of virtual reality in training appropriate and necessary. 
Visibility, safety, immersion and involvement make virtual reality systems interesting 
and attractive for use both for trainees and teachers [25, 26]. 

Thus, the training of turners and millers on universal machine tools for industrial 
enterprises is a rather labor-intensive and economically costly process. This makes 
the present project to develop and implement a simulator for turning and milling in 
a virtual reality environment relevant. 

This chapter describes the results of the development and implementation of three-
dimensional computer simulator of turning and milling in virtual reality on the basis 
of the proposed methodology. 

Problem Statement. The aim of the work is to increase the effectiveness of the 
educational process based on the use of virtual reality simulator, minimizing the 
cost of consumables in the process of training and assessment of qualifications, the 
availability of equipment. To achieve this goal in the development of the simulator, 
it is necessary to solve a number of tasks:

• perform an analysis of existing methods and means of developing virtual reality 
simulators;

• analyze similar developed systems and their impact on efficiency;
• to develop the concept of work, terms of reference, user scenario, UX/UI of the 

virtual reality simulator;
• formulate requirements for the system under development;
• develop the structure of the system and the algorithms of its components;
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• design and create a database to store user and system information for the virtual 
reality simulator;

• conduct testing and perform comprehensive debugging of the system [27];
• develop technical documentation of the virtual reality simulator;
• evaluate the effectiveness of the developed virtual reality simulator. 

Initial data. Let us formulate the functional requirements for the virtual reality 
system of training on milling and lathe universal machines. After analyzing similar 
systems, developed the concept of work, terms of reference, user scenario, UX/UI of 
virtual reality simulator, let us formulate the functional requirements for the system 
of virtual reality training on milling and turning universal machines. 

The virtual reality application is to be implemented as a training and qualification 
assessment simulator for the field of “Mechanical Engineering”. The purpose of 
the simulator “Laboratory of Universal Turning and Milling Machining in Virtual 
Reality (VR) Environment”:

• increase the efficiency of the educational process;
• minimize the costs of consumables in the process of training and assessment of 

qualifications;
• ensure the availability of the equipment. 

Let us formulate the requirements for the system:

• to the structure and functioning: stable and reliable functioning of the system 
modules to ensure the full performance of processes of uninterrupted power 
supply of technical means, the use of licensed software, time standards for service 
maintenance of software and hardware, protection of information from malicious 
programs;

• to the number and qualifications of the system staff and its mode of operation: to 
work with the software requires a computer operator with knowledge in the field 
of virtual reality simulators and the end user. If the required skills are available, 
the end user can work as a Computer Operator. The task of the Computer Operator 
is to maintain the operability of the hardware, install and maintain the operability 
of the software and other related programs, install programs and work with data, 
including backups;

• to reliability: the virtual reality simulator should automatically perform a check on 
the correctness of the data input, as well as on the compliance with the acceptable 
data ranges, including the handling of exceptional situations;

• to ergonomics and technical aesthetics: the virtual reality simulator must have an 
aesthetically pleasing interface with good object visualization (UI), as well as a 
user-friendly intuitive interface (UX);

• to the dialog mode: in case of errors in the software complex modules, error 
messages with recommendations for their elimination should be displayed;

• to protection of information from unauthorized access: access to the virtual reality 
application is provided by login and password and is delimited by administrator 
and user modes. Access to the application is carried out by a license key. The 
password has character length and naming requirements (from 3);
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• to patent purity: conditions of license agreements shall be observed for all tech-
nical and software objects of the virtual reality simulator and ensured patent purity 
[28];

• to standardization and unification: when developing a virtual reality simulator, 
a standard methodology of information modeling must be used (GOST 34.601– 
90—Information Technology. Set of standards for automated systems), (GOST 
19.102.77—Unified system of program documentation. Stages of development). 

2 Methodology for the Development and Implementation 
of Simulators for the Selected Subject Area of Turning 
and Milling Development 

The aim is to develop a simulator to improve the economic efficiency of educational 
processes and to solve other applied problems of the field of mechanical engineering. 

Analysis and development of requirements. Performing the analysis of the subject 
area to justify the feasibility of development: defining the goals, issues, object and 
subject of research, as well as the relevance and objectives necessary to achieve the 
formulated goal. Further on the basis of the analysis the requirements to the simulator 
are created. 

Designing. On the basis of results of the analysis and the set requirements to the 
simulator designing of the software product, including construction of architecture 
of the appendix, algorithms for realization of performance of demanded functions 
of simulator is carried out. Concept art is developed and sketches are drawn on the 
basis of the chosen references for visualization of the environment and models of 
the simulator under development. 

Development. On the basis of the developed model of the simulator, 3D models 
of the environment and interaction objects used in the simulator are created. During 
modeling, program code is developed taking into account the proposed architec-
ture and algorithms. In the process of realization of development blocks models 
are introduced in the development environment and united with programs for the 
stage-by-stage formation of the final product. 

Testing. After the development stage of the simulator, various types of testing 
are conducted to check the fulfillment of the specified requirements for the product 
and to identify errors arising for the user of the simulator. Based on test results, the 
simulator is refined if necessary to prepare the project for commissioning for real 
users. 

Implementation and maintenance. The final product (simulator) is installed on the 
computers and handed over to the customer for use. After installation, training of the 
customer’s staff is organized to familiarize users with the management and various 
types of interactions with the system. If difficulties arise that were not identified 
during the testing phase, the developers fix the identified problems. Updates to the 
simulator are developed in the process of maintenance, if this process is defined in 
the requirements of the project.
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The following describes the results of the project for the development and imple-
mentation of a 3D computer simulator for turning and milling in virtual reality based 
on the proposed methodology, from the design stage to the implementation and 
maintenance stage. 

3 Description of the Design Process of the Virtual Reality 
Turning and Milling Simulator and the Architecture 
of the Hardware-Software Complex 

The simulator design process includes the following steps: 

1. analysis and immersion in the subject area; 
2. development of the terms of reference with the description of the content 

processes, scenario and models; 
3. development of sketches, schemes of screens with transitions, UI/UX design; 
4. development of the system architecture. 

The developed virtual reality system for milling and lathe machines has the 
following structure (see Fig. 1). 

The resources who perform the work are teachers of special disciplines, students 
of the “Production and Engineering Technology” sector and production specialists 
working on universal machines. 

In the process of activity, they work with objects that are used and transformed to 
produce a result. These include universal milling and turning machines, blanks for 
making parts on the machines. The activities performed by the user in the process 
of working on the universal machine tools. Parts are controlled and monitored on

Fig. 1 IDEF0-diagram of virtual reality system functioning for milling and turning machines 
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Fig. 2 Classrooms for milling machine training 

the machines by a special system, which monitors the machine tool process against 
specific criteria, based on the machine tool operating instructions and drawings of 
the parts to be produced. 

These activities result in parts being produced on general-purpose machines with 
process quality scores based on specified criteria. The processes are indicated in the 
context diagram of the BP System Activity for work on milling and lathe universal 
machines. 

Application architecture. Milling machine code architecture: 

1. The classes responsible for teaching the user how to use the milling machine are 
shown in Fig. 2 

a. Training—the class responsible for training. 
b. ControllerHelp—the class responsible for help on the milling machine. 

2. Classes responsible for interaction with the user interface of the milling machine 
and its operation. Below the graphic illustrations of the developed classes are 
omitted, only their descriptions are given 

a. MillingManager—a class responsible for the state of work of the milling 
machine. 

b. LockDoorButton—a class that is responsible for closing the door in the 
milling. 

c. ControllerTakerMilling—the class that is responsible for finding the work-
piece in the milling machine. 

d. SwitchPos—the class responsible for the movement of the milling cutter. 
e. Generation—the class responsible for the generation of a workpiece. 
f. BindMilling—the class responsible for the interface of the milling machine.
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g. HandController—the class responsible for tracking the presses on the 
controller. 

h. SliderUp—the class responsible for the operation of the slider interface on 
the milling machine. 

i. SheetSwitch—the class responsible for changing the screen on the workpiece 
selection interface. 

j. ControllerToolMilling—the class responsible for the operation of the tool of 
the milling machine. 

3. The classes responsible for tool operation, calculating the deflection distance of 
the cutter 

a. Jupka—the class responsible for tool work, measuring deviation. 
b. The other classes are needed to correct deviation from different sides. 

4. Classes responsible for machining the part with the cutter 

a. ControllerCube—the class responsible for the dimension of the workpiece. 
b. MeshStudy—the class responsible for machining the workpiece. 

Turning machine code architecture: 

1. Classes responsible for the operation of the lathe 

a. ControllerLathe—the class responsible for the state of the lathe’s work and 
storing the data about the lathe’s settings. 

b. ControllerSupport—the class responsible for the operation of the slide of the 
lathe. 

c. ControllerSupportMove—the class responsible for the movement of the slide. 
d. Taker—the class responsible for the location of the part in the machine. 
e. ToolLathe—the class responsible for the tool of the lathe. 
f. ControllerDisplaySpeed—the class responsible for displaying the machine 

settings. 
g. TakeCutter—the class responsible for finding the tool in the lathe. 
h. ButtonCoordController—the class responsible for changing the coordinates 

of the slide on the display. 
i. CylPartController—the class responsible for setting the workpiece of the 

lathe.

2. The classes responsible for the work of machining parts on the lathe 

a. InsideTool—the class responsible for the processing tool inside the workpiece 
with the tailstock. 

b. InsideProcessing—the class responsible for the contact between the tool, for 
inside machining, and the workpiece. 

c. ControllerInsideProcessing—the class responsible for the processing inside 
the part. 

d. CylindController—the class responsible for the processing of the part.
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Fig. 3 Classes responsible for learning 

e. CylCamsController—the class responsible for finding cameras for saving the 
part as images. 

f. BackForwardCamScreenshot—the class responsible for the work of the front 
and back cameras which store the part. 

The architecture of the code of the general functionality: 

1. The classes responsible for training are shown in Fig. 3. 

a. Training—the class responsible for changing the training panel. 
b. TriggerHand—a class responsible for tracking the execution of cues, through 

hand tracking. 
c. TriggerHandTraining—the class responsible for tracking cues through index 

finger tracking. 
d. DefenceTraining—a class that tracks putting on protection. 

2. Classes responsible for the slider interface 

a. HandController—the class responsible for controllers pressing. 
b. SliderControllerTrigger—the class responsible for slider changes. 

3. Classes responsible for the player’s movement and laser 

a. Move—a class that moves the player smoothly. 
b. MoveController—The class that selects the type of movement. 
c. Laser—the class that controls the laser.
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d. SceneManage—the class responsible for the scene change. 

4. The classes responsible for the error system 

a. ErrocChecker—a class that monitors errors. 
b. ErrorManager—the class which warns of an error. 

5. The classes responsible for the micrometer 

a. MekrometrTrigger—the class responsible for the measurement. 
b. Micrometr—the class that handles measurements. 

6. The classes responsible for saving the part 

a. SaveScrin—the class responsible for saving the image of the part. 
b. CylindrController—the class responsible for the part of the lathe. 

4 Development of the Functional Support of the Software 
and Hardware Complex of the Stand 

The main functionality of the system is to implement two modes: training processes 
on universal machine tools and execution of production tasks. The system, in its turn, 
controls the fulfillment of tasks by the Executor from switching on the universal 
machine until the part is produced. In case of incorrect actions of the Executor, the 
System displays the corresponding error notifications. Subsequently, the Observer 
can view the performed work and carry out measuring actions to evaluate the quality 
of the performed work. Then a report is formed and a grade for the executed work 
is given. Demonstration of the sequence of states and actions of the system with a 
description of the main functions of the virtual reality system on work on milling 
and lathe universal machines is shown in the activity diagram in Fig. 4.

The following support systems are used to solve the required tasks: 

1. Mathematical (algorithmic) support—a set of mathematical methods, models 
and algorithms of information processing, used for the formation of management 
impacts on universal machines, as well as in solving problems to calculate the 
quality indicators of the process in the manufacture of parts. 

2. Software—is a set of programs required to implement the functionality of the 
virtual environment. 

3. Information software is a system of classification and coding of information, 
databases and data arrays, which are necessary to perform the functions realized 
in the project. 

The proposed functional structure of the virtual reality system for milling and 
lathe universal machines is shown in Fig. 5.

The Virtual Reality Turning and Milling Simulator presents an application with 
two modes: exam and job training with pop-up prompts. The user specifies the data
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Fig. 4 Diagram of the VR system’s activity on milling and turning universal machines

of a three-dimensional workpiece, which will be further processed on the machines 
and measured using a special measuring tool. 

Here the 3D models for the simulator scene are developed according to generally 
accepted principles, which are reflected below: 

1. Development of the model concept, “sketch” sketch and design engineering in 
Adobe Photoshop. 

2. Model development in specialized software Autodesk 3ds Max, Blender, Maya, 
ZBrush. 

3. Retopology, model optimization, polygon reduction. 
4. Creation of a sweep of all parts of the mesh for the correct texture application. 
5. Fusing maps in Substance 3D Painter. 
6. Texturing the model in Substance 3D Painter. 
7. Animation and bone animation for some models including rigging and skinning 

for characters.
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Fig. 5 Functional structure of the VR System for milling and lathe work on universal machines

Optimization of the VR-application. For the correct operation of the application in 
the virtual reality environment, the work was carried out according to the following 
principles: 

1. level geometry was optimized—the total volume of models on the scene does 
not exceed 100 000 polygons; 

2. optimized static lighting—to reduce the load the light maps of static objects were 
calculated; 

3. OcclusionCulling—only 3D models which fall within the user’s line of sight are 
developed in the program; 

4. ReflectionProbes—used for realistic reflection of objects on the scene; 
5. Using GPU-Instancing for mass materials of 3D objects on stage; 
6. Using Batching Calls—participation of the video card to reduce the load on the 

CPU.
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Development tools and equipment. For the development of the simulator the 
cross-platform development environment Unity was used with the connection of 
the code editor Visual Studio in C# languages, synchronization with the virtual 
reality equipment based on the Steam VR tool. Graphic content and visual part were 
developed using Autodesk 3ds Max, Blender, Maya, ZBrush, Substance 3D Painter, 
Adobe Photoshop. 

Content management is based on HTC Vive virtual reality equipment, interaction 
with objects using controllers. 

During the testing phase, certain hidden defects in the software were identified, 
and appropriate changes were made to eliminate them. 

UI/UX interface description. The user interface of the application is implemented 
and adapted to the virtual reality technology. In the main menu the user is at a 
comfortable distance from the interface and uses a laser pointer to interact with it. 
The interface predominantly uses clear icons, minimizing the text part. The main 
block of the app uses the index finger to interact with the buttons for more precise 
interaction. Animations are used to improve the visualization of the interface. The 
color of the interface is in blue tones. Interaction with machines is adapted and 
simplified to virtual reality technologies in order to comfortably operate the lathe 
and milling machine, i.e., the machine setup is performed using a clickable interface 
rather than twists/levers (see Figs. 6, 7, 8, 9). 

Fig. 6 General view
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Fig. 7 Lathe 

Fig. 8 Milling machine

5 Conclusions 

The developed automated training system for universal turning and milling in the 
virtual reality environment with the immersive effect has an important practical 
application in the implementation of effective training for industrial enterprises, 
optimization of physical and financial costs, minimizing the number of errors and 
accidents. The software product is a functional simulation of the operation of a 
universal lathe and milling machine with a full package of features that are identical 
to the original equipment. 

A universal lathe with a digital display device and a tool set—cutters and drills, 
the software control of which provides movement of the tool holder by turning the
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Fig. 9 Measuring and hand tools

limbs due to the rotation of the controller. On this basis the movements used on the 
real lathe are simulated. 

Universal milling machine with position control system and digital indication 
device with a set of cutting tools, having the mechanisms and methods of processing 
similar to the control with the real equipment. 

The automated training system has no age restrictions on the tolerance, unlike 
physical universal milling and turning machines, which belong to the category of 
increased danger. 

An important factor of economic efficiency is the absence of the possibility of 
damage to the equipment, the need for a special equipped room, depreciation accrual, 
maintenance costs and consumables: cutters, cutters, drills and workpieces. It should 
be noted that during the training practice “PM.03 Development of technological 
processes for the assembly of assemblies and products in mechanical assembly 
production” for one student the workpiece in the form of “rolled steel” with a diameter 
of 60 m and a length of 2 m is consumed. After the implementation of VR-simulator 
it was possible to reduce the consumable workpiece from 2 to 0.5 m. Thus, it was 
possible to reduce the expendable billets by 4 times. The variability of the scenario 
allows a diverse range of operations to be performed in the application. 

Automated training system for universal turning and milling in virtual reality 
environment has been implemented and is used in the State Budgetary Profes-
sional Educational Institution of the City of Moscow “Moscow State Educational 
Complex”. 

The novelty of the proposed project is:

• a model of professional training and qualification assessment capable of evaluating 
students’ work processes and professional skills;

• a specialized software package with unique program modules;
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• method of optimizing program modules and three-dimensional models of the 
program complex of industrial segment training in a single virtual space. 
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Development of Software 
for the Organization of Training of TPP 
Workers on the Basis of Digital Twins 
of Equipment 

Vladimir Agibalov, Michael Belov , Aleksey Dolgushev , 
and Ivan Shcherbatov 

Abstract The chapter considers the task of developing software that uses digital 
duplicates of equipment to organize training of thermal power plant (TTP) personnel. 
This solution can also be used in the educational process of higher education institu-
tions for engineering specialties. To solve the problem of implementing a prototype 
software developed mathematical and algorithmic support for the construction of 
mathematical models of various pieces of equipment for use in the digital twins 
of thermal power plant equipment and thermal schemes. In the course of software 
development the following mathematical models have been created: steam turbine 
cylinder model, surface-type low-pressure heater model, condenser model. Algo-
rithmic support for building models was synthesized for use in plant personnel 
training systems and organization of educational processes in institutions of higher 
education for engineering specialties. The simulation of negative phenomena in 
accordance with a pre-designed scenario allows the educational process to be imple-
mented with high efficiency. The efficiency is conditioned not only by the possibility 
of generation of different equipment operation modes, but also by taking into account 
the influence of different negative factors on the operability. The tools to create 
scenarios of abnormal situations: fixing the values of certain parameters, single-step, 
step change of parameters, creating a linear function of change of physical param-
eter of the object in time. The programming language for realization of the simulator 
software is chosen.
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Keywords Digital twin · Thermal power plant · Simulation model · Thermal 
scheme · Staff training · Emergencies · Adaptation 

1 Introduction 

One of the problems of the modern energy sector is the reduction of energy efficiency 
of generation facilities during their operation [1]. Therefore, solving the problem of 
training personnel to work in non-standard, abnormal modes of equipment operation 
can significantly improve the energy efficiency of TPPs. 

Due to the fact that in the process of operation power facilities are exposed to 
many negative influences, their parameters change greatly over time [2–7]. This 
phenomenon leads to a change in facility behavior over time, which can be confusing 
to the operational staff. Failure to make technically correct decisions can lead to 
accidents and pre-accidents [8–12]. 

It is too expensive to train personnel on real equipment, so it makes sense to 
introduce digital models that can simulate equipment operation under different modes 
of operation with the required accuracy. 

Therefore, the task of development and application of digital simulation systems in 
order to create simulators, based on digital twins, for training students at educational 
institutions and specialists at energy facilities is becoming increasingly important. 

2 Algorithms Development 

The software for construction of digital twin equipment models is based on appro-
priate algorithmic and mathematical methods. Before construction of mathematical 
models of TPP equipment units and their implementation in software product, it 
is necessary to develop algorithms that would allow to implement the concept of 
construction of digital twins in TPP equipment when they are used as a part of 
the software product under development. Algorithms ensuring of the solving task 
consists of the following set of algorithms: A1—algorithm for building mathemat-
ical model of the object (equipment unit); A2—algorithm for building functional 
dependencies for digital twin of the object (equipment unit); A3—algorithm for 
building scheme of the technological process; A4—training scenarios development; 
A5—scenario realization (emergency, emergency, pre-accident situations etc.). 

Generalized scheme of conceptual approach of construction and application of 
digital twin models as a part of software is presented in Fig. 1.

Part of the key algorithms (A1 and A2) are implemented in the preliminary phase 
(analysis phase), and their result is the basis for the construction of the digital twin in 
the software. In addition, these algorithms will be refined as the work progresses. In 
the current phase, they are conceptual in nature and are represented by generalized 
structural diagrams.
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Fig. 1 Construction and use of digital twin models

At the initial stage, it is necessary to build a mathematical model of a specific 
piece of equipment. For this purpose, an algorithm is synthesized (Fig. 2), which 
implements the classical approach for building a mathematical model of the research 
object in the form of thermal and material balance equations, differential equations 
and others. 

Block 1 selects sources of information about the object, for which a mathemat-
ical model is to be built, providing the implementation of the concept of building 
digital twins of equipment. The sources may include both specific technological and 
thermal schemes of plants and other sources, which provide various descriptions of 
the technological process. 

Based on the analysis of sources, a structural scheme (block 2.1) is selected, for 
which its digital copy will be implemented in the software, as well as all mathematical

Fig. 2 Algorithm of building a mathematical model 
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dependencies, energy characteristics and other functional dependencies (block 2.2), 
which ensure the construction of a digital twin of the object in relation to the nature 
of the problem to be solved. 

Block 3 is designed to analyze the object in terms of the possibility of mathemat-
ical, functional or expert description of processes and objects of the thermal scheme 
in order that in block 4 was formed a system of simplifications and assumptions, based 
on which the construction of the object model, which will later be implemented in 
the software product and will be the mathematical basis of the digital twin. 

In block 5, based on the adopted system of simplifications and assumptions, 
the available scheme, as well as mathematical and functional dependencies, the 
mathematical model of the object is built. Based on classical statistical methods 
(using Fisher’s criterion, the approach will be described further during the stages of 
model adequacy assessment), the adequacy of the constructed mathematical model 
is assessed. If the model is not adequate to the object described (check in block 7), 
the system of simplifications and assumptions as well as the dependencies included 
in the model are checked (transfer to block 4). Otherwise, the model is verified and 
described in the required format, which can easily be implemented in a programming 
language. 

Methods used in the blocks of the synthesized algorithm: block 1—selection of 
sources on the topic of research; blocks 2–3—textual analysis of selected sources; 
block 4—textual analysis, expert survey; block 5—methods for building math-
ematical models, thermal and material balance equations, differential equations, 
energy characteristics; block 6—statistical methods for assessing adequacy (eval-
uation based on Fisher criterion); block 8—evaluation of the root mean square error, 
accuracy of model calculation; block 9—building a description based on the template 
generated. 

This chapter adopts the following format (template) of the mathematical model 
of the object, which will be the result of the described algorithm A1: 

(1) input parameters: X1 - …;  X2 - …; …; Xn - …  
(2) output parameters: Y1 - …; …; Ym - …  
(3) to calculate the parameter Y1 we use the following mathematical dependence: 

Y1 = f(X1, ….,Xn). 

Based on the described algorithm, models of equipment units of the software 
prototype under development will be built in the future. 

3 Development of Mathematical Models for the Personnel 
Simulator 

As the power system contains a set of separate elements connected in a certain 
way, the mathematical model of the system must reproduce all the relations and 
connections within the object, concerning the relationship of all elements or selected 
groups of elements, considered in this case as subsystems [13].
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At modeling of power systems, a distinction is made between cases, when simi-
larity is established for all elements influencing studied functions, which appear both 
in time and space (full similarity), and cases, when similarity is established only for 
a part of processes or studied system functions (partial similarity), for example, 
when change of process parameters only in time is studied without considering 
corresponding changes in space [14]. 

Full similarity and, accordingly, full simulation of power systems is implemented 
mainly in the study of systems or individual elements, the action of which is signif-
icantly related to the propagation of electromagnetic energy in space (design and 
study of such system elements as electrical machines, transformers, waveguides, 
long power transmission lines, etc.). Incomplete modelling is usually implemented 
in the study of power system modes [15–17]. 

Mathematical modeling of power systems is practically realized by making the 
system of equations adapted for solving on computer, represented in the form of algo-
rithms and programs, by means of which the numerical characteristics of processes 
(in the form of graph or table), occurring in studied power system are received on 
computer [17]. 

Mathematical modeling of power systems is widely used in simulators and simu-
lations, which is especially important in the study of processes and personnel training 
[18]. 

The main advantage of using simulation in simulators is that it is possible to 
obtain the necessary data about the object of study, process or phenomenon without 
working with it directly [19]. This not only saves time, financial and labor costs, but 
can also help to protect the subject or the people working on it from unnecessary 
risks. 

When developing a simulator, one can incorporate a structure for further func-
tionality expansion (scalability of the virtual simulator), create a system of virtual 
system simulation (a system of interdependent objects), functionality for prompt 
substitution of elements of the “investigated” object, design (download files from an 
external media, without changing the program running the simulator) [20]. 

Thus, the simulator allows simulating different scenarios, such as, for example, the 
scenario of normal operation of equipment or the emergence of emergency situations. 
Moreover, using data on possible abnormal situations, when running the simulation 
in automatic mode, the simulator program can create a unique scenario for passing 
the training. 

Since the simulator performs an educational function, the question arises as to 
how to evaluate the actions of personnel in emergency situations. Criteria must be 
selected for evaluating the actions of personnel during emergencies. In our simulator 
we propose the following criteria: time of operator’s actions; number of mistakes 
made by the operator; determination of the cause of an emergency situation. 

At the end of the training session the operator will be informed about the evaluation 
of his skills and/or in case of a negative experience, the consequences which resulted 
in his incorrect actions. 

In the course of software development, mathematical models of the steam turbine 
cylinder, condenser and low pressure heater of the surface type (LPH) have been
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created. The generalized structures of condenser and LPH are shown in Figs.3 and 
4 respectively. 

The input parameters for the condenser are pS , tS—parameters of heating steam, 
tsat—temperature of saturation in the heater, pc—pressure of heated condensate, 
tinput—condensate temperature at the heater inlet, Gc—condensate flow rate through 
heater, θ— underheating of water in the heater to the heating steam saturation temper-
ature, k—heat transfer coefficient for heaters with u-shaped brass tubes, din—inner

Fig. 3 Generalized 
structural diagram of the 
low-pressure heater 

Fig. 4 Generalized structural diagram of the condenser 
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diameter of u-tubes, dout—outer diameter of u-tubes, S1—staggered tube arrange-
ment size, S2—staggered tube arrangement size, η—filling factor of the tubes, ηhe— 
heater efficiency, w—velocity of water movement in pipes, g—free fall acceleration, 
λm—metal heat transfer coefficient, zx—number of water passes. 

The output parameters for the condenser are DS—flow rate of steam to the heater, 
z1—number of pipes along the water course, kreal—true heat transfer coefficient. 

The input parameters for the LPH are GS—steam flow rate in the condenser, 
Gw—cooling water flow rate, tin—water temperature at the condenser inlet, din—the 
inner diameter of the tubes, dout—outer diameter of tubes, ww—water velocity in the 
tubes, N—number of moves, F—heat exchange surface area, zx—number of tubes. 

The output parameters for the LPH are t2w—condenser outlet water temperature, 
tk—value of the saturation temperature in the condenser, pk—saturation pressure in 
the condenser. 

4 Development of Emergency Situations Simulations 

The properties of the objects in the mathematical model and the relationships between 
them must be used as a guide for the development of the contingency simulation. For 
example, to create abnormal situations, we can change the parameters of an object 
at one time, fix certain values or create a linear function of the change of a physical 
value over time that will simulate the wear and tear of the equipment. 

So, fixing a variable can be used to simulate the malfunctioning of a control or 
shut-off valve, the position of the RO stays constant (simulating a stuck valve), a 
burst water pipe, the water level in an element should increase and it stays constant. 

Abrupt change of parameters can also describe burst pipes, breach of tightness 
of objects. But the application of a change in a physical quantity over time, which 
must remain constant, can describe metal corrosion, deposition of salts, thinning of 
metal, etc. 

All these tools allow you to describe defects that lead to equipment failures and 
emergencies. 

5 Software Implementation 

The high-level programming language Python has been chosen for the software 
implementation of the simulator; it allows both creating an interface and creating 
mathematical models. Because of its versatility and ease of learning, it is perfectly 
suited for creating a training simulator [21]. Trainees can try to create their own 
contingency if they wish and, thanks to the Python maintain library function, they 
can load this situation into the software module without changing the main program 
code. Fragment of the program is shown in Fig. 5.
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Fig. 5 Mathematical model of the LPH 

6 Conclusion 

Software for training engineers was developed. Mathematical models of low-pressure 
heater, condenser, turbine cylinder was developed. Analysis of tools to create 
scenarios of abnormal and emergency situations, hidden and obvious defects of 
equipment was carried out. Programming language for software creation has been 
chosen. In the future, the developed software will become the basis for a set of 
training simulators for TPP personnel. 
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Heterogeneous Information System 
for the Integration of Departmental 
Databases on the State and Development 
of Human Capital 

Alexandr Ivanov and Alexey Bogomolov 

Abstract The results of the development of the architecture of a heterogeneous 
information environment for the integration of information resources of enterprises 
that solve the problems of investing in human capital, providing the availability of 
up-to-date data on the state and history of the development of human capital both at 
the scale of enterprises and at the federal level, are presented. 

Keywords Information environment · Human capital · Integration of information 
resources · Integration of databases 

1 Introduction 

The development of the economy, society and family, which combines labor 
resources, knowledge, tools for intellectual and managerial work, the environment 
and labor activity, necessitates the development and implementation of information 
technologies for managing the development of human capital [1–3]. 

The progress in the development of information technologies, the digitalization of 
many spheres of life determines the progress in the development and implementation 
of information technology technologies for managing the development of human 
capital [4, 5]. 

At the same time, it is critically important to have up-to-date data on the state 
and history of the development of human capital not only on the scale of enterprises 
(organizations, institutions), but also at the federal level, ensuring the implementation 
of a single information space for the formation and development of the innovation 
economy and the knowledge economy [6, 7].
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This, in turn, requires the synthesis of a heterogeneous information environment 
for the integration of information resources of enterprises that solve the problems of 
investing in human capital [8–10]. 

Numerous formulations of solving the problem of creating an information basis for 
monitoring and managing the development of human capital are known [2–8]. Many 
of the tasks of human capital analysis could be solved on the basis of a comprehensive 
population register, which would contain information about each person, covering 
all aspects of his life that are of social significance. 

Ideas for creating such a register were put forward as early as the 1950s, and the 
first decisions on its implementation at the federal level date back to the 1970s. Subse-
quently, such decisions were made at the highest level in various forms repeatedly, 
but were not fully implemented. The main reason for this is that various departments 
that have personalized information about the population did not agree to give it “into 
the wrong hands”. Therefore, insurmountable obstacles of a technological, legal and 
financial nature always arise in the way of creating a population register. 

At the same time, various departmental databases are actively developing very 
successfully, possessing in total almost all the information necessary for analyzing the 
country’s human capital in various sections. For example, the Ministry of Internal 
Affairs has databases of vehicle owners, the Pension Fund has a database of all 
employees with their earnings, the tax department has databases on income, prop-
erty ownership and firms, the Ministry of Health has medical databases, etc. At the 
same time, in most cases, mechanisms are provided for obtaining information from 
databases by external users (of course, if they have the appropriate rights). Moreover, 
in a number of cases, interdepartmental electronic interaction has been established 
with the transfer of the necessary information. 

Thus, the absence of a comprehensive registry required for human capital manage-
ment at the federal level does not mean that departments are not ready to share the 
information they have, but precisely that they are not ready to give it away in its 
entirety and want to remain its monopoly owners. 

From this it is clear that in order to solve the monitoring and development of human 
capital, it is necessary to create a system for extracting the necessary information 
from a large number of different (heterogeneous) databases. This, in turn, requires 
the solution of a number of technological and legal issues. 

2 Features of Organizing Data Centers 

To monitor human capital, according to existing practices for assessing human devel-
opment indices, it is necessary to obtain information in at least three main areas: 
the life expectancy index takes into account the components of health (activities to 
ensure the physical and mental health of society, on which human performance de 
pends) and demography (longevity, indicators of average life expectancy at birth, 
etc.) [1–4]; the education index is based on the educational component (activities for 
the production of intellectual and qualified resources, through the assimilation and
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use of acquired knowledge, skills and experience, access to education, the average 
expected duration of school-age children, the average duration of education of the 
adult population, etc.) and the cultural component (interaction with the world of 
material and spiritual values, the ability to understand and evaluate different forms 
of culture, as well as the ability to create one’s own values) [1–8]; gross national 
income index: a decent standard of living, measured by the value of gross national 
income per capita at purchasing power parity [5–7]. Monitoring systems should also 
consider the following components: civil component—implies the fulfillment of the 
duties of a citizen of one’s country and to act as a participant in administrative, legal 
and political relations. The spiritual and moral component is based on historically 
established, socially approved moral norms and values that ensure personal autonomy 
and social solidarity. The labor component is defined as the need, ability and readi-
ness to carry out professional activities, adhere to the norms of labor relations, and 
are enthusiastic about their labor duties. The optimal use of the labor component in 
the modern world economy is determined by motivational and value aspects, it is 
they that lead to the mobilization of the existing labor potential. 

It is obvious that the relevance of evaluating all these indices directly depends on 
the amount of information on which the calculations are based. Quite a lot of data has 
already been accumulated in the existing information systems of public and private 
structures, which can significantly improve the quality of calculations. 

The rapid accumulation of information provides more and more opportunities for 
statistical and analytical research, but often the necessary information is fragmented 
in various heterogeneous sources, and access to its fullest volume is difficult. 

The idea of solving special analytical problems by extracting information in a 
heterogeneous distributed environment, where several independent databases are 
integrated, has been relevant for more than three decades. Simultaneously with the 
advent of the World Wide Web, the variety of computing systems and software 
for building local databases and information systems has grown. In turn, this gives 
rise to the task of combining into a single system different in terms of technical 
implementation and different types of computer resources (computing resources, 
resources for storing and transmitting information) and conveying the total resource 
to the consumer. 

The first attempts to create heterogeneous distributed databases were based on 
the unification of relatively similar database management systems (at least in terms 
of data organization). So, for example, back in 1985, 12 Codd’s rules for rela-
tional data base management systems were formulated, which would allow building 
distributed databases quite easily. However, in practice, developers of relational 
database management systems do not fully follow such strict rules. And the task of 
combining local databases into a distributed one at the transaction level has become 
less relevant with the advent of database management systems such as ORACLE, 
DB2 and the like, on the one hand, and ERP systems, on the other. 

Further development of methods for integrating information systems in a 
distributed heterogeneous environment follows the path of a service approach. In this 
case, each of the local systems becomes a service for servicing requests of a certain 
type. Distributed systems are built using gateways in the form of WEB services,
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using service-oriented architecture (SOA) technology, based on GRID technology, 
etc. In all these cases, the medium of exchange is the Internet environment, and the 
interaction protocols are tied to network transactions. 

Virtualization and open standards allow services to go beyond the boundaries 
of the enterprise (organization). And communication service providers and service 
providers play a very significant role in blurring the boundaries between businesses 
and shaping global ecosystems. 

When building heterogeneous distributed systems, there are acute problems 
of identifying similar objects when integrating independent systems in a single 
environment—problems of semantic certainty and semantic conflicts. 

The trend of recent years is the use of messaging systems and/or electronic docu-
ment management systems for linking independent databases into a heterogeneous 
environment. At the same time, such an exchange environment also provides the 
function of monitoring the execution of pending transactions. 

With this approach, a special role is given to the forms of documents as the basis 
for interaction with databases and knowledge. Forms allow you to generate database 
schemas, systematize the location and processing of data in database management 
systems, which greatly simplifies the creation of databases and analytical research. 
Form is a structure of many frames, elementary portions of knowledge. Databases and 
knowledge are built on the basis of the structure of objects and concepts presented in 
database schemas; templates, layouts, display forms and procedures for processing 
knowledge presented in forms, as well as declarative knowledge, dictionaries and 
classifiers stored in database management systems. 

An important aspect in the construction of distributed information systems is 
the problem of ensuring the security and integrity of documents circulating in such 
systems. Modern digital signature technologies and blockchain technologies should 
be kept in mind when considering these issues. 

An integrated heterogeneous system can combine various systems of one indus-
trial enterprise, government agency or industry, while the problems of identifying 
objects, controlling information flows and accessing data are solved quite easily due 
to the presence of a single administrative control. 

In the overwhelming majority of cases, the methods used for database integration 
are not instrumental in the sense that they do not allow describing and implementing 
the process of including new data from some abstract database into the system. These 
systems are built on the basis of specific data structures, specific specialized models 
of objects and processes, and do not require the necessary level of access rights 
differentiation. In the case of working with personal data, the latter aspect becomes 
not only important, but legally necessary. 

An important element of the information system for integrating departmental 
databases on the state and development of human capital is data processing centers 
[11]. In order for such centers to meet the needs of managers and the tasks they 
solve, the development of databases requires a systematic approach. The fulfillment 
of this requirement is achieved by choosing a methodology for building databases (in 
terms of composition, volume and updating of data), which would adequately take 
into account the needs of their users. At the same time, the information unity of the
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collected and stored data provides for ensuring the unambiguity of the presentation 
and understanding of all the data used [12, 13]. 

To develop and improve information support for solving the problems of human 
capital development, it is necessary:

• creation of a promising service of information resources for the management of 
human capital, determination of its structure, functions and tasks to be solved; 
development of a single information space (SIS), determination of its compo-
sition, as well as sources and mechanisms for filling the data exchange center, 
the structure and hierarchy of stored information in order to rationally organize 
information and analytical support for the activities of officials;

• development of a system concept for automation of management, informatization 
and digitalization of tasks to be solved, as well as the stages of its implementation 
to increase the efficiency of solving problems of human capital development;

• elaboration of issues of theory and practice of application and development of 
digital information technologies, clarification of their place and role in the created 
SIS, management systems for the development of human capital;

• clarification of the conceptual apparatus of the digitalization being implemented, 
the tasks and problems of implementing the SIS, as well as the functions that 
ensure the creation of promising regional and departmental information systems 
as part of the SIS for the development of human capital;

• development of modern subsystems for quality control of the activities of 
organizations and officials for the development of human capital;

• providing support for decision-making on managing the development of human 
capital;

• automating the management of the daily activities of specialists in accounting, 
re porting, grouping and summarizing information, planning the preparation 
of reporting and information, information and analytical and administrative 
documents. 

One way or another, the solution of these tasks is impossible without the use 
of modern digital technologies, which involve the personal technical equipment 
of specialists and their workplaces, as well as representatives of various socio-
professional groups of the population. This, in turn, involves the development 
of methods and means of storing information, Internet technologies, related soft-
ware, sensors and M2M technologies—modern interaction of sensors and actuators 
(interaction “from machine to machine”) [14–16]. 

M2M technologies are designed to interact or combine telecommunication and 
information technologies. Their application ensures the automation of various 
processes, as well as the creation of more advanced service packages in all areas 
related to the development of human capital. At the same time, there is a steady trend 
in the development of electronic intelligent devices that can interact with each other. 
This suggests that human capital development activities, which are interdisciplinary 
in nature, will in the near future be associated with the use of M2M technologies, 
corporate cloud technologies, etc.
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The foregoing allows us to consider the possibility of developing and creating 
services for managing the development of human capital, which is understood as a set 
of managerial, organizational, methodological and clinical processes that ensure the 
coordinated actions of specialists from various organizations and automated elements 
of sensors and actuators (as stationary, and mobile) [17, 18]. 

The foregoing allows us to conclude that there is already a social order for 
the creation of a heterogeneous information system for integrating departmental 
databases on the state and development of human capital. It is assumed that in the 
coming years, the issue of mandatory monitoring of the quality of life of a significant 
part of the population with the mandatory prompt provision of the necessary data 
for the implementation of human capital development management at the level of 
organizations, regions, ministries (departments), as well as at the federal level [19– 
21]. An analysis of the literature, a generalization of world and domestic experience 
in the development of information technologies, as well as our own data, make it 
possible to identify the following trends: in the near future, the world is expected to 
massively equip organizations and social professionals with mobile devices that act 
as personal digital assistants containing “wired” processes, work regulations and job 
or professional responsibilities of specific specialists in the development of human 
capital. 

Integrated personal electronic card—a set of electronic personal records relating 
to one person, collected, transferred and used by several organizations. The records 
included in the integrated personal electronic cards can be stored both centrally and 
distributed. In both cases, individual electronic personal records are accessed through 
a personal identification number. The issues of managing integrated personal elec-
tronic cards, storing information in it (in fact, in data exchange centers), access rights 
and standards for information exchange and data information compatibility (inter-
operability) are currently being worked out. General requirements for integrated 
personal electronic cards should be formulated in a separate national standard. At 
the same time, despite the emergence of mobile applications and gadgets, as well as 
the relevant experience in implementing sensor technologies in a number of sectors 
to ensure the socio-economic well-being of the population, there are few imple-
mentations of the latter in existing information systems, and there are practically 
no complex system solutions. A serious reorganization of the human capital moni-
toring system is proposed by many authors, firms and development organizations. 
The proposals include the development (creation and maintenance), experimenta-
tion, practical testing and implementation in daily activities of the following tools, 
[10–17]:

• digital technologies (network-centrism, data processing centers, mobility of 
doctors and patients, cyber-physical systems as an ideology for the interaction 
of sensors and actuators) and the constant development of digital services;

• devices for registration, collection and processing of personal data (introduction 
into practice of modern sensors, actors, controllers, etc.);

• a repository of digital models of services of the ecosystem for managing the 
development of human capital, as well as the stand of the chief designer; ensuring
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the mobility of the population by equipping them with mobile devices and software 
agents connected to the “cloud” of the ecosystem for managing the development 
of human capital;

• implementation of the ideas of network-centrism and ensuring the rapid migration 
of the center for making operational decisions on the nodes of the ecosystem of 
services for managing the development of human capital;

• approbation and activation of the service in order to create groups of corporate 
SIM card users according to institutional, professional, functional, technological, 
territorial and/or other criteria;

• means of communication and communication (mobility of participants in the 
process of human capital development). 

Further development of interaction and the introduction of M2M technologies, the 
connection of software agents and actuators to the “cloud” of the eco-system for man 
aging the development of human capital, the creation of a multi-agent communication 
platform for the development of human capital necessitate the consideration of the 
problem of automated collection and storage of factographic information. 

Thus, the introduction of modern digital technologies will allow not only to orga-
nize work on the development of human capital at the level of world standards, but 
also to better use the accumulated information in order to improve the quality of life 
of the population at the federal level (on a national scale). 

3 Architecture of a Heterogeneous Information System 
for the Integration of Departmental Databases 

As a result of complex interdisciplinary research in several fields of knowl-
edge (system analysis, computer science, jurisprudence, economics, sociology, 
psychology, management), the architecture of such a system, which includes five 
subsystems, as well as the rules for the interaction of these subsystems, has been 
substantiated [22–25]. 

1. The subsystem for input and recognition of non-textual information is designed 
to input and analyze non-textual information using a scientific and methodolog-
ical apparatus of technical vision that implements a complex technological chain 
for obtaining frames from a video stream, extracting and analyzing significant 
information. The algorithms implemented in the construction of this subsystem 
provide a solution to the problems of registering a video stream containing non-
text information; adaptive filtering of noise that occurs when registering a video 
stream; video stream recognition (object detection, object tracking, object clas-
sification); primary processing of the video stream (preparation of images for the 
detection of moving objects on them) [22, 25]. 

2. Subsystem for input and processing of text information, which provides input of 
text documents in paper form and import of text documents in electronic form.
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3. A subsystem for automating work with documents and monitoring their execu-
tion, which provides viewing and printing of documents; recognition of graphic 
images of documents, including in the mode of streaming scanning; recognition 
of the barcode of the entered documents and the formation of a description file; 
report generation; morphological analysis of the text representation of the docu-
ment; file con tent indexing; support for hierarchical dictionaries and directories. 
This subsystem should support work with a geographically distributed structure, 
ensuring the transfer of information between remote workplaces in an encoded 
form [22, 25]. 

4. A subsystem for operational and archival storage, which solves the problems 
of long-term storage of scans of original documents. This subsystem imple-
ments secure database integration using distributed registries, consistent with 
the Peppol project, and also supports a consistent data exchange format, a stan-
dard for encryption based on public keys, and uses a self-contained infrastructure 
of certificate authorities. Secure integration of databases is provided with the help 
of the Russian system of inter departmental electronic document management 
and the system of interdepartmental electronic interaction [13, 17]. 

5. Data and messaging subsystem that supports electronic data interchange using 
applications supported by electronic data interchange, an electronic data inter-
change interface, and a subsystem. An application supported by EDI must process 
transactions received through an EDI interface. The subsystem must convert 
EDI messages that comply with international standards (EDIFACT or X.12) into 
an EDI interface and vice versa, and transmit messages through the exchange 
network. 

To access data in real time through an indirect scheme of integrated databases, a 
single universal query interface is implemented in the data and messaging subsystem, 
which allows you to extract information directly from source databases in accordance 
with a modular approach to software development approach. 

The following levels of database integration are implemented in the data and 
messaging subsystem:

• data layer for which unstructured, semi-structured, hard-structured representa-
tions are allowed using [10];

• the level of standard query languages and protocols (for example, SQL, JDBC, 
OLE DB, etc.) [11, 12];

• a superset level of metadata dictionaries;
• data warehouse technology level;
• the level of software and user interfaces;
• level of corporate information systems;
• the level of web services, which is based on providing a standard interface for 

accessing data from all databases of the merged organizations using web services 
based on the standard protocol for exchanging structured messages in a distributed
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computing environment (SOAP) and a web browser that provides access to corpo-
rate applications of different organizations, access to which is carried out and 
controlled by the corresponding web services [11, 22, 25]. 

In the data and messaging subsystem, it is necessary to implement the Z39.50 
distributed resource access protocol, which supports a single hierarchical represen-
tation of distributed information resources in a client–server architecture environment 
and provides the user with a single interface for accessing them, providing access to 
data bases in terms of the SQL-language. 

The proposed descriptions and characteristics of the functional subsystems of the 
general architecture of the heterogeneous information environment for the integration 
of information resources of enterprises that solve the problems of investing in human 
capital are new, providing the integration of large both test and non-text data. 

Solving the problem of database integration for building heterogeneous informa-
tion systems is an urgent task that is at the forefront of modern world science, which 
is confirmed by research on database integration methods when building systems 
from components of various architectures, including the integration of partially 
homogeneous databases and cloud database integration. 

4 Conclusion 

One of the applications of the results of the study is their application as part of the 
information support of health centers—units working in three main areas:

• medical care for the correction of risk factors for chronic non-communicable dis 
eases to patients;

• organizational, methodological and analytical work to coordinate the activities of 
similar centers at the regional level;

• field events to conduct a comprehensive survey of employees of enterprises and 
various organizations. 

The proposed solutions ensure the interface of information systems of health 
centers with information systems of federal and municipal authorities—this makes it 
possible to take into account, when developing and implementing a set of measures to 
preserve the health of the population, a set of characteristics of social status, profes-
sional training, characteristics of living conditions and, accordingly, improve the 
quality and validity of decisions taken in the interests of human capital development. 
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Abstract The basic concepts of classical probability, negative probability, fuzzy sets 
are considered with appropriate analogies of the quantum mechanical approach to 
create mathematical models for describing social phenomena. It also briefly describes 
the features of the application of the theory of intentionality, which uses the concept of 
institutionality for social phenomena. At the same time, institutionality is understood 
as a property of consciousness directed at objects and states of affairs in the real 
world. The concept of collective institutionality is singled out, which forms social 
facts arising from the collective impact of members of society. The concept of status is 
given, which denotes a set of characteristic values of a subject or object that determine 
its position in the system. The features and scope for fuzzy models are described, 
which are used for the mathematical description of linguistic terms and intentionality 
in estimating the probabilities of events in fuzzy set theory. In addition, the concept 
of negative probability and the possibility of using it to describe social events are 
described. The following is an example illustrating the concept of a complex-valued 
function and its use to measure the characteristics of socio-economic processes. 
In conclusion, the concept of status functions is introduced for comparison with 
membership functions and wave functions. 
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1 Introduction 

The task of creating mathematical models that describe socio-economic processes 
is becoming very relevant [1–6]. It is possible to single out the main aspects that 
provide the need for mathematical models. First, it is an increase in the speed of 
socio-economic processes [7–9]. At the same time, the risks of management decisions 
increase. Secondly, this is a significant development of information technology. On 
the one hand, they provide an acceleration of socio-economic processes; on the other 
hand, they require an increase in computing power resources to solve many problems. 
Thirdly, this is the emergence of synergetic as a science about the general patterns 
of development of living and non-living systems, which makes it possible to create 
new models of socio-economic systems [10–12]. 

At first, attempts to describe the properties of real events in human activity led 
to the emergence of probability theory in the seventeenth century. The analysis of 
such sections as probability theory, mathematical statistics, set theory led to the 
creation of the theory of fuzzy sets. At the same time, Fuzzy Sets allows you to 
introduce a measuring scale for socio-economic phenomena and regulate the rules 
for making decisions. It should be noted that the possibilities of using Fuzzy Sets are 
limited. First, a large amount of information is contained in the intuitive preferences, 
which are difficult to formalize, of a person who forms lists of estimated parameters 
and constructs membership functions. Secondly, the introduced fuzzy evaluation 
corridors are static. 

To understand the mechanisms that regulate the behaviour of a complex socio-
economic system, it is necessary to measure its state variables and mathematically 
model the dynamics of each of the system components [13]. The creation of models 
can be focused on various mathematical apparatus. One of the key issues is the 
complexity of considering the mutual influence of individual processes. Therefore, 
it is difficult to determine how to achieve the state of the overall system that is being 
measured. The solution to the problems of describing phenomena in socio-economic 
systems should not be sought in the mathematical apparatus of quantum mechanics. 

Formulation of the problem. We will discuss the concepts of classical probability, 
negative probability, Fuzzy Sets and the quantum mechanical approach to creating 
mathematical models of social phenomena. 

2 Probabilistic Models 

This class of models is widely used when the factors under study are uncertain. Such 
situations are typical for different areas of human activity. Examples are the roll of 
a specific number on dice (Fig. 1), the demand for a certain product, the result of 
passing tests, the results of voting in an election, the political situation in a given 
country, etc. To understand probabilistic methods, it is useful to keep in mind that 
uncertainty can be of quite different nature.
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Fig. 1 Classical 
probability—simple events 

For classical probability, the concept of a random event is fundamental. This is 
an event that may or may not occur because of a particular test. In this case, the test 
can be both a purposeful action and a phenomenon that occurs independently of the 
observer. As a result of the test, one of some finite set of equally possible outcomes 
can occur. For example, some dice is thrown. Classical probability is defined as the 
ratio of the number of outcomes that favor the occurrence of events m to the total 
number of outcomes n. When the number of outcomes is infinite, then the concept 
of geometric probability is introduced. If the numbers m and n are not known in 
advance, then new methods have to be invented. 

A statistical probability is introduced for an event that may or may not occur 
because of an experiment. Therefore, it is possible to conduct a certain number of 
experiments n and determine how many times the event A occurred. Then the ratio 
m/n will be called the relative frequency of occurrence of the event A in n trials, it is 
also ∈ [0; 1]. 

Subjective probability in many real situations is associated with determining the 
probability of events when one of the above methods is impossible to do. Then the 
above-mentioned understanding of probability as a measure of the reliability of a 
certain event comes to the fore. In this case, an expert survey should be conducted 
and based on its results, a subjective probability of an event should be obtained. 

The earliest theory of intentionality is concerned with the principles of distin-
guishing between objects that exist in understanding and objects that exist in reality 
[14]. Currently, the concept of intentionality is being actively discussed in the human-
ities. For example, in [15], intentionality is understood as the power of minds to be 
about, to represent, or to stand for, things, properties and states of affairs. 

Unlike physics or chemistry, the subject area of the social and economic sciences 
depends on institutional factors. This is because some properties of the world around 
us depend on the observer, and some do not. For example, stars and planets, the 
laws of their motion, their lifetime do not depend on the observer. Ownership of 
industrial enterprises depends on the system of social production relations. Paper 
money, being the paper on which it is printed, becomes a means of payment only 
by virtue of the legal norms regulating socio-economic processes. In the absence
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of appropriate agreements, money is worth no more than the paper on which it is 
printed. Thus, it can be assumed that the problems discussed in the humanities are 
dependent on conventions established by social institutions. 

3 Institutionality 

Searle in [16] introduces the concept of institutionality and distinguishes between 
the concepts of objectivity and subjectivity as properties of statements. Objective 
statements should be considered independent of the feelings and opinions of those 
who make or interpret such judgments. Subjective judgments, on the contrary, depend 
on the feelings and opinions of the participants in the discussion. 

The concept of institutionality covers a range of issues related to formal social 
structures such as the state structure and informal ones, for example, customs, 
behaviour patterns, family. 

The construction of social reality [17, 18] can be represented based on three simple 
principles: collective intentionality, attributed functions, status functions. 

Collective intentionality [19] includes collective intentions, collective beliefs and 
desires. A person can have intentionality, that is, intentions, beliefs, and desires, such 
collective. Intentionality should be understood as the property of consciousness to 
be directed towards objects and states of things in the real world. Therefore, beliefs, 
desires, hopes, fears, and emotions can usually be technically characterized as inten-
tional. The concept of collective intentionality includes other forms of intentionality, 
such as collective beliefs and desires. Collective intentionality shapes the social facts 
that emerge from the collective action of the members of society. 

The assigned functions depend on the observer. People often attribute functions 
to objects that have no function in themselves but acquire it only through such 
an attribution. For example, tools perform functions based on their actual physical 
properties. 

It is possible to assign functions to objects and phenomena that are different 
from their physical properties (physical structure) as real objects. Then attributing 
functions to them endows these objects with properties that they do not actually 
possess. Assigned functions that endow an object or phenomenon with properties 
not specified by their physical structure give objects (subjects or phenomena) a status. 
The status denotes a set of characteristic values inherent in the subject (or object) that 
determine its position in the system. Searle [18] calls the status functions performed 
by an object or subject because of existing institutional agreements in the system. 

Assigning status functions usually has the following form: “X counts as Y in 
context C” (“X counts as Y in C”). In all these cases, X denotes some property of 
an object, individual, or situation, and Y endows the individual, object, or state of 
affairs with a special status. Here C represents the construction rules. For example, 
money, university degrees, marital relations, the game of chess, which cannot exist 
without the rules and social conventions that create them. Status functions of the
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form “X counts as Y in C” form the connecting foundation for the construction of 
social relations. 

4 Fuzzy Sets 

The mathematical description of linguistic statements and intentionality in the esti-
mation of the probability of some event was developed by Zadeh [20] in the theory 
of fuzzy sets (Fuzzy Sets). Zadeh introduced the assumption that the characteristic 
function of the set can take any value in the interval [1]. This function is called the 
membership function for a fuzzy set, it is the basic concept for fuzzy logic. The 
ability to create mathematical models of exemplary human reasoning, which has the 
most amazing property of the ability to make the right decisions in an environment 
of incomplete and fuzzy information, has provided a huge increase in interest in the 
application of the Fuzzy Set in almost all branches of science and technology. The 
works of L. Zade laid the foundations for modeling human intellectual activity. 

A typical example of a system that lends itself well to implementation using fuzzy 
logic is ABS—anti-lock braking system. There are many implementations of ABS, 
however, in the general case, control is carried out according to two input variables: 
wheel slip (the ratio of the vehicle speed to the instantaneous linear speed of a point 
on the outer radius of the wheel relative to its center) and the radial acceleration of 
the wheel. Both variables are represented as logical variables with a set of 5–8 terms 
each, for example, “absent”, “weak”, “medium”, “strong”, “very strong”, etc., based 
on which the calculator, using the set rules (their number is equal to the product of 
the number of terms of the input variables), obtains the pressure value in the brake 
cylinder, striving to maintain optimal slip. A similar problem, however, is also solved 
by classical calculators using three-dimensional tables that describe the plane of the 
output value depending on the two input values. 

Thus, Lotfi A. Zadeh introduced the membership function, which can be consid-
ered a weakly formalized analogue of the probability of occurrence of events. In this 
case, the probabilities are extended to some sets, called fuzzy ones. These sets are 
defined by functions and have a geometric domain. 

5 Negative Probability 

Let us complicate the considered case of occurrence or non-occurrence of the event. 
If we use the classical definition of the probability or frequency of the occurrence 
of an event when measuring a state based on some sample from the general set of 
events, then the probability of the occurrence of an event p ∈ [0;1]. Accordingly, the 
probability of the event not occurring is 1 − p.
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Could there be something more than just the non-occurrence of the event? Success, 
failure, anti-success: (1 0 − 1)? Could there be something more than just the non-
occurrence of the event? For example, person A does not have his own opinion on 
a certain issue. Person B tries to convince A to accept his view of the situation but 
gets the opposite effect of communication. Like it’s a negative probability? 

If we use the classical definition of the probability or frequency of the occurrence 
of an event when measuring a state based on some sample from the general set of 
events, then the probability of the occurrence of an event is p ∈ [0;1]. Accordingly, 
the probability of the event not occurring is 1 − p. 

Dirac [21] associated negative probability with the amount of money. For example, 
he was waiting for a salary, he borrowed money. He didn’t get paid and was left in 
debt. Then it turns out that the universal set of possible events must be expanded. 
Such events that create the probability of the event not occurring (is not a negation 
of the occurrence of the event). Or characterize the factors associated with it from 
the other side. 

In the experiments of Belinsky [22] showed the need to introduce a negative 
probability. An interferometer with parametric radiation sources for two observers 
was used. Correlated photons are sent to two observers in two modes, one of which 
is delayed. Then the modes are mixed by 50% in beam splitters and are detected by 
four receivers, two for each of the observers. The random process is described by 
four dichotomous variables taking single values ± 1. It is suggested that there exists 
a positive-definite normalized probability distribution function. For them, 24 = 16 
joint probabilities are formed for the discrete probability distribution function. The 
formation of the probability function consists of terms, half of which are negative. 
As a result, the existence of a positive-definite normalized probability distribution 
function is proved. 

However, in practice the result is different. Due to the interference nature of 
the experiment, the probabilities on the detectors depend on the phase delays of a 
harmonic form. The joint probabilities determined from the experiment give a result 
that corresponds to the quantum description. The only explanation for the existence 
of the joint probability function obtained in the experiment is the non-observance of 
the obvious rule of positivity of probability. Belinsky A.V. considers that a negative 
probability means that the probability of the expected event is decreasing, while the 
probability of the opposite event is increasing. Negative [23] and complex-valued 
[24, 25] probabilities have been repeatedly discussed in the literature. 

6 Complex Probability 

The concept of negative probability was obtained in quantum mechanics. However, 
even in quantum mechanics, the concept of negative probability is not obvious, and 
negative probability is introduced as a necessity for interpreting some experiments. 
In this case, in fact, the probability is determined by the complex-valued wave func-
tion ψ , being complex. Experimentally, only the probability density |ψ |2 can be
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Fig. 2 Classical probability 
and its perception by the 
observer 

measured. In the orthodox understanding of quantum mechanics, negative probabil-
ities do not exist due to the impossibility of conducting an experiment to directly 
measure them. Thus, the negative probability is contrary to orthodox probability 
theory and orthodox quantum mechanics, but not contrary to several experiments 
and common sense. 

We will assume that the result of applying this operator to the assigned random 
function will allow us to calculate the intentional characteristic of the function 
attributed to the subject. 

Let us imagine the meaning of using complex quantities to assign them to random 
functions of estimates. The set of possible states of the system is characterized by 
the introduction of random variables to describe the variables that form this set. A 
random variable is random in the sense of corresponding to the real state of the 
system. For example, let’s describe shooting at a target. A random event is a hit in 
the center of the target. Let us assume that any random variable (Fig. 2) attributed to 
the state of an object (or subject) consists of the fact that it is Z and its perceptions 
Z ': 

Z = Z + Z '. (1) 

Then, to introduce a system of measurements of states, an object (subject) needs 
to introduce an ordered pair of real random variables S = {S1, S2} belonging to 
different sets of estimates of observed “events” corresponding to the measurement 
of the object (subject). Here S1 is a random variable of the object (subject) eval-
uation that can be measured in practice, S2 reflects the perception of the event S1 
corresponding to the imaginary part of the event. 

For example, a binary value takes random values 0 and 1. Let’s attribute to them 
the linguistic terms of the semantic interpretation “True” and “False”. Consider the 
event of hitting the target S1 = 1, miss—S1 = 0. For the value S2 = 1, the event is 
taken as the true value of S1, S2 = 0, the event is taken as the false value of S1. On 
pairs S = {S1, S2}: 

(1,1)—a hit is taken as a hit;
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(1,0)—a hit is considered a miss; 
(0,1)—a miss is taken as a miss; 
(0,0)—a miss is treated as a hit. 
Thus, a simple and visual introduction of complex random variables attributed to 

the state of the object (subject) is possible. Note that the functions attributed to the 
state of the system always have a component of perception of the observation event. 
Let us show the expediency of introducing complex quantities to measure the states 
of an object (subject). 

In quantum mechanics, the problem of introducing a complex probability follows 
from the impossibility of determining which way the particle has passed, and the 
occurrence of interference. “Moving” the problem of determining the path to clas-
sical physics, you can try to determine which of the parallel conductors passed the 
electric current. In everyday interpretation, one can ask “how did the information 
that influences the decision was obtained”: the Internet, banner advertising, from 
acquaintances, or otherwise? It is often impossible to choose one of them. Thus, the 
question of “what way?” may also be relevant for decision support. 

Suppose the state of the object (subject) is assigned a random function f , which 
is described by the probability distribution ρ( f ). It is often sufficient to know the 
characteristic value of f and the range in which its random values are most likely 
distributed. To get an estimate for the center value and range width, the mean f and 
the standard deviation from the mean σ are usually used:

⟨ f ⟩ =
∫

fρ( f )df
/∫

ρ( f )df, (2) 

σ =
/⟨

f 2
⟩ − ⟨ f ⟩2 . (3) 

An object (subject) can be in states A and B, which are determined by the attributed 
functions ψ1 and ψ2. If these states interact, then the probability distribution of the 
object (subject) is described as follows: 

P = ψ1 + ψ2. (4) 

Such a mathematical representation is quite consistent with many interrelated 
processes in the internal structure of the object (subject). To describe the behaviour 
of social groups in the humanities, the term “group synergy” is used. Such a math-
ematical description corresponds to an intuitive understanding of the processes 
taking place in socio-economic structures. For example, aspects of an enterprise’s 
balanced scorecard (internal business processes, customer relationships, financial 
performance, and employee learning and development) that are internally related. 
The traditional measurement of states allows us to obtain the following probability 
distribution of state estimates:
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The estimation methods used introduce errors into the measured states, which 
inevitably affects the principles of fact-based management. The introduction of 
complex evaluation functions will overcome this discrepancy. 

7 Status Functions 

In [26, 27], status functions are introduced and described to create a mapping of 
the institutional characteristics of socio-economic processes into the problems of 
constructing mathematical models of socio-economic processes. 

We will call a status function (SF) an operation that establishes a rule for deter-
mining the correspondence of a certain ordered pair of arguments and a certain value 
corresponding to them. Such a function can be represented as 

(r, k) = A(r )ei2πkr (5) 

or 

(r, k) = A(r )cos(2π kr ) + i A(r )sin(2πkr ) 
= A(r )

(
cos2 (πkr ) − sin2 (πkr )

)
+ 2i A(r )cos(π kr )sin(π kr ). (6) 

Status functions are an extension of the theory of fuzzy sets, forming a quantum– 
mechanical analogue of membership functions. 

7.1 Comparison Status Functions with Membership 
Functions and Wave Functions 

Let us compare membership functions, status functions, and quantum mechanical 
wave functions [28]. 

(a) Functions. Status functions (SF) ψ(r). Basic SFs are the orthonormal basis of 
the studied socio-economic system. The type of SF is selected based on the 
formation of an orthonormal basis of the assessment system, provided that the 
corresponding linguistic variable of the measured characteristic is adequate to 
the process of assessing the state of the control object. 

(b) Meaning/physical meaning. The SF has the physical meaning of the wave func-
tion. The square of the SF modulus is defined as the probability that the value 
of the estimated characteristic corresponds to the given coordinates. 

(c) Normalization. SF ψ must satisfy the so-called normalization condition, for 
example, in the coordinate representation having the form:
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∫

V 

ψ ∗ ψdV = 1. (7) 

This condition expresses that the probability of estimating a system with a 
given SF in the introduced rating system is equal to one. In the general case, 
integration should be performed over all variables on which the SF in each 
representation depends. 

(d) The principle of superposition/union. If the system can be in the states described 
by SF ψ1 and ψ2, then it can also be in the state described by WF ψ∑ =
n∑

i = 1 
ci ψi for any complex c1 and c2. The superposition of any number of possible 

states is described by the SF ψ∑ = 
n∑

i = 1 
ci ψi . In such a state, the square of the 

modulus ci determines the probability that, during the measurement, the system 
will be found in the state described by the SF ψ i. 

(e) Two variables are used for the real and imaginary parts. The variable for the 
real part of the SF is an independent dimensionless variable or variables of 
the introduced coordinate system. The variable for the imaginary part is the 
intentionality score. It is a latent assessment of the direction of the orientation of 
the state change, and the energy expended to achieve the result. For personalities, 
this is a direct assessment of intentionality; for socio-economic systems, it is 
the correspondence of the observed state to the expected one. 

(f) Condition measurement process. Obtaining information about the state of the 
system by carrying out assessment activities. The measurement results are inter-
preted as the values of the estimated indicators. Measurement is done through 
interaction. During the interaction, the measured object is affected, therefore, 
the measurement results are distorted and the state of the measured system 
changes. 

7.2 Comparison Fuzzy Set Theory with the Method of Status 
Functions and Quantum Mechanical Wave Functions 

Let us compare Fuzzy set theory, status functions, and quantum mechanical wave 
functions. 

(a) Functions. Membership functions (FC) μ(r) are chosen based on the simplicity 
of their representation and calculation, provided that the corresponding 
linguistic variable is adequate to the process. Analogy FP—SF: used as a math-
ematical expression instead of a variable (for example, linguistic), which does 
not have it. 

(b) Meaning/physical meaning. FP is “an improbable subjective measurement of 
inaccuracy”. Moreover, the FP is different from the probability density and from
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the probability distribution function. Sometimes interpreted as the possibility 
or usefulness of an event. 

(c) Normalization. A fuzzy set A is called normal if there is such an r that max μA(r) 
= 1. Otherwise, it is called subnormal. It is important to note that μ(r) ∈ [0;1]. 

(d) The principle of superposition/union. In terms of meaning, it is closest to the 
operation of combining fuzzy sets, for example, A and B, and the fuzzy set A∨B 
is called, the FP of which is equal to: μA∨B(r) = μA(r)∨μB(r), where ∨ the 
sign of the maximum operation. 

(e) The variable is entered only for the real part—this is the basic variable; it can 
be chosen based on the conditions of the problem. There is no analogue for the 
variable complex part of the SF or WF. 

(f) Condition measurement process. The fuzzification procedure (introduction of 
fuzziness) is the establishment of a correspondence between the numerical value 
of the input variable of the fuzzy inference system and the value of the FP. 

7.3 Comparison Quantum Mechanical Wave Functions 
with the Method of Status Functions 

Let us compare status functions and quantum mechanical wave functions. 

(a) Functions. Wave functions (WF) ψ(r, t) or  ψ(r)—in the stationary state, corre-
sponds to the energy levels. Here WF is a complex function describing the state 
of a quantum mechanical system. Allows you to get the most complete infor-
mation about the system, fundamentally achievable in the microworld. Analogy 
WF—SF: are harmonic, satisfy the Laplace equation. 

If the socio-economic system has well-defined states and one can choose 
states that are defined as basic, then there is everything to use the mathematical 
formalism of quantum theory. Thus, the SFs correspond to the WFs of pure 
states. The pure states of a system are a fully described state. A state is a 
complete description of a closed system in a chosen basis. 

(b) Meaning/physical meaning. The WF has no physical meaning. The physical 
meaning of the WF modulus squared is interpreted as a probability density (for 
discrete spectra, simply a probability) to detect a system in a position described 
by given coordinates at a given time. 

(c) Normalization. The WF ψ must satisfy the so-called normalization condition, 
for example, in the coordinate representation having the form (7). 

This condition expresses the fact that the probability of finding a particle with 
a given wave function in a space of volume V is equal to one. In the general 
case, integration should be carried out over all variables on which the WF in a 
given representation depends. 

(d) The principle of superposition/union. If the system can be in the states described 
by the WF ψ1 and ψ2, then it can also be in the state described by the WF 
ψ∑ = c1ψ1 + c2ψ2 for any complex c1 and c2. The superposition of any
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number of quantum states is described by the WF ψ∑ = 
n∑

i = 1 
ci ψi . In such a 

state, the square of the modulus ci determines the probability that, during the 
measurement, the system will be found in the state described by the WF ψ i. 

Therefore, for normalized WFs 
n∑

i = 1 
|ci |2 = 1. 

(e) Variables. For the real part, these are independent WF variables, particle coor-
dinates, or momenta. For the imaginary part, this is the wave number directly 
proportional to the momentum. The choice of a system of units makes it possible 
to obtain the exact equality of the wave number and momentum. For light in a 
vacuum and other massless field, it is proportional to energy. 

(f) Condition measurement process. Obtaining information about the state of the 
system by conducting a physical experiment. The measurement results are inter-
preted as the values of the measured physical quantity. If the measurement result 
remains unknown, then the quantum system goes into a state that is described by 
the density matrix. Measurement is done through interaction. During the inter-
action, there is an impact on the measured object, therefore, the measurement 
results are distorted and the state of the quantum system changes. 

8 Conclusion 

Thus, the chapter substantiates the use of quantum-like mathematical models based 
on status functions for the analysis of socio-economic systems. At the same time, 
an epistemological analysis of the concepts of classical and negative probabilities, 
membership functions for fuzzy sets, as well as quantum mechanical theory was 
carried out. The main mathematical relations for status functions are given for 
comparison with membership functions and wave functions. Moreover, the status 
functions are proposed to be used to display the institutional characteristics of socio-
economic processes in the construction of mathematical models of socio-economic 
processes. Features of fuzzy set theory are also described for comparison with the 
method of status functions and quantum mechanical wave functions. In addition, 
the characteristics of quantum–mechanical wave functions are given for comparison 
with the method of status functions. 
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Abstract It is proposed to use quantum-like models with the use of status functions 
for mathematical modelling and subsequent analysis of complex socio-economic 
systems. The limitations of the methods of classical probability theory and mathe-
matical statistics, as well as the theory of fuzzy sets, algorithms Mamdani, Suzuki 
and others for solving similar problems are described. A description of the main 
assumptions that are used in the mathematical modelling of socio-economic objects 
based on status functions is given. Examples are considered that describe the features 
of transition paths through intermediate states. An operator for the transition of a 
socio-economic system to various states, similar to the Hamiltonian, is presented. 
A spectrum of possible virtual trajectories is introduced to describe transitions to 
different states. A mathematical model based on status functions is proposed to 
describe the transition of the system to a measurable state. In the proposed Hamil-
tonian, the first term represents a subsystem of indicators, the second is an analogy 
of the energy of indicators in the information environment. At the same time, terms 
are distinguished that are analogues of the energies of the system of two controlled 
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1 Introduction 

There are various approaches to describe by mathematical methods the processes and 
phenomena that occur in socio-economic systems [1–7]. Historically, the methods 
of probability theory were the first to be used to understand the essence of occurring 
phenomena and attempts at predictive assessments of processes to support decision-
making. The development of methods of probability theory and mathematical statis-
tics has led to the emergence of the theory of fault tolerance, the creation of decision 
support algorithms, etc. It is necessary to single out the theory of fuzzy sets, the 
algorithms of Mamani, Sugeno, etc. On the other hand, the development of physics 
and the emergence of quantum physics led to the creation and development of mathe-
matical approaches for describing phenomena that could not previously be explained 
by the methods of earlier mathematical models. 

When describing socio-economic phenomena, such as decision-making by an 
individual or managing the competitiveness of regions and countries, one has to make 
decisions under conditions of “deep uncertainty”, act when there is deep uncertainty 
both in relation to the possible actions of other decision-makers and the surrounding 
complex information environment. The information environment includes the objects 
under study, as well as the information conditions of their existence and channels 
of information exchange. This information environment may also include decision 
confidence states. The last statement is very important when making managerial 
decisions and is not considered in most of the mathematical models used. Confidence 
in decision-making should be attributed to hidden factors that affect the results of 
an event occurrence experiment but are not directly measured. For example, as the 
phase of the oscillation when measuring the interference of light. Consequently, it 
becomes possible to use mathematical models of quantum mechanics [8–10] in the  
study of phenomena and processes occurring in the socio-economic and information 
environments. 

In the study of decision-making processes in the socio-economic information 
environment, criteria for primary official information, information channels, and 
secondary information arising from the processing of primary information can be 
separately introduced and used. It is possible to use the concepts of “degree of 
information”: first-order information, which links information with an event, and 
“higher-order” information, which refers to information itself [11]. The notion of 
“common knowledge” or “institutional knowledge”, which is used when introducing 
status functions, is an example of such higher order information. 

The model presented in this chapter uses quantum-like models for assessing indi-
cators of the socio-economic environment based on status functions. Status functions 
were used to evaluate the states of the indicators. The indicators are interconnected 
through the information environment. To describe the process of adaptability, the 
mathematical apparatus of quantum field theory is used. The process of adapting 
indicator estimates to the environment is represented by the dynamics of quantum 
operators. Certain values are extracted from the general assessment of the state of 
the environment, which are the probabilities of the state of a given set of indicators
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of the state of objects in the system. In this case, the medium is represented as a 
quantum field. Scenarios of system evolution are presented considering the degrees 
of freedom of the environment. The advantage of the approach used is that it is 
possible to describe the complex dynamics of a system solely in terms of pure states. 
To represent pure states, the status functions introduced in the works of the authors 
of the chapter are used. 

Status functions represent the maximum information about the state of the 
described system. They describe the indicator at the initial moment of time. Then 
this state is changed under the influence of interaction with other indicators and the 
environment. The superposition of different states encodes the hidden deep uncer-
tainty of the system, which cannot be modelled within the framework of classical 
probability and mathematical statistics. 

2 Socio-Economic Objects and Their Modeling Based 
on Status 

We will define a socio-economic system S as a set of social objects and relationships 
between them. In this case, the following assumptions were made. 

1. Here s1, …,  sN are socio-economic objects that are subsystems; each subsystem 
is described by its intrinsic characteristics. The results of measuring these char-
acteristics can be described based on the basis vectors of the space. For this, a 
rule is indicated that allows you to determine for any two elements of the space 
their scalar product. 

2. The state of a socio-economic object can be described by a set of characteristics 
at the time of measurement, which are ordered and form a vector |x⟩. The basic 
“pure states” of the system are determined only by the direction of the vector 
|x⟩, and not by its length. These states form an orthonormal basis of the system, 
or the state of the system can be described based on them. In this case, there 
are no states, the description of which is impossible based on these vectors. 
Therefore, the evolution of a system can be described by a unitary operator, one 
that describes only a change in the direction of the system’s state vector. The 
evolution of the system in time is also described by a unitary operator: 

|x(t)⟩ = Û (t, t0)|x(t0)⟩. (1) 

3. If the measured state of the system |yi ⟩ can be described based on the char-
acteristic vectors of the state |x⟩, then this state should be represented as a 
superposition: 

|x⟩ =
∑

i 

ci |yi ⟩. (2)
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This is a key difference from traditional measurements, which are subjected to 
statistical processing based on the mathematical apparatus of classical probability 
theory. 

In this case, the transition from one state to another |x⟩ →  |yi⟩ is built based 
on mappings that establish connections between the internal characteristics of 
the described subsystems si → sj (i, j = 1, …, n). 

The transition from the state |x⟩ to the state |yi ⟩ corresponds to the probability 
amplitude: 

ci = ⟨yi | x⟩, (3) 

which is a complex number, and the square of its modulus is the transition 
probability |x⟩ →  |y⟩: 

P(x → y) = ∣∣cxy
∣∣2 ≡ |⟨y | x⟩|2 . (4) 

In this way, projection operators are formed that describe the mapping of the 
observed state of the system onto the pure states of the system. 

4. If the measured system was in the state |x⟩ and after the measurement it goes 
into the set of states |yi ⟩, represented by the combination |x⟩ = ∑

i 
ci |yi ⟩, then 

the choice of |yi ⟩ can be done quite by accident. In this case, the conditional 
probability of finding a system in the state |yi ⟩ : 

wi = |ci |2 = ⟨x | yi ⟩⟨yi | x⟩
=

〈
x
∣∣∣Pyi

Δ∣∣∣x
〉
, (5) 

where P̂yi is a projector, that is, an operator mapping the measured state |yi ⟩ onto 
pure states |x⟩. It is important to note that according to the mathematical model of 
the state, the basis is chosen randomly, the measurement result may be random. 
The observed patterns are the result of the manifestation of the hidden parameters 
of the system. This is a manifestation of randomness—one of the fundamental 
laws of Nature. Thus, the values observed in practice, which are the result of 
measuring statistical data on the parameters of the socio-economic system, should 
be placed in the form of a projector-operator that maps the measured state |yi ⟩
to pure states |x⟩. 

5. If the transition from the state |x⟩ to the state |yi ⟩ is possible along two different 
paths path 1 and path 2, then

⟨yi | x⟩ = ⟨yi | x⟩path 1 + ⟨yi | x⟩path 2 (6) 

See Fig. 1.
If paths 1 and 2 relate to “intermediate” states |1⟩ and |2⟩, respectively, then 

formula (1) can be rewritten as
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Fig. 1 Transition paths path 
1 path 2  |x⟩ → |yi ⟩⟩
through intermediate states 
|1⟩ and |2⟩

⟨yi | x⟩ = ⟨yi | 1⟩⟨1 | x⟩ + ⟨yi | 2⟩⟨2 | x⟩, (7) 

This means that the probability Pyi of the transition |x⟩ → |yi ⟩ is generally 
not equal to the sum of the probabilities Ppath 1 

yi + Ppath 2 
yi of the transitions |x⟩ → 

|yi ⟩, through 1 and |x⟩ → |yi ⟩ through 2, as described, for example, in the 
experiments of Belinsky [12–14] and Sect. 3 of this chapter. The probability 
contains an interference term, which is responsible for the possibility of not 
realizing some event and the possibility of interaction between subsystems. In 
the social sciences, this phenomenon is well known and is called synergy. 

System status after measurement 

|yi ⟩ = 
P̂yi √
wi 

eiϕ . (8) 

Changing the phase difference affects the interference pattern. The result of 
the interaction of subsystems and the ways of transition of these subsystems 
from one state to another becomes available for understanding, observation, and 
control [15, 16]. 

3 Jump Statement Representation 

We will denote the state of the system by a node. Let |x⟩, |y⟩, .  .  .  be the state of 
the system at the nodes, described by a set of characteristics now of measurement. 
When the impact u(u1, u2, .  .  .) is implemented on the system, it passes from one 
state to another |x⟩ → |y⟩. We will assume the time of measurement to be fixed. 
This is impossible to implement. However, suppose that the real time interval is 
divided into N intervals and N → ∞. Let us assume that the energy operator is like 
the Hamiltonian Ĥ . Then we can write the transition amplitudes as a sum over all 
possible virtual paths, which we denote by Â. We get:
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/
x

∣∣∣∣∣− 
i Ĥ t  

h

∣∣∣∣∣y
\

= lim 
N → ∞

∑

k1, k2, ... kN + 1

⟨
x
∣∣akN + 1

⟩

/
akN+1

∣∣∣∣∣− 
i Ĥ t  

h

∣∣∣∣∣akN

\
⟨
akN |. . .|ak2

⟩

/
ak2

∣∣∣∣∣− 
i Ĥ t  

h

∣∣∣∣∣ak1

\
⟨
ak1

∣∣ y
⟩

=
∑

path 

Px ← y , 

(9) 

where h is a constant following from the normalization of the scalar product of 
vectors in a given Hilbert space, ak and |ak⟩ are the eigenvalues and eigenvectors of 
the variable Â describing the transition: 

f path = 
t ∫
0 
β
(
t '
)
a
(
t '
)
dt ', (10) 

where β(t) is a known function, the choice of which is arbitrary, and it is the basis 
function of the canonical expansion. In our case and in what follows, we will assume 
that these are functions of the orthogonal basis of the system, represented by status 
functions [17, 18]. 

Let a grouping of possible paths be carried out and a function of paths be formed 
for which the value f path is equal to some F: 

φx ← y (t |F ) =
∑

path 

δ
(
F − f path

)
Apath 
x ← y . (11) 

Then we smooth this group with a certain function, for example, a Gaussian 
distribution, and obtain the scattering amplitude 

ψ x ← y (t |F ) =
∑

G
(
F − F ')φx ← y (t |F )dF '. (12) 

If we use the basis {β(t)} containing the observed state |ψ(t, F)⟩ [19], then we 
can use an equation like: 

i ∂
/
∂t |ψ(t |F)⟩

=
[
Ĥ β(t) Â|ψ(t |F)⟩

]

− ih∂
/
∂ Fβ(t) Â|ψ(t |F)⟩. (13)
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Thus, the movement of the state of the subsystem along possible trajectories can 
be described. Thus, R. Feynman carries out similar arguments on the integration of 
close trajectories [20]. 

4 Model for Describing the Transition of a System 
to a Measurable State 

Model for describing the transition of a system to a measurable state The initial 
general idea was to formally use status functions [21], instead of membership func-
tions in decision support algorithms based on the Mamdani algorithm. The advan-
tage of the status functions introduced by the authors is that they can be used like 
the building blocks of quantum field theory in macroscopic systems, so that dynam-
ical systems can be considered based on quantum-like mathematical models. Status 
functions are analogous to the system state vector and can be used to represent very 
complex dynamic processes. These states can be of any nature: physical, cognitive, 
technological, socio-economic. This is the minimum interpretation that can be used 
to move to quantum field theory. From this formal point of view, the application of 
the mathematical formalism of quantum theory is simply a matter of convenience, 
and in fact it has proved useful in several applications in various contexts [22–24]. 

Note that one can start constructing the space of system state vectors starting 
from any vector belonging to the introduced Hilbert space. These vectors make it 
possible to describe the system of methods for introducing operators of the type of 
the Hamilton operator and to apply the matrix form for describing states. 

Application of an operator like the Hamiltonian. Assume that the two measurable 
indicators of the socio-economic system do not interact directly. Let there be an 
infinite number of ways of transition from one measurable state to another. However, 
due to the interaction of hidden parameters, this transition is carried out along selected 
close trajectories. Moreover,

∑
path 

Px ← y can be represented as an integral over the 

space of close trajectories. Let’s build a model in which the control of the state 
of the socio-economic system is carried out according to two controlled groups 
of indicators, represented by the states ψ1 and ψ2. Note that the model does not 
reflect complex internal processes in the system that lead to transitions between 
states. It provides only a formal operator representation of these transitions. Let us 
assume that the region can redistribute management resources between these groups 
of indicators, which in this context turn out to be competing through the information 
and communication environment. This is how indicators interact. 

We will represent the Hamiltonian in the form: 

Ĥ = Ĥ1 + Ĥ2. (14) 

Here Ĥ1 is the Hamiltonian of the indicator subsystem; Ĥ2 is the Hamiltonian of the 
indicator energy analogue in the information environment.
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Let the operators be used in the traditional form: 

Ĥ1 = 
∂ 
∂t 

− ih∇2; (15) 

Ĥ2 =
(
0 0  
0 inter22 ∗ ψ1

)

+
(
t11 ∗ ψ1 0 
t21 ∗ ψ2 0

)

+
(
v11 v12 
v21 v22

)
, (16) 

here ∂ 
∂t is the time derivative, i is the imaginary unit, h is the normalization constant 

of the space dimension, ∇2 is the divergence gradient. In our case, this is the second 
derivative of the status function of the indicator with respect to the base variable. 
Equation (18) contains terms that are analogues of the energies of the system of two 
controlled indicators: interaction, kinetic and potential, respectively. We will assume 
that the energy analogue coefficients inter22, t11, t21, v12, v21 are constants. We define 
|ψ⟩ based on status functions in the form: 

|ψ⟩ =
(

ψ1(r) 
ψ2(r )

)

= 

⎛ 

⎝ 
2.26 exp

(− 2iπr − 41.32(0.13 + r )2
)

2.33 exp(2i πr )

(
exp

(− 41.32(− 0.13 + r )2
)

− 0.24 exp
(− 41.32(0.13 + r )2

)
)

⎞ 

⎠, (17) 

where r is the introduced basic variable. The real parts of the status functions are 
shown in Fig. 2. 

In the operator of the potential energy analog, we will change the values of v11 
and v22 in such a way as to compare the abstract case and the case that we will try 
to associate with statistical data. In addition, we will change the coefficient inter22 
in the interaction operator and analyze the manifestation of the interaction result in 
the results of a numerical experiment.

Fig. 2 Real parts of status 
functions 
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5 Simulation Results and Discussion 

Let’s consider the calculation results for t11 = 0, 1, t21 = 0, 25, v12 = 0, 04, 
v21 = 0, 05, v11 = 1 i v22 = 1 . We assume that an analysis of the interaction of 
two hypothetical indicators of the socio-economic system is being carried out. 

We will use status functions to create a model of an infinite set of trajectories 
along which the system passes from one state to another. Using (9), we obtain the 
following expressions for calculating the probability of transition from one state to 
another (fragment): 

∂ψ1[t] 

∂t 

= 
1 ∫

−1 
dr

(
0.0566182e−41.3223r2−2i πr−10.7438r−0.698347 ψ1[t] 

+ 1.0258e− 82.6446r2 − 21.4876r − 1.39669 ψ1[t]2 
+ 0.5129e− 82.6446r2 − 4i πr − 21.4876r − 1.39669 ψ1[t]2 

+ 0.578304e− 41.3223r2 − 2iπr − 10.7438r − 0.698347 ψ2[t]
)
; 

(18) 

∂ψ2[t] 

∂t 

= 
1 ∫

− 1 
dr

(
2.26473e− 41.3223r2 − 2i πr − 10.7438r − 0.698347 ψ1[t] 

+ 0.0144576e− 41.3223r2 − 2iπr − 10.7438r − 0.698347 ψ2[t] 

+ 0.058435e− 41.3223r2 − 2iπr + 10.7438r − 0.698347 P2(t) 

− 2.64679e− 82.6446r2 − 1.39669 ψ1[t]ψ2[t] 

+ 1.90965e− 82.6446r2 − 21.4876r − 1.39669 ψ1[t]ψ2[t] 

+
(
0.540691e− 82.6446r2 − 1.39669 

+ 0.0668871e− 82.6446r2 − 21.4876r − 1.39669 

+ 1.09269e− 82.6446r2 + 21.4876r − 1.39669 . . .
)
ψ2[t]2 . 

(19) 

Let us integrate over the basic variable and obtain expressions for Ĥ |ψ⟩ after 
integrating over the basic variable, which erases the trajectories of the interaction of 
indicators in the information and communication environment. 

The joint solution of Eqs. (20), (21) is shown in Fig. 3. There is a moment in time 
at which the “interaction” occurs. An increase in the interaction coefficient leads to 
a shift in the moment of interaction towards a shorter time. At the same time, the 
“strength of interaction”, with which the maximum value of the peak of conditional 
probabilities of status functions can be compared, does not directly depend on the
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Fig. 3 The results of numerical simulation of solutions to the system of Eqs. (20), (21) for the values 
t11 = 0, 8; t21 = 0, 025; v11 = 0, 04; v22 = 0, 04; v12 = 1; v21 = 1; a inter22 = 0, 05; 
b inter22 = 0, 5; c inter22 = 5; d inter22 = 10 

interaction coefficient. The rest of the coefficients in the simulation of the interaction 
remain unchanged. The initial values of status functions at the start of modeling are 
set based on official statistics for assessing the competitiveness of Russian regions 
[25]: 〖∂ψ〗_1 [0]= 0.51; 〖∂ψ〗_2 [0]= 0.58. 

Let us assume that the results of statistical data testify to a certain path passed by 
the subsystem of the measured indicator. Then the statistical data is related to the 
“potential” energy of the system. Let’s take the statistics data [26] and add them to 
the coefficients v12 and v21. To perform this procedure, let’s take the statistics data 
for two indicators included in the group of innovation indicators [25] (marked with 
dots in Fig. 4). The group indicators are normalized to 1. As a result, we use the data 
for the indicator I1{0.5832, 0.6024, 0.5928, 0.6584, 0.6224, 0.844, 0.8536, 0.7952, 
0.8112, 0.7512} and for the indicator I2{0.512, 0.44, 0.50, 0.56, 0.56, 0.384, 0.9432, 
0.892, 0.488}. The interpolation results are shown in Fig. 4 solid curve. Relevant 
expressions: 

I1[t] = v12 
= 111.823ie− 0.02it − 111.823ie0.02it 

− 219.357ie− 0.01i t  + 219.357ie+ 0.01it 

+ 0.524102e− 0.1t + 0.0257454e− it + 0.0257454eit ; 

(20)
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Fig. 4 For the indicator I1(t) (left) and for the indicator I2(t) (right), the time dependence of the 
normalized statistical data (marked with dots) and the results of interpolation by trigonometric 
functions (solid line). The indicators are taken from the statistics of innovation indicators of one of 
the regions of the Russian Federation 

I2[t] = v21 
= (

137.058ie− 0.02it − 137.058ie0.02it − 270.354i
)
e− 0.01it 

+ 270.354ie0.01it + 0.39192e− 0.1t 

− 0.0429692e− it − 0.0429692eit ; 

(21) 

We will assume that the measured indicators at some point in time interact through 
the information and communication environment. After integration over trajectories, 
we obtain the expressions: 

∂ψ1(t) 
∂t 
= −  3.69228ie− 0.01it − 1.88223ie0.02it 

+ 1.88223ie− 0.02it + +3.69228ie0.01it 

+ 0.192211ψ1(t)
2 + 0.522969ψ2(t) 

+ 0.00882184e−0.1t + 0.000433354e− it + 0.000433354eit 

(22) 

∂ψ2(t) 
∂t 
= (0.564687 − 0.230465i )ψ1(t)ψ2(t) 
− 182.027ie(0.−0.01i)t − 92.2798ie0.02it 

+ 92.2798ie− 0.02it + 182.027ie0.01it 

+ 0.175019ψ2(t)
2 + 0.0130742ψ2(t) 

+ 0.263877e− 0.1t − 0.0289308e− it − 0.0289308eit 

(23) 

The calculation results are shown in Fig. 5 for different coefficients inter22. In this  
case, an increase in interaction inter22 leads to an earlier interaction time and does 
not have an explicit dependence in the maximum amplitude of the interaction peak.
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Fig. 5 The results of numerical simulation of solutions to the system of Eqs. (22), (23) for the  
values t11 = 0, 8; t21 = 0, 025; v11 = 0, 04; v22 = 0, 04; v12 = I1(t); v21 = I2(t); 
a inter22 = 0, 05; b inter22 = 0, 5; c inter22 = 5; d inter22 = 10 

For a certain range of inter22 values, the interaction is complex, and the conditional 
probability of the resulting indicator value demonstrates the possibility of beats. 
There is no mode stabilization. 

It can be assumed that under the conditions of two internal subsystems competing 
for limited common resources, solutions such as solutions of the Lotka-Volter equa-
tions may arise. This can give rise to an area of system instability where a small 
control action can lead to rapid changes in the entire system. 

The experiment used a model for two indicators of the innovative component of the 
assessment of the region’s competitiveness. Creating a model with many indicators 
will lead to more complex solutions and the ability to explore the dependence of 
regimes on parameters. 

Further study of the system involves, firstly, the creation of a model of the control 
action on the system, and secondly, the creation of a network of interacting indicators. 
Then, we will introduce indicators of different regions into the interpolation data and 
study how the dynamics of conditional risk probabilities, represented by indicators for 
different regions, changes. At the same time, it is precisely the creation of conditions 
for the possible existence of various regimes that threaten the loss of competitiveness 
of the regions of the Russian Federation is of particular interest. 

The availability of statistical data will make it possible to determine the regimes 
corresponding to the stabilization of the system, and the occurrence of limit cycles 
in the phase space of the system. These are the modes and indicators that manage-
ment structures strive for. In this case, the system perturbed after the measurement
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stabilizes at specific risk values. However, the emergence of more complex regimes 
is possible, the study of which is carried out in the phase space of the system. 

6 Conclusion 

The chapter provides a justification for the expediency of using the apparatus of 
status functions proposed by the authors for mathematical modelling of complex 
socio-economic objects. Traditional mathematical methods for description, such as 
probability theory, mathematical statistics, fuzzy models, are not able to describe 
the specifics of the phenomena under study. These phenomena, on the one hand, 
have a random character, on the other hand, it is required to formalize the subjective 
assessment of the person making management decisions. 

For this, it is proposed to use status functions representing complex-valued func-
tions of time. At the same time, the real part reflects the objective aspect of measuring 
the indicators of socio-economic processes, and the imaginary part characterizes the 
subjective aspect. 

The main assumptions that are used in the construction of the proposed quantum-
like mathematical models are described. Among them is the representation of the state 
of the socio-economic system as a set of characteristics at the time of measurement, 
which are ordered and form a certain vector. Moreover, the basic states of the system 
form an orthonormal basis, based on which any state of the system is described. In 
this case, the change in the state of the system is described by a unitary operator, 
which characterizes the change in the direction of the vector of the state of the system. 

Based on status functions, a mathematical model is proposed to describe various 
transitions of the socio-economic system to a measurable state. At the same time, the 
possibility is realized based on status functions to create mathematical models similar 
to quantum ones. The studied states can be of different nature: physical, cognitive, 
technological, socio-economic. 

The final part of the chapter provides a description of the example. It presents 
the simulation results as well as their analysis. An analysis of the interaction of two 
hypothetical indicators of the socio-economic system has been carried out. Expres-
sions are obtained for determining the probability of a system transition from one 
state to another. The initial values of the status functions at the time of modelling are 
set on the basis of official statistics to assess the competitiveness of the regions of the 
Russian Federation. An analysis of the creation of conditions for the threat of loss of 
competitiveness is carried out on the example of the region of the Russian Federation. 
The data for this are taken from the official statistics of innovation indicators. 
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Development of a Decision Support 
System for Assessing and Monitoring 
Regional Competitiveness Risks 

Galina Chernyshova , Ekaterina Piunova , Irina Veshneva , 
and Gleb Rokakh 

Abstract Using of intelligent techniques in analyzing complex socio-economic 
systems makes it possible to expand the diagnostic and prognostic capabilities of a 
decision support systems. The implemented modules of the decision support system 
for assessing and predicting the risks’ level of the regions’ competitiveness were 
presented. The functionality of the application provides the use of both fuzzy-logical 
methods for a comprehensive assessment of the regions competitiveness, and tools 
for modeling the dynamics of risks based on Chapman–Kolmogorov equations. The 
developed methodology for applying these models was tested for 78 regions of the 
Russian Federation. As a result of the benchmarking analysis, the leading regions 
were identified both in terms of the current level of competitiveness risks and taking 
into account their dynamics. 

Keywords Competitiveness assessment · Regions · Risks · Mathematical 
modeling · Kolmogorov–Chapman equations · Multi-criteria decision-making 
methods · Fuzzy techniques · Decision support system 

1 Introduction 

The concept of Society 5.0 is largely a strategic direction for long-term develop-
ment, preservation or conquest of competitive positions for the economy both at 
the national and regional levels. The advantages of the Society 5.0 are associated 
with the possibility of creating an organized systemically balanced economy that 
provides solutions to a number of social problems through high-tech development. 
The development and implementation of intelligent information systems is important 
for diagnosing the level of regional development and the process of strategic support
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for the competitiveness of regions. The solution of such complex tasks in conditions 
of incomplete information involves the use of fuzzy techniques, soft calculations, 
and structural dynamics control in the information processing. At the moment, there 
is no specialized software for assessing the competitiveness of regions. 

The aim of the research is to create an application that provides decision support 
in assessing the risks of the competitiveness of regions using systemic multivariate 
analysis and forecasting, taking into account the specifics of the available statistical 
data for the regions. 

At different levels of the economy, the concept of competitiveness continues to 
develop. The theoretical approach to the analysis of competitiveness at the regional 
level was initially based on the concept of the four stages of nations’ development 
[1, 2]. The problem of empirical assessment of the regional competitiveness is under 
discussion in the accepted approach absence [3]. In particular, there are different 
techniques to identifying a system of factors that determine the complex concept of 
competitiveness at the regional level [4]. In the conditions of the knowledge economy, 
there is an expansion of the concept considering not only production costs but also 
a wide range of qualitative, innovative, institutional factors [5]. 

A common way to assessing regional competitiveness is based on indices (an 
indicator of global competitiveness (Global Competitiveness Index [6], European 
Regional Competitiveness Index [7], Global sustainable Competitiveness index [8]). 
In domestic practice, a comprehensive regional competitiveness index (AV RCI-
2020) is used, it includes seven separate groups of indicators [9]. However, such 
approaches do not allow building predictive models and do not consider complex 
relationships between factors. 

Selecting factors in studying regional competitiveness is particularly important, 
extensive set of indicators should be provided. At the same time, in the task of quan-
titative assessment, the question arises of the availability of their quantitative values. 
In addition, such factors are in a complex dynamic interaction, it is necessary to 
consider their mutual influence. This study makes it possible to ensure the accom-
modation of specified regional competitiveness features using relevant mathematical 
models implemented as software. 

2 Models and Methods Implemented in the Application 

The functionality of the developed software ensures the application of two models: a 
model based on multi-criteria decision-making (MCDM) and a model based on the 
Kolmogorov–Chapman equations. 

Multi-criteria decision-making method Fuzzy ELECTRE II allows to use not only 
quantitative but also qualitative values of the criteria, to implement fuzzy numbers 
to make accurate and consistent decisions in order to reduce the subjectivity of 
the assessment [10, 11]. This method and its modifications are not based on clas-
sical utility theory; it contains relative estimates of alternatives. Binary relations of 
dominance are built on the alternatives set. In the ELECTRE method II, indices



Development of a Decision Support System for Assessing … 163

of consistency and inconsistency are defined, and there are several levels for these 
indices. This method ranks alternatives based on threshold levels of consistency and 
inconsistency. 

The standard Fuzzy ELECTRE II algorithm uses one metric when evaluating 
alternatives, such as Euclidean distance or Hamming distance. The choice of metric 
when ranking alternatives is essential to this MCDM method. The proposed ranking 
algorithm involves various metrics (Euclidean, Manhattan, Hamming, Hausdorff, 
Zhuravlev, Tonimoto–Jaccard, Bray–Curtis) [12]. The final rating is based on the 
results obtained for different metrics. 

Methods of system dynamics are used to assess the development of socio-
economic objects [13]. The method under consideration, based on the Kolmogorov-
Chapman equations, assumes at the initial stage the formation of risk factor set for the 
competitiveness of the regional socio-economic system. The deterioration of indi-
vidual indicators corresponding to the identified factors leads to a decrease in the 
region’s competitiveness as a whole. Such a system of indicators is a hierarchical 
logical-probabilistic model. 

For the constructed tree of risk factors, it described a causal graph. A feature of 
such a graph is logical functions in the nodes of the consequences. Thus, each conse-
quence occurs when a logical operation is performed for the corresponding causes— 
individual competitiveness risk factors. Graph edges represent possible transitions 
between system states, which are formed as a result of logical operations on causes. 
Based on this graph, it formed all combinations of critical events that form frag-
ments of the graph for the implementation of the root event—the loss of the region’s 
competitiveness. 

The minimal cut is the set of leaf vertices of the causal graph, united on the 
basis of binary relations, and forming a subgraph of the causal graph, leading to the 
implementation of the root event. For each minimal cut, the states of the regional 
socio-economic system are identified, corresponding to various combinations of crit-
ical events that determine the risks of the regions’ competitiveness. Then a network 
structure of possible transitions between these states is built. For the resulting struc-
ture of states, a differential equations system is determined [14]. As a result of solving 
the system of differential equations by numerical methods, it is possible to determine 
the probabilities of the realization of risks in the nodes of the state graph at given 
time. 

For a minimal cut s of dimension N, the set of states S of the system under study 
contains S = 2N − 1 elements. The system of Kolmogorov–Chapman differential 
equations can be expressed in matrix form: 

dPk(t) 

dt  
= R · 

⎛ 

⎜⎜⎝ 

P0(t) 
P1(t) 
. . .  

PS(t) 

⎞ 

⎟⎟⎠, (1)
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where Pk(t), k = 1, . . . ,  S, is the probability that the elements of the system are in 
state k at time t, R = {rlk} is the infinitesimal transition matrix of dimension S × S, 
which is built on the basis of the state graph. 

For state k, the differential equation has the form: 

dPk(t) 

dt  
= 

S∑
l=0 

rlk  Pl (t) − 
S∑

l=0 

rkl Pk(t), (2) 

where the elements rlk  of the matrix R are correspond to the probabilities of transition 
from state l to state k, rkk = −∑

l,l /=k rkl . 
The transition matrix R is formed on the basis of the Poisson parameters for the 

realization of events corresponding to the elements of the minimal cut: di is the risk 
level, gi is the control action level for individual indicators, i = 1, …, N. The resulting 
system of differential equations is solved numerically using the Runge–Kutta method 
with automatic step adjustment. 

The developed application includes the possibilities for users shown in the diagram 
(Fig. 1). 

In the application, users are divided into two groups: administrators and analysts. 
The second category of users has access rights to work with the program provided 
by the application administrator. 

For the first model, the functionality includes the formation of a set of regions 
and a set of evaluation criteria, ranking of the selected regions by the modified Fuzzy 
ELECTRE II method, presenting the result as a ranked list of regions and choosing 
the leading regions.

Fig. 1 Functionality of the application for assessing regional competitiveness 
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For the second method, the developed application allows you to specify minimal 
cuts in the graph of cause-and-effect relationships, enter risk levels of control actions 
for individual indicators, while loading from a text file can be used. The function-
ality of the application provides visualization of the results. The application allows 
you to display probability graphs for critical events and their combinations for a 
given time interval. The calculated data corresponding to the probabilities for various 
combinations of critical events for the specified time intervals can be saved as a text 
file. 

Web application is client–server, in which the user interacts with the server using 
a browser. Since the logic of such an Internet service is distributed between the server 
and the client, the data is stored on the server, and the information itself is exchanged 
over the network. To run a web application, the user does not need to install any 
additional software; it is enough to have access to the Internet and a browser on any 
device. The operation of the application does not depend on the operating system 
that is installed on the user’s computer. Web services are easy to install, maintain, 
and upgrade the client interface. When changes are made, the application is updated 
to the latest version the next time the page is loaded. 

Mostly, web applications consist of at least three main components: the client and 
server parts of the web application, as well as a database. The developed application 
uses the Python programming language extended by a set of libraries (Itertools, 
Matplotlib, PyPlot, Math, NumPy, SciPy, Tkinter). Python is a high-level scripting 
programming language that is known for its versatility. Python provides a set of 
tools with a large number of libraries including mathematical models and methods, 
various visualization tools. 

PostgreSQL was chosen as the database. This database is an object-relational 
database management system that provides many advantages over other open source 
databases. A fundamental characteristic of an object-relational database is the support 
for user-defined objects as well as their behaviors, including data types, functions, 
operations, domains, and indexes. PostgreSQL is able to create, store and retrieve 
complex data structures. At the same time, it is a secure and extensible database, 
and also has an extensive ecosystem of tools available, which allows you to use 
PostgreSQL in a variety of scenarios. 

The classic method for creating web interfaces is to use HTML (Standardized 
Document Markup Language) using the formal language for describing the appear-
ance of a document, CSS. However, different implementations of HTML, CSS, and 
other specifications in different browsers cause problems in the development of web 
applications, and also complicates their subsequent support. 

Among the many frameworks, Django was chosen to allow the development of 
a scalable application. The framework Bootstrap was chosen for front-end devel-
opment, it is the freeware toolkit that allows you to create a web application. The 
selected tools allow implementing a scalable, modern and mobile application with 
an attractive user-friendly interface.
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3 Methodological Approach to Assessing Competitiveness 
Risks 

For a system analysis of competitiveness risks at the regional level, the following 
hierarchical structure of factors is used (Fig. 2): regional competitiveness (E0); trans-
formational (E1); transactional (E2); technical (E3); social (E4); natural resource 
(E5); institutional (E6); informational (E7); innovative (E8) [15]. At the next level, 
an extended set of indicators is applied: use of fixed assets (E9); development of 
transport infrastructure (E10); income level of the population (E11); demographic 
(E12); quality of life (E13); mining (E14); area of agricultural land (E15); endowment 
with forest resources (E16); electricity generation (E17); environmental (E18); share 
of unprofitable organizations (E19); level of taxation (E20); unfair competition (E21); 
use of personal computers (E22); use of the Internet in organizations (E23); use of 
electronic document management systems in organizations (E24); R & D personnel 
(E25); internal spending on R & D (E26); costs of innovative activities of organizations 
(E27); volume of innovative goods (E28); cost of fixed assets (E29); fixed assets depre-
ciation (E30); railway track density (E31); density of paved roads (E32); average per 
capita money income of population (E33); population with incomes below the subsis-
tence minimum (E34); the number of officially unemployed (E35); life expectancy 
(E36); coefficient of natural population growth (E37); migration growth coefficient 
(E38); improvement of living conditions of the population (E39); medical personnel 
per 10,000 population (E40); number of reported crimes (E41); emission of pollutants 
into atmosphere (E42); discharge of polluted sewage (E43). 

For a comprehensive analysis of the current level and dynamics of regional 
competitiveness, a methodological approach is proposed that allows, based on bench-
marking, to identify best practices, create reference estimates of internal indicators, 
study and adapt the best regional development strategies [16]. This technique includes 
the implementation of the following steps based on the developed application. 

Stage 1. Minimal cut set selection.

Fig. 2 The structure of risk indicators of regional competitiveness 
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Stage 2. Application of the model based on the modified Fuzzy ELECTRE II to 
assess the current state of regional competitiveness. 

Stage 3. Application of the model based on the Kolmogorov–Chapman equations 
to predict the risks of regional competitiveness. 

Stage 4. Formation of the final assessment of the regions based on the distance 
method. 

Let’s consider a minimal cut s that includes indicators Es 
i , i = 1, . . . ,  N . There 

is a matrix Es 
i j  , i = 1, . . . ,  N , j = 1, . . . ,  M , values of N indicators included in 

the minimal cut s, for  M regions. 
For a comprehensive assessment of the current level of regional competitiveness, 

the value Es 
j , j = 1, . . . ,  M , was used by the modified Fuzzy ELECTRE II method. 

The value P0(t) is used as a predictive assessment Es 
j

'
, j = 1, . . . ,  M , of the  

competitiveness risks of the region. It is obtained as a result of solving the formed 
system of the Kolmogorov–Chapman equations, for the region j, j = 1, . . . ,  M , and 
the user-specified value t. 

The distance method allows you to take into account the proximity of objects to 

the reference object. To estimate the distance Es 
j
'
(
Es 

j

')
from region j to the leader 

region in terms of the indicator Es 
j

(
Es 

j

)
, the region with the maximum (minimum) 

value of the indicator is used, taking into account its multidirectional impact on the 
final assessment:

(
Es 

j
') = max( j = 1, M)

(
Es 

j

)
−

(
Es 

j

)
, j = 1, . . . ,  M, (3) 

Es 
j

' = Es 
j − min 

j=1,M 
Es 

j , j = 1, . . . ,  M (4) 

The integral assessment of the competitiveness of regions ~Es 
j is performed as 

follows:

(~Es 
j

)
= a1

(
Es 

j
') + a2

(
Es 

j

')
, j = 1, . . . ,  M, (5) 

where a1, a2 are the weights coefficients that determine the significance of indicators 

Es 
j
'
and Es 

j

'
. 

Stage 5. Risk analysis of regional competitiveness based on benchmarking.
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4 Application of the Application for the Analysis 
of Regional Competitiveness of Regions 

Consider the phased application of the proposed approach. In the process of testing 
the developed application for assessing regional competitiveness, the minimal cuts 
s1 and s2 were considered: E19–E20–E21–E28–E30, E25–E26–E27–E29–E30. Minimal 
cut E19–E20–E21–E28–E30 includes material and technical risk factors: the share of 
unprofitable organizations (E19); level of taxation (E20); unfair competition (E21); 
volume of innovative goods (E28); cost of fixed assets (E29); degree of deprecia-
tion of fixed assets (E30). Minimal cut E25–E26–E27–E29–E30 allows to evaluate 
such economic risk factors as the number of personnel involved in research and 
development (E25); internal spending on research and development (E26); costs of 
innovative activities of organizations (E27); volume of innovative goods (E28); cost 
of fixed assets (E29); degree of depreciation of fixed assets (E30). 

These indicators are open data of regional statistics for 2020 [17, 18]. The study 
examined 78 regions of the Russian Federation, taking into account the available 
data on selected sets of indicators. Moscow is not included in the list of regions. 
According to most of considering indicators, this subject of the Russian Federation 
is an outlier. In the process of applying the multi-criteria method, discretization of 
the values of risk indicators of the regions’ competitiveness was performed. 

To demonstrate the proposed methodology for a comprehensive assessment of 
regional competitiveness, minimal cuts s1 and s2 and the corresponding models 
M1, M2, M3, M4, M5, M6 were considered (Table 1). For models based on the 
Kolmogorov–Chapman equations, the probability values P0(t) of competitiveness 
risks for t = 3 were calculated. Weight coefficients a1 = 0.4, a2 = 0.6 have been 
used for the integral assessment of regions’ competitiveness. 

Table 2 presents the results of modeling regional competitiveness according to 
M1, M2, M3, M4, M5, M6.

The assessment of the competitiveness of regions by the group of indicators of 
the minimal cut s1 using the M1 model allows you to create a ranked list of regions 
in terms of the current level of competitiveness in 2020. As leading regions, you 
can specify: the city of Saint-Petersburg city, Omsk region, Samara region, Moscow

Table 1 Types of models for assessing the risks of regional competitiveness 

Model number Minimal cut s Model 

M1 E19–E20–E21–E28–E30 Model based on Fuzzy ELECTRE II 

M2 E19–E20–E21–E28–E30 Model based on the Kolmogorov–Chapman equations 

M3 E19–E20–E21–E28–E30 Integral assessment of regional competitiveness 

M4 E25–E26–E27–E29–E30 Model based on Fuzzy ELECTRE II 

M5 E25–E26–E27–E29–E30 Model based on the Kolmogorov–Chapman equations 

M6 E25–E26–E27–E29–E30 Integral assessment of regional competitiveness 
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Table 2 Assessment of the competitiveness of Russian regions 

Region M1 M2 M3 M4 M5 M6 

Es 
j Es 

j
~Es 

j Es 
j Es 

j
~Es 

j 

St. Petersburg city 0.368 0.159 0.057 0.405 0.650 0.250 

Moscow region 0.357 0.088 0.035 0.398 0.284 0.108 

Tatarstan 0.285 0.218 0.131 0.393 0.657 0.260 

Krasnodar region 0.201 0.177 0.165 0.382 0.684 0.277 

Sverdlovsk region 0.172 0.061 0.136 0.367 0.585 0.247 

Krasnoyarsk region 0.123 0.101 0.181 0.395 0.570 0.224 

Rostov region 0.287 0.159 0.106 0.384 0.643 0.260 

Chelyabinsk region 0.177 0.179 0.180 0.364 0.642 0.272 

Novosibirsk region 0.301 0.192 0.111 0.369 0.673 0.281 

Samara Region 0.359 0.063 0.024 0.352 0.340 0.158 

Bashkortostan 0.230 0.016 0.083 0.326 0.052 0.058 

Yamalo-Nenets autonomous region 0.352 0.055 0.026 0.138 0.347 0.289 

Nizhny Novgorod region 0.125 0.148 0.199 0.371 0.644 0.268 

Tyumen region 0.202 0.138 0.149 0.339 0.479 0.222 

Irkutsk region 0.302 0.148 0.092 0.332 0.540 0.250 

Perm region 0.099 0.049 0.175 0.331 0.361 0.179 

Belgorod region 0.173 0.168 0.178 0.275 0.497 0.267 

Voronezh region 0.219 0.063 0.108 0.387 0.413 0.166 

Leningrad region 0.315 0.243 0.123 0.358 0.442 0.195 

Yakutia 0.213 0.166 0.153 0.313 0.546 0.264 

Khabarovsk region 0.245 0.111 0.112 0.318 0.639 0.298 

Stavropol region 0.296 0.254 0.139 0.241 0.730 0.380 

Kemerovo region 0.242 0.088 0.105 0.311 0.319 0.174 

Volgograd region 0.347 0.070 0.034 0.259 0.360 0.222 

Omsk region 0.362 0.148 0.057 0.314 0.808 0.368 

Primorsky region 0.237 0.110 0.116 0.327 0.663 0.302 

Saratov region 0.182 0.070 0.133 0.302 0.450 0.232 

Kaluga region 0.175 0.196 0.188 0.347 0.627 0.276 

Kaliningrad region 0.243 0.181 0.141 0.269 0.406 0.234 

Tula region 0.250 0.033 0.078 0.321 0.025 0.050 

Orenburg region 0.334 0.121 0.063 0.179 0.434 0.299 

Yaroslavl region 0.131 0.207 0.219 0.261 0.716 0.363 

Udmurtia 0.308 0.066 0.056 0.188 0.192 0.197 

Altai region 0.325 0.112 0.064 0.232 0.649 0.353 

Lipetsk region 0.164 0.122 0.165 0.211 0.489 0.302

(continued)
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Table 2 (continued)

Region M1 M2 M3 M4 M5 M6

Es
j Es

j
~Es

j Es
j Es

j
~Es

j

Sakhalin region 0.194 0.064 0.124 0.210 0.604 0.349 

Ulyanovsk region 0.105 0.279 0.263 0.234 0.801 0.413 

Tomsk region 0.331 0.068 0.043 0.285 0.650 0.322 

Vologda region 0.337 0.162 0.077 0.183 0.624 0.373 

Vladimir region 0.335 0.179 0.085 0.316 0.663 0.309 

Murmansk region 0.195 0.110 0.142 0.267 0.444 0.251 

Penza region 0.147 0.192 0.203 0.266 0.626 0.324 

Astrakhan region 0.109 0.120 0.197 0.203 0.545 0.329 

Kursk region 0.157 0.043 0.137 0.213 0.313 0.230 

Tambov region 0.192 0.140 0.155 0.173 0.598 0.369 

Komi 0.285 0.046 0.062 0.246 0.318 0.213 

Ryazan region 0.166 0.085 0.149 0.190 0.698 0.398 

Arkhangelsk region 0.126 0.192 0.216 0.222 0.599 0.340 

Dagestan 0.140 0.210 0.215 0.174 0.606 0.371 

Kamchatka region 0.228 0.250 0.178 0.253 0.666 0.348 

Kirov region 0.145 0.180 0.200 0.214 0.650 0.365 

Tver region 0.275 0.290 0.165 0.239 0.966 0.476 

Amur region 0.224 0.151 0.140 0.229 0.859 0.439 

Chuvashia 0.191 0.050 0.120 0.162 0.312 0.261 

Karelia 0.111 0.048 0.167 0.192 0.418 0.285 

Buryatia 0.107 0.025 0.160 0.251 0.276 0.193 

Smolensk region 0.171 0.047 0.131 0.189 0.485 0.314 

Zabaykalsky region 0.121 0.144 0.200 0.221 0.512 0.305 

Bryansk region 0.217 0.076 0.115 0.200 0.364 0.259 

Mordovia 0.128 0.123 0.187 0.145 0.820 0.474 

Magadan region 0.163 0.071 0.145 0.180 0.540 0.341 

Khakassia 0.106 0.289 0.266 0.122 0.747 0.459 

Novgorod region 0.320 0.180 0.094 0.195 0.700 0.396 

Ivanovo region 0.093 0.119 0.206 0.159 0.532 0.350 

Mari El 0.120 0.284 0.256 0.102 0.746 0.470 

Kostroma region 0.235 0.205 0.155 0.121 0.678 0.432 

Oryol region 0.297 0.244 0.134 0.144 0.825 0.477 

North Ossetia 0.283 0.145 0.103 0.141 0.667 0.415 

Kabardino-Balkaria 0.289 0.124 0.091 0.154 0.815 0.467

(continued)
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Table 2 (continued)

Region M1 M2 M3 M4 M5 M6

Es
j Es

j
~Es

j Es
j Es

j
~Es

j

Yamalo-Nenets autonomous region 0.158 0.156 0.182 0.109 0.438 0.343 

Pskov region 0.349 0.041 0.022 0.117 0.406 0.325 

Adygea 0.208 0.090 0.126 0.116 0.919 0.531 

Kurgan region 0.132 0.180 0.207 0.133 0.665 0.419 

Karachaev-Circassia 0.292 0.122 0.088 0.135 0.378 0.303 

Altai 0.259 0.133 0.112 0.132 0.479 0.346 

Tyva 0.185 0.167 0.170 0.139 0.872 0.498 

Ingushetia 0.110 0.110 0.193 0.120 0.571 0.390 

Kalmykia 0.211 0.174 0.158 0.118 0.689 0.438 

Bold indicates the final results of the integrated competitiveness risk assessment using both fuzzy 
methodologies and Kolmogorov-Chapman equations

region, Volgograd region, Yamalo-Nenets autonomous region, Pskov region, Vologda 
region, Vladimir region, Orenburg region. 

The application of the M2 model made it possible to single out the regions with 
the lowest risks relative to the group of indicators included in the s1. The first ten 
regions include: Bashkortostan, Buryatia, Tula region, Pskov region, Kursk region, 
the Komi, Smolensk region, Karelia, Perm region, the Chuvashia. 

In accordance with the final assessment based on the M3 model, the following 
leading regions were identified for this category: Pskov region, Samara region, 
Yamalo-Nenets autonomous region, Volgograd region, Moscow region, Tomsk 
region, the Udmurtia, Omsk region, St. Petersburg city, Komi. The use of the esti-

mates Es 
j
'
and Es 

j

'
, j = 1, . . . ,  M obtained as a result of using the M1 and M2 models, 

which determine the distance to the leading region, and the integral indicator ~Es 
j , 

j = 1, . . . ,  M , makes it possible to identify the features of regional development 
(Fig. 3). For example, the city of Saint-Petersburg city and the Omsk region lag far 
behind the leading regions in terms of predictive values of competitiveness risks. 
This led to the deterioration in the final assessment of these regions.

Let consider the minimal cut set s2. The assessment of the competitiveness of 
regions by indicators of s2 using the M 4 model allows you to create a ranked list of 
regions by the level of competitiveness in 2020. In this case, the following can be 
indicated as leading regions: the city of Saint-Petersburg, Moscow region, Krasno-
yarsk region, Tatarstan, Voronezh region, Rostov region, Krasnodar region, Nizhny 
Novgorod region, Novosibirsk region, Sverdlovsk region. 

Using the M5 model, you can highlight the regions with the lowest risks relative to 
the group of indicators included in the minimal cut set s2. The leading regions are: St. 
Petersburg, Moscow region, Krasnoyarsk region, Tatarstan, Voronezh region, Rostov
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Fig. 3 Distance to the leading region in accordance with the indicators of the minimal cut E19– 
E20–E21–E28–E30

region, Krasnodar region, Nizhny Novgorod region, Novosibirsk region, Sverdlovsk 
region. 

The final assessment using the M6 model for the minimal cut set s2 allows us to 
identify such leading regions as: Tula region, the Republic of Bashkortostan, Moscow 
region, Samara region, Voronezh region, Kemerovo region, Perm region, Buryatia, 
Leningrad region, the Udmurtia. 

For benchmarking analysis, we present the distances from regions to reference 
samples in accordance with the models M5 and M6 (Fig. 4). For minimal cut indicators 
s2, the lag behind the leading regions in terms of predictive risk levels is much smaller. 
It should be noted that in terms of the level of competitiveness in 2020 there is a 
slight lag in such relatively developed regions as the Leningrad region, Perm territory, 
Voronezh region.

As a result, it is possible to compare the estimates of the current level of compet-
itiveness of the regions for the period 2020 and the forecast risk assessments with 
the position of the leading regions. It helps to identify the key problems of regional 
development.
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Fig. 4 Distance to the leading region in accordance with the indicators of the minimal cut E25– 
E26–E27–E29–E30

5 Conclusion 

The approach implemented in the application involves an assessment according to 
certain sets of regional competitiveness indicators. Multi-criteria decision-making 
method Fuzzy ELECTRE II provides an estimation of the current state of the 
regional socio-economic system in a certain period. Methods for measuring risks 
dynamics based on the Kolmogorov–Chapman equations predict the level of regional 
competitiveness. 

The proposed methodology based on the developed application makes it possible 
to study the experience of the regions, form benchmarks for comparing the perfor-
mance of the regions and introduce best practices in the process of developing 
strategic directions for the development of the regions of the Russian Federation. 
A further direction for improving the decision support system for assessing the risks 
of regional competitiveness is the use of hybrid data mining models [19] for predictive 
assessment of competitiveness factors. 

Funding The research was funded by RFBR, grant number 20-010-00465.
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Mental Analysis of Stackelberg 
Leadership in Nonlinear Oligopoly 
Model for Cyber-Physical Systems of Oil 
Market 

Mikhail Geraskin 

Abstract A problem of the Stackelberg leadership analysis in an oligopoly model 
with nonlinear functions of market demand and firms’ costs is considered. On the 
basis of trends in the dynamics of the oil market, the Cournot and Stackelberg equi-
libria are investigated in the case of one or several leaders. Because the oil market 
connects consumers, services supply equipment and management of the firms, the 
market is related to cyber-physical systems. In this case, the decision-making mech-
anism of the management is based on the analysis of mutual assumptions of the firms 
about the possible strategies of competitors, taking into account the technical charac-
teristics of the equipment. We prove the following results. First, despite government 
regulation, the Russian oil market is characterized by a declining non-linear demand 
curve. Second, the modeling demonstrates that the Stackelberg equilibrium in the 
struggle for leadership game is closest to the actual market indicators, which allows 
us to conclude about the asymmetry of firms’ awareness. Third, in the equilibria with 
the second level leaders, two attractors are found, i.e. the nonlinear model provides 
bifurcations. 

Keywords Oligopoly · Nonlinear demand and cost functions · Cournot-Nash 
equilibrium · Stackelberg equilibrium · Oil market 

1 Introduction 

A linear model for choosing the optimal actions of the oligopoly market agents, in 
which the inverse demand function and the cost functions of agents are linear, widely 
used [1–5] to analyze equilibria in the game of oligopolists, because this model allows 
us a simple analytical solution in the form of the Cournot-Nash equilibrium [6, 7]. A 
nonlinear model for choosing optimal actions, in which the inverse demand function 
is linear, and the agents’ cost functions are nonlinear, was used less often [8–11],
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because it does not allow us finding an analytical solution. In this case, special 
difficulties arise when calculating the equilibrium with the Stackelberg leadership 
[12]. 

As a consequence of the computational complexity of modeling, it is even 
more rarely that researchers focus on analyzing an oligopoly model with a 
nonlinear demand function. Meanwhile, actual markets often offer situations with 
nonlinear functions of firms’ demand and costs. The recent studies shown interesting 
consequences of the nonlinearity. 

In the case of a hyperbolic demand function, a bifurcation of the one fixed Cournot 
point was established [13], which is the resonant case of the Neimark-Saker bifur-
cation [14, 15], and when the fixed Cournot point is unstable, the stable cycles of 
any period can exist. An analysis of the hyperbolic demand function for the case of a 
duopoly [16, 17] on the phase portrait of firms’ output demonstrated periodic cycles 
and chaotic attractors between which bifurcations arise. Additionally, in the case 
of an exponential demand function, the studies of the Australian electricity market 
proved a high degree of the price volatility [18]. In the case of a trigonometric 
demand function, the complex dynamics with two types of bifurcation is possible: 
the cascade of the double bifurcation and chaos and the Neimark-Saker bifurcation 
and, as a consequence, chaos [19]. The power fractional rational demand functions 
can lead to destabilization of the Nash equilibrium and bifurcations, which cause 
qualitative changes in the structure of attractors and their ranges [20]. An analysis 
of the hyperbolic demand function showed that there are many complex dynamic 
scenarios, and chaotic trajectories, as well as multistability, when various attractors 
coexist [21]. Interestingly, in the case of firms’ demand functions linearly inhomo-
geneous in terms of outputs [22], the bifurcations of the equilibrium points were 
demonstrated, variations in model parameters lead to chaos, and loss of stability can 
be caused by period doubling bifurcations. 

Our research has the following objectives. First, we formulate the situation on 
the oil market as a game model of an oligopoly. Second, we calculate the Cournot 
equilibrium in this game, as well as the Stackelberg equilibrium of the first and second 
levels based on formulas [23]. Third, we analyze the consequences of nonlinearity 
in terms of the possibility of multiple attractors. 

As a rule, vertically integrated corporations are formed in the commodity markets. 
These companies form networks that consist of the mining equipment and the admin-
istrative staff (i.e., management). Consequently, these human–machine networks 
belong to the cyber-physical systems [24–26]. In this case, we investigate the cyber-
physical system in terms of the influence of the mental management processes on 
such technical characteristics as the fuel transfer volumes. 

2 Formulation of Problem 

The model for choosing the optimal market strategies (sales volumes) of firms in the 
oligopoly market includes an objective function (firm’s profit)
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∏i = P(Q)Qi − Ci (Qi ), Qi ≥ 0, i = 1, . . . ,  I, (1) 

the inverse demand function 

P(Q) = AQα , A > 0, α  <  0, |α| < 1, Q = 
I∑

i=1 

Qi , (2) 

and the power functions of agent costs 

Ci (Qi ) = CFi  + Bi Q
βi 

i , CFi  > 0, Bi > 0, 0 < βi < 2, i = 1, . . . ,  I, (3) 

where Qi and∏i are the sales volume and the profit of the i-th agent; I is the number 
of market agents; P(Q) is the inverse function of demand; A, α are the coefficients 
of the demand function; Bi , βi , CFi are the coefficients of the cost functions. The 
parameters of the cost functions have the following meaning: CFi is the constant cost, 
Bi is the marginal cost at βi = 1, βi characterizes the return to scale effect, which 
can be positive (0 < βi < 1) or negative (1 < βi < 2). 

In model (1)–(3), the Nash equilibrium is calculated by solving a system of 
necessary optimality conditions for a given vector of conjectural variations: 

∂∏i

(
Qi , Q/ 

i Q  j

)

∂ Qi 
= 0, i, j = 1, . . . ,  I, (4) 

where Q/ 
i Q  j 

is the conjectural variation, i.e. the expected change in the sales volume 
of the j-th agent in response to a unit increase in the sales of the i-th agent. 

In [23], the following formulas of system (4) were proved in various game 
situations. 

1. The case of Cournot equilibrium, which corresponds to the unawareness of all 
agents (i.e. the followers) about the actions of the environment, and gives the 
zero conjectural variations Q/ 

i Q  j 
= 0: 

AQα

[
1 + α 

Qi 

Q

]
− Bi βi Q

βi−1 
i = 0, i = 1, . . . ,  I (5) 

2. The case of equilibrium with the Stackelberg leadership. In this case, some agent 
(i.e. the leader) with a number k believes that he is informed about the actions 
of the environment, i.e. there is an asymmetry of presumptive awareness in the 
market. It is also possible that there are several leaders who are informed that the 
rest of the agents are the followers. In this case, the mutual reaction of the leaders 
is not assumed, that is, in relation to each other, the leaders are the followers. As 
a result, system (4) for thee followers (whom we enumerate as i = 1, …, I0) has 
the form (5), and for the Stackelberg leaders (which we enumerate as k = 1, …, 
I1), Eq. (4) have the following form:



178 M. Geraskin

AQα 

⎡ 

⎣1 + α 
Qk 

Q 

⎛ 

⎝1 + 
I∑

i=1,i /=k 

Fi 
ui − Fi 

⎞ 

⎠ 

⎤ 

⎦ − Bk βk Q
βk−1 
k = 0, k = 1, . . . ,  I1, 

(6) 

where 
ui = ui (Qi ) = Bi βi (βi − 1)Qβi−2 

i , Fi = Fi (Q, Qi ) = 
Aα Qα−1

(
1 + (α − 1) Qi 

Q

)
, I1 is a number of the first-level leaders. 

3. The case of equilibrium with the two-level Stackelberg leadership. In this case, 
from the set of agents-leaders, the agents-leaders of the second level are distin-
guished (let us denote a number of these agents by I2), informed that the remaining 
I1 = I – I2 – I0 leaders choose actions according to reactions (6). We index the 
leaders of the second level by the symbol “m”, where m = 1, …, I2. As a result, 
system (4) for the Cournot agents has the form (5), for the first level Stackel-
berg leaders has the form (6), and for the second level leaders, Eq. (4) have the  
following form: 

AQα 

⎡ 

⎢⎢⎣1 + α 
Qm 

Q 

⎛ 

⎜⎜⎝1 − 
I∑

k=1,k /=m 

Fk + Aα Qα−2 Qk

[
∑1 + Q F

/ 
mQm 

um−Wm Fm 
(um−Fm )

2

]

Fk[1 + ∑1] − Aα Qα−1[1 + Qk∑2] − Wk 

⎞ 

⎟⎟⎠ 

⎤ 

⎥⎥⎦ 

− Bm βm Q
βm−1 
m = 0, m = 1, . . . ,  I2, (7) 

where 
Wm = Wm (Qm ) = u'

mQm 
= Bm βm (βm − 1)(βm − 2)Qβm−3 

m , F/ 
mQm 

= 
F/ 
mQm 

(Q, Qm ) = Aα(α − 1)Qα−2
(
2 + (α − 2) Qm 

Q

)
, ∑1 = ∑1

(
Fj , u j

) =
∑I 

j=1, j /=k 
Fj 

u j−Fj 
, F/ 

i Qk 
= F/ 

i Qk 
(Q, Qi ) = Aα(α − 1)Qα−2

(
1 + (α − 2) Qi 

Q

)
,

∑2 = ∑2
(
Fj , u j

) = ∑I 
j=1, j /=k 

F/ 
j Qk 

u j 

[u j−Fj]2 
. 

We consider the problem of calculating the coefficients of the demand function 
(2), agents’ cost functions (3) for the oil market, and on the basis of these data, 
we calculate equilibria (5)–(7) in cases 1–3 for various combinations of leaders and 
followers. 

3 Results and Discussion 

In the Russian oil market, the oil company Tatneft holds the largest market share, 
because other companies supply 2–5% of total oil sales to the domestic market, 
while Tatneft sells 35–50% in the domestic market. In 2019, the largest companies 
Rosneft, Tatneft and Gazpromneft held market shares of 24.5%, 35.1% and 19.6%,
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respectively, which together amount to 79.2%. Consequently, the characteristics of 
these companies adequately express the trends and factors of the state of the Russian 
oil market. 

On the basis of the statistics from the largest firms in the Russian oil market 
(Rosneft, Tatneft and Gazpromneft), we study the volume of oil sales in the domestic 
market, prices and costs in 2009–2019 by quarters (44 periods). We calculate the 
weighted average price based on the firms’ revenues. Using the least squares method, 
we define the regression models for demand function (2) and agents’ cost functions 
(3) in the following form: 

P(Q) =
{

9236 Q−0.91, t = 2009, . . .  ,  2012, 
264196770 Q−1.96, t = 2013, . . . ,  2019, 

(8) 

C1(Q1) = 1.61Q1.13 
1 , C2(Q2) = 2.65Q1.15 

2 , C3(Q3) = 1.04Q1.15 
1 , (9) 

where t is the year, and the following indexation of agents is introduced: 1—Rosneft, 
2—Tatneft, 3—Gazpromneft. The statistical characteristics of the regression models 
(8), (9) are high (Tables 1 and 2): the coefficients of determination of the demand 
functions are 0.66–0.71, for the cost functions these are 0.95, with the exception of 
the Tatneft function, for which this coefficient is 0.65; the calculated value of the 
Fisher criterion is at least 4 times higher than the table value at a significance level 
of 0.05. This confirms the adequacy and reliability of the developed models. 

An analysis of the time series of weighted average prices and volumes of oil sales 
in the Russian market (Fig. 1) demonstrate that, despite the state regulation of the 
oil market, there are diminishing price trends. We identify two trends, the first of 
which describes the dynamics of oil prices in 2009–2012, and the second—in 2013– 
2019. Interestingly that for the latter time interval the slope of the inverse demand 
curve is higher, i.e. demand became less elastic (the price elasticity coefficient was 
0.51) than in 2009–2012 (the price elasticity of demand was 1.01). In addition, the 
demand curve of the second interval passes above and to the right of the curve of the

Table 1 Statistical estimates 
of regression models of 
demand functions 

Period R2 Fisher criterion 

Table value (α = 0.05) Actual 

2009–2012 0.71 4.45 19.59 

2013–2019 0.66 3.74 27.3 

Table 2 Statistical estimates 
of regression models of cost 
functions 

Firm R2 Fisher criterion 

Table value (α = 0.05) Actual 

Rosneft 0.95 3.23 774.11 

Tatneft 0.65 3.23 76.55 

Gazpromneft 0.96 3.23 1 002.26 
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Fig. 1 Dependences of weighted average prices on oil sales and regression models of demand 
functions 

first interval, i.e. in 2013–2019 prices and sales volumes in the market were higher 
than in 2009–2012. Consequently, the market has expanded. When calculating the 
equilibria, we will use a regression model corresponding to the later interval. 

The approximations of the agents’ cost functions (9), presented in Figs. 2, 3 
and 4 are increasing power functions with decreasing returns to scale (β > 1).  A  
comparative analysis of the trends in agents’ costs (Fig. 5) shows that in the range 
Q ∈ [500, +∞) the Tatneft’s cost curve falls below the Gazpromneft’s cost curve, 
which, in turn, is located below the Rosneft’s curve. Consequently, Tatneft has a 
relative cost advantage, followed by Gazpromneft, while Rosneft loses to the first 
two firms in terms of costs.

The calculated Cournot equilibrium (Table 3) has a significant deviation from the 
actual market indicators, because the total sales volume in the equilibrium is 31% less 
than the actual volume in 2019, and the equilibrium price exceeds the actual prices of 
firms by 58–121%. Therefore, firms do not follow the classic follower strategies, i.e. 
there is an asymmetry of awareness. The Cournot equilibrium analysis demonstrates 
that the distribution of sales volumes corresponds to the relative cost advantage, i.e. 
model predictions are consistent with logic. In the actual distribution of the market, 
these firms are stratified by profit also in accordance with their relative cost advantage, 
although Rosneft is the second in market share and Gazpromneft is the third. This 
means that Cournot’s model demonstrates a partial adequacy of reality, in part of the 
stratification of agents in terms of the maximum profit.

In the Stackelberg leadership struggle game (Table 4), if all three agents are the 
first-level leaders, the distribution of sales is closest to the actual distribution of the 
market. In this case, the deviation of the calculated value of the total sales volume
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Fig. 2 Dependences of Rosneft’s costs on volume of oil sales and regression model 
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Fig. 3 Dependences of Tatneft’s costs on volume of oil sales and regression model

from the actual value in 2019 is 18%, the deviation in the equilibrium prices belongs 
to the range of 13–58%, the deviations in the revenues are 1%, 9% and 60% for 
the first, the second and the third agents, respectively. Consequently, the asymmetry 
of agents’ awareness is expressed in the fact that the behavior of firms follows the 
principle of perceiving counterparties as the followers.

The most interesting results we obtain in the case with the second level leaders 
(Tables 5 and 6). We describe a game in which Tatneft is the second level leader, and 
Rosneft and Gazpromneft are the first level leaders, because this situation corresponds 
to the actual market. In this game, we search for two attractors, in each the second
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Fig. 5 Comparative analysis of agents’ cost trends

level leader (Tatneft) has an advantage in terms of sales and receives the greatest 
maximum profit in comparison with competitors. In the second attractor, the total 
sales of agents are lower, and the calculated equilibrium price is higher, as a result of 
which the profit of the second level leader is higher than in the first one. Consequently, 
in this case there are bifurcations of the trajectory of the groping for equilibrium. 
In addition, in the second attractor, the deviation of the calculated value of the total 
sales volume from the actual value in 2019 is 20%, the deviation in the equilibrium 
prices belongs to the range of 48–63%, the deviations in revenues are 20%, 1% and 
69% for the first, second and the third agents, respectively. Therefore, the second
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Table 3 Actual and optimal indicators in the Cournot equilibrium 

Indicators Agent Qi, 
thousand 
tons 

Q, 
thousand 
tons 

P, RUB 
mln per 
thousand 
tons 

R, RUB 
mln 

C, RUB 
mln 

P, RUB  
mln 

Optimal Rosneft 933 3185 35 33,024 10,889 22,135 

Tatneft 1223 43,279 9283 33,996 

Gazpromneft 1029 36,393 11,378 25,016 

Actual Rosneft 1500 4629 22 33,600 31,213 2387 

Tatneft 2089 16 33,468 16,780 16,688 

Gazpromneft 1040 19 19,885 17,281 2603 

Deviation Rosneft −38% −31% 58% −2% −65% 827% 

Tatneft −41% 121% 29% −45% 104% 

Gazpromneft −1% 85% 83% −34% 861%

Table 4 Actual and optimal indicators in the Cournot equilibrium Actual and optimal indicators 
in the equilibrium of the Stackelberg leadership struggle (three leaders of the first level) 

Indicators Agent Qi, 
thousand 
tons 

Q, 
thousand 
tons 

P, RUB 
mln per 
thousand 
tons 

R, RUB 
mln 

C, RUB 
mln 

P, RUB  
mln 

Optimal Rosneft 1319 3781 25 33,329 17,009 16,323 

Tatneft 1202 30,366 9096 21,278 

Gazpromneft 1260 31,858 14,441 17,419 

Actual Rosneft 1500 4629 22 33,600 31,213 2387 

Tatneft 2089 16 33,468 16,780 16,688 

Gazpromneft 1040 19 19,885 17,281 2603 

Deviation Rosneft −12% −18% 13% −1% −46% 584% 

Tatneft −42% 58% −9% −46% 28% 

Gazpromneft 21% 32% 60% −16% 569%

attractor of the game with two first level leaders and a leader of the second level 
also corresponds quite closely to the real market, like the aforementioned leadership 
struggle game with the first level leaders.
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Table 5 Actual and optimal indicators in equilibrium of game with two first level Stackelberg 
leaders and one leader of the second level (Tatneft), attractor 1 

Indicators Agent Qi, 
thousand 
tons 

Q, 
thousand 
tons 

P, RUB 
mln per 
thousand 
tons 

R, RUB 
mln 

C, RUB 
mln 

P, RUB  
mln 

Optimal Rosneft 2315 6637 8 19,398 35,148 −15,750 

Tatneft 2970 24,888 18,705 6183 

Gazpromneft 1352 11,327 15,673 −4346 

Actual Rosneft 1500 4629 22 33,600 31,213 2387 

Tatneft 2089 16 33,468 16,780 16,688 

Gazpromneft 1040 19 19,885 17,281 2603 

Deviation Rosneft 54% 43% −63% −42% 13% −760% 

Tatneft 42% −48% −26% 11% −63% 

Gazpromneft 30% −56% −43% −9% −267% 

Table 6 Actual and optimal indicators in equilibrium of game with two first level Stackelberg 
leaders and one leader of the second level (Tatneft), attractor 2 

Indicators Agent Qi, 
thousand 
tons 

Q, 
thousand 
tons 

P, RUB 
mln per 
thousand 
tons 

R, RUB 
mln 

C, RUB 
mln 

P, RUB  
mln 

Optimal Rosneft 2238 5537 12 26,760 33,642 −6883 

Tatneft 2782 33,268 16,844 16,424 

Gazpromneft 517 6181 5079 1102 

Actual Rosneft 1500 4629 22 33,600 31,213 2387 

Tatneft 2089 16 33,468 16,780 16,688 

Gazpromneft 1040 19 19,885 17,281 2603 

Deviation Rosneft 49% 20% −47% −20% 8% −388% 

Tatneft 33% −25% −1% 0% −2% 

Gazpromneft −50% −37% −69% −71% −58% 

4 Conclusion 

We investigate the game models of the oligopoly with nonlinear functions of market 
demand and firm costs. We consider the following models of agents’ behavior: the 
followers, i.e. the agents correspond to the Cournot’s hypothesis, and the Stackelberg 
leaders of the first and second levels. The statistical analysis of the Russian oil 
market proves a decreasing non-linear demand curve. Consequently, it turned out to 
be possible to model the states of this market in the form of an aggregative game 
with nonlinear utility functions of agents.
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The main difference between the equilibria calculated in this study in the case 
of a nonlinear demand curve and equilibria in the case of a linear dependence of 
demand [23] is manifested in the non-uniqueness of the game decisions under the 
conditions of the second level leaders. Because there are at least two attractors in 
the game, the possibility of the existence of other attractors is not excluded, when 
passing between them the bifurcations arise. Thus, modeling based on the actual 
market statistics confirmed the theoretical conclusions, which are derived earlier on 
the basis of model test parameters and described in the literature review. 
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Planning the Optimal Railway Transport 
Load of a Mining Company 

Evgeny Eletin, Galina Borovkova, and Alexander Galkin 

Abstract The problem of planning of optimal loading of freight trains on a limited 
railway network—the network of a mining company—is considered in this chapter. 
The solution algorithm represents a combination of private scheduling problems 
solutions for a single locomotive, taking into account the constraints on the possibility 
of their joint movement. The chapter presents the problem statement, including the 
presence of several locomotives of different types, the solution algorithm and its 
application to the special case. 

Keywords Integer linear programming · Railway planning problems · Theory of 
schedules 

1 Introduction 

The functioning of railway transport for mining companies directly affects the volume 
and continuity of mineral resource deliveries. The complexity of the task of planning 
the optimization of railway transport load depends on the size of the railway network, 
its closure, directions of cargo transportation, availability of a large fleet of railway 
vehicles, the need to transport different types of materials, etc. [1–5]. Although 
management engineering is now a mature discipline, it remains an area in which 
much research activity is conducted [6]. Optimization of rail transport load makes 
it possible to reduce the costs of freight transportation, create capacity reserves, and 
deliver goods within the specified time, which improves the efficiency of the railway 
network operation [7]. 

A number of automated systems have been created and are being improved for 
efficient transportation management in the industry [8–11]. The capabilities of the
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network of information and computer centers are being increased [12, 13]. All this 
is aimed at making rational decisions on the use of the railway transport fleet [14]. 
The improvement of railway operation technology, and, mainly, the management of 
wagon fleet operation, is an important task for improving the efficiency of railway 
operation [15–17]. Therefore, the tasks of railway planning and optimization remain 
relevant and require development of new approaches to their solution [18–20]. 

The chapter presents two problem statements, the first involves several locomo-
tives of the same type, the second involves locomotives of different types, as well as 
an algorithm for solving such problems and its application to the special case. 

2 Problem Statement with One Type of Locomotives 

In [16, 18] the formalization and solution of the problem of scheduling traffic for a 
single locomotive was considered. A formalization considering several locomotives 
with the same characteristics, transporting cargo between few stations is given below. 

Let us consider the following notations. Let h be the number of locomotive, 
h = 1,…,m, where m is the total number of locomotives. Then we will say that 

locomotive h is in the state Sh
(
sh, th, kh

)
, if at the moment of time th ∈ T it is located 

at station sh, and by this moment it has delivered kh =
{
kh i j  , i �= j, i, j = 1, ..., n

}

orders, where n is the total number of stations, and kh i j  is the number of orders 
transported from i-th station to j-th. 

There are also orders that determine the amount of cargo to be transported from the 
i-th station of departure to the j-th station of destination. The orders appear at certain 
moments of time and cannot be served earlier. It is necessary to make a schedule of 
locomotive movement that ensures fulfillment of all orders. The schedule is specified 
by the state of the locomotives at each moment of time. 

The total time of completion of all orders by all locomotives in the last state 
(the moment of completion of all orders) is used as the criterion of optimality of 
scheduling: 

F = 
m∑

h=1 

th . (1) 

It should be noted that in this section we consider the solution of the problem with 
several locomotives of the same type. In this case, the state ceases to be a vector [18] 
and becomes a matrix, where the h-th row is the state of the h-th locomotive. Due 
to the fact that locomotives of the same type are considered, we will consider states 
that include the same set of rows to be identical, as in Fig. 1, and we will glue them 
together as well. Here the states have the format (s, t, k12, k13, k23).

In [16], a vertex gluing algorithm for solving the problem of forming trains and 
scheduling their movement for one locomotive was presented. This chapter presents
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Fig. 1 Example of identical 
states

the development of this algorithm for the case with several locomotives of the 
same type, as well as with several locomotives of different types. The algorithms 
themselves and examples of their use are presented below. 

3 Algorithm for Locomotives of One Type 

The tree of states is constructed by enumerating different locomotive motion variants. 
At each moment of time, taking into account the constraints [17], the locomotive can 
be in one of the following states. 

1 Waiting is a condition when a locomotive is waiting for a new order at one station, 
several consecutive waits are allowed. 

2 Idling is a condition when the locomotive is running empty, more than one 
consecutive idling is unacceptable. 

3 Delivery is the state when the locomotive delivers the order from the point of 
departure to the destination. 

4 Vacant is a condition when the locomotive is not functioning. 

To reduce the dimensionality of the state tree the following algorithm of gluing 
its vertices is used. 

Step 1. We add a new state to the tree and fix it as a matrix Sj , each row of which 
represents the state of an individual locomotive. 

Step 2. We look for such a state among the constructed states, in which the set of 
rows coincides with the set of matrix rows Sj , we compare them line by line. That 
is, for any k-th row in matrix Sj there is a similar h-th row in matrix Si , Sh i = Sk j . If  
there is no such condition, go to step 1. Otherwise, go to step 3. 

Then we find the parent state Si−1, preceding the state Si , and the state Sj−1, 
preceding Sj . Compare them by counting their values of the states ci−1 and cj−1 

using the formula:
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cz = 
m∑

h=1 

n∑

l,q=1 

kh zlq  (2) 

where z is the state number, equal to (i−1) or ( j−1), l is the departure station, q is 
the destination station. 

Then two options are possible. 
Step 3a. If ci−1 ≥ c j−1, then stop building the branch containing the state Sj and 

delete it. Move on to step 1. 
Step 3b. If ci−1 < c j−1, then delete the branch containing the state Si , up to and  

including Si , and transfer the states of the following levels to the state Sj . . Move to 
the construction of the next branch (step 1). 

Formula (2) is the sum of all executed orders for a given state. We will consider 
more profitable the schedule in which more orders have been executed at a given 
moment of time. 

4 Example with Several Locomotives of One Type 

Let us consider an example of solving the problem of scheduling with three loco-
motives for three stations arranged in a circle. Let us use the notations introduced 
above. The layout of the vertices is shown in Fig. 2. 

Let’s set stations 1 and 2 as departure stations, 2 and 3 as destination stations, 
routes 12 (from station 1 to station 2), 13, 23. Orders arrive at departure station at 
time 1 and 3, the size of one order is 1 unit, the capacity of each locomotive is 2 units. 
The task is to find the schedule in which all orders will be executed in the shortest 
time. 

Let us build a tree of states for this statement, using the algorithm of vertex 
gluing. The result is shown in Fig. 3. At the bottom after each schedule the value 
of the optimality criterion according to the formula (1) is calculated and the number 
of delivered orders for each route is given. As can be seen from Fig. 3, 16 possible 
schedules were obtained, the lowest value of the optimality criterion is 15, this result 
was obtained by waiting for orders until the locomotives are full.

Fig. 2 Scheme of vertex 
arrangement 
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Fig. 3 State tree for three locomotives 

5 Problem Statement with Different Types of Locomotives 

Comparing to the previous formulation, when the problem contains locomotives 
with different capacities, the dimensionality of this problem increases and, as a 
consequence, the complexity increases too. 

Let us consider the following notations. Let hl be the number of locomotives of 

type l, l = 1,...,L , L is number of locomotive types, 
L∑

l=1 
hl = m where m is the total 

number of locomotives. Then let’s consider that the locomotive hl g is in the state 

Shl g (shl g , thl g , k 
hl g 
i j  ), hl g = 1, ..., hl , g is the number of locomotive of a given type if 

at the moment of time thl g ∈ T it is located at station shl g , and by this moment it has 
delivered k 

hl g 
i j  orders from i-station to j-station, i �= j, i, j = 1,..., n, where n is the 

total number of stations. 
There are also orders that determine the amount of cargo to be transported from the 

i-th station of departure to the j-th station of destination. The orders appear at certain 
moments of time and cannot be served earlier. It is necessary to make a schedule of 
locomotive movement that ensures fulfillment of all orders. The schedule is specified 
by the state of the locomotives at each moment of time.
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The minimum time of completion of all orders by all locomotives, the minimum 
time among the maximum ones of completion of all orders in the last state (the 
moment of completion of all orders), is used as the criterion of optimality: 

F = min(max 
i 

t i end ) (3) 

where t i end is completion time of the i-th movement, i = 1,..., m. 
For this formulation, it should be noted that here the state of the transport system 

is described by a three-dimensional array, where each matrix is the state of all loco-
motives of the corresponding type. In addition, the algorithm for constructing the 
state tree is similar to the previous statement, differing in a large dimension due to the 
constraints given in [16]. The following modification of the vertex gluing algorithm 
is proposed for the developed optimal schedule search algorithm. 

6 Algorithm for Different Types of Locomotives 

Step 1. We add a new state to the tree and fix it as current Shl g (shl g , thl g , k 
hl g 
i j  ) 

(cur) 
. 

It is a three-dimensional array, each two-dimensional slice of which is the state of 
all locomotives of the corresponding type l, i.e. a line in it describes the state of one 
locomotive. 

Step 2. Find among the constructed states Shl g (shl g , thl g , k 
hl g 
i j  ) 

(alt) 
, for which the 

condition is fulfilled: for any locomotive g, d = 1, ..., hl , l = 1,..., L 

Shlg = shld , k hlg (cur) i j ≥ k hld (alt) i j . 

If no such state is found, go to step 1. Otherwise, fix it as an alternative and go to 
step 3. 

Step 3. Find the running times of locomotives in the current state and in the 
alternative state and choose the least of them. If max 

i 
t i(cur ) > max 

i 
t i(alt), then 

we delete the current route and proceed to construct the next branch (step 1). If 
max 

i 
t i (cur) = max 

i 
t i (alt), then we compare the total running time of the locomotives: 

m∑

i=1 
t i . We leave the route with less running time. If max 

i 
t i(cur) < max 

i 
t i (alt), the route 

containing the state (alt) is deleted and the current route is built (step 1). 
Thus, we will consider more profitable the schedule in which not less orders are 

completed in less time. For cases where the same number of orders are completed in 
equal time, the route that has already been fully constructed will be given priority.
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7 Example with Several Locomotives of Different Types 

As an example, consider the railroad network from the example above, the station 
layout is shown in Fig. 1. 

Let us suppose two types of locomotives with different capacities: one locomotive 
with capacity 1 unit and two locomotives with capacity 2 units. 

Let’s set departure stations 1 and 2, destination stations 2 and 3, routes 12, 13, 
23 as in example above. Orders arrive to departure station at time 1 and 3, the size 
of one order is 1 unit. It is required to find a schedule in which all orders will be 
executed in the shortest time. 

The state tree for this problem will have a large number of branches, so below are 
examples of gluing nodes and examples of ready-made routes. 

Thus, Fig. 4 shows examples of vertex gluing. The states have the format 
(t, s, k12, k13, k23). The first line is the state of locomotive type 1, the second and 
third are the states of two locomotives of type 2. Under 4a is the case of gluing when 
different number of orders are transported in equal time, and under 4b is the case 
when the same state is reached in different time. 

Figure 5 shows a fragment of the final schedule tree including the most optimal 
schedule. The value of optimality criterion, calculated by formula (3), and the number 
of delivered orders for each route are given at the bottom after each schedule. The 
smallest value of optimality criterion is 7, it was reached in several schedules, and 
we choose the one with less total time of locomotives operation. The first schedule 
has total running time equal to 16, and the second schedule has 12, in Fig. 5 it is

Fig. 4 Examples of vertex 
gluing 
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Fig. 5 Fragment of the schedule tree 

highlighted by a rectangle. In the process of construction, 24 pairs of routes are glued 
together. 

8 Conclusion 

Thus, the chapter presents two algorithms for planning the optimal loading of railway 
transport—for single-type locomotives and for locomotives of different types. The 
state of the system is described in the first case by a matrix, each row of which 
corresponds to a separate locomotive, and in the second case by a three-dimensional 
array, where matrices describe the states of the locomotives of corresponding types. 
The schedule represents the state of each locomotive at each moment of time. The 
algorithms for finding the optimal schedule are given. The solution is represented as 
a hierarchical structure corresponding to all possible state variants for each moments 
of time. The gluing of identical states according to optimality criteria reduces the 
dimensionality of the problem. We present the solution of a particular case of the 
described problem, namely, scheduling three locomotives between three marshalling
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stations which are located in the form of a circle. In the future, it is planned to use 
these algorithms as a basis for intelligent railway scheduling system. 
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Intelligent System for Railway Joint 
Diagnostics 

N. Efimushkin , N. Efimushkina , and S. Orlov 

Abstract Improving rail transportation reliability is ensured by constant moni-
toring the rail track state. The chapter proposes a deep convolutional neural network 
for recognizing and classifying defects in rail joints based on rail images. Modern 
track-measuring cars are equipped with video cameras to receive rail track frames. 
However, operators’ real-time processing of video data is impossible due to the 
extensive information volume and the high speed of the track measuring car. Rail 
joints are the elements most exposed to external influences, which causes a failure in 
their assembly. The structure of the diagnostic complex for monitoring rail tracks is 
described. An array of rail joint images is formed in the rail’s video recording during 
the passage of the track measuring car. The formation of a set of classes of rail joints, 
including defective states and images without rails, is considered. This set includes 
regular rail joints with connectors, insulating joints, and welded joints. Additional 
classes are identified, corresponding to various anomalous configurations of rail joints 
in the images. A modified structure of a pre-trained deep convolutional network is 
proposed to classify rail joints and detect defective states. The actual images of rail 
joints were supplemented with artificial images obtained by affine transformations 
when preparing training samples. The process of training and testing the classifier 
based on the developed convolutional network is described. Transfer Learning is used 
to train the neural network. As a result of the experiments, rail joint classification 
accuracy and defect detection were at least 96%. It is proposed to use the method 
of accented visualization with augmented reality combined with an artificial neural 
network to train operators of track measuring cars to detect defects in rail fastenings 
and joints on video frames of a rail track. 
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1 Introduction 

Modern high-speed railways are cyber-physical systems consisting of interacting 
subsystems: rail track, rolling stock, energy system, information-measuring, and 
control systems [1, 2]. The key criteria for the operation of railways are reliability 
and profitability [3]. At the same time, the most significant problems arise in the field 
of intensive energy interaction of wheelsets of railway vehicles and the rail track. 

The rail joint is the junction of two adjoining ends of the rails with a fastening. 
The rail joint must ensure the transition of the wheel from rail to rail with a minimum 
track pounding. The rail joint, the weakest part of the track, is constantly studied and 
improved. Defects can occur in rail joints during operation, leading to undesirable 
and sometimes catastrophic consequences. 

Vibration-based diagnostics and statistical signal processing [4–7] and visual 
observation [8–11] are the most effective methods for determining the technical 
conditions of track elements. 

In addition, the rail joint is involved in the formation and operation of the electrical 
rail circuit. The primary purpose of the track circuit is to detect the presence of rolling 
stock on the section of the track that forms the track circuit. Rail chains are the main 
element of automatic blocking used for various purposes in centralized traffic control 
devices, automatic crossing gates, and mechanized gravity marshaling yards [12]. 
The quality of the electrical rail circuit depends on the joint state and the value of its 
electrical resistance. In this regard, it is necessary to control the integrity of the rail 
joint structure. 

There is a problem with the operational processing and analysis of track moni-
toring data. Visual control involves filming at high-speed hundreds of kilometers 
of rail for one passage of the track measuring car. The result is tens of thousands 
of images that operators cannot process in real-time. The solution to this problem 
is proposed using intelligent methods for processing big data arrays [13, 14]. In 
this regard, the control and diagnostics of the rail joint state using artificial neural 
networks is a focal problem. 

2 Classification of Rail Joint Technical States 

The diagnostic complex as part of a track measuring car was described in [14]. The 
complex includes four video cameras VC1–VC4 for continuous recording of the 
visual image of rails, an image preprocessing unit, and a decision-support system 
DSS on the technical state of the rail track (Fig. 1). Video recording data and image 
processing results are stored in the database DB.

The rail fastener classification and the identification of their defects were 
performed using a convolutional neural network and analyzed by the operator at 
the workstation WS. This diagnostic complex has already been used to control only 
rail fasteners.
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Fig. 1 Diagnostic complex 
for track measuring car

Our chapter proposes modernizing the diagnostic complex by building a deep 
neural network to detect rail joint defects. 

Three main types of rail joints are considered [15]: 

• fish plate rail joint; 
• insulating joint; 
• welded joint. 

The first type corresponds to the rail splice with the fishplates and fish bolts. The 
rail junction gap in such a joint can be zero. The fishplate is usually fastened with 
four or six bolts. There are two variants of the fished joint: without a connector and 
with a connector. Figure 2a, b show examples of the fished rail joints. The image 
of the insulating joint is shown in Fig. 2c, and the image of the welded joint is in 
Fig. 2d.

In this chapter, we consider two main types of defects that can occur in a typical 
joint with a connector: 

• the connector is cut off at one end; 
• the connector is completely cut off. 

Examples of detectable defects are shown in Fig. 3a, b, respectively. In Fig. 3a, 
one of the ends of the connector is not fixed and hangs in the air. Traces of the 
connector are visible on the rail. In Fig. 3b, any connector elements are absent. In 
this case, at least one rail must have the connector cut end traces. It should be noted
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Fig. 2 Rail joint types: a fish plate rail joint without connector, b fish plate rail joint with connector, 
c insulating joint, d welded joint

that the presence of such traces on an insulating or welded joint is not a defect since 
connectors are not used in these joints. 

For a complete description of the possible classes of images of rail joints, it is 
proposed to introduce two additional types of images: (a) “fake_rail”—rail without 
a joint, and (b) “fake”—an image without a rail. Examples of such situations are 
shown in Fig. 4. In the first case, a section of the road was fixed where there was no 
joint on the rail (Fig. 4a).

Such images can be obtained as the video is recorded continuously, and the 
distances between the rails may vary. The second option is related to the proba-
bility of hitting a rail track section with a turn in the frame. In this case, there may 
be no joint on the rails, or several rails in the frame may appear at once.

Fig. 3 Defective joints: a a fish plate rail joint with a connector cut off at one end, b a fish plate 
rail joint with an utterly cut connector 
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Fig. 4 Additional image classes: a section of the rail without a joint, b image without a rail

The rail may be missing from the image in case of failures in the video camera. 
The camera may be initially incorrectly configured or knocked down during the 
movement of the track measuring car. Such frames often include fishplates, sleepers, 
fasteners, stones, and other objects (Fig. 4b). 

Eight classes are proposed to identify the rail joint’s type and technical state. Each 
of these classes describes specific characteristics of the rail junction. The image class 
names and their correspondence to the types and states of the joints are given in Table 
1. The classes “fake_rail” and “fake” contain additional images obtained during 
video shooting. They have been described previously and are shown respectively in 
Fig. 4. 

Table 1 Image classes and types of rail joint states 

Class 
number 

Class 
designation 

Type and state of rail joint Number of images in the 
class 

1 conn Fish plate rail joint with the 
connector 

7010 

2 no_conn Fish plate rail joint without the 
connector 

5010 

3 iso Insulating joint 5024 

4 weld Welded joint 5008 

5 cut The connector is torn off at one 
end 

1446 

6 missing The connector is completely torn 
off 

5024
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Video footage of the railway sections is recorded in special files and placed in the 
archive. Each video camera corresponds to one file, the name of which contains the 
identification numbers of the car, camera, section of the passage, the date and time 
of the shooting. 

Thzn frames of black-and-white joint images with 300 × 300 pixels are formed. 
Frames contain the same information in their names as files. When a defect is detected, 
this allows determining where the problem with the rail joint occurred accurately. 
Frames are distributed into directories with class names describing the state of the 
joint and the defect. The database stores many images (up to several million frames. 

3 The Structure of the VGG16 Convolutional Neural 
Network for Classifying the Rail Joint States 

The rail joint classification system uses 300 × 300 pixel grayscale images. Each 
dataset image is a three-dimensional array, with the array length corresponding to 
the height, the number of elements in the second dimension to the width, and the 
number of elements in the third dimension to the quantity of the video recording 
channels. The image is reduced by 2 to obtain a frame with 150 × 150 dimensions. 
Each pixel array element in the frame is divisible by 255, which allows the pixel 
brightness values to be reduced to a range from 0 to 1. 

It is advisable to use the Python programming language to develop a system 
for classifying the states of rail joints. The programming code was designed in the 
PyCharm development environment. 

The most common tools for designing and training neural networks are Tensorflow 
and Keras libraries [16]. Tensorflow implements the concepts of the machine and 
deep learning, allows finding and classifying images, makes it possible to fine-tune 
any parameters of the network training process, and uses existing characteristics (loss 
functions available in the library, optimizers, and activation functions). Keras is a 
high-level Python language library that runs on top of TensorFlow. Keras helps solve 
image classification problems using convenient tools for setting up network layers, 
training parameters and characteristics, presenting structures and results. 

A network based on pre-trained convolutional network VGG16 was designed to 
solve the states of rail joint classifying [17]. The network was trained on many images 
from the ImageNet website: animals and plants, houses, cars, and other objects. 

The architecture of the neural network used to classify rail joints is shown in 
Fig. 5. The network model contains layers: InputLayer, Conv2D (convolution layer), 
MaxPolling2D (maximum pooling layer), BatchNormalization, Flatten, Dense (fully 
connected), and Activation. Arrows in the diagram indicate the order of the layers. 
Each block in Fig. 4 contains information about the name and type of the layer. The 
upper right field of the block contains the input array dimensions, the lower right 
field—the output array dimensions.
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Fig. 5 The structure of the rail joint classifier based on the neural network VGG16 

The input layer of the neural network VGG16 receives arrays of 150 × 150 × 
3 pixels. Since grayscale frames of 300 × 300 are used, changing the images and 
the network’s input layer is required. The input layer dimension is changed, and the 
following weights are adjusted. The architecture of the VGG16 convolution section 
remains unchanged. The modified weights are loaded into the second layer of the 
network, and the original weights are loaded into the remaining layers. 

The classifier in the original VGG16 network has been completely replaced with 
a classifier of our design (the last four blocks in Fig. 5). 

This is due to the training method used, which is described below. The classifier 
contains two fully connected layers: activation and normalization layers. The initial
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weights in the pre-trained VGG16 section of the convolutional network are not saved 
since the classifier of our design was prepared for the new problem being solved, 
and its weights must be obtained by retraining. 

Each image with some probability belongs to a specific class. The output layer of 
the neural network contains 8 neurons, with each of the neurons corresponding to a 
specific class in Table 1. The output neuron signal is equal to the probability that an 
image belongs to a given class after passing through the neural network. 

As part of developing a deep neural network, one of the varieties of gradient 
descent, Adam (Adaptive Moment Estimation) [18], was used. This method, in partic-
ular, calculates the exponential moving average of the gradient and the quadratic 
gradient. The weight update rule for the Adam method is determined based on the 
gradient estimates and the second moments of the gradients, which are given by the 
expressions: 

m(t+1) 
w ← β1m

(t) 
w + (1 − β1)∇w L

(t) , v(t+1) 
w ← β2v

(t) 
w + (1 − β2)(∇w L

(t) )2 , 

where w are parameters; L(t) is the loss function; t is the index of the current iteration, 
β1 and β2 are the forgetting coefficients for the gradients and the second moments 
of the gradients, respectively. 

The calculated moments are corrected according to the following formulas: 

m̂w = m(t+1) 
w /

(
1 − β (t+1) 

1

)
, v̂w = v(t+1) 

w /
(
1 − β (t+1) 

2

)
. 

The weights are recalculated according to the formula: 

w(t+1) ← w(t) − η m̂w/
(√

v̂w + δ
)
, 

where η is the step size or learning rate; δ is small to prevent division by zero. 

4 Forming Train Dataset and Training a Neural Network 

It was decided to use the supervised learning mode to train the developed neural 
network. For this, 90% of the images should be placed in the training dataset and 
10% in the test dataset. The program code sequentially reads and prepares for training 
images from the input array. The first 90% of the processed images belong to the 
training set and the rest to the test set. 

Since there is a small number of source images (less than 10,000 for the most 
frequently occurring class), data augmentation is the best to increase the feature for 
the training of the learning models. The following affine transformations create new 
frames: 

• vertical rotation of the original frame (rotation by 180 degrees),
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• decrease and increase the brightness of the frame (maximum by 70%), 
• rotate 2 degrees in a random direction relative to the center of the frame, 
• image zoom (maximum by 10%). 

Such augmented images are generated only for the training sample. 
Loss estimation is performed using categorical cross-entropy. A value of 10–5 

was chosen to increase the learning rate. The learning process monitors the change 
in classification accuracy and loss relative to the step number. The neural network 
maximum training period was limited to 100 epochs. If within five steps the model’s 
classification accuracy has improved by less than 0.001, then the network training 
stops. 

The transfer learning method is used for training the neural network [19]. It 
involves using the original convolutional section of the pre-trained network and the 
developed section of the classifier. The weights of the convolution section are taken 
from VGG16 and “frozen” (remain unchanged during training). Then the learning 
process does not affect the convolutional section. On the contrary, the own classifier 
weights are adjusted during network training. 

The accuracy of the classifier after training is evaluated using two metrics Preci-
sion and Recall [20]. The Precision metric or Positive Predictive value (PPV ) shows  
the fraction of the relevant rail joints classified as belonging to a given class: 

PPVK = T PK /(T PK + FPK ), 

where K = 1, 8 is rail joint class number, TPK are true positive predictions, FPK is 
a false positive, i.e., test results that erroneously indicate that a rail joint belongs to 
class K. 

The Recall metric or True Positive Rate (TPR) demonstrates the classifier’s ability 
to detect a given class of rail joints in the set of all analyzed images: 

T P  RK = T PK /(T PK + FNK ), 

where FNK is a false negative, i.e., test results that erroneously classify rail joints as 
not belonging to class K. 

The results of training the classifier on the VGG16 network for classes “cut” and 
“missing” are shown in Figs. 6 and 7. For the considered dataset, training ended 
after 8 epochs.

Sometimes it makes sense to evaluate both metrics using an aggregated quality 
criterion in the form of an F1- score, which is the harmonic mean of the two values 
Precision and Recall: 

F1 = 2 
PPV  × T P  R  

P PV  + T P  R  
. 

The results of neural network training for all classes of rail joints are shown in 
Table 2.
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Fig. 6 Class “cut”: a Precision; b Recall 

Fig. 7 Class “missing”: a Precision; b Recall

Table 2 Accuracy metrics for rail joint classification 

Metrics Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7 Class 8 

PPV 0.96 0.98 0.91 0.98 0.93 0.95 1.00 0.99 

TPR 0.98 0.90 1.00 1.00 0.78 0.95 0.98 0.95 

F1 score 0.97 0.94 0.95 0.99 0.85 0.95 0.99 0.97 

The biggest problem is separating the classes “conn” and “cut.” The reason for 
this is the imbalance of the source dataset. There are five times fewer images of joints 
with a “cut” defect than frames with serviceable “conn” type rail joints. We created 
additional “cut” images according to the abovementioned method and received 7000 
images. A new training of the neural network VGG16 was carried out, and the results 
for the “cut” class were obtained: PPV = 0.97; TPR = 0.93 and F1 score = 0.95. 

Table 3 contains general data on the accuracy metrics of the developed classifier 
based on a deep neural network.
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Table 3 General statistics of the neural network classifier 

Metric Accuracy Loss Precision Recall 

Mean 0.963 0.199 0.964 0.962 

Thus, the developed neural network can effectively classify the states of rail joints 
in general with an accuracy of 96%. 

5 Using Accent Visualization and the Rail Joint Classifier 
to Train Track Measuring Car Operators 

Modern technologies of augmented reality (AR) are used in industrial applications 
of cyber-physical systems to build interactive user interfaces. The main advan-
tage of AR interfaces is their ability to place virtual objects in the same space 
and time as real objects. AR technology allows the development of interactive and 
context-sensitive user interfaces, which should provide computer vision and object 
recognition [21, 22]. 

To solve the problem of technical diagnostics of the rail track and other elements 
of the railway infrastructure using neural networks, high-quality and representative 
image samples for machine learning are required. To this end, it is necessary to 
train the track measuring car operators, who form training samples by identifying 
anomalous situations on the obtained images. This requires preliminary training of 
staff on typical examples. It is proposed to form an image set of rails with augmented 
reality, train operators to search for defective rail joints and fasteners, and then use 
the obtained data as training and test datasets for a neural network. 

During his training, the operator of the track measuring car may be overloaded 
with a large amount of information, and some real objects that require his attention 
may overlap with virtual ones in one scene. An adaptive user interface has been 
built to solve this problem and improve the usability and efficiency of AR devices 
in training operators on the classification of rail joints. Identification of rail track 
elements and their classification is implemented using an artificial neural network. 

6 Conclusion 

The chapter presents a deep neural network VGG16, designed to classify rail joints 
and identify defects. The neural network operates as part of a rail track diag-
nostic complex that processes the rail images during the movement of a track 
measuring car. A modified architecture of a pre-trained deep network was proposed 
to improve decision-making efficiency, increasing the rail joint classification accu-
racy. The developed neural network training method is based on dataset balancing
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and the transfer learning method. Experimental studies have shown the possibility 
of achieving a classification accuracy of at least 96%. 

Further development of the intelligent diagnostic system is supposed to be carried 
out using architectures of deep convolutional networks with a large number of layers. 
For example, it is advisable to build RetinaNet architecture with a backbone built on 
a neural network such as ResNet or EfficientNet [23, 24]. 

Acknowledgements Russian Foundation for Basic Research funded the work according to research 
project No. 20-08-00797. 
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Abstract The issues of maintenance and repair management of cyber-physical 
systems of machine-building profile are considered on the example of numerical 
control machines (CNC) based on the use of the theory of expert systems construction. 
CNC machines maintenance includes a set of organizational and technical measures 
that ensure the maintenance of their output parameters at a given level during the 
entire period of operation; inspection and control of the technical condition of the 
machine and control system: cleaning, coolant replacement, machine mechanisms 
and control system elements washing and lubrication, worn-out parts, components, 
failed elements and control units of the machine replacement; hydraulic and electric 
drives check. The authors set and solved the problem of optimal selection of measures 
during maintenance and repair of complex CNC machine equipment. An informa-
tion and logical model of decision support during its implementation is proposed, 
which allows, depending on the current state of the machine components and the 
technical conditions for manufacturing parts, to find the optimal option for CNC 
milling machining centers technical maintenance and adjustment. The production 
rules included in the model are constructed according to the type: if … (the condi-
tions are met), then … (the implementation of the consequence). The authors have 
developed the software that implements the solution of the task, which has been 
tested during the maintenance and repair of a vertical milling machining center with 
CNCChallenger MCV-2418. 
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1 Introduction 

With the development of science and technology, the technology of manufacturing 
products on the equipment of cyber-physical systems of machine-building profile, 
including numerical control machines (CNC), has become one of the irreplaceable 
important technologies in the manufacturing industry. CNC machines are pieces 
of modern production equipment, and their reliability directly affects the quality of 
products. The maintenance of this type of equipment plays a strategic role in machine-
building enterprise functioning and can account for a significant part of a product’s 
life cyclecost. The implementation of an effective maintenance management system 
allows to understand its significance on a global scale through the integration of 
knowledge and information obtained by various participants (for example, opera-
tors, maintenance team, CNC machines manufacturers) and sources (for example, 
automatic alarms, maintenance group reports, management). 

The authors of many works have considered various approaches to the creation 
of automated systems for complex equipment maintenance cyber-physical systems. 
Thus, authors of [1–3] proposed an approach to support decision-making on auto-
mated planning of research center CNC equipment maintenance. The basic structure 
of the maintenance management system is based on: classification of maintenance 
work; distribution of these works between different service departments in accor-
dance with the required knowledge and safety; planning preventive interventions; 
defining checklist options and customized responses to consolidate maintenance 
work; maintenance team training. The main results are: tracking maintenance activi-
ties to ensure that maintenance tasks are performed in accordance with CNC machines 
manufacturers requirements, as well as involving machine operators in their equip-
ment maintenance to improve productivity and asset reliability. In fact, this approach 
provides a methodology for those companies that are considering for the first time 
the possibility of improving maintenance planning, allowing the end user to receive 
basic equipment maintenance as well as to begin accumulating maintenance data. 

As the authors of [4–7] note, an unreasonable maintenance strategy increases 
the costs of its implementation and can significantly reduce the efficiency of CNC 
machines. Therefore, in order to obtain a scientific and reasonable maintenance 
strategy at the system level, it is necessary to take into account not only the state 
of equipment units wear, but also their mutual influence with other CNC machines 
units. Equipment wear affects the manufactured products quality, since the number 
of defects rises with increasing wear [5]. The authors propose a strategy of CNC 
machines group maintenance, taking into account economic dependence, structural 
and stochastic dependencies between critical units, and optimizes the group main-
tenance strategy. The model of CNC machines group maintenance consists of four 
submodels: submodels of units wear, sub-models of group maintenance decision, 
submodels of the maintenance process, submodels of maintenance costs. Using the 
model of CNC machines group maintenance, the time and purpose of its implementa-
tion can be determined depending on the degree of units’ wear. Then you can calculate 
each technical service cost. In the group service model, economic dependence and
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structural dependence between components are determined by costs, while stochastic 
dependence is determined by the failure rate. In this case, the Monte Carlo method is 
used to simulate the machine operation process, and CNC machines long-term main-
tenance costs are calculated according to a certain failure rate threshold. Finally, the 
genetic algorithm is used to optimize the threshold values of the equipment failure 
rate during preventive maintenance and group maintenance. 

Due to the lack of monitoring data and unclear understanding of CNC machines 
units wear process in the work [8–11], a method was proposed for assessing the 
condition and making decisions on CNC machines maintenance with several states, 
based on partially observable Markov decision process chains. On the one hand, 
taking into account the imperfect operational information on CNC machines and 
the impact of various maintenance measures on the process of machine wear, a 
dynamic model for assessing their working condition was built. On the other hand, 
a decision-making model for CNC machines maintenance has been developed in 
order to minimize the total cost of losses (including maintenance costs and potential 
failure costs). 

Decision-making on maintenance in large production systems is a complex 
process, since it requires the integration of various information [12–14]. The limited 
control policy is popular in practice. Maintenance is performed when the CNC 
machine wear condition reaches a threshold value. The authors, developing a struc-
ture based on discrete-time Markov chain models, evaluated the performance of 
the system within the framework of limited control policy in production systems 
consisting of CNC machines with several states. 

In advanced manufacturing systems, CNC machines are an important equipment 
for manufacturing components of high precision products, while from the point of 
view of equipment maintenance, they are considered as “products” provided by 
CNC machine manufacturers. In [15], a new knowledge-based maintenance plan-
ning system is presented to facilitate information and knowledge exchange between 
all stakeholders, including machine tool manufacturers, users (production systems), 
maintenance service providers and parts suppliers (for machine tools), within the 
emerging “Product-Service” business model. To improve maintenance planning 
efficiency, case-based justification principles have been implemented. 

From the point of view of the product life cycle, expensive and complex CNC 
machines are both equipment and products, the reliability of which affects not only 
the quality of manufactured parts, but also the profit of equipment suppliers. Efficient 
maintenance and service play an important role in improving equipment reliability 
and improving production efficiency. Reuse of historical knowledge is an effective 
way to solve new problems and improve maintenance efficiency. The authors of the 
work [16] adopted a two-level ontology based on reasoning and real-life examples 
to represent expert knowledge using adaptation-oriented search. Based on semantic 
similarity and correlation, the most adaptive historical case was chosen to solve the 
current new problem. 

Literature analysis has shown that several approaches to automating decision-
making processes are currently being used to carry out complex CNC equipment
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technical maintenance and repair, depending on the specific conditions of machine-
building products production. In this regard, the authors of this chapter propose an 
approach to CNC machines maintenance management based on the expert systems 
theory [17–20], which is illustrated by the example of vertical milling machining 
centers. The type of equipment is used to carry out the following operations: 

• surface treatment with a milling cutter in the radial direction; 
• milling of grooves, ledges, threading, etc.; 
• drilling through and blind holes; 
• deployment; 
• processing with boring cutters in a given size. 

It should be noted that no matter how perfect the machine tool equipment is, 
operations for its adjustment and control over technological parameters will always 
be present. This is due to the wear and tear of the working units, and the difference 
in the manufacturing technologies of parts. Therefore, maintenance specialists need 
in-depth knowledge not only of the design, theory of production processes in lathes, 
but also the ability to adjust them depending on the properties and condition of the 
processed material, technical condition, wear of parts, assemblies and mechanisms 
[21, 22]. 

2 Materials and Methods 

2.1 Maintenance Systems for Vertical Milling Machining 
Centers 

CNC machines maintenance includes a set of organizational and technical measures 
that ensure the maintenance of their output parameters at a given level during the 
entire period of operation; inspection and control of the machine and the control 
system technical condition: cleaning, replacement of coolant, washing and lubri-
cation of machine mechanisms and the control system elements, replacement of 
worn-out parts, components of mechanisms and out-of-order elements and control 
units of the machine; inspection of hydraulic and electric drives. Each machine tool 
equipment is characterized by deterioration of technical parameters during opera-
tion, which is expressed in a natural change in geometry. That means that machine 
parts, being subjected to mechanical and erosive influences, change in size over time. 
As a result, the parallelism of the structure is violated, which, of course, affects the 
rigidity of the machine in whole and leads to a breakdown of the machine.
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Causes of accidents and breakdowns of vertical milling CNC machining centers: 

1. Design flaws: 

a. design flaws in assemblies and their fastening; insufficient rigidity and vibra-
tion resistance, shortcomings of the lubrication system; lack of safety devices, 
etc. 

b. design flaws of parts (incorrect assignment of tolerances, heat treatment 
modes, dimensions and geometric shape, etc.); Manufacturing defects: 

2. Manufacturing defects: 

a. metal defects (defects in the quality of the material, casting and workpieces); 
b. machine assembly defects (poor-quality fitting of mating parts; poor-quality 

wiring of the pneumatic and hydraulic systems of the machine; leakage of 
lubricating oils; the presence of foreign objects and chips); 

3. Poor-quality maintenance of the machine: 

a. maintenance of the equipment in a dirty condition (ingress of moisture, dust 
and chips between the rubbing parts of the machine); 

b. absence or poor-quality lubrication (lack of oil in the tanks of the machine; 
malfunction of the pump or its drive; clogged oil pipeline; use of contaminated 
oil or oil of inappropriate viscosity); 

4. Incorrect adjustment: 

a. poor-quality adjustment and adjustment (application of feed, cutting depth 
and speeds above the calculated; 

b. the use of dull cutting tools). 

To implement all milling operations on CNC machines, their careful preparation 
and adjustment is necessary. High-quality performance of these works in the optimal 
time has a positive effect on the finished part. 

2.2 The Task of Optimal Selection of Measures During 
Maintenance and Repair of CNC Machines 

In a formalized form, the formulation of optimal choice problem of CNC machines 
maintenance and repair measures, depending on their current state, is presented as 
follows: we need to find such a list of measures so that when the conditions of the 
operator: 

T xmin 
i ≤ T xi ≤ T xmax 

i , i = 1 , 2, ... N , (1) 

which represents a mathematical model of decision support during CNC machines 
maintenance and repair, including information about their parts and assemblies,
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current condition, troubleshooting methods, characteristics of maintenance and repair 
processes, are met, the following provisions are valid: 

kopt = arg min Q(k), k ∈ K . (2) 

The optimality criterion Q is presented as the sum of the relative losses of criteria 
taken with certain values of their importance: the estimated costs of implementing the 
CNC machines maintenance and repair processes, the manufacturability and safety 
of the processes: 

Q(k) = 
3∑

j=1 

(ρ j ϖ j (k)), (3) 

where: ρ1, ρ2, ρ3—weighting factors set by experts. 

ρ = 

⎧ 
⎨ 

⎩ρ j : ρ j ≥ 0, j = 1, 2, 3; 
3∑

j=1 

ρ j = 1 

⎫ 
⎬ 

⎭. (4) 

Here: T xi , T xmin 
i , T xmax 

i —accordingly, are the current and limit values of the i-
th characteristics of the CNC machine, N—number of characteristics; ρ jϖ j (k)— 
weighted losses for each j-th criterion; ρ jϖ j (k) = ϖ j (Fj (k)), j = 1, ...3, k ∈ 
K —functional dependencies that transform the corresponding functions Fj(k) to  
a dimensionless view; F1(k)—estimated costs for the implementation of CNC 
machines maintenance and repair processes; F2(k), F3(k)—accordingly, the values 
of the manufacturability and safety of the processes of their implementation. 
For the function F1 (k) we will look for the minimum for the functions F2(k), 
F3(k)—maximum. 

Functional dependencies that transform functions Fj(k) to the dimensionless form 
are:

ϖ1(k) = 
F1(k) − F0 

1 

Fmax 
1 − F0 

1 

, ϖl (k) = 
F0 

l 
(k) − Fl (k) 
F0 
l − Fmin 

l 

, l = 2, 3. (5) 

Here: Fmax 
1 —maximum value of the function F1(k), for which the minimum is being 

searched; Fmin 
2 , Fmin 

3 —minimum value of functions F2(k), F3(k), for which the 
maximum is being searched; F0 

1 , F
0 
2 , F

0 
3 - optimal values of the corresponding Fj(k), 

j = 1, … 3. 
When solving the problem (1–5), the values of the coefficients are set ρ j , j = 

1, ... 3, satisfying the relation (4) and reflecting the relative importance of the criteria 
Fj(k).
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For each k-th generated list of activities, the estimated cost F1(k) represents the 
sum of the costs of individual events, a F2(k) and F3(k) they are calculated, respec-
tively, as value of the manufacturability multiplied by the value safety of the processes 
of individual events included in the k-th version of the generated list. 

3 Results 

To find the optimal variant of the list of CNC machines maintenance and repair 
measures that meet the regulatory requirements, an information and logical model 
for supporting decision-making has been developed, which includes many production 
rules [23–25]. 

As an example, we will give a number of rules with which a list of procedures for 
CNC machines maintenance and repair can be created. The production rules included 
in the model are constructed according to the type: if … (the conditions are met), 
then … (the implementation of the consequence). 

Currently, the database contains more than 250 rules, the specific type of which 
is considered in the following examples in relation to vertical milling machining 
centers with CNC, in particular, the Challenger MCV-2418 machine (see Fig. 1). The 
rules are collected by experts and authors during contacts with operators-adjusters 
of vertical milling machining centers.

1. Rules for the selection of measures for defects elimination when working with a 
vertical milling machining center with a CNCChallenger MCV-2418: 

a. if “defect when boring holes” = “the hole turned oval”, then “mandrel 
runout” = “mandrel replacement”; 

b. if “defect when boring holes” = “the hole turned oval”, then “incorrect 
cutting modes” = “correction of cutting presses”; 

c. if “defect when boring holes”= “the hole turned oval”, then “spindle runout” 
= “replacement of bearings and necks”; 

d. if “defect when boring holes”= “the treated surface turned out to be uneven”, 
then “the cutter was chipped”= “check the cutter, if necessary, re-cut, replace 
with a new one”; 

e. if “defect when boring holes”= “the treated surface turned out to be uneven”, 
then “large cutter feed” = “check the correctness of the feed selection, carry 
out finishing”; 

f. if “defect when cutting ends and ledges” = “non-perpendicular arrangement 
of the end or ledge to the axis of the part”, then “incorrect installation of the 
cutter” = “check the correct installation of the cutter”; 

g. if “milling defect” = “the milled surface has a metal float”, then “the milling 
cutter is blunted” = “sharpen the milling cutter”; 

h. if “milling defect” = “the milled surface has a metal float”, then “the milling 
cutter is blunted” = “put a new milling cutter”;
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Fig. 1 General view of the vertical milling machining center with CNC Challenger MCV-2418 

i. if “milling defect” = “the milled surface has incorrect dimensions”, then 
“incorrect binding of zeros in the coordinate system” = “check the binding, 
if necessary, reconnect”; 

j. if “milling defect” = “the milled surface has incorrect dimensions”, 
then “incorrect binding of the tool” = “check the binding, if necessary, 
reconnect”; 

k. if “milling defect” = “the milled surface has incorrect dimensions”, then 
“incorrect tool binding” = “check tool binding”; 

l. if “milling defect” = “the milled surface has incorrect dimensions”, then 
“incorrect value of the tool corrector” = “check the tool corrector”; 

m. if “milling defect” = “the milled surface has incorrect dimensions”, then 
“check the “base” for the presence of chips” = “blow the “base” from the 
chips”. 

2. Rules for the selection of measures in case of malfunctions at the Challenger 
MCV vertical milling machining center-2418: 

a. n case of spindle malfunctions (see Fig. 2): 
(1) if “spindle malfunction” = “increased radial runout”, then “curvature 

of the working shaft” = “correction of the spindle shaft”;
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(2) if “spindle malfunction” = “increased radial runout”, then “insuffi-
cient bearing tightening, gaps” = “bearing adjustment, tightening of 
the bearing tightening nut”; 

(3) if “spindle malfunction” = “noise in the upper bearing”, then “bearing 
diagnostics” = “wash the bearing from dirt with grease replacement or 
bearing replacement”. 

b. in case of malfunctions of the ball screw pair (ball screw) (see Fig. 3): 
(1) if “screw malfunction” = “slight deterioration of the positioning 

system”, then “screw wear” = “machine axis compensation”; 
(2) if “malfunction of the ball screw” = “serious deterioration of the posi-

tioning system”, then “wear of the ball screw” = “replacement of the 
ball screw”; 

(3) if “screw nut malfunction” = “slight deterioration of the positioning 
system”, then “ball bearing wear” = “machine axis compensation”; 

(4) if “screw nut malfunction” = “serious deterioration of the positioning 
system”, then “diagnostics of ball bearings” = “cleaning of ball bearings 
with replacement of lubrication or replacement of ball bearings”; 

c. in case of malfunctions of the universal fixing support (see Fig. 4): 
(1) if “support malfunction” = “deterioration of the positioning system”, 

then “bearing wear” = “bearing replacement”; 
(2) if “support malfunction” = “increased radial runout”, then “bearing 

wear” = “bearing replacement”; 
(3) if “support malfunction” = “shaft axes misalignment”, then “bearing 

wear” = “bearing replacement”.

Information about the characteristics of each event is given in Table 1.

4 Discussion 

As a result of the implementation of the decision support model for choosing the 
optimal options for CNC machines maintenance and repair, a variety of measures 
with different effectiveness can be formed. Currently, the dimension of the generated 
events set does not exceed a thousand, so the search for the optimal option is carried 
out by the complete search method. 

The authors have developed a software package that implements the problems (1– 
5) solution and tested it during maintenance and repair of a vertical milling machining 
center with a Challenger MCV-2418 CNC.
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Fig. 2 Spindle model 

Fig. 3 The model of the ball-screw pair: a the model of the screw; b the model of the nut
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Fig. 4 The model of the 
universal fixing support

Table 1 Fragment of the measures characteristics database for CNC machines maintenance and 
repair 

Rule 
number 

Manufacturability 
(scores from 1 to 10) 

Estimated 
cost of the 
event (RUB) 

Replacement safety (scores from 1 to 10, 
where 10 is complete safety, 1 is a serious 
injury to a worker) 

… … … . 

24 8 32,000 8 

25 8 15,000 7 

26 7.6 30,000 8 

27 10 11,000 9.8 

28 4 55,000 6 

29 10 11,000 9.8 

30 4 24,000 7 

31 5 27,000 7 

32 5 27,000 7 

… … … …

5 Conclusion 

As a result of the conducted research, an approach to numerical control (CNC) 
machines maintenance and repair management has been developed, based on the use 
of the theory of building expert systems. The authors set and solved the problem 
of optimal selection of measures during complex CNC equipment maintenance and 
repair. The authors analyzed the issues of constructing an information and logical 
model of decision support during its implementation, which allows, depending on the
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current state of the machine components and the technical conditions for manufac-
turing parts, to find the best option for maintenance and commissioning of vertical 
milling machining centers with CNC. The approbation of the developed software 
package implementing the solution of the problem (1–5) during maintenance and 
repair of cyber-physical systems on the example of a vertical milling machining 
center with a Challenger MCV-2418 CNC showed the high efficiency of the proposed 
approach. 
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A System Dynamics Model for Float 
Glass Production Management 

Dmitry Petrov 

Abstract On the basis of the analysis of strategic goal map of multistage production 
of high-quality float glass the structure of system dynamics model accumulators is 
determined. The system of ordinary differential equations of system dynamics of 
multistage production of high-quality plate glass has been developed. The structure of 
the model of the system dynamics of sheet glass production has been developed. The 
equations connecting the accumulators and the values of constants are determined. 
A model of the system dynamics of the functioning of sheet glass production in 
the AnyLogic environment is presented. A computational experiment was carried 
out to simulate the functioning of the production of float glass. In the AnyLogic 
simulation environment, the Euler method was used to perform experiments with 
a model of system dynamics of multistage production of high-quality float glass 
to solve a system of differential equations. The simulation was performed over an 
interval of 10 years 3650 days. The graphs of the increase in the coefficients of glass 
defects depending on the seasonal components of the decrease in the quality of raw 
materials and wear of the main equipment, the dynamics of the filling capacity of the 
standard glass warehouse and the Jumbo glass warehouse in tons, taking into account 
the initial residues and seasonality of demand for these types of glass, the cost in 
rubles for equipment maintenance, the cost of gas, electricity and raw materials. 
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1 Introduction 

The modern level of automation of continuous technological processes allows us to 
speak about the presence of sufficiently effective cyberphysical systems of industrial 
enterprises with continuous nature of production [1, 2]. Quality management systems 
(QMS) in accordance with ISO 9000 series standards are used to manage production 
at such enterprises. Automated QMS based on ARIS, Business Studio, ELMA, etc. 
provide operational performance monitoring and forecasting by statistical methods 
fulfillment of the strategic goal map (SGM) of the enterprise, such systems belong 
to BPM-systems (Business Process Management) [3–5]. In order to realize the 
concept of Industry 4.0 [6–8], enterprises must develop digital twins in addition to 
BPM systems, which allow real-time simulation of production processes and make 
informed decisions on production management to meet individual customer require-
ments [9]. Traditionally, the optimal balance between the contradictions of “Fast-
Cheap-Quality” in the form of the formulation of balanced indicators is determined 
by experts. In complex systems, the use of mathematical modeling can significantly 
improve the quality of decisions made by experts. 

Multistage production of float glass by the float method involves a number of 
complex and interrelated chemical oxidation–reduction reactions and physical heat-
mass transfer processes. It consists of the following stages: preparation of charge, 
glass melting, glass ribbon molding on molten tin, glass ribbon annealing, defect 
control, cutting glass ribbon into sheets of a given size and packaging the resulting 
sheets. The quality of float glass is significantly influenced by the technological 
process of charge mixture preparation, in which it is necessary to control the process 
of mixture formation of powders with different properties [10–13]. 

The initial and final stages of float glass production: preparation of charge, cutting 
glass ribbon into sheets and their packaging belong to the discrete technological 
processes (TP). The remaining stages are realized by continuous TPs. Thus, the 
multistage production of sheet glass is of a discrete–continuous nature. The analysis 
of such production was carried out in accordance with the stages of system analysis 
[14–16]. 

To analyze the functioning of such a complex nonlinear system, mathematical 
modeling is necessary [17–19]. The application of the “System Dynamics” simula-
tion method gives an overall view of the functioning of the control object, focusing on 
global trends rather than on individual events. The system-dynamic model is defined 
by a system of differential equations that describe the interaction of storage units, 
flows between storage units, and dynamic variables. 

The simulation modeling environment AnyLogic [20] based on the basic types of 
models: “system dynamics”, “discrete-event” and “agent” allows us to build hierar-
chical models of complex systems. A system dynamics model of multistage produc-
tion of high-quality float glass in AnyLogic environment provides the ability to opti-
mize the cost of activities and determine the values of model parameters to minimize 
or maximize the value of the target functional. The goal of the work is mathematical 
modeling of the production process of multi-numbered float glass using the method
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of simulation “System dynamics” and computational experiment to study the effect 
on the cost of production of float glass parameters: the quality of raw materials, 
condition of the main technological equipment, the size of warehouses for glass of 
standard and “Jumbo” sizes. 

2 Mathematical Model Development 

The analysis of functioning of enterprises for the production of float glass allows us 
to determine the main goals of management of automated multi-stage production of 
high-quality float glass. Interconnections of the purposes are presented on the SGM 
(Fig. 1), developed in the Business Studio. 

Based on the analysis of the objectives of the perspective “Internal Busi-
ness Processes” of SGM multi-stage production of high quality float glass, the 
stock of the model of system dynamics are defined: S1—“Enterprise finances”, 
S2—“Charge production”, S3—“Glass melting”, S4—“Molded glass”, S5—“Stan-
dard glass warehouse”, S6—““Jumbo” glass warehouse”, S7—“Normal state of 
equipment”, S8—“Emergency state of equipment”. 

Initial values, units and designations of stocks in the system dynamics model are 
given in Table 1.

Fig. 1 SGM of multistage production of high-quality float glass 
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Table 1 Stocks of the system dynamics model 

No Stock (S) Designations in model Initial values Units 

1 Enterprisefinances Finance 10,000,000 rubles 

2 Charge production Charge 700 ton 

3 Glass melting Glass_furnace 700 ton 

4 Molded glass Glass_ 700 ton 

5 Standard glass warehouse Glass_warehouse_st 40,000 ton 

6 “Jumbo” glass warehouse Glass_warehouse_jumbo 10,000 ton 

7 Normal state of equipment Normal_state 100 % 

8 Emergency state of equipment Emergency_state 0 % 

Change of states of stocks in system dynamics is described by ordinary differ-
ential equations. The basic system of equations of system dynamics of multistage 
production of high-quality float glass has the form: 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

dS1/dt  = r1 − r2 
dS2/dt  = r3 + r7 − r4 
dS3/dt  = r4 − r5 − r6 
dS4/dt  = r6 − r7 − r8 − r9 
dS5/dt  = r8 − r10 
dS6/dt  = r9 − r11 
dS7/dt  = r13 − r12 
dS8/dt  = r12 − r13 

, (1) 

where r1—flow “Income”, r2—flow “Consumption”, r3—flow “Supply volume of 
raw materials”, r4—flow “Charge loading”, r5—flow “Waste of raw materials”, 
r6—flow “Produced glass”, r7—flow “Quality control”, r8—flow “Standard glass 
production plan”, r9– flow ““Jumbo” glass production plan”, r10—flow “Standard 
glass shipment”, r11—flow ““Jumbo” glass shipment”, r12—flow “Equipment wear”, 
r13—flow “Equipment maintenance”. 

The stocks bind the flows. Their designations in the system dynamics model and 
units of measurement are given in Table 2.

Flow values: “Income”, “Consumption”, “Supply volume of raw materials”, 
“Charge loading”, “Waste of raw materials”, “Produced glass”, “Quality control”, 
“Standard glass production plan”, ““Jumbo” glass production plan”, “Standard glass 
shipment”, ““Jumbo” glass shipment”, “Equipment wear”, “Equipment mainte-
nance” are determined from the following relations: 

r1 = v1 + v2, (2)



A System Dynamics Model for Float Glass Production Management 231

Table 2 System dynamics 
model flows No Flow (r) Designations in 

model 
Units 

1 Income Income rubles 

2 Consumption Consumption rubles 

3 Supply volume of raw 
materials 

Supply_of_raw_ 
materials 

ton 

4 Charge loading Charge_loading ton 

5 Waste of raw materials Waste ton 

6 Produced glass Flow ton 

7 Quality control Quality_control % 

8 Standard glass 
production plan 

Plan_st ton 

9 “Jumbo” glass 
production plan 

Plan_jumbo ton 

10 Standard glass shipment Shipment_st ton 

11 “Jumbo” glass shipment Shipment_jumbo ton 

12 Equipment wear Equipment_wear % 

13 Equipment maintenance Maintenance %

r2 = v3 + v4 + v5 + v6, (3) 

r3 = v7 + r5, (4) 

r4 = S2, (5) 

r5 = S3 ∗ c1, (6) 

r6 = S3 − r5, (7) 

r7 = S4 ∗ v8, (8) 

r8 = v9, (9) 

r9 = v10, (10) 

r10 = v11, (11) 

r11 = v12, (12)
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r12 = v10 ∗ c2, (13) 

r13 = delay(r12), (14) 

where v1—variable “Cost per ton of standard glass”, v2—variable “Cost per ton of 
“Jumbo” glass”, v3—variable “Cost of electricity per day”, v4—variable “Cost of 
natural gas per day”, v5—variable “Cost of raw materials per day”, v6—variable 
“Cost of equipment maintenance per day”, v7—variable “Volume of raw materi-
als”, v8—variable “Glass defect”, v9—variable “Standard glass production plan”, 
v10—variable ““Jumbo” glass production plan”, v11—variable “Standard glass order-
ing”, v12—variable ““Jumbo” glass ordering”, v13—variable “Equipment wear”, c1— 
constant “Raw material waste percentage”, c2—constant “Equipment wear factor”, 
delay()– function of flow opening delay per period. 

Table 3 shows the designations of dynamic variables in the system dynamics 
model and their measurement units. 

The values of the dynamic variables: “Cost per ton of standard glass”, “Cost per 
ton of “Jumbo” glass”, “Cost of electricity per day”, “Cost of natural gas per day”, 
“Cost of raw materials per day”, “Cost of equipment maintenance per day”, “Volume 
of raw materials”, “Glass defect”, “Standard glass production plan”, ““Jumbo” glass

Table 3 A system dynamics model dynamic variable 

No Dynamic variable (v) Designations in model Units 

1 Cost per ton of standard glass Cost_st rubles 

2 Cost per ton of “Jumbo” glass Cost_jumbo rubles 

3 Cost of electricity per day Cost_enrgy_d rubles 

4 Cost of natural gas per day Cost_gas_d rubles 

5 Cost of raw materials per day Cost_raw_dd rubles 

6 Cost of equipment maintenance per day Maintenance_costs rubles 

7 Volume of raw materials Rav_volume ton 

8 Glass defect Defect_glass % 

9 Standard glass production plan Plan_glass_st ton 

10 “Jumbo” glass production plan Plan_glass_jumbo ton 

11 Standard glass ordering Order_st ton 

12 “Jumbo” glass ordering Order_jumbo ton 

13 Equipment wear Maintenance % 

14 Electricity for glass production per day Energy_volume MW 

15 Gas volume for glass production per day Gas_volume m3 

16 Raw material quality factor Quality_raw1 % 

17 Salary per day Salary rubles 

18 Tax per day Tax rubles 
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production plan”, “Standard glass ordering”, ““Jumbo” glass ordering”, “Equipment 
wear” are determined from the following relations: 

v1 = v11 ∗ c3, (15) 

v2 = v12 ∗ c4, (16) 

v3 = v14 ∗ 24/700 ∗ c6, (17) 

v4 = v15 ∗ c7, (18) 

v5 = v7 ∗ v16 ∗ c5, (19) 

v6 = S8 ∗ r13 ∗ c10, (20) 

v7 = r8 + r9, (21) 

v8 = S8/100 + (1 − v16) + c11, (22) 

v9 = S4 ∗ v11/(v11 + v12 + r7), (23) 

v10 = S4 ∗ v12/(v11 + v12 + r7), (24) 

v11 = Demayd_st  (t), (25) 

v12 = Demayd_ jambo(t), (26) 

v13 = Maintence_F(t), (27) 

v14 = S4 ∗ c9, (28) 

v15 = c8 ∗ 24/700 ∗ S2, (29) 

v16 = Quali t y_raw1_F(t), (30) 

v17 = c13 ∗ Salar y_F(t), (31)
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v18 = r1 ∗ c14, (32) 

where c3—constant “Price of standard glass per ton”, c4—constant “Price of “Jumbo” 
glass per ton”, c5—constant “Price of raw material per ton”, c6—constant “Price 
of electricity per megawatt”, c7—constant “Price of gas per 1000 cubic meters”, 
c8—constant “Gas consumption per hour per 700 tons”, c9—constant “Electricity 
consumption per hour per 700 tons”, c10—constant “Equipment repair rate”, c11— 
constant “Percentage of cullet glass in the charge”, c12—constant “Volume of 
glass furnace”, c13—constant “Average salary of employees”, c14—constant “Tax 
deductions coefficient”, Demand_st—function of getting demand for standard glass, 
Demand_jumbo—function of getting demand for “Jumbo” glass, Quality_raw1_F— 
function of raw material quality change, Maintenance_F—function of equipment 
wear, Salary_F—function of staff labor compensation change. 

On the basis of a system of differential Eqs. (1), equations of flows (2–14) and 
expressions for dynamic variables (15–32) the structure of mathematical model of 
the system dynamics of multistage production of high-quality float glass (Fig. 2) in  
simulation software AnyLogic was developed. 

Table 4 shows the designations of constants in the system dynamics model, their 
values and units of measurement.

Fig. 2 The structure of the system dynamics model 
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Table 4 Dynamic variables of the system dynamics model 

No Constant (c) Designations in model Values Units 

1 Percentage of raw material waste Pc_waste 18 % 

2 Coefficient of equipment wear EE 10 coefficient 

3 Price of standard glass per ton Cost_g_st 53,000 rubles 

4 Price of “Jumbo” glass per ton Cost_g_jumbo 60,000 rubles 

5 Price of raw material per ton Cost_raw 20,000 rubles 

6 Price of electricity per megawatt Cost_energy 7250 rubles 

7 Price of gas per1000 cubic meters Cost_gas 8000 rubles 

8 Gas consumption per hour per 700 
tons 

Gas_in_glass 5 1000 m3 

9 Electricity consumption per hour 
per 700 tons 

Energy_in_glass 5 MW 

10 Equipment repair rate Norma_Maintence 2,000,000 rubles 

11 Percentage of cullet glass in the 
charge 

Pc_cullet 12 % 

12 Volume of glass furnace Glass_furnace_vol 700 ton 

13 Average salary of employees Salary_c 1,200,000 rubles 

14 Tax deductions coefficient Tax_c 0.3 Coefficient 

3 Mathematical Modeling 

In the AnyLogic software to perform experiments with the system dynamics model 
of multistage production of high-quality float glass, the Euler method is used to solve 
the system of differential equations (1). Newton’s method is used to solve algebraic 
Eqs. (2–32). The unit of model time chosen is a day. The simulation is performed 
on an interval of 10 years—3650 days. Numerical simulations were performed for 
these simulation parameters, initial values from Table 1, and constant values from 
Table 4. 

Figure 3 shows graphs of increase of glass defect coefficients depending on 
seasonal components of decrease in quality of raw materials and wear of the main 
equipment. The chemical composition of raw materials is not stable and varies from 
batch to batch. Condition-based maintenance of equipment, flexible control of charge 
recipes and the charge program can reduce the cost of float glass production and 
reduce the reject rate by 14%.

Figure 4 shows the graphs of the dynamics of filling of the standard glass ware-
house and the “Jumbo” glass warehouse in tons, taking into account the initial 
balances and the seasonality of demand for these types of glass. Application of 
automatic identification of float glass defects based on the use of artificial neural 
networks and wavelet transformations allows to reduce the number of unidentified 
defects and with the help of optimal cutting increase the production of standard size 
and “Jumbo” size glass.
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Fig. 3 Results of simulation of float glass defects

Fig. 4 Dynamics of occupancy of the standard glass warehouse and the “Jumbo” glass warehouse 

Fig. 5 Dynamics of increase in equipment maintenance costs in rubles 

Figure 5 shows graphs of costs in rubles for equipment maintenance, gas, elec-
tricity and raw materials. Control, equipment condition management on the basis of 
“condition-based maintenance” allows to reduce equipment maintenance costs and 
the percentage of float glass rejects. 

4 Conclusion 

In this chapter the issues of system analysis of float glass production are considered. 
Based on the objectives of the strategic goal map of the enterprise developed a 
system of differential equations for the functioning of multi-stage production of high-
quality float glass. The equations linking the stocks and the values of the constants are 
defined. In simulation modeling software AnyLogic the structure of system dynamics 
model was developed. A computational experiment on modeling the functioning 
of float glass production has been carried out. The results of simulation modeling
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show that in order to reduce the cost of production of high-quality float glass it 
is necessary: flexible charge production control to correct changes of raw material 
quality, intelligent control of the condition of the main process equipment, automatic 
defect identification and optimization of float glass sheet cutting. 
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Abstract The object of the study is a new methodological approach to solving the 
problem of interval analysis of the security for information and telecommunication 
resources of critically important infrastructures. This approach is one of the options 
for the practical application of the theory of interval averages (interval calculations). 
The analysis of the peculiarities of this approach, which determine its suitability and 
usefulness for assessing the security indicators of such complex technical systems 
over a time interval, is carried out. Theoretical aspects of constructing the algorithms 
for calculating interval average values of security levels for information and telecom-
munication resources of critical infrastructures, the features of calculating the upper 
and lower average values of security levels are considered. A sequence of calcula-
tions and analytical expressions for such calculations are proposed on the example 
of a specific security indicator. At the same time, interval analysis does not have 
great mathematical and computational complexity, but it allows obtaining interval 
estimates of resource security that are adequate for control and management tasks, 
saves computing resources and, ultimately, works out to increase the reliability of 
security control of modern critical infrastructures. 
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1 Introduction 

The creation and improvement of critical infrastructures of any country is difficult, 
and often impossible, without the simultaneous and, in some cases, advanced devel-
opment of information and telecommunication systems and complexes, which are 
the key elements of such infrastructures and provide the material basis for timely, 
reliable and secure data exchange between their users. 

The critical Infrastructures (CIs) are understood as an economic, industrial, 
energy, information and/or telecommunication infrastructures, the termination or 
disruption of which leads to an emergency or significant negative consequences for 
a long period of time for defense, security, international relations, economy, other 
spheres of the economy of the country, or for the life of the population living in the 
corresponding territory [1, 2]. 

At the same time, the CI information resources include the entire set of data 
organized to effectively obtain reliable information in the interests of ensuring the 
CI smooth functioning. This is a collection of individual documents and arrays of 
documents, as well as many documents and arrays of documents in the CI information 
subsystems—libraries, archives, funds, data banks and other information subsystems 
[3, 4]. 

CI telecommunication resources can include all subscriber numbers, IP addresses 
and domain addresses available in telecommunication networks, systems and 
complexes, the number and capacity of communication lines (wire, optical, radio and 
satellite lines), channels and paths for transmitting information, routers, switching 
stations and nodes, as well as the radio frequency resource [5, 6]. 

At the same time, the tasks of analyzing the security of information and telecom-
munication resources (I&TR) of modern CIs deserve special attention. They are a 
key issue in the theory and practice of managing data protection in CIs and ensuring 
their secure functioning [7, 8]. 

At the same time, the existing difficulties in creating secure CI I&TR, the 
complexity of solving the problem of multicriteria analysis of their security are 
due, among other things, to the lack of universal methods that take into account a 
number of properties and features of the protection subsystems of the elements of 
these resources, the incompleteness and heterogeneity of the initial information on 
the quality of information protection in CI I&TR as a whole. Therefore, the develop-
ment of new methods for calculating and multi-criteria interval analysis of the I&TR 
security of modern CIs with incomplete initial information is an important, urgent 
task.
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2 Related Works 

A lot of modern scientific research is devoted to the development of methods for 
analyzing the I&TR security of complex managed information and organizational and 
technical systems [9–23]. In these studies, various approaches to security analysis are 
formulated and described in detail. At the same time, the practical application of these 
approaches for a comparative analysis of the security level of various CI resources 
and for the development of promising directions for improving the protection of 
information in CIs becomes problematic. 

In particular, this is due to taking into account the transient processes occurring 
in the operating CIs, the multi-criteria nature of modern requirements for the secu-
rity of the CI I&TR and the management of the process of ensuring information 
security, which determine the formulation of not only the vector [9–11], but also the 
dynamic task of analyzing the security for resources of this class infrastructures, the 
approaches to the solution of which have not been studied within the framework of 
existing methods. 

In [12], it is proposed to carry out security analysis taking into account risk 
management algorithms, but the advantages of this method are compensated by the 
large computational costs required for its practical implementation. In addition, the 
particular techniques of security analysis proposed in [13–15], in the overwhelming 
majority, do not take into account the parameters of the bodies and processes for 
managing the protection of CI I&TR when developing systems of security indicators 
(SIs) of this class resources. In the case when such a problem was nevertheless solved, 
for example, in [16], the absolute SI values were analyzed, but the deviations of these 
SI from the requirements for them were not taken into account, which is essential 
for analyzing the security of resources of such complex infrastructures. 

The analysis of works [17–19] shows that the collection of a large amount of 
heterogeneous data on the state of the SI for complex technical systems, provided 
for in existing methods, leads to large time costs for collecting statistics, which 
negatively affects the efficiency of the analysis. This, in turn, affects the response 
time of the I&TR protection subsystem, increases its “response time” to the threats 
implemented by the intruder and the introduced control actions, focused on the 
initiation of certain means of protecting the CI I&TR. 

The analysis of relevant works deserves special attention in terms of the accuracy 
of security analysis. So, for example, in the existing methods [20, 21], the traditional 
criterion of accuracy—the variance of the estimation error, is equal to the a priori 
variance of the studied I&TR security process itself, which cannot be acceptable 
for modern high-precision control systems. Artificial neural networks are used to 
increase the reliability of the SI analysis [22, 23]. They make it possible to take into 
account one important facet of the uncertainty of the initial data—the incompleteness 
and inconsistency of the measuring (observed) information about the SI values, but, 
unfortunately, they are not able to take into account the fuzziness of such information 
and its “noisiness”.
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On the other hand, studies in the interests of analyzing the security of complex 
systems under conditions of uncertainty, although already carried out, were not 
universal. They were mainly devoted to the current assessment of information 
security indicators within the framework of one type of uncertainty (for example, 
fuzziness) [24, 25]. 

Thus, the analysis of relevant works allows us to speak about the objective need to 
develop existing methods for analyzing the security of CI I&TR in the case of taking 
into account modern requirements of the CI security management subsystem, the 
requirements of officials (auditors, administrators) related to the duration of cycles 
of security monitoring and security management of this class systems. 

In other words, there is an objective need to obtain not point, but interval estimates 
of SIs. Security analysis can and should be carried out with a certain frequency, should 
take into account all types of uncertainty in the initial data. The mathematical and 
methodological basis of such an analysis can be algorithms for calculating the interval 
averages of SIs for the CI I&TR. This will save computing resources, increase the 
reliability and adequacy of the analysis. 

3 Theoretical Part—Aspects of Constructing Algorithms 
for Calculating Interval Average Values of Security Levels 

The inertia of I&TR security control cycles and procedures for managing the security 
of information circulating and stored in the CIs emphasizes the need to obtain not 
point (instantaneous), but interval security assessments. An important element of 
the scientific and practical novelty of these studies, in our opinion, is the fact that 
they are distinguished from existing works by the presence of a complex, dual, both 
“horizontal” and “vertical” interval analysis. 

In other words, the assessment of the SIs for the CI I&TR is carried out both at time 
intervals (“horizontally”), and interval averages (lower and upper limits) of the SI 
values (“vertically”) are determined. At the same time, the time interval assessment 
(“horizontal”) is ensured by the use of mathematical models based on continuous 
Markov chains, when the change of discrete states (values) of the SIs occurs at 
random times, but is estimated at a predetermined time interval. And the interval 
analysis of SIs (“vertical”) is due to the use of methods of the theory of interval 
averages, which allow calculating the upper and lower average values (levels) of a 
specific SI for the CI I&TR in this time interval. 

A rational methodological and analytical tool for solving such problems, in our 
opinion, can be interval calculation algorithms (interval estimation, calculation of 
interval averages), which are one of the key mathematical methods in the theory of 
interval averages. Algorithms for computing interval averages (ACIA) are able to 
mathematically correctly combine methods for describing various types of uncer-
tainty, considering them as special cases. With the help of ACIA, it is possible to 
process heterogeneous incomplete, fuzzy and contradictory information [25–27].
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ACIA make it possible to perform interval calculations and obtain the final interval 
assessment of the security indicators for the CI I&TR, and the physical meaning and 
operation of ACIA is as follows. 

The initial data for the operation of ACIA is the predetermined time intervals Δt, 
within which the interval analysis of the security indicators for the CI I&TR will 
be carried out. These intervals Δt can range from one to 20 min, depending on the 
duration of the control cycle (control inertia) of the security for the CI I&TR. 

The next step in the work of ACIA is determination of the SIs for the CI I&TR 
for each security state ψ(Θn) on the set of all identified SI values, by analyzing 
the statistics for the time Δt of the instantaneous (point, step) values of SIs. At 
the same time, the numerical values of parameters characterizing various aspects of 
information security can serve as the SIs for the CI I&TR: availability, confidentiality, 
integrity. For example, the time Ihcp(Δt) of cracking and compromising passwords 
for access to I&TR can be the SI for confidentiality, the time Ispr  (Δt) of secure 
provision of I&TR to users and CI subsystems—for availability, the time Ira(Δt) to 
restore access of users and CI subsystems to I&TR after hacking and compromising 
passwords—for integrity [7]. 

The next step in the work of ACIA is the calculation of the upper and lower 
average values (levels) of a specific SI for the CI I&TR on the time interval Δt. The 
calculation is carried out on the basis of a statistical analysis of the security parameters 
measured and observed on the intervalΔt using mathematical expressions underlying 
the methods of the theory of interval averages [26, 27]. 

For example, for a specific SI that characterizes the integrity of resources—the 
time to restore access to I&TR for users and CI subsystems after hacking and compro-
mising passwords, the exact upper I ra(Δt) and lower I ra(Δt) values of its average 
level observed over the time interval Δt are calculated. Analysis, for example, of 
the recovery time of access to I&TR for users and CI subsystems after hacking and 
compromise of passwords, using ACIA, has a number of peculiarities. In particular, 
it is assumed that the SI initially has N possible states (values): {Θ1,Θ2, …,Θn, …,
ΘN}. In this case, the SI for each state ψ(Θn) on the time interval Δt is determined 
on the set of all possible states of this SI for the CI I&TR. 

4 Methodological Part (Determination of Upper and Lower 
Average Values of Security Levels) and Discussion 

The search for the upper and lower average values of SIy for the CI I&TR at a certain 
time interval is also subject to the rules for calculating interval averages: the next step 
in the work of ACIA is, within our example, the calculation of for a specific SI Ira  (Δt) 
that characterizes the integrity of telecommunication resources (for the recovery 
time of users and CI subsystems access to I&TR after cracking and compromising 
passwords), on the time interval Δt using the identified states (values):
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Ira(Δt) = 
N∑

n=1 

ψ(Θn) pn(Δt) 

= (ψ(Θ1)p1(Δt)) + (ψ(Θ2)p2(Δt)) + . . .  + (ψ(Θn)pn(Δt)) 
+ . . .  + (ψ(ΘN )pN  (Δt)), (1) 

where ψ(Θn) is an indicator that characterizes the n-th (n = 1, …, N) state on the 
time interval Δt; pn(Δt) is the probability that a specific SI Ira(Δt) for the CI I&TR 
is in the state (has an identified value) Θn on the time interval Δt. 

Even if the probabilities pn(Δt) for this particular SI Ira(Δt) are not defined 
(unknown), there is always the possibility to determine a priori on the basis of expert 
analysis the upper I ra(Δt) and lower I ra(Δt) boundaries of the average level of 
security, in our case—in terms of the recovery time of access to I&TR for users and 
CI subsystems after hacking and compromise of passwords, observed on the time 
interval Δt. 

In this case, the SI ψ for the CI I&TR will be considered as a certain “feature” (an 
identified security parameter), and the functions I ra(Δt) and I ra(Δt) as the upper 
and lower averages of this feature. From the point of view of ACIA, this can be 
written mathematically as 

{I ra(Δt) = R(ψ); I ra(Δt) = R(ψ), (2) 

where R(ψ) and R(ψ) are the upper and lower interval means. 
At the same time, the algorithms for calculating interval averages provide that in 

the case of the complete absence of any a priori information about the SI values, the 
upper I ra(Δt) and lower I ra(Δt) limits of the average level of protection are equal 
to one and zero, respectively [26]: 

{I ra(Δt) = 1; I ra(Δt) = 0. (3) 

Taking into account the fact that, within the framework of ACIA, it is customary 
to call an arbitrary numerical function f (y) as a “sign” of a random event (a random 
variable) (moreover, y ∈ Y, and Y is the space of elementary outcomes of SI values), 
in our case, the “sign” is the level (value) of a specific SI for the CI I&TR in the time 
interval Δt. 

Then the concept of “interval averages” adequately characterizes the upper and 
lower average levels of security for the CI I&TR over the time interval Δt, and for 
a specific SI, for example, the time Ira(Δt) it takes for users and CI subsystems 
to access the I&TR after hacking and compromising passwords, it is possible to 
determine its “exact” average Rra( f ) [26]: 

Rra( f ) = ∫
Y 
f (y)dF(y), (4)
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Fig. 1 Graphical interpretation of the determination of the interval average of time Ira  (Δt) of 
recovering the access to the CI I&TR for users and subsystems after hacking and compromising 
passwords 

where F(y) is the distribution function of a random variable—the SI values, and the 
interval mean of our particular “sign” is the interval [Rra( f ) … Rra( f )], which, 
without taking into account the concept of "sign", can be written as [I ra(Δt) … 
I ra(Δt)]. An example of the application of the theory of interval averages in terms 
of determining the average within the interval [ I ra(Δt) …I ra(Δt)] for the time to 
restore access after hacking and compromising passwords is shown in Fig. 1. 

Figure 1 illustrates that with an a priori unknown distribution function F(y), it is 
possible to talk only about “boundaries” F(y) ≤ F(y) ≤ F(y) for all values y ∈ Y. 
At the same time, within the “exact” limits 

Rra( f ) ≤ Rra( f ) ≤ Rra( f ), (5) 

characterizing the upper I ra(Δt) and lower I ra(Δt) interval averages, 

I ra(Δt) ≤ Ira(Δt) ≤ I ra(Δt), (6) 

the “exact” average is found for a specific SI for the CI I&TR, in our case, for the time 
Ira(Δt) of restoring the access of users and CI subsystems to I&TR after hacking 
and compromising passwords. 

Analysis of the graphs in Fig. 1 allows one to see that, taking into account the 
initial, starting time for restoring user access Ira(Δt) ≈ 20 min (given as an example), 
the state can take values from 0 to 45 min, and its estimate reaches a stable state 
already at the eighth step (τ8) of operation and at the second step (time interval Δt) 
of interval analysis.
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Graphs in Fig. 1, in addition to observing the change of estimated interval values 
Ira(Δt) (i.e., its transition from one state to another in random time intervals τ), they 
allow one to get an answer to a question that is important, even fundamental for secu-
rity analysis: are the obtained interval lower I ra(Δt) and the upper I ra(Δt) values 
of the analyzed SI for the CI I&TR (shaded sector) within the limits of acceptable, 
required average lower I req  ra  (Δt) and upper I req  ra  (Δt) values specified by the security 
policy or the CI security administrator. 

To determine other security indicators, for example, within the framework of deter-
mining the level of confidentiality—for the time Ihcp(Δt) of hacking and compro-
mising passwords for access to I&TR; within the framework of determining the level 
of accessibility—for the time Ispr  (Δt) of secure provision of I&TR to users and CI 
subsystems on the time interval Δt, the task of finding their interval average values 
is solved in a similar way. 

5 Conclusions 

The considered method shows that there is a practical possibility of analyzing the 
security of the CI I&TR, taking into account the modern requirements of CI security 
management subsystems, the requirements of officials (auditors, security adminis-
trators) associated with the inertia of decision-making processes, with the duration 
of cycles of security monitoring and security management of systems of this class. 
This approach is based on algorithms for calculating interval averages and makes 
it possible to obtain not point (instantaneous), but interval estimates of SIs, while 
security analysis is carried out at a predetermined frequency and takes into account 
the uncertainty of the initial data. 

The proposed methodological approach does not have great mathematical and 
computational complexity, but it allows obtaining interval estimates of the security 
of CI resources that are adequate to the tasks of control and management. This takes 
into account the uncertainty of the observed and controlled security parameters, and 
saves computing resources, which ultimately leads to an increase in the reliability of 
the security analysis of modern critical infrastructures. 

The practical application of the proposed approach to interval computing is 
possible both in the framework of research work and in systems for automated secu-
rity control for resources of complex managed critical infrastructures. The direction 
of further research may be the development of security analysis methods that combine 
interval calculations and traditional filtering algorithms. 
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Assigning Access Rights to Applications 
in the Corporate Mobile Network: 
Software Development 

Alla G. Kravets, N. A. Salnikova, and E. L. Shestopalova 

Abstract The chapter presents the study and implementation of a method for 
assigning access rights to applications in a corporate mobile network. The existing 
solutions for assigning access rights to applications and services of the intranet are 
analyzed, the need to create a method to ensure the security of information when 
accessing corporate networks with different requirements for the level of security is 
substantiated, and the progress and results of development are described. 

Keywords Access rights · Differentiation of powers · Application · Corporate 
mobile network · Information system ·Web server 

1 Introduction 

When creating a single information space of a large company, one of the most difficult 
problems is managing access rights to applications and services of the intranet. Each 
Web server or application server has its own permissions controls [1]. In some cases, 
these are just configuration files edited using a text editor, in others—a developed 
graphical interface, in others—built-in operating system tools. It occurs when the 
configuration of the system of differentiation of powers is placed in the source code of 
the application, i.e. any change in the settings entails the restructuring of the software 
modules [2, 3]. When first entering or deleting a user account from the system, when
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publishing or deleting a resource, the administrator has to make changes to each of 
the systems, which leads to errors, incorrect or outdated settings. 

In simple cases, when the set of applications is small, the task of centralized control 
can be solved using our own developments or mechanisms built into Web servers 
or application servers [4]. For example, user information stores can be consolidated 
using meta-directory software or native applications into one central master directory, 
after which Web and application servers (with additional tools) can place access 
control information in the same directory [5, 6]. 

However, when the number of applications increases and the system becomes 
more complex, the cost of implementing such a solution can be equal to the cost of 
migrating systems to a new, unified platform [7, 8]. 

Mobile technologies have been in business for a long time and employers every-
where use them for work purposes. Emerging problems in the areas of security, 
reliability of data storage have to be solved constantly. The most serious risk for 
any company, of course, is the increased likelihood of business information leaks, 
which, in turn, leads to various losses—financial, technical, reputational. As part of 
corporate mobility, strict security rules must be introduced, at least two of which 
must be absolutely mandatory: mobile device management (MDM—Mobile Device 
Management), which ensures their configuration in accordance with specified poli-
cies, as well as the separation of personal and business data into mobile devices using 
appropriate corporate applications designed to work with e-mail, files and integrated 
with the corporate directory service. The main risks of companies are connected 
precisely with the insufficiency of the applied protection measures and separation of 
access rights to applications. 

The relevance of this work is obvious, since the risks are especially high in the 
case of providing mobile access to business information to company executives. 
The higher the status and position of a person, the higher the value of confidential 
information that he uses in his work. Mobile access directly affects the quality of 
company management and, ultimately, the efficiency and effectiveness of its work. 
Therefore, it is important to clearly define the list of possible threats and, based on 
this, build a policy for the use of personal mobile devices with separation of access 
levels. 

The aim of the work is to develop a method for assigning access rights to appli-
cations in corporate networks with different requirements for the level of security, 
which will take into account the characteristics of the activities of various users and 
assign access to the applications necessary for work. 

Based on the analysis of trends and development prospects of modern corpo-
rate mobile networks, a contradiction has been revealed between the requirements 
for information security when accessing protected services and information using 
universal mobile devices, and the technical capabilities of information security 
systems that allow ensuring the security of information when such access is made in 
corporate networks with different security requirements.



Assigning Access Rights to Applications in the Corporate Mobile … 253

2 Analysis of the Assignment of Access Rights in Corporate 
Networks 

Modern conditions for organizing the activities of most companies need information 
technology in order to remain competitive, and therefore create conditions for the 
widespread use of high-tech solutions [9, 10]. 

The Information Technology Department is engaged in the support and develop-
ment of the IT infrastructure of the enterprise, whose employees are usually engaged 
in the following activities:

• support of external and internal servers of the company;
• system administration;
• user support. 

Let’s take a closer look at user support. 
The User Support Specialist is responsible for installing, assigning access, and 

performing diagnostics on software and hardware; provides technical support and 
advice to end users; is responsible for organizing the repair of computer equipment; 
ensures the availability of consumables for computer and office equipment; advises 
users on technical issues [11, 12]. 

The most time-consuming process is associated with the timely assignment of 
access rights to corporate network applications, since this requires an understanding 
of the functions and tasks performed by the user in accordance with job descriptions. 
Consequently, there is a significant expansion of the duties of a user support specialist 
[13, 14]. 

With the traditional approach to organizing access, employees who often access 
several applications must not only receive an account for each of them, but also go 
through the authorization procedure many times [15, 16]. The result is discomfort 
at work. In addition, passwords are sometimes written down on a “piece of paper” 
lying next to the computer, which already creates a weak spot in the security system; 
the support service is very often contacted by users who have forgotten one of their 
passwords. The diagram of the model of work of the IT department is shown in Fig. 1.

At the moment, the activity of a user support specialist is reduced to receiving an 
application for permissions to access each application separately. At the next stage, 
the appeal is analyzed and the need for an account is determined, which gives the 
user a login and password to complete the authorization procedure in the application 
[17, 18]. 

When such a situation is detected, an account is created that gives the user access 
rights. This procedure is acceptable for small companies, the number of employees 
and applications in which is limited to a few dozen [19]. 

For companies with more employees than this number of users, the support 
specialist may have a number of time-consuming tasks:

• when an employee is dismissed or transferred from one department to another, 
there is a need to change access to certain applications;
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Fig. 1 Structural and functional model of the process of assigning access rights to applications in 
a corporate mobile network

• when the staff of the company increases, the process of creating accounts and 
authorization takes up most of the working time, which prevents the performance 
of other duties within the position. 

3 Review and Analysis of Existing Solutions 

Currently, there are many different systems for restricting access to corporate appli-
cations on the market. Below is an overview of some systems that gives an idea of 
the state of the field. 

3.1 Oracle Mobile Security Suite 

The new suite, combined with Identity and Access Management solutions, provides 
an integrated Oracle platform that allows organizations to manage access to all appli-
cations across all types of devices, including mobile gadgets, desktops and laptops. 
The solution meets the modern concepts of COPE (the device belongs to the company, 
is used personally by the employee, including for personal purposes) or BYOD (the 
device belongs to the employee and is used by him personally, including for work 
purposes) [20]. The structure of the complex is shown in Fig. 2.

The new suite, while being available as a stand-alone solution, is tightly inte-
grated with the Oracle Mobile Suite for application development, integration, and 
deployment. 

Among the main features of Oracle Mobile Security Suite is mobile security 
management. Among the management and control tools:

• Geo-Fencing mode to restrict access or functionality based on location;
• managing application usage policies, including restricting copy/paste/print func-

tions to prevent data leakage;
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Fig. 2 Structure of Oracle Mobile Security Suite

• secure network tunnels for each application, ensuring the protection of information 
without the use of VPN connections through virtual private networks at the level 
of devices that drain their batteries;

• encryption of local data with support for the possibility of remote deletion of 
corporate information and applications from the employee’s personal device upon 
his dismissal. 

3.2 MS Azure Active Directory 

Azure Active Directory (Azure AD) helps you manage cloud applications, on-
premises applications, and resources through enterprise groups. Resources can either 
be directory-specific, such as permissions to manage objects through roles in the 
directory, or not, such as SaaS applications, Azure services, SharePoint sites, and 
local resources [21]. 

Azure AD allows you to grant access to corporate resources by granting access 
rights to a single Azure AD user or group. Using groups, the resource owner (or 
the owner of the Azure AD directory) can assign a set of access permissions to all 
members of the group instead of granting rights individually. The owner of a resource 
or directory can also grant rights to manage the member list to someone else, such 
as a department manager or help desk administrator, allowing that person to add and 
remove members as needed. The structure of Azure AD is shown in Fig. 3.

There are four ways to assign users access rights to a resource:

• direct appointment. The resource owner directly assigns the user to the resource.
• group assignment. The resource owner assigns an Azure AD group to the resource, 

which automatically grants all its members access to the resource. Group member-
ship is managed by both the group owner and the resource owner, allowing each 
to add and remove group members.
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Fig. 3 Structure of Azure AD

• rule-based assignment. The resource owner creates a group and uses a rule to 
determine which users are assigned to a particular resource. The rule is based 
on the attributes assigned to individual users. The resource owner manages the 
rule to determine which attributes and values are required to grant access to the 
resource.

• assignment by an external source. Access is provided by an external source such 
as a local directory or a SaaS application. In this situation, the resource owner 
assigns a group to provide access to the resource, and the members of the group 
are managed by an external source. 

3.3 Cisco DNA Center 

Comprehensive network management system to support business growth and inno-
vation. Today, the network plays a more important role in business than ever before. 
The system automates infrastructure deployment, manages its lifecycle and connects 
it to the network, and maintains application quality and security, allowing IT staff to 
focus on networking projects that are strategically important to the business. With 
the Cisco® DNA Center™, you no longer have to spend too much time provisioning 
network resources and performing time-consuming troubleshooting tasks [22]. 

Features such as automatic network connection of devices and software image 
management allow you to install and update devices in minutes, not hours. And with 
a ready-to-use Cisco appliance, you can easily connect new remote offices to the 
network. DNA Center Assurance turns every point on the network into a sensor that 
generates a continuous stream of telemetry data about application performance and 
user connectivity in real time.
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In addition, automatic path tracing data and a guided recovery feature are available. 
All this allows you to troubleshoot the network in minutes, before they lead to serious 
consequences. Through integration with Cisco Stealthwatch® security solutions, 
threats can be detected and remediated even in encrypted traffic. 

DNA Center also provides an open, extensible platform that supports a wide 
variety of external applications and systems for sharing data and analytics with built-
in functionality. DNA Center is the only centralized network management system 
that combines all of these features. 

DNA Center offers a single control panel for all the basic functionality of 
your network. This platform empowers IT departments to respond faster and more 
efficiently to change and meet emerging challenges. DNA Center is the network 
management system, core controller, and analytics platform upon which the Cisco 
intent-based network is built. 

In addition to device and configuration management, DNA Center offers a suite of 
software solutions that provide an entire network management platform; software-
defined network controller for automating virtual devices and services; control 
mechanism to ensure a guaranteed quality of service for all users. 

The DNA Center software runs on the DNA Center appliance and controls all of 
your Cisco devices, both physical and virtual (in and out of the fabric). The main menu 
of the DNA Center contains four general sections. The network is designed using 
visual physical maps and logical topologies. The functionality of the platform allows 
you to import existing maps, images, and topologies directly from the Cisco Prime 
Infrastructure and Application Policy Infrastructure Controller Enterprise Module 
(APIC-EM). This makes it easier and faster to perform updates. 

Device discovery is performed automatically. To do this, you can either use the 
Cisco Discovery Protocol (CDP) or simply enter a range of IP addresses. DNA Center 
translates the information collected in the policy into specific network and device 
configurations according to the different types, builds, models, operating systems, 
roles, and resource limits of your network devices. 

With DNA Center, you can create virtual networks, access control policies, traffic 
copy policies, and application policies. Once policies are created in DNA Center, 
provisioning is very easy using drag and drop. Each identity category (users, devices, 
applications, etc.) in the DNA Center registry is assigned a policy that will always 
be associated with that identity. This process is fully automated. New devices added 
to the network are assigned a policy based on their identities. This makes it much 
easier to set up a remote office. DNA Center Assurance is an end-to-end solution that 
delivers higher and more consistent service levels to meet growing business needs. 
DNA Center Assurance does more than just network monitoring and troubleshooting. 

Proactive response and predictive network operations help ensure high perfor-
mance for clients, applications, and services. As a result, service consistency is 
achieved, and the network optimization process becomes proactive. At the same 
time, less time is spent on troubleshooting and troubleshooting. The structure of the 
Cisco DNA Center is shown in Fig. 4.
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Fig. 4 Structure of the Cisco DNA Center 

3.4 G Suite Google 

Google’s mobile device management features are designed to administer, secure, 
and track corporate mobile devices. Can control various devices including phones, 
tablets and smart watches. Employees of an organization can work with its resources 
on personal or company-provided devices [23]. 

There are two levels of management: basic and advanced. The available options 
vary depending on the mode you are using. Some advanced features, such as device 
auditing and policy setting, are not available in all versions. 

In basic control mode, you can do the following:

• set rules that require you to set up a screen lock or password to protect corporate 
data on devices.

• remove corporate data from lost or stolen devices;
• give users access to recommended enterprise apps for Android devices.
• publish and distribute private applications;
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• view the list of devices with access to corporate data in the Google Admin Console. 

If you need more features to control devices with access to corporate data, you 
can use the advanced management mode, which allows you to:

• establish a rule requiring the use of stronger passwords;
• provide users with access to enterprise applications in the Recommended Software 

Catalog (for Android and iOS);
• use work profiles on Android devices to separate personal and corporate apps;
• deny access to certain device settings and functions. For example, you can prohibit 

connecting to mobile networks or via Wi-Fi, creating screenshots, etc.;
• monitor policy compliance and receive reports on users, devices, and OS versions. 

3.5 Comparative Analysis of Access Control Systems 
for Corporate Applications 

A comparative analysis of the systems for delimiting access rights to corporate 
applications is given in Table 1. 

After analyzing ready-made solutions, it was decided to develop the module on 
its own, without involving paid software. This is due to the fact that already existing 
developments have either limited functionality, which is not enough to implement all 
the functions of the module, or redundant, i.e. the finances spent on the purchase of 
a ready-made solution will remain unused in full. Also, when purchasing software, 
it is necessary to allocate resources for training personnel in preparing, setting up 
and maintaining the stable operation of the purchased product. Also, in connection 
with the imposition of sanctions by foreign companies on the use of the results of 
intellectual activity and in order to increase the security of access to applications in

Table 1 Comparative analysis of systems for delimiting access rights to corporate applications 

Function Analyzed systems 

Oracle Mobile 
Security Suite 

MS Azure Active Directory 
(Azure AD) 

Cisco DNA 
Center 

G Suite 
Google 

Free version − − − + 

Convenient 
interface 

+ + + + 

Open source − − − − 
Support for data 
encryption 

+ + + + 

Additional 
plugins 

+ − + − 

Multi-language 
support 

+ + +/− + 
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corporate networks, it is necessary to develop a unique method for assigning rights 
with different requirements for the level of security. 

4 Design and Development of a Method for Assigning 
Access Rights to Applications in a Corporate Mobile 
Network 

As part of the problem being solved, a multi-user system is used that runs on the entire 
computer fleet of the organization. Therefore, client–server DBMS are considered. 

The client–server DBMS allows the client and server to exchange the minimum 
required amount of information. In this case, the main computational load falls on 
the server. The client can perform pre-processing functions before transmitting infor-
mation to the server, but its main functions are to organize user access to the server 
[24]. 

In most cases, a client–server DBMS is much less demanding on computer 
network bandwidth than a file-server DBMS, especially when performing a search 
operation in the database according to user-specified parameters, because for search, 
there is no need to receive the entire array of data on the client: the client passes the 
request parameters to the server, and the server searches the local database for the 
received request. The result of the query, which is usually several orders of magnitude 
smaller than the entire array of data, is returned to the client, which provides a display 
of the result to the user. MS Access was chosen as the database. Embarcadero RAD 
studio was chosen as the programming language and development environment. 

4.1 Algorithm for Implementing the Information System 
Method for Assigning Access Rights to Corporate Mobile 
Network Applications 

Building a model of an information system begins with a description of the func-
tioning of the system as a whole. Consider the processes that occur during interaction 
in corporate networks. If the user wants to get access rights, he must contact the 
administrator directly, who, after analyzing the user’s job descriptions and directions 
of work, will either add the user’s data to the module or refuse it if work with corpo-
rate mobile network applications is not required to perform the work. If the user 
wants to log in to the network, he enters his login and password in the module’s Web 
interface, after which he receives a list of available applications. The administrator 
can add, delete, edit and view the database. 

The functional requirements for the developed method are that it must provide 
the ability to perform user authorization, provide the administrator with the ability to
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Fig. 5 Decomposition diagram (IDEF0 TO BE) 

manage user access rights to various applications, manage application storage, log 
user operations and keep records. 

From the diagram shown in Fig. 5, it can be seen that the process of assigning 
access rights should be reduced to analyzing user requests and registering them using 
the module for assigning access rights. 

On Fig. 6 shows the algorithm of the method for accepting and processing requests 
for assigning access rights to mobile corporate network applications.

The proposed method regulates the sequence of the process of applying for 
access to applications. The user directly contacts the administrator, who analyzes 
the employee’s job descriptions and either grants access rights to the required corpo-
rate mobile network applications or refuses to receive them. To log in to the network, 
you must enter a username and password, after which the employee gets access to 
the necessary applications. The work is controlled by an administrator who can edit 
the database. 

4.2 The Concept of Software Implementation of the Method 
of Assigning Access Rights to Applications of a Mobile 
Corporate Network 

When performing a software implementation of the proposed method for assigning 
access rights to applications, it must be taken into account that the system must 
provide the following functions:

• authorization: when using the module, users (administrator, employee) must 
perform authorization in the user interface;
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Fig. 6 Algorithm of the method for assigning access rights to applications of a mobile corporate 
network

• user management: administrator maintains, adds and edits employee information 
(login, password, etc.);

• corporate application repository management: the administrator maintains, adds 
and edits the list of applications in the repository;

• mobile application management: assigning access rights to applications to 
company employees, data about devices stored in the database;

• record keeping: registration of transactions performed by users. 

The input data should contain information entered into the database by the 
administrator:

• information about the user—all the necessary information about the user of mobile 
devices and applications (Login, Password, …);
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Fig. 7 The data model  

• mobile device—all necessary information about the mobile device (Name, ID, 
IMEI, Model, …);

• a list of applications and all the necessary information about the application 
(Name, Description, Version, …). 

On Fig. 7 shows the data model [25]. 
During the analysis of the subject area, the following entities were identified:

• entity “Devices” (Code, IMEI, Device name, IP address, OS version, Registration 
date);

• entity “Department” (Code, Department name);
• entity “Users” (Code, Last Name, First Name, Login, Password, Group Code, 

E-mail, Comment, Department Code);
• entity “User groups” (Code, Group name, Comment);
• the essence of the “Program” (Code, Program name, Link to the program, Program 

version, Date added, Description);
• entity “Devices-users” (Code, Device code, User code);
• entity “Access” (Code, Group code, Program code). 

The main program window (Fig. 8) consists of the following elements:

• tab for viewing information about users;
• tab for viewing information about user groups;
• tab for viewing information about programs. 

The main menu (Fig. 8) provides the addition of new data about users, workgroups, 
programs and applications used, and also provides the ability to edit the entered data.
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Fig. 8 Screen form of the main software window

5 Conclusion 

During the implementation of this project, an analysis was made of the activities of 
the department’s employees on the issue of assigning access rights to applications; 
input, constant and output data are defined; the functions and purpose of individual 
components of the designed module are considered; analysis of existing develop-
ments, a review of existing systems and the choice of a module design strategy 
were carried out, as a result of which it was decided to develop this module on its 
own, without involving paid software; the choice of a DBMS and a user interface 
development environment has been made; the basics of design decisions were inves-
tigated and substantiated, the optimal DBMS—MS Access and the development 
environment—Embarcadero Delphi 10.2 were determined. 

The design of the database is described step by step, a model of information 
flows is built, the physical scheme of interaction of individual parts of the module is 
considered, on the basis of which the database is created in the selected DBMS. A 
user interface has been developed with forms that display information stored in the 
database. Forms provide the ability to input, output data, edit them, process and store 
data about users of the corporate mobile network (employees of the company) and 
mobile applications, with the subsequent assignment of access rights to employees 
to use applications.
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Scaling Networks and Capturing Keys 
Using Combined Systems of Sets 

Alexander Frolov and Natalya Kochetova 

Abstract This chapter discusses a united approach to detecting blocks containing an 
uncompromised key in wireless sensor networks with a structure of combinatorial 
designs and scaling those networks. It consists in using both individual blocks of 
combinatorial designs and collections of blocks containing a certain element. Such 
collections of blocks are called dual blocks. If the elements are interpreted as key 
identifiers, then knowledge of the composition of the dual block, combined with 
information about the placement of blocks, allows planning operations to capture 
blocks with the key of interest to the invader. On the other hand, the chapter proposes 
to construct a network with a combinatorial design structure consisting of fully 
or partially connected subnets corresponding to blocks, and possessing connections 
corresponding to dual blocks, thereby providing a scaling step. The resulting network 
has a structure of a combined combinatorial design that, along with blocks, contains 
dual blocks; its nodes correspond to pairs of blocks and dual blocks. The chapter 
gives examples and estimates of scaling when converting a combinatorial design to 
a combined combinatorial design. 

Keywords A system of sets · Combinatorial design · Combined combinatorial 
design · Combinatorial network structure · Internal subnet · External subnet ·
Selective node capture · Network scaling 

1 Introduction 

In the era of Industry 4.0, the Internet of Things has emerged and is developing 
based on the widespread use of secure Wireless Sensor Network (WSN) structures. 
There is established practice and technology for building a WSN, in particular for
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a “smart” home, based on the IEEE 802.15.4 standard [1], the routing protocol in 
ZigBee [2–4]. At the same time, resources are used that are limited both in terms 
of energy consumption and the amount of memory required [5, 6]. The security of 
such systems can be ensured by using symmetric encryption systems [7] based on 
the preliminary distribution of keys in the network nodes [8–10]. Sensor network 
key management includes the following steps [11]: Key Pre-distribution, Shared 
Key Discovery, and Determining the key delivery path (Path-key Establishment). 
Currently, the algorithms of these stages are carried out using certain types of combi-
natorial block designs, which are specific systems of sets defined by a set of elements 
and a set of certain subsets (blocks) of it [11]. In parallel, also with the use of set 
systems, network structures are studied in [12, 13]. Combinatorial block-designs as 
mathematical models of computer nets are implemented in [14, 15]. 

In this chapter, we consider the problems of detecting blocks containing an uncom-
promised key in a wireless sensor network possessing a combinatorial design struc-
ture and scaling those networks. We propose a united approach to solving them using 
both combinatorial design blocks and collections of blocks containing a common 
element. Those collections are called dual blocks. During selective node capture at 
each step, the attacker knows the set K of compromised keys and set T of key numbers 
that have not already been compromised [16, 17]. To compromise some key that 
number belongs to T, the attacker should capture the node containing this key. Thus 
it can capture any appropriate node from the dual block corresponding to that key 
number. Considering a number of well-known approaches to scaling networks by 
modifying known combinatorial designs, we propose to supplement such structures 
with structures based on dual blocks and evaluate the resulting structure compared 
to the original one. 

Section 2 is devoted to combinatorial designs used in key pre-distribution systems 
in WSN. In Sect. 3, we consider combined counterparts of such combinatorial 
designs. In Sect. 4, we continue the discussion on capturing an uncompromised 
key. Section 5 is devoted to highly scalable networking structures and evaluations of 
our proposals. Section 6 is a conclusion. 

2 Some Combinatorial Designs Used in WSN 

In this section, we recall basic concepts of combinatorial designs and consider exam-
ples of combinatorial designs and their known modifications proposed for scaling 
WSN. 

The set system (X, B) is specified by a finite set X of elements and the collection 
B of its subsets [11]. Varieties of set systems currently used for pre-key distribution 
are Balanced Incomplete Block Designs (BIBD) with parameters (v, b, r, k), where 
v is the number of elements, b is the number of blocks, r is the number of blocks 
containing any given element, k is the number of elements of any block. Additionally, 
the fifth parameter λ is used as the number of blocks, each containing a given pair of 
elements. If v = b, BIBD is symmetric with parameters (v, k) and additional parameter
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λ. It is abbreviated SBIBD. SBIBD with parameters
(
n2 + n + 1, n + 1, 1

)
is called a 

projective plane (or geometry) of order n [12]. It is denoted PG(2, n). There are known 
algorithms for construction PG(2, n) for any prime power n. BIBD

(
n2, n2 + n, n, 1

)

is called an affine plane of order n; it is residual BIBD obtained from PG(2, n) by  
removing any block and removing elements of this block from the remaining blocks. 
So from each PG(2, n), one can get n2 + n + 1 differing affine planes. Union of 
all affine planes corresponding to given PG(2, n) form the set of blocks of modified 
design, introduced in [18]. 

Example 1 Let us consider cyclic projective geometry PG(2, 2) = (X, B) [12], where 

X = {0, 1, 2, 3, 4, 5, 6}, 
B = {{0, 1, 5}, {1, 2, 6}, {2, 3, 0}, {3, 4, 1}, {4, 5, 2}, {5, 6, 3}, {6, 0, 4}}. 

There are 21 blocks of modified residual design MRPG(2, 2), corresponding to 
PG(2, 2) on the same set X [18] 

B = {{0, 1}, {0, 2}, {0, 3}, {0, 4}, {0, 5}, {0, 6}, {1, 2}, 
{1, 3}, {1, 4}, {1, 5}, {1, 6}, {2, 3}, {2, 4}, {2, 5}, 
{2, 6}, {3, 4}, {3, 5}, {3, 6}, {4, 5}, {4, 6}, {5, 6}}. 

The number of blocks of MRPG(2, n) is defined by formula [18] 

|B| = (n2 + n + 1)(n + 1) 

(instead (n2 + n + 1) blocks of PG(2, n)). 

Next, consider the transversal combinatorial design. The linear transversal combi-
natorial design TD(k, n) [11] is constructed from elements of k pairwise disjoint sets 
wi containing n elements each, and consists of n2 sets Yj, j = (1, n2), each containing 
k elements. Moreover, each set Yj has exactly one element from each set wi, i = 0, 
…, k − 1, and if j /= s, then Yj and Ys have at most one common element. Thus, 
the combinatorial design TD(k, n) is defined on the set X of cardinality kn. If  n is a 
prime or a prime power, then TD(k, n) exists. Then, in the algebraic interpretation, 
the set X is the set of pairs (y, x), x ∈ X1, where X1 is the set of k elements of the 
field Fn, y ∈ Fn; the blocks of the linear transversal combinatorial design TD(k, n) 
are determined by a pair of elements (a, b) ∈ GF(n2) [11]: 

Ba,b = {(ax + b, x) : x ∈ X1}. 

To each block from TD(k, n), we associate the set of non-empty subsets of 
lower cardinality obtained from other blocks by extracting this block. Combining the 
resulting sets, we obtain the residual transversal combinatorial block design RTD(k, 
n), corresponding to TD(k, n) [19].
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Example 2 Let us consider the transversal combinatorial design TD(3, 3) = (X, B), 
where 

X = {00, 01, 02, 10, 11, 12, 20, 21, 22}; 
B = {{00, 10, 20}, {01, 11, 22}, {02, 12, 21}, {00, 11, 21}, {01, 12, 20}, 

{02, 10, 22}, {00, 12, 22}, {01, 10, 21}, {02, 11, 20}}. 

The set of blocks of corresponding residual transversal combinatorial block design 
RTD(3, 3) (there are used only blocks of the same rank) is the following 

B = {{11, 21}, {01, 12}, {02, 22}, {12, 22}, {01, 21}, {02, 11}, {00, 21}, {12, 20}, {02, 10}, 
{00, 12}, {10, 21}, {02, 20}, {10, 20}, {01, 22}, {02, 12}, {01, 10}, {00, 10}, {11, 22}, 
{02, 21}, {00, 22}, {00, 20}, {01, 11}, {12, 21}, {11, 20}, {01, 20}, {00, 11}, {10, 22}}. 

The number of blocks of so defined residual transversal combinatorial block 
design RTD(k, n) corresponding to TD(k, n) equals n3 instead of n2 blocks of initial 
TD(k, n). 

Note that the use of projective geometry keys for keys pre-distribution is limited 
by the fact that the number of elements in the block is greater than the square root 
of the number of nodes. This is the reason for the preference for using transversal 
combinatorial block designs. In order to increase the resistance to the compromise 
of keys, in [16, 17] the network is divided into cells in which different key pools are 
used. At the same time, a decrease in the number of keys in the nodes is achieved. 
Projective geometry is used for key distribution in cells and transversal combinatorial 
block designs for communication between cells. 

3 Combined Combinatorial Designs 

The system of sets (X, B) is associated with a combined system of sets (X, B, D, 
M), in which two more sets are considered. The set D of duality blocks is in one-
to-one correspondence with the set X. Duality blocks are sets of blocks containing 
an element corresponding to a given duality block. The main set M is the set of all 
distinct pairs of a form (a block, an element of the block) [20]. 

Example 3 Combined projective geometry CPG(2, 2) = (X, B, D, M) corresponding 
to PG(2, 2) is defined by sets 

X = {0, 1, 2, 3, 4, 5, 6}; 
B = {{0, 1, 5}, {1, 2, 6}, {2, 3, 0}, {3, 4, 1}, {4, 5, 2}, {5, 6, 3}, {6, 0, 4}}. 
D = {{{0, 1, 5}, {2, 3, 0}, {6, 0, 4}}, {{0, 1, 5}, {1, 2, 6}, {3, 4, 1}} , 

{{1, 2, 6}, {2, 3, 0}, {4, 5, 2}}, {{2, 3, 0}, {3, 4, 1}, {5, 6, 3}},
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{{3, 4, 1}, {4, 5, 2}, {6, 0, 4}}, {{0, 1, 5}, {4, 5, 2}, {5, 6, 3}}, 
{{1, 2, 6}, {5, 6, 3}, {6, 0, 4}}}. 

M = {({0, 1, 5}, 0), ({0, 1, 5}, 1), ({0, 1, 5}, 5) , 
({1, 2, 6}, 1), ({1, 2, 6}, 2), ({1, 2, 6}, 6), 
({3, 4, 1}, 3), ({3, 4, 1}, 4), ({3, 4, 1}, 1), 
({4, 5, 2}, 4), ({4, 5, 2}, 5), ({4, 5, 2}, 2), 
({5, 6, 3}, 5), ({5, 6, 3}, 6), ({5, 6, 3}, 3), 
({6, 0, 4}, 6), ({6, 0, 4}, 0), ({6, 0, 4}, 4)}. (1) 

The set D of duality blocks of combined modified residual design CMRPG(2, 2) 
corresponding to modified residual design MRPG(2, 2) from Example 1 

D = {{0, 1}, {0, 2}, {0, 3}, {0, 4}, {0, 5}, {0, 6}}, {{0, 1}, {1, 2}, {1, 3}, {1, 4}, {1, 5}, {1, 6}}, 
{{0, 2}, {1, 2}, {2, 3}, {2, 4}, {2, 5}, {2, 6}}, {{0, 3}, {1, 3}, {2, 3}, {3, 4}, {3, 5}, {3, 6}}, 
{{0, 4}, {1, 4}, {2, 4}, {3, 4}, {4, 5}, {4, 6}}, {{0, 5}, {1, 5}, {2, 5}, {3, 5}, {4, 5}, {5, 6}}, 
{{0, 6}, {1, 6}, {2, 6}, {3, 6}, {4, 6}, {5, 6}}. 

The main set of this combined modified residual design CMRPG(2, 2) corre-
sponding to MRPG(2, 2) is the following 

M = {({0, 1}, 0), ({0, 1}, 1), ({0, 2}, 0), ({0, 2}, 2), ({0, 3}, 0) , 
({0, 3}, 3), ({0, 4}, 0), ({0, 4}, 4), ({0, 5}, 0), ({0, 5}, 5), ({0, 6}, 0), 
({0, 6}, 6), ({1, 2}, 1), ({1, 2}, 2), ({1, 3}, 1), ({1, 3}, 3), 
({1, 4}, 1), ({1, 4}, 4), ({1, 5}, 1), ({1, 5}, 5), ({1, 6}, 1), ({1, 6}, 6), 
({2, 3}, 2), ({2, 3}, 3), ({2, 4}, 2), ({2, 4}, 4), ({2, 5}, 2), ({2, 5}, 5), 
({2, 6}, 2), ({2, 6}, 6), ({3, 4}, 3), ({3, 4}, 4), ({3, 5}, 3), ({3, 5}, 5), 
({3, 6}, 3), ({3, 6}, 6), ({4, 5}, 4), ({4, 5}, 5), ({4, 6}, 4), 
({4, 6}, 6), ({5, 6}, 5), ({5, 6}, 6)}. (2) 

Applied to the main set of combined modified residual design CMRPG(2, n), 
there is a valid formula 

|M| = (
n2 + n + 1

)(
n2 + n

)
. 

Example 4 Combined transversal combinatorial design CTD(3, 3) = (X, B, D, M) 
is defined by the sets 

X = {00, 01, 02, 10, 11, 12, 20, 21, 22}; 
B = {{00, 10, 20}, {01, 11, 22}, {02, 12, 21}, {00, 11, 21}, {01, 12, 20}, 

{02, 10, 22}, {00, 12, 22}, {01, 10, 21}, {02, 11, 20}}; 
D = {{{00, 10, 20}, {00, 12, 22}}, {{01, 11, 22}, {01, 12, 20}} ,
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{{02, 12, 21}, {02, 10, 22}}, {{00, 10, 20}, {02, 10, 22}}, 
{{01, 11, 22}, {02, 11, 20}}, {{02, 12, 21}, {00, 12, 22}}, 
{{00, 10, 20}, {02, 11, 20}}, {{02, 12, 21}, {01, 10, 21}}, 
{{02, 10, 22}, {00, 12, 22}}}. 

M = {({00, 10, 20}, 00), ({00, 10, 20}, 10}), ({00, 10, 20}, 20), . . . ,  
({02, 11, 20}, 02), ({02, 11, 20}, 11), ({02, 11, 20}, 20)}. (3) 

The set of 9 duality blocks of combined residual transversal combinatorial block 
design CRTD(3, 3) corresponding to residual transversal combinatorial block design 
RTD(3, 3) from Example 2 is 

D = {{{00, 22}, {00, 21}, {00, 12}, {00, 10}, {00, 20}, {00, 11}} , 
{{01, 12}, {01, 21}, {01, 22}, {01, 10}, {01, 11}, {01, 20}}, 
{{02, 22}, {02, 11}, {02, 10}, {02, 20}, {02, 12}, {02, 21}}, 
{{02, 10}, {10, 21}, {10, 20}, {01, 10}, {00, 10}, {10, 22}}, 
{{11, 21}, {02, 11}, {11, 22}, {01, 11}, {11, 20}, {00, 11}}, 
{{01, 12}, {12, 22}, {12, 20}, {00, 12}, {02, 12}, {12, 21}}, 
{{11, 21}, {01, 21}, {00, 21}, {10, 21}, {02, 21}, {12, 21}}, 
{{02, 22}, {12, 22}, {01, 22}, {11, 22}, {00, 22}, {10, 22}}}. 

The main set of this combined residual transversal combinatorial block design 
CRTD(3, 3) consists of 54 pairs 

M = {({11, 21}, 11), ({11, 21}, 21), . . . ,  ({10, 22}, 10), ({10, 22}, 22)}. 

Applied to the main set of combined modified residual transversal combinatorial 
design corresponding to transversal combinatorial design TD(2, k, n), there is a valid 
formula 

|M| = kn3 . 

4 Capturing of Uncompromised Key 

To implement the attack of capturing an uncompromised key described in the intro-
duction, it is necessary to know the compositions of the dual blocks. This is achieved 
by algorithms for block numbering, calculating a block with a given number, and 
calculating a set of block numbers that make up a dual block corresponding to a 
given element (key). These algorithms, as applied to projective geometries, Steiner 
triplets, and linear and quadratic transversal combinatorial designs, are given in the
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author’s papers [20, 21]. Examples of dual blocks that can be used to implement this 
attack are given in Sect. 3. 

5 Scaling Based on Combined Combinatorial Designs 

In Sect. 2, a well-known scaling technique was implemented based on the use of 
residual combinatorial block designs. Let us show that a significant increase in scaling 
is possible based on combined combinatorial designs. We will build a network on a 
set of nodes corresponding to the elements of the main set of the combined block 
design. Then the number of nodes will be k times greater than the number of blocks 
in the original block design, where k is the number of block elements. We construct 
the network structure as a composition of fully or partially connected networks of 
two types. Subnets of the first type, let’s call them internal networks, are built on a 
set of nodes represented by pairs with the same first elements, and subnets of the 
second type (external) are built on sets of nodes with the same second elements. 
Those internal networks correspond to blocks of the original design, and external 
subnets correspond to its duality blocks. 

Example 5 On the main set (1) of combined projective geometry CPG(2, 2), one 
can construct the network (see Fig. 1) with 7 internal subnets with a structure of K3 

(italicized numbers) 

{({0, 1, 5}, 0), ({0, 1, 5}, 1), ({0, 1, 5}, 5)}, 
{({1, 2, 6}, 1), ({1, 2, 6}, 2), ({1, 2, 6}, 6)}, 
{({2, 3, 0}, 2), ({2, 3, 0}, 3), ({2, 3, 0}, 0)}, 
{({3, 4, 1}, 3), ({3, 4, 1}, 4), ({3, 4, 1}, 1)}, 
{({4, 5, 2}, 4), ({4, 5, 2}, 5), ({4, 5, 2}, 2)}, 
{({5, 6, 3}, 5), ({5, 6, 3}, 6), ({5, 6, 3}, 3)}, 
{({6, 0, 4}, 6), ({6, 0, 4}, 0), ({6, 0, 4}, 4)}.

and 7 external subnets with the same structure (in Fig. 1, their nodes are connected 
by dotted lines) 

{({0, 1, 5}, 0), ({2, 3, 0}, 0), ({6, 0, 4}, 0)}, 
{({0, 1, 5}, 1), ({1, 2, 6}, 1), ({3, 4, 1}, 1)}, 
{({1, 2, 6}, 2), ({2, 3, 0}, 2), ({4, 5, 2}, 2)}, 
{({2, 3, 0}, 3), ({3, 4, 1}, 3), ({5, 6, 3}, 3)}, 
{({3, 4, 1}, 4), ({4, 5, 2}, 4), ({6, 0, 4}, 4)}, 
{({0, 1, 5}, 5), ({4, 5, 2}, 5), ({5, 6, 3}, 5)}, 
{({1, 2, 6}, 6), ({5, 6, 3}, 6), ({6, 0, 4}, 6)}.
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Fig. 1 The network with the 
structure of combined 
projective geometry CPG(2, 
2) (Example 3). It contains 
21 nodes. Numbers of 
internal subnets are shown in 
italics, external subnets are 
shown by dotted lines. In 
cycles are given the numbers 
of external subnets 
containing this node

Example 6 On the main set (2) of combined modified residual design CMRPG(2, 
2) from Example 3, one can get 21 internal subnets with structure K2 

{({0, 1}, 0), ({0, 1}, 1)}, {({0, 2}, 0), ({0, 2}, 2)}, 
{({0, 3}, 0), ({0, 3}, 3)}, {({0, 4}, 0), ({0, 4}, 4)}, 
{({0, 5}, 0), ({0, 5}, 5)}, {({0, 6}, 0), ({0, 6}, 6)}, 
{({1, 2}, 1), ({1, 2}, 2)}, {({1, 3}, 1), ({1, 3}, 3)}, 
{({1, 4}, 1), ({1, 4}, 4)}, {({1, 5}, 1), ({1, 5}, 5)}, 
{({1, 6}, 1), ({1, 6}, 6)}, {({2, 3}, 2), ({2, 3}, 3)}, 
{({2, 4}, 2), ({2, 4}, 4)}, {({2, 5}, 2), ({2, 5}, 5)}, 
{({2, 6}, 2), ({2, 6}, 6)}, {({3, 4}, 3), ({3, 4}, 4)}, 
{({3, 5}, 3), ({3, 5}, 5)}, {({3, 6}, 3), ({3, 6}, 6)}, 
{({4, 5}, 4), ({4, 5}, 5)}, {({4, 6}, 4), ({4, 6}, 6)}, 
{({5, 6}, 5), ({5, 6}, 6)}. 

and 7 external subnets of structure K6 

{({0, 1}, 0), ({0, 2}, 0), ({0, 3}, 0), ({0, 4}, 0), ({0, 5}, 0), ({0, 6}, 0)}, 
{({0, 1}, 1), ({1, 2}, 1), ({1, 3}, 1), ({1, 4}, 1), ({1, 5}, 1), ({1, 6}, 1)}, 
{({0, 2}, 2), ({1, 2}, 2), ({2, 3}, 2), ({2, 4}, 2), ({2, 5}, 2), ({2, 6}, 2)}, 
{({0, 3}, 3), ({1, 3}, 3), ({2, 3}, 3), ({3, 4}, 3), ({3, 5}, 3), ({3, 6}, 3)}, 
{({0, 4}, 4), ({1, 4}, 4), ({2, 4}, 4), ({3, 4}, 4), ({4, 5}, 4), ({4, 6}, 4)},
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{({0, 5}, 5), ({1, 5}, 5), ({2, 5}, 5), ({3, 5}, 5), ({4, 5}, 5), ({5, 6}, 5)}, 
{({0, 6}, 6), ({1, 6}, 6), ({2, 6}, 6), ({3, 6}, 6), ({4, 6}, 6), ({4, 6}, 6)}. 

Example 7 On the main set (3) of combined transversal combinatorial design CTD(3, 
3) from Example 4, one can get 9 internal subnets with structure K3 

{({00, 10, 20}, 00), ({00, 10, 20}, 10), ({00, 10, 20}, 20)}, 
. . . ,  

{({02, 11, 20}, 02), ({02, 11, 20}, 11), ({02, 11, 20}, 20)} 

and 9 external subnets with the same structure 

{({00, 10, 20}, 00), ({02, 10, 22}, 00), ({00, 12, 22}, 00)}, 
. . . ,  

{({01, 11, 22}, 22), ({02, 11, 20}22,), ({00, 12, 22}, 22)}. 

Example 8 On the main set (4) of combined modified residual transversal combi-
natorial design CRTD(3, 3) from Example 4, one can get 27 internal subnets with 
structure K2 

{({11, 21}, 11), ({11, 21}, 21)}, {({01, 12}, 01), ({01, 12}, 12)},  . . .  
. . . ,  {({00, 11}, 00), ({00, 11}, 11)}, {{10, 22}, 10), ({10, 22}, 22)} 

and 9 external subnets of structure K6 

{({00, 21}, 00), ({00, 12}, 00), ({00, 10}, 00), ({00, 22}, 00), ({00, 20}, 00), ({00, 11}, 00)}, 
{({01, 12}, 01), ({01, 21}, 01), ({01, 22}, 01), ({01, 10}, 01), ({01, 11}, 01), ({01, 20}, 01)}, 
{({02, 22}, 02), ({02, 11}, 02), ({02, 10}, 02), ({02, 20}, 02), ({02, 12}, 02), ({02, 21}, 02)}, 
{({02, 10}, 10), ({10, 21}, 10), ({10, 20}, 10), ({01, 10}, 10), ({00, 10}, 10), ({10, 22}, 10)}, 
{({11, 21}, 11), ({02, 11}, 11), ({11, 22}, 11), ({01, 11}, 11), ({11, 20}, 11), ({00, 11}, 11)}, 
{({01, 12}, 12), ({12, 22}, 12), ({12, 20}, 12), ({00, 12}, 12), ({02, 12}, 12), ({12, 21}, 12)}, 
{({12, 20}, 20), ({02, 20}, 20), ({10, 20}, 20), ({00, 20}, 20), ({11, 20}, 20), ({01, 20}, 20)}, 
{({11, 21}, 21), ({01, 21}, 21), ({00, 21}, 21), ({10, 21}, 21), ({02, 21}, 21), ({12, 21}, 21)}, 
{({02, 22}, 22), ({12, 22}, 22), ({01, 22}, 22), ({11, 22}, 22), ({00, 22}, 22), ({10, 22}, 22)}. 

The network structures described in this section have important properties: 

– sets of nodes of internal subnets form a partition of the set of all nodes into subsets 
of the same cardinality; 

– similarly, the sets of nodes of external subnets also form a partition of the set of 
all nodes into subsets of the same cardinality; 

– each network element is an element of some internal and some external subnets.
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Table 1 Numbers of net and subnet nodes 

PG(2, n) CPG(2, n) MRPG(2, n) CMRPG(2, n) 

Net
(
n2 + n + 1

) (
n2 + n + 1

)
(n + 1)

(
n2 + n + 1

)
(n + 1)

(
n2 + n + 1

)(
n2 + n

)

Internal 
subnet 

– n + 1 – n 

External 
subnet 

– n + 1 –
(
n2 + n

)

Table 2 Numbers of net and subnet nodes 

TD(2, k, n) CTD(k, n) RTD(k, n) CRTD(k, n) 

Net n2 kn2 n3 kn3 

Internal subnet – k – k − 1 
External subnet – n – (k − 1)n 

From a key pre-distribution perspective, these properties allow different key pools 
and different combinatorial models to distribute keys across subnets. For example, 
smaller subnets can use projective planes, and higher subnets use transversal combi-
natorial designs (as in [16, 17]). Each node uses two sets of keys to communicate on 
its respective internal and external subnets. This achieves a decrease in the amount 
of memory required for storing keys and also protection against the compromise of 
keys. At this stage of scaling, the nodes use key pools of the same capacity, and 
key pools are protected from mutual compromise. In Tables 1 and 2, there are given 
numbers of nodes in considered nets and their separate subnets. 

6 Conclusion 

In this chapter, we consider two important practice problems of capturing an uncom-
promised key and scaling a computer network whose structure corresponds to a 
combinatorial design. For the first of them, a set of nodes containing the key of 
interest to the invader is determined. For the second, there are used fully or partially 
connected, subnets the composition of which is determined by blocks of combina-
torial design. The inside connections are supplemented by external connections of 
computers corresponding to the same elements of the blocks. Algorithmically, the 
solution is achieved based on the concept of a combined combinatorial block design 
when a set of duality blocks is used along with a set of blocks. This made it possible, 
by scaling the sets of elements of two well-known combinatorial schemes, to build 
new, larger-scale network structures that have properties characteristic of the prac-
tice of preliminary key distribution. We also obtained the number of nodes in such 
network structures and in their subnets corresponding to blocks and dual blocks.
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Video Conferencing Subsystem 
of the Secure Serverless Internet 
(TheOoL.Net) 

A. V. Nenashev and A. Yu. Tolstenko 

Abstract The article discusses prerequisites for the development of the private 
serverless internet with a built-in super secure video and audio communications 
subsystem featuring the possibility of holding conferences with three or more partic-
ipants. A brief description of the principles underlying the private serverless internet 
architecture is given, which, in addition to its overlay data transfer protocol, includes 
serverless hosting, cloud computing, serverless search engine, as well as an integrated 
payment system. A simplified graphical model of the architecture and operation of 
the serverless super secure video and audio communications subsystem is presented. 
The basic modes of its operation and the methods for ensuring the security and 
privacy of conversations and correspondence are reviewed. 

Keywords Parametric synthesis · Automatic control system · PID controller ·
Modal method · Poles · Transient characteristic 

1 Introduction 

The recent processes of merging the virtual space of the internet reflecting the mental 
space of individuals and society [1], not only with the global financial system and the 
social management system, but also through IoT (the Internet of Things) and IoE (the 
Internet of Everything), with control systems for technical objects in the physical 
world, result in the merging of virtual space and real space [2, 3]. This has been espe-
cially visible since 2020 thanks to COVID-19 pandemic and the global lockdown, 
which had substantially accelerated the process of creating remote jobs and their 
automation [4]. As a result, there has been an explosive growth in the demand for the 
internet communication services and secure remote access to corporate information
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systems, and significantly increased demand for information security [5]. In fact, 
the information security market has been growing continuously for at least the past 
twenty years at an annual average of 7%, which was the economic rationale for the 
development of the secure serverless internet (TheOoL project) and the serverless 
secure videoconferencing system as its integral part. 

The technical prerequisites for the project were, for one thing, the inherent vulner-
abilities of networks based on TCP/IP stack of protocols, which were initially open 
and decentralized [6–8] and which offer a wide array of built-in capabilities for web 
intelligence at the third to seventh layers of the OSI/ISO [7, 9–14] model imple-
mentation and acquisition of information about operating systems and applications 
running on specific network nodes and their hardware in order to identify potentially 
vulnerable components. For another, their inconsistence with the architecture of most 
mod ern-day data storage and processing systems that are designed and engineered 
as centralized systems [15]. It is obvious that such possession of information about 
the software- and hardware composition of network nodes and network topology 
implies significant information security risks [3, 16–18], and these risks materialize 
with amazing regularity [19–22]. 

Several dozen companies and informal development teams have been working 
on solving the security problems of networking as part of Web 2.0 [23] concept. In 
our view, the developers of I2P [24] ‘invisible internet’ project came up with the 
best solution for the development of private, overlay internet traffic network, which 
despite a number of well-known vulnerabilities [24, 25] ensures high level of internet 
traffic security, unlike its direct competitor—TOR project [26], the vulnerabilities 
of which allow to solve the problem of secure connection compromise using limited 
resources [27–31]. Despite popular appeal of remote work, which is rather impos-
sible without videoconferencing, there are virtually no public systems for private 
video communications. Existing commercial services are uniformly designed with 
centralized architecture with complete traffic decryption on the server side [32], 
which in itself is a vulnerability from the standpoint of a customer, especially in case 
of confidential conversations. Effectively, owners of the most widely used systems, 
including ZOOM, Skype, etc., as well as their employees have full access to conver-
sations of their customers. We believe the second source of threat to customer privacy 
in such videoconferencing systems is the centralized services for the generation and 
management of cryptographic key and certificates they use. The problem is that, 
in addition to customers involved in conversations, the owners and maintenance 
teams of such cryptography services, to a varying degree, have the certificates and 
keys as required to the decryption of video conference traffic, and this substantially 
raises the possibility of interception of such conversation by the relevant owners or 
maintenance staff. In general our analysis of currently available solutions for private 
networks revealed a number of shared problems: Slow access to content as compared 
with the ‘open internet’; lack of trusted private hosting, which means that for their 
protected resources one has to use servers and data links with inferior capacity; lack 
of trusted protocols for setting up search directories, which results in the use of 
centralized services, the registration in which entails disclosure of information about
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topology of the network and geographic location of the servers; the problem of secu-
rity of audio and video communications has no solution at the time of writing this 
article. In our view, the solution to the above mentioned problems lies in the transi-
tion from Web 2.0 paradigm to Web3/Web 3.0 [33, 34] paradigm, i.e. the transition 
from topology-oriented, centralized service architecture to its complete decentral-
ization. In this paradigm, implementation of this video and audio communications 
system is a separate challenge, as it requires a high capacity and security subsystem 
for distributed computing, complex and time-efficient cryptography, as well as a 
trusted traffic dispatch and routing system. Yet if implemented this subsystem would 
allow for restricting access to cryptographic keys and certificates to participants 
of the respective videoconferences thereby significantly reducing the likelihood of 
interception of conversations by eliminating every other party from the operation 
of such video and audio communications, except for the immediate participants of 
conversations. The use of the distributed computing system makes it possible to 
further enhance conversation privacy due to planned migration of the components of 
a decentralized video server to randomized network nodes. 

2 The Decentralized Internet by TheOoL 

As the private video and audio communications system (“SoPVAC”) is not a stan-
dalone product but rather a subsystem within the ecosystem of TheOoL private decen-
tralized internet [35] it is difficult to describe this system without a brief over view 
of the architecture and functionality of TheOoL ecosystem. TheOoL is a variation 
of the implementation of the internet in Web3 paradigm [34] with Web 3.0 elements 
[33], and it is primarily focused on ensuring privacy for the network members, which 
implies the possibility of complete suppression of digital footprint or generation of a 
false trail under complete control of the user, the user’s total and exclusive possession 
of all the cryptographic keys and the user’s sole right to govern any data as generated in 
the course of their activity. In TheOoL network there are no server owners or service 
owners; it is a completely serverless, peer-to-peer distributed system managed by 
algorithms, which implement the processes of operation and supply of the network 
resources in the form of a decentralized autonomous organization or DAO [36]. On 
the engineering side, TheOoL is a geographically distributed, high-end automated 
queuing network [37]. At the logical level, it is a data and computing cloud based on 
the private and secure decentralized ecosystem (“PSDE”) (Fig. 1) under pinned by 
the following principles: 

• Direct user interaction with user information via rank-order information card file. 
• Robustness of user information and impossibility of its dissemination, modifica-

tion or deletion without consent of the information owner or persons authorized 
by the owner. 

• Availability of user information via the automated, decentralized, information 
custom card file.
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• Controllability of user information, which implies total control over the user’s 
digital footprint on the user side and impossibility of data acquisition by anyone 
else. 

• Storage of user information ‘everywhere and nowhere.’ This means maximized 
decentralization and fragmentation between the executing nodes of user data and 
the algorithms executed. 

• Abstraction of users from metadata, technical information, topology or the 
network operation processes. 

• Concealment of metadata and technical information from users. 

TN TheOoL software is the same, and its meaning at a particular point of time 
is automatically defined by PSDE algorithms depending on requirements of the 
network. TN can simultaneously play several roles (Table 1). 

TN TheOoL software is the same, and its meaning at a particular point of time 
is automatically defined by PSDE algorithms depending on requirements of the 
network. TN can simultaneously play several roles. TN can simultaneously play

Fig. 1 The architecture of 
private and secure 
decentralized internet 

Table 1 Roles of the nodes 

# Role Function 

1 AN (abonent node) Designed for direct interaction of a user 
and PSDE 

2 TN (technical nodes) 

2.1 SCN (storage & computational node) Direct execution of distributed 
computational problems and distributed 
data storage 

2.2 MN (metadata node) Working with metadata of a distributed 
database stored and processed in SCN 
network 

2.3 DLCN (distributed ledger consensus node) Nodes executing algorithms of the 
distributed ledger consensus [38–40] 
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several roles. The architecture of PSDE node software includes four (4) layers (Fig. 2). 
The components are located in nodes of the system in accordance with the location 
map of software components of PSDE four-layer architectures (Table 2). Software 
components are distributed as operation of PSDE user functions and as a possibility 
to control and manage TN hardware on the side of their owners. 

That said, execution of the main principles of PSDE development is ensured, 
namely complete concealment of metadata and topology of data storage, and fully 
automated maintenance of PSDE software and the data serviced.

Table 2 Location map of the software architecture components on PSDE nodes 

Layer 
No. 

Architecture 
layer 

Component 
ID 

Component Abonent 
node 

Technical node 

SCN MN DLCN 
SSN 

1 User 
application 
management 
layer 

1.1 User workflows 
controller 
(UWFC) 

Y SA SA SA SA 

2 Local node 
management 
layer 

2.1 User data 
controller (UDC) 

Y SA SA SA SA 

2.2 User 
computations 
controller (UCC) 

Y N N N SA 

3 Network 
data access 
layer 

3.1 Serverless 
security engine 
(SSE) 

N N Y Y N 

3.2 Serverless data 
search engine 
(SDSE) 

N N Y N Y 

3.3 Cloud 
computations 
engine (CCE) 

N Y Y Y N 

4 Network 
data 
processing 
layer 

4.1 Serverless 
network 
autoconfiguration 
& 
automanagement 
engine 
(SNA&AE) 

N LM Y Y LM 

4.2 Data transmission 
& storage  
protocol 
(DT&SP) 

N Y Y Y Y 

4.3 Serverless cloud 
computations 
protocol (SCCP) 

N Y Y Y N 

Y Available, N Not available, SA Specialized application, LM Local module
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Fig. 2 PSDE software architecture

The engine of PSDE serverless security and management system is TheOoL 
distributed ledger (blockchain). It contains two interrelated distributed database: 
Data base security descriptor for the Serverless Data Security Engine (Fig. 2) that 
ensures control over data access; PS database and database for smart contracts— 
scripts which manage user interaction with PSDE. Every task PSDE receives from 
users is a smart contract (special script) that defines roles and rewards of specific 
PSDE nodes in the scope of that task. In accordance with this script a major user task 
is divided into a set of minor process tasks (TT (“Tech Task”)) which are assigned 
a node executor and rewards for execution of each TT. In the real world, rewards 
are given to owners of the corresponding hardware nodes that have no access to the 
execution process, as well as any information about TT. 

MN network services the distributed ledger database. This network not only 
contains blocks and smart contract scripts but is also responsible for managing data ad 
dresses and their conversion from address space of a certain subsystem into address 
space of a different subsystem. In fact, data addresses in the subsystems of 4th layer 
architecture differ from their presentation in the subsystem of 3rd layer architecture. 
This is done in order to enhance implementation of the sixth and seventh principles of 
PSDE. Here MN network plays the role of a secure transcriber that ensures maximum 
abstraction and concealment of the topology of data storage and processing from any 
network member. 

To some extent MN represents points of vulnerability from the standpoint of the 
possibility of breaching the aforesaid principles. This is why assignment to any TN 
the function of MN takes place in a random manner; MN infinitely migrates into TN
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networks; data on MN are encrypted, while the very address mappings are stored on 
different MN, i.e. SDSE encrypted link and its matching DT&SP encrypted link are 
stored on different MN, and these MN are, with high probability, owned by different 
persons or entities in the real world. 

DLCN network has been set up in a comparable way and for the same reason; 
in this network algorithms of the consensus responsible for ensuring legitimacy of 
data alteration in distributed ledgers, are executed. In order to apply and alter secu-
rity descriptors we use secure and reliable Proof Of Work (PoW) consensus algo-
rithm [38] which is modified to as to eliminate competitive growth of computational 
complexity, which is typical of other PoW networks and which eliminates excessive 
power consumption as required to support the consensus in TheOoL network. One 
of the implementations of Proof of Stake (PoS) algorithm [39, 40] was selected as 
the consensus algorithm for the distributed ledger of smart contracts in payments. 
However, it should not be understood that two separate consensus algorithms are 
used in TheOoL network. In fact, we use a hybrid of PoW and PoS, which oper-
ates as an inseparable mechanism ensuring double validation of the most important 
entries in the distributed ledger, namely entries about payments and changes in the 
security descriptors. Technical metadata (entries about physical location of parts 
of data or task executor nodes as part of distributed computing) are serviced by 
PoW only. Double validation is re quired in order to significantly reduce the proba-
bility of success of distributed ledger attacks [41]. Encryption and computer gener-
ated signatures in TheOoL distributed ledger are executed using the well-proven 
(for instance, in Bitcoin network cryptography [38]) elliptic curves (ECC) [42, 43] 
featuring SECP521R1 elliptic curve. 

3 The Serverless Videoconferencing System 

In order to implement SoPVAC (Fig. 3) we use the components 1.1 and 2.2 in 
AN and the components 3.1, 3.3 and 4.3 in TN network. In AN (UI) SoPVAC user 
interface is executed and interacted with a group of virtual servers—SoPVAC routers, 
which are automatically created and executed in TN PSDE network for each specific 
videoconference within the scope of one specific smart contract. TN network can be 
represented as a multitude of nodes: 

St ≡ Sm ∪ Sd ∪ Ss ∪ Sss ≡
{
X1 . . .  Xi . . .  Xξ

}
, Xi = {a, b, c}, i = 1 . . . ξ (1) 

where Sm—MN multitude, Sd—DLCN multitude, Ss—SCN multitude, Sss—SSN 
multitude, ξ—total number of TN in PSDE, Xi —multitude of parameters of a specific 
TN [37] which are essential for the operation of SoPVAC and which includes a— 
number of white spaces in the queue, b—node performance index, and c—available 
space in disk subsystem of the node.

Decentralized applications or DApps responsible for operation of the search 
system (“SDSE”) and the data storage system (“DT&SP”) ensure uploading on AN
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Fig. 3 SoPVAC architecture

the list of contacts and current version of the local application SoPVAC (“AN UI”) 
which interacts via UWFC (Table 2) with the videoconference virtual router and 
SoPVAC DApp (“CDApp”). 

In order to support SoPVAC 2 indexes are maintained for each user—the 
subscriber list in SDSE: A—the list of abstract subscribers (AA) registered as 
SoPVAC users; Ao—the list of AA with the status ‘online’ and ‘available.’ Let’s 
define the sets A and Ao: 

A = {a1 . . . .an}, Ao = {a1 . . .  ak}, ai =
{
idi , ti , Qs 

i , t
max 
i

}
(2) 

where ai —subscriber in the list attributed by lifetime ti , tmax 
i —maximum storage 

time, steady-state public key ECC Qs 
i and the unique identifier idi , and the range of 

i index change is defined by appurtenance to one or another list: 

i = 1 . . .  n
∣∣ai ∈ A, i = 1 . . .  k

∣∣ai ∈ A0 

AN UI node contains a multitude of subscribers registered in the node, which we 
define as: 

U = {u1 . . .  ur }, u j =
{
id j , ds 

j , Q
s 
j

}
, Qs 

j = ds 
j · G, j = 1 . . .  r (3) 

where id j —unique identifier of a subscriber, ds 
j —steady-state private key of a 

subscriber, Qs 
j —steady-state public key of a subscriber, G—anchor point of the
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elliptic curve which is common for PSDE network, r—number of subscribers 
serviced by specific AN UI. 

Only SDSE and AN UI are responsible for managing the first list. For each 
subscriber the following functionality is executed:

{
t j = 0|id  j ∈ A

}
,
{
f : U →

{
a =

{
id  j , t j = 0, Qs 

j , t
max 
j

}
∈ A

}
|id  j /∈ A

}
, j = 1 . . .  r 

in the multitudes (2, 3). Put it in other way, when AN UI is launched the node 
checks availability of the entries about u j in the multitude A registered in the node. 
If subscribers are registered AN UI messages SDSE to clear time taking since the 
last connection. Otherwise the procedure of registration of new AA is launched in 
SDSE indexes. During registration a user sets the maximum value for connection 
timeout. This parameter defines the period, during which SDSE stores information 
about the registered AA and their related data in the cloud storage. When this value is 
reached all the information is automatically deleted, and subsequent AA connections 
are executed as new ones. 

Since the second list requires consistent monitoring of subscriber activity it is 
manager—in addition to SDSE and AN UI—by computation processes launched 
within CDApp. AN UI activated by a user gets connected with CDApp modules on 
MN known to it, then it updates the list of available MN and notifies CDApp module 
in MN about conversion of AA registered in it into the status ‘online’ and ‘available’ 
specifying the user groups that will have access to this information. CDApp synchro-
nizes information about subscriber activation via SDSE indexes which are publicly 
accessible in the corresponding groups or in SDSE public index, if a subscriber 
needs to interact with a wide range of counterparties unknown to the user. An entry 
in SDSE remains active for 2 min, after which SDSE automatically deletes the entry 
if its lifetime is not extended, while the status of abstract subscribers registered in 
the corresponding AN UI is converted to ‘offline’ status. After that CDApp assigns 
two monitoring MN (CMN) from (1) to the node with AN UI, the task of which is 
to extend lifetime of the subscriber’s entry in SDSE: 

f : Sm →
{
{CMN1, CMN2}|max 

a,b 
Sm

}

The entry about CMN assigned to the subscriber is also entered in SDSE. This 
is necessary as it is CMN that ensures communications of the subscriber with 
other SoPVAC network members. For each n subscriber in the multitudes (2, 3) 
the following functionality is executed: 

f : U → {
a = {

id j , t j = 0, Qs 
j , t

max 
j = 2, {CMN1, CMN2}

} ∈ Ao
}|id j /∈ Ao, 

j = 1 . . .  k 

CMN obtain the designation of the subscriber once per 1 min and, if connection 
is established with the corresponding AN UI, it extends lifetime of the entry about
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activity of abstract subscribers in SDSE indexes. Moreover, CMN under no circum 
stances receives or processes audio and video streams or any text messages of the 
messenger. CMN objectives include setting initial connection; call initialization; and 
initialization of the videoconference virtual routers. 

Even though CMN, out of necessity, has information about a client identifier on 
the transport layer of ISO/OSI model it does not provide for any possibility of user 
compromise and deanonymization because TheOoL network uses I2P as its transport 
layer, since CMN in this case does not know the client’s I2P ID but I2P ID tunnel 
router [24] which is the closest to CMN. This router is generally an I2P network 
node which, firstly, is not necessarily a TheOoL node and, secondly, is automatically 
replaced once every 10 min (a default value). Therefore CMN remain unchanged for 
a subscriber as long as there are active, except when CMN operation is terminated. 
The following two scenarios are possible in this case: 

1. At least one (1) CMN is available. In this case PSDE automatically allocates a 
new CMN to replace the one that failed. 

2. All the CMN are switched off. In this case an AN UI client initiates the algorithm 
of initial connection, receives the new CMN pair, and generates the new entry 
about availability. 

In order to maintain SoPVAC availability one must only have one CMN, an addi-
tional one is introduced into the system in order to enhance its fault tolerance. Once 
AN UI is launched and CMN is allocated a user is ready to send text messages to 
users via the local messenger in p2p mode from the list permitted to them in SDSE 
index in the status ‘available’ and the user is able to make voice and video calls to 
them. That being said, no call or conversation data can be saved, including locally, 
and there is also no possibility for delayed communication, for example, for a user 
to send text messages in ‘offline’ mode. 

Implementation of [44] Real-time Transport Protocol (RTP) [45] in p2p mode is 
responsible for processing multimedia in SoPVAC. This protocol is widely used for 
the transmission of multimedia files in ‘online’ mode; it is well documented and has 
no essential features for the application in SoPVAC. By comparison, the procedure of 
videoconference initialization, data transfer, and data processing should be described 
in greater detail. 

In order to start a videoconference a subscriber that initiates the videoconference 
selects other participants of the videoconference from the list of available subscribers 
and sends them requests for connection (“the handshaking request”). SoPVAC exe 
cutes the procedure of checking availability of subscribers via CMN allocated to 
them. After that subscribers with validated active status receive the handshaking re 
quest. If they accept the request the procedure is executed for the generation and 
transfer of the relevant session encryption keys using point-to-point protocol based 
on Diffie-Hellman algorithm [43] (the handshake). ECC [42] protocol is used as 
an asymmetric protocol along with the generation of ephemeral key pairs [43] to  
compute secrets and steady-state key pairs as registered for AA in SDSE to ensure 
operation of the digital signature algorithm. And for traffic encryption, with the help 
of the relevant session encryption key, we apply the Advanced Encryption Standard
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(AES) [46]. We selected this standard due to its high cryptographic robustness and, 
at the same time, low computational complexity of the algorithm, which is especially 
important when processing multimedia streams in online mode. In fact, this means 
AES operates fast enough so as to exclude any significant delays in the transmission of 
audio and video data, thanks to the execution of encryption/decryption procedures. 
Still, at the time of writing this article there is only one known algorithm for the 
implementation of AES attack—the so-called algebraic attack described by Niels 
Ferguson [47] in 2001. This attack, however, has never been actually performed. 
And its invalidity was proven at a later stage [48]. Other attacks are related with 
specific implementations of AES. They are complex for the most part and hardly 
realized into practice [46]. 

A tuple of 10 session keys is generated during the handshake for each participant 
of a videoconference; these keys are used one-at-a-time during the communication 
session for AES encryption of multimedia traffic and text messages sent by the 
messenger. The key tuples of each participant, encrypted with the ECC common 
secret, are provided to the remaining participants of the videoconference. 

AN UI of the videoconference host randomly defines the position number of the 
encryption key in the tuple, which is common for all the participants and which is 
provided to all the participants. In the course of 5 min the participants use the key 
to encrypt their outbound traffic, which key is located in the position computed this 
way in the key tuple generated by them. Upon expiry of this time AN UI of the 
videoconference host generates and transmits the new position number and provides 
the same to other participants of the videoconference. Thus, what is transmitted in 
The OoL network is data streams encrypted with keys which are different for each 
videoconference participant, and such keys are randomly replaced every 5 min. AN 
UI of the videoconference host randomly defines the position number of the encryp-
tion key in the tuple, which is common for all the participants and which is provided 
to all the participants. In the course of 5 min the participants use the key to encrypt 
their outbound traffic, which key is located in the position computed this way in the 
key tuple generated by them. Upon expiry of this time AN UI of the videoconference 
host generates and transmits the new position number and provides the same to other 
participants of the videoconference. Thus, what is transmitted in TheOoL network 
is data streams encrypted with keys which are different for each videoconference 
participant, and such keys are randomly replaced every 5 min. In case there are two 
(2) subscribers in a videoconference SoPVAC creates no entities directly related 
with the videoconference. Data transmission is executed p2p between nodes of the 
conversation participants who keep two (2) tuples of AES keys and maintain open 
one inbound encrypted data stream and one outbound encrypted data stream via I2P 
network. It is fundamentally important that these are different streams transmitted 
via different I2P tunnels. Where there are n > 2 participants of a videoconference 
SoPVAC provides for 3 op erating modes. In the first mode (Fig. 4a) the host and 
all the participants set up direct p2p connections between each other. This option for 
a multiple user videoconference requires that the network connection bandwidth of 
each AN UI equals 2n (n inbound and outbound ones) and this implies additional 
load on the subscriber nodes, which in this scheme independently send out traffic
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to the participant networks. This means high network load, I2P usage charges (for 
security of the transport layer), which shifts the function of a multicast router to the 
client node. The key advantages of this scheme include its low cost as no additional 
resources are used in PSDE cloud, and enhanced security as there are no gate-keepers 
in the course of data transmission and processing. 

In the first mode, SoPVAC may be quite efficient, even in case of mediocre network 
connection where users resort to a voice conference. Broadband network connection 
is required for efficient video stream processing. To restrict traffic SoPVAC provides 
for operation using the videoconference virtual routers (VRC). 

In the second mode, AN UI host addresses CDApp via CMN, and in SCN network 
(Table 1) the videoconference virtual router is created (VRC). Its main function 
is to harvest data streams from videoconference participants and to redirect them 
to receivers. In this mode VCR does not have encryption keys; it merely receives 
encrypted data streams from the videoconference participants and transmits them as 
intended. Thanks to VCR the number of simultaneously open multimedia streams 
in the sub scriber node is reduced to n + 1 (n inbound and 1 outbound one), in 
other words, in this mode VCR is a multicast router. Thus, requirements to the speed 
of AN UI network connection is cut in half, due to insignificant reduction in the 
level of conversation privacy. Here we have an intermediary node which executes the 
VCR process, and the entire videoconference traffic goes via this node. A potentially 
compromised owner of the intermediary is able to intercept the traffic; however, the 
owner is not able to read the traffic because the owner lacks the relevant encryption 
keys.

Fig. 4 SoPVAC multiple user conferences: a simple p2p; b with VRC 
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And, finally, the third operating mode implies that VCR, in addition to its routing 
function, processes the inbound multimedia traffic for participants of the videocon-
ference. This means VCR gets the encryption keys on par with the remaining partici-
pants of the videoconference. The ECC key pair as used by VCR to encrypt AES keys 
is the SCN owner’s pair, and this is where VCR software process is launched. The 
process of AES key dissemination is altered several times. VCR generates only one 
(1) AES key. Each client transmits only one (1) (active) key from the VCR-generated 
tuple. Tuples with AES keys are not transmitted between the clients. 

VCR harvests multimedia streams from the videoconference participants, gener-
ates a single stream made of them, encrypts the resulting stream using its key, and 
then shares it with all the videoconference participants. Thus, VCR gets full access 
to the conversation without reducing the load on AN UI to two (2) multimedia 
streams, thereby reducing requirements to the network connection and hardware of 
the subscriber node, thanks to the steep decrease in the level of conversation privacy. 

Yet another downside of VCR operating modes is the overall deterioration of fault 
tolerance of SoPVAC videoconferences, since VCR outage automatically terminates 
a videoconference for all its clients. To tackle this problem, as well as to mitigate the 
risk of conversation interception relating to each videoconference, three (3) VCRs 
are simultaneously assigned in SoPVAC (primary, backup, and standby one). They 
operate in the network of ‘floating virtual servers’ (“FVS”). In total, PSDE assigns 
from (1) a list of 10 SCN for VCR operation, the already familiar FVS f : Ss →{
V = {v1, . . . , v10}| max 

a,b 
Ss

}
. Initially two servers are randomly selected among 

them random(V ) = {
vr 1, v

r 
2

}
. The primary VCR is elevated to vr 1, which gets the 

first keys and starts to service the videoconference. The backup VCR is elevated to 
vr 2, which gets the first keys and—5 min later—the second encryption keys for the 
videoconference. vr 2 does not service the videoconference during the first 5 min; it 
receives all the videoconference information from vr 1. AN UI maintain ‘light contact’ 
with the backup VCR via its CMN, and in case the primary VCR is disconnected 
they immediately switch to it. CDApp begins to monitor availability of the remaining 
FVS. These eight (8) SCN generate the third V r 3 = V \{vr 1, vr 2

}
, which replaces the 

distributed VCR. VCR passive processes are executed in V r 3 nodes; they get CMN 
list of the videoconference participants and immediately go to standby mode. In case 
one of the FVS gets disconnected CDApp requests PSDE cloud for a new one. 

Upon expiry of 5 min FVS begin to ‘float.’ The backup VCR becomes the primary 
one and begins to service the videoconference with the new encryption keys. The 
new backup VCR is allocated from FVS, while the new SCN is given to the standby 
VCR. After that, the procedure of server alteration and encryption key alteration is 
repeated every 5 min. 

Thus, a compromised SCN owner is able to intercept no more than 5 min of a 
videoconference. In case of the second operating mode an encrypted traffic may be 
intercepted, and the number of data packets in that traffic is definitely insufficient 
for decryption [46]. In case of the third operating mode, the time period for altering 
the keys and servers may be changed downwards as required by the videoconference
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host, which undoubtedly further cuts any loss of the potential interception, yet it 
substantially increases the cost of the videoconference. Therefore in the third oper-
ating mode it is not appropriate to discuss any vital information. The third operating 
mode was introduced in SoPVAC only to enable mass communication events, for 
instance, open access lectures, seminars or webinars. From the security standpoint, 
the only advantage of using SoPVAC in the third operating mode is total anonymity 
of all the conversation participants, provided, of course that faces or other identifies 
of such participants are not caught on camera. 

SoPVAC does not record any information about a videoconference or any infor-
mation about holding of the same, and does not allow any of its participants to record 
any such information, except for transactions of payment for the resources used in 
TheOoL distributed ledger. Once a videoconference is over all the SCN executed soft-
ware processes are terminated without logging, immediately after payment (which 
is a fully automated process). 

4 SoPVAC Text Messaging Subsystem 

In certain cases it may be necessary to send a message to a user who is currently 
offline. For this scenario SoPVAC has a built-in text messaging subsystem. In order 
to transmit messages to an offline user or to record a message for subsequent reading 
(Fig. 5) the messenger’s repository is used in the distributed personal data storage, 
access to which is executed via DT&SP. 

Fig. 5 SoPVAC text messaging subsystem
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In this case it matters who sends the message for storage—the sender or the 
receiver—since it defines who sets the parameters of storage of messages and pays 
fees for the storage, as well as who owns such messages in the data repository, 
which determines the right to dispose of information, for instance, provision of third 
party access to such information. The key parameters of storage include the storage 
time, required speed of data access, redundancy coefficient (it defines the number of 
backup copies, which is two (2) by de fault), and the minimum number of parallel 
reading threads, which depends on the number of potential readers and which is 
defined by the owner of information. The owner sets the storage parameters for all 
messages of the messenger (applicable to all messages by default), and certain rules 
may be established for a particular conversation. By default, the sender is the message 
owner in SoPVAC; however, there is an option where message ownership rights may 
be transferred to another participant of the conversation, if the sender is not willing 
to pay for maintenance of the conversation in SoPVAC repository. To activate this 
mode, however, a prior consent of the conversation participants is required. 

The method of parametric synthesis of a PID controller of a control system with 
feedback by high-order objects (above second) taking into account the placement of 
complex conjugate poles is considered. The method is implemented in the MathCAD 
software environment. Working capacity of the method showed good results corre-
sponding to the design task on the example of the ACS model by the fourth order 
object. Transient process was without excessive correction. 

Special repository is created for each conversation in DT&SP and its matching 
index in SDSE. It stores metadata of the messages in order to retrieve them from 
DT&SP, as well as a link to security descriptors of the group that partakes in the 
conversation. Thus, any member of the group is able to place their message in the 
conversation, regardless of availability of the remaining participants. When launched 
the subscriber AN UI scans indexes of the groups connected to it, receives and 
reads the messages. Index scanning is performed with the user-defined frequency 
throughout the entire uptime of AN UI. 

AES encryption ensures protection of messages from unauthorized reading. AES 
key transfer is executed based on Diffie-Hellman protocol using elliptic curves [43]. 
Message encryption and transmission is performed in the following order: 

1. AES random key is generated in the message encrypted. 
Ephemeral pair of ECC keys is generated. 
Table of secrets is put together for transmission of the key from Item 1 to 

the conversation participants. The following is performed for each conversation 
participant: 

(a) We retrieve ECC steady-state public key from SoPVAC subscriber list. 
(b) We calculate the common secret for the private key of the ephemeral pair 

(Item 2) and the steady-state public key of the receiver (Item 3.a). 
(c) We encrypt AES key using the protocol derived in Item 1. The common 

secret is used as the encryption key (Item 3.b).
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(d) We place the encrypted key and the steady-state public key of the receiver 
into the table. 

We place the encrypted message, the ephemeral pair public key, and the table of 
secrets into the corresponding repository. 

In order to read the message the receiver must select in the table of secrets the en 
try containing their steady-state public key and AES corresponding to their encrypted 
key. The receiver must then compute the common secret by applying the ephemeral 
pair public key, and the private key of their steady-state pairs of ECC key, and then 
decrypt AES key. Then the receiver can decrypt the message. 

5 Conclusion 

In summary, the proposed private communications system ensures high level of 
privacy due to the decentralized architecture and elimination of the server infrastruc-
ture owners from SoPVAC, and thereby elimination of the potential threat of privacy 
breach by such owners due to their unreliability or errors. Even in the operating 
modes using temporary centralized resources (VCR) SoPVAC does not allow their 
owners to reliably intercept conversations, because none of the owners of PSDE tech-
nical nodes knows and may know which of the nodes and when that node receives 
VCR software process for execution. What prevents this is, on the one hand, the 
random principle of selecting nodes for VFS and their perpetual random alteration 
and, on the other hand, and even to a greater extent the very organizational nature 
of The OoL private internet, which takes the form of a DAO. Put it in other way, 
it is an open peer-to-peer organization where interaction is governed by TheOoL 
algorithms. Any participants are free to join this organization at any point of time. 
Both subscribers and owners of the technical nodes automatically become partici-
pants of the computing resource market in TheOoL network and they are financially 
incentivized to offer hardware servers to PSDE cloud. These (let’s call them vendors) 
network members can be of any geographic setting, nationality, and beliefs. Their 
nodes may be selected to perform any tasks within PSDE on equal terms with hard-
ware servers of potential attackers. Actually, the more vendors operate in TheOoL 
network the lower the chance for any of them to intercept a specific conversation. 

And even if they succeed in intercepting part of a conversation the attackers must, 
firstly, break through cryptographic data protection and, secondly, the attackers must 
be able to identify participants of the conversation, which is effectively prevented 
by user abstraction from PSDE technical infrastructure and user anonymization. 
This substantially complicates (makes it almost impossible) identification of any 
intercepted traffic and setting that traffic against specific TheOoL network members 
in the real world.
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Formation of an Optimal Set 
of Protective Measures to Handle 
the Information Security Risks 
of Industrial Control Systems of Gas 
Production Enterprises 

Alexander Bolshakov , Darya Fomina, and Andrey Rimsha 

Abstract This article describes the elements of the generalized structure of a modern 
automated process control system and the levels of process control. An algorithm 
has been developed for assessing the risks of information security of automated 
process control systems and the formation of an optimal set of protective measures for 
their processing using a metaheuristic approach. The basic functions of the genetic 
algorithm were given. The necessity of the process of searching for the optimal 
configuration of protective measures is shown, which will improve the efficiency of 
information security of automated process control systems under destructive influ-
ences. A formalized statement of the optimization problem is given. Testing of the 
proposed software for the gas producing enterprise Achimgaz has been carried out. 
The efficiency of the optimization algorithm and the complexity of programs that 
implements it has been confirmed. The preferable regions for the parameters of the 
genetic algorithm were determined: the probabilities of crossing over and mutation, 
the type of crossing-over, the volume of the initial population. 

Keywords Automated control system · Information security · Information 
security tools · Gas production enterprise · Risk assessment · Risk treatment 
measures · Genetic algorithm 

1 Introduction 

Nowadays information systems are essential part of organizations. These organiza-
tions will also lose many competitive advantages by losing security. There are many 
research papers and standards in the field of security risk management (ISRM), 
including NIST 800–30 and ISO/IEC 27005. However, few research papers are
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devoted to information security risk mitigation. Although the standards explain 
the general principles and recommendations, they do not provide any details about 
the implementation of ISRM. Handling information security risks under financial 
constraints requires a lot of effort. 

Automated process control system (APCS) information risk management is an 
important area of information security. The need to assess and process information 
risks in a multilevel hierarchical structure requires the development of an appro-
priate algorithm. For industries in which the protection of automated systems is 
especially critical, for example, automated control systems operating in the field 
of fuel and energy complexes, significant material damage is possible due to the 
failure of expensive equipment, and negative economic, environmental or human-
itarian consequences, human casualties are not excluded. Ensuring a guaranteed 
level of APCS information security requires improving the methods for assessing 
and processing information security (IS) risks. Therefore, carrying out theoretical 
research and solving practical problems in the field of assessing and processing risks 
of IS APCS is an urgent task. 

One of the tasks in building an APCS information security system is to compile a 
set of protective measures. At the same time, it is necessary to take into account not 
only security requirements, but also the costs of implementing and maintaining an 
information security system. Usually, when drawing up a set of safeguards, a method 
based on an expert approach is used, which is reduced to the preferences of experts. 

This article proposes the use of a genetic algorithm for selecting and opti-
mizing the configuration of an information security system for automated process 
control systems. Genetic algorithms are a particular case of evolutionary methods for 
heuristic solution of optimization and structural synthesis problems. Genetic algo-
rithms are based on finding the best solutions by inheriting and enhancing the useful 
properties of a set of objects of a certain application in the process of simulating their 
evolution. 

2 Formulation of the Problem 

The study is aimed at improving the existing methods and techniques in assessing 
ICS information security risks and developing an algorithm based on a metaheuristic 
approach that allows choosing a set of optimal measures to reduce risks from actual 
threats to ICS information security. 

The purpose of the study is to increase the security of industrial control systems 
and ensure the necessary level of information protection using a risk-based approach. 

Achieving this goal is directly related to the solution of the following scientific 
and technical problems: 

1. conduct an analysis of the typical structure of the APCS, elements and assets;
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2. draw up an APCS scheme to describe various types of assets that are subject to 
security threats, emphasizing the features of the interaction of assets in solving 
the problem of information security risk management; 

3. based on the existing method described in the source [1], develop an optimization 
algorithm using an APCS scheme that describes different types of assets and their 
relationships; 

4. form a set of protective measures, determine the main assets of the automated 
process control system, vulnerabilities and threats to the information security of 
the automated process control system. At the same time, it is necessary to take 
into account security requirements, as well as the costs of implementing and 
maintaining an information security system; 

5. create a software tool that implements an optimization algorithm to assess infor-
mation security risks and form an optimal set of protective measures for risk 
treatment. 

3 Analysis of the Typical Structure of Industrial Control 
Systems 

Automated process control system—a human–machine control system that provides 
automated collection and processing of information necessary to optimize the control 
of a technological object in accordance with the accepted criterion. 

Technological control object (TCO) is a set of technological equipment and imple-
mented on it according to the relevant instructions or regulations of the technological 
process of production. 

TCO and APCS form an automated technological complex. 
APCS should provide three properties of the technological process, similar 

to the three properties of information that IS is designed to provide—these are 
confidentiality, integrity, availability. In the case of automated process control 
systems—efficiency, reliability and safety [2]. 

Efficiency is a reduction in the cost of resources and energy resources necessary 
for the production of a product [3]. 

Reliability—ensuring the constancy of the quality of the product, incl. in the 
conditions of failures of technological equipment, reduction of the frequency of 
failures [3]. 

Safety—increasing the service life of technological equipment by choosing the 
optimal operating modes, reducing human participation in the technological process 
[3]. 

The management of a technological object is carried out at various levels of 
management, each of which has its own tasks and capabilities [4]. A typical process 
control system consists of three levels: lower, middle and upper. The lower level of 
the automated process control system consists of field equipment, including sensors, 
actuators. Their activity consists in obtaining process parameters, converting them 
into the appropriate form for further transmission to a higher level (sensor functions),
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as well as in receiving control signals and performing appropriate actions (actuator 
functions). Field equipment is connected to one of the input/output (I/O) subsystem 
modules using electrical cables. The I/O subsystem consists of hardware I/O modules. 
Modules differ in the type of electrical signal they use to communicate with field 
devices and in the direction in which the signal is transmitted. 

If a sensor is connected to the module, then the module inputs a signal into the 
system and is called an input module; if an actuator is connected, then the module 
outputs the control action from the system and is called the output module (Fig. 1). 

At the middle level are programmable logic controllers (PLC) and communication 
devices with the object (OCD). OCD are a set of modules that provide interface with 
sensors, actuators and allow you to receive, process, issue signals of various types in 
a wide range of voltage, current, power, pulse duration. 

The PLC is a microprocessor-based device designed to control industrial 
processes. The principle of operation of the PLC is to collect signals from sensors 
and process them with the issuance of control signals to actuators. This processing 
is carried out in accordance with the embedded control algorithms, with the use of 
which the PLC and OCD control the lower-level actuators and analyze information 
from the sensors.

Fig. 1 Typical structure of process control systems 
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At the top level is a system for data collection and operational dispatch control 
(eng., SCADA—Supervisory Control and Data Acquisition) or a distributed control 
system (DCS). This system is software that is configured and installed on dispatch 
computers. At this level, control over the production of products is carried out. 
This process includes the collection of data coming from the production sites, their 
accumulation, processing and issuance of guiding directives to the lower steps. The 
upper level of the system consists of input/output servers, an automated dispatch 
control system (ADCS) server, and an operator workstation. At this level, a person is 
involved, i.e. operator. It performs local control of technological equipment through 
a human–machine interface. Often, IP and Ethernet networks are used at the upper 
levels of the architecture. Communication between different levels is provided by 
switching nodes, and access to sensors is carried out via field buses using special 
protocols, such as Profibus. 

4 Statement of the Problem of Information Security Risk 
Assessment and Formation of an Optimal Set 
of Protective Measures for Their Processing 

To effectively solve the problem of processing unacceptable IS risks under finan-
cial constraints, it is necessary to determine optimization methods that best suit the 
specifics of the problem being solved. For this, an analysis of existing mathematical 
methods used for similar problems was carried out. 

Optimization problem: it is required to find such an optimal set of risk treatment 
protective measures for given input parameters, which will provide a minimum of 
the objective function—the total residual risk when implementing risk reduction 
measures. 

NT∑

i = 1 

r i λ → min 

In doing so, the financial constraints Cmax on the implementation of risk treat-
ment measures must be taken into account. The cost of implementing risk treatment 
measures s j c must not exceed the financial limits Cmax set by the enterprise. 

NRTM∑

j = 1 

s j c ≤ Cmax 

Thus, r i λ—is the residual risk when taking protective measures; i—threat number; 
NT —is the number of threats; s j c is the cost of implementing protection measures; 
NRTM is the number of risk treatment measures (RTM); Cmax—financial limits set 
by the enterprise for the implementation of protective measures.
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In the optimization problem, a group of threats is taken to eliminate in order to 
achieve a minimum overall residual risk assessment. The next condition takes into 
account the restrictions of the enterprise on the financial costs of the implemented 
protection measures. 

It is supposed to be fair to assume that the appearance of threats is an independent 
event. In addition, it is assumed that when the selected threat is neutralized in the 
process of implementing the selected set of RTM, no new threats will appear. The 
last aspect is a fairly strong assumption. When it is removed, the solution of the 
optimization problem in general becomes quite complicated. The most preferable is 
the formulation of the problem of determining the RTM based on the calculation of 
the minimum residual risk at the current moment [5]. 

The task of forming optimal protective measures associated with risk reduction, 
with established restrictions on financial costs, can be solved by enumerating all 
the proposed solutions, that is, by exhaustive enumeration. The main advantage of 
the exhaustive search approach is the ease of implementation, the search for the 
objective functions of a large class, and the calculation of the global optimum. The 
main disadvantage of this method is the time it takes to find a solution, the time 
complexity

(
2NRTM

)
. Therefore, the brute force method is only used for a small number 

of safeguards. With an increase in the number of RTM, the problem cannot be solved 
by this method in the optimal time. 

More complex optimization methods are used to get rid of this disadvantage. In 
the problem under consideration, the Wald criterion (“maxmin” criterion) is used and 
there are financial constraints, therefore it is proposed to solve it using the genetic 
algorithm method. 

5 Risk Analysis 

In the field of information technology and information security, there is the following 
definition of risk: information security risk is the possibility that this threat will be 
able to take advantage of the vulnerability of an asset or group of assets and thereby 
cause damage to the organization. 

The risk is considered in the context of some valuable resource (asset). 
An asset is anything that has value to an organization. These can be equipment, 

finance, processes, human and information assets. 
The concept of risk is often confused with the concept of threat. A threat is the 

potential for an adverse event to occur that, with some degree of destructiveness, 
damages defense mechanisms or directly affects a valuable resource, leading to 
negative consequences. Consequences can be expressed in the form of financial, 
material, moral, reputational or other damage [6]. 

The damage in the implementation of the threat ti is determined as a value: 

yi W = 3T i + �T 
i + τ T i
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Here 3T i are indicators of the influence of the threat t
i on the costs of the set of 

assets Ai · �T 
i —indicators of the impact of the threat t i on the loss of the set of assets 

Ai , measured in percent, τ T i —the time of termination or disruption of the operation 
of the group of assets Ai when the threat t i is realized, measured in minutes. All this 
is determined by the expert group based on the Delphi method. 

Having assessed the possible damage in the implementation of the threat t i , the 
owner of the risk needs to assess the possibility of realizing this threat. In this case, 
the expert method of event trees is used. 

The advantage of event tree analysis (ETA) over many other risk analysis methods 
is its ability to model the sequences and interactions of various protection factors that 
accompany the occurrence of a triggering event. Thus, the system and its interactions 
with all protection factors in the development of an unfavorable scenario become 
visually presented, which contributes to further risk assessment. 

Using ETA, the possibility of neutralizing the threat at each of the existing levels 
of protection is assessed and, according to the results obtained, the possibility of 
realizing the threat t i is determined as: 

pi = (
1 − pi 1

) × (
1 − pi 2

) × (
1 − pi 3

)

× (
1 − pi 4

) × (
1 − pi 5

) × (
1 − pi 6

)

× (
1 − pi 7

)

We talk about levels of protection using the principle of «protection in depth» [7] 
(Fig. 2). 

According to the proposed principle, all risk mitigation measures are divided into 
protection levels by spheres of influence: administrative measures (financial penalties

Fig. 2 Protection levels 
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for violating established information security rules, etc.), physical security (creation 
of measures to prevent unauthorized entry to the facility), perimeter (firewall to filter 
traffic from the external network), internal network (monitoring equipment inside 
the network, etc.), device (using anti-virus protection, etc.), application (monitoring 
vulnerabilities, etc.), information (data encryption, backup, etc.). 

Thus, each risk mitigation measure can be attributed to one of the protection 
levels. SAdm—administrative measures, SPh —physical security, SPer —perimeter, 
SIN—internal network, SHost —device, SApp —application or SData —data. 

In addition to assessing the damage from the implementation of the threat and the 
possibility of the implementation of the threat, it is necessary to determine the assess-
ment of vulnerabilities. Vulnerability assessment systems specialized for industrial 
control systems do not currently exist [8]. It uses many different methods to assess 
vulnerabilities, such as the US-CERT and the SANS Institute’s Critical Vulnerability 
Analysis Scale. However, the Common Vulnerability Scoring System (CVSS) is the 
predominant technique for most vulnerability databases. 

CVSS determines the severity value of a particular vulnerability implementation 
based on the values of its characteristics. 

The values of the vulnerability vector vi and its resulting score will be calculated 
using the formula: 

CVSS
(
vi

)

= CVSS:3.1
/
AV 

: X/
AC : X/

PR 

: X/
UI : X/

S 

: X/
C : X/

I 

: X/
A : X, 

where X is the metrics score, CVSS
(
vi

)
is the quantitative vulnerability score vi , 

ranging from 0 to 10. 
The magnitude of the CVSS vulnerability vector for a particular valuable resource 

can be calculated by taking the maximum criteria of all vulnerabilities associated 
with the asset: 

CVS
(
a j

)

= CVSS:3.1
/
AV 

: max X
/
AC : max X

/
PR 

: max X
/
UI : max X

/
S 

: max X
/
C : max X

/
I 

: max X
/
A : max X
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6 Description of the Method of Risk Management 
and Information Security of an Automated Process 
Control System 

Risk management of IS APCS is based on standard GOST ISO/IEC 27,005. In 
accordance with the standard the information security risk management process 
includes the steps for setting the context, assessing, treating, accepting, monitoring 
and reassessing the information security risk. The risk assessment and treatment 
processes can be performed iteratively. An iterative approach allows to invest time 
and effort in a balanced way in selecting controls and management, in the same time 
providing an appropriate assessment of high-level risks. 

When establishing the context, the relationship between the assets of different 
levels of the automated system is determined according to its model. The next step 
is to identify threats and vulnerabilities for the identified assets and relationships. 
Risk analysis includes an assessment of the damage from the implementation of the 
threat, an assessment of the possibility of the implementation of the threat and the 
definition of measures for the treatment of risks. Financial constraints at this stage 
are also determined. 

Risk assessment is carried out for each individual threat according to the formula: 

R = P · V · D, 

where P is the probability of the threat being realized, V is the vulnerability 
assessment, D is the damage in the event of an attack. 

There is a search for the optimal set of protective measures to reduce the risks 
of IS APCS by using a genetic algorithm at the stage of risk processing. Further, 
an optimal set of protective measures for risk treatment is formed that satisfies the 
specified financial constraints at the risk acceptance stage. 

Individual APCS assets can be upgraded. In addition, information about new 
computer security vulnerabilities in existing software is published in public sources. 
All this leads to the need to monitor and reassess the risk of the system throughout 
the entire life cycle. 

Thus, the APCS risk management method can be presented in the form of the 
following block diagram (Fig. 3).

The method was proposed by Andrey Rimsha in his Ph.D. dissertation [1]. Based 
on the existing method, an optimized genetic algorithm was developed, which differs 
from the one proposed by A.S. Rimsha based on dynamic programming. The stages 
of risk assessment, processing and acceptance have been modified. 

Here, at the stage of processing and accepting the risk, a genetic algorithm was 
used to search for the optimal set of protective measures to reduce the risks of IS 
APCS.
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Fig. 3 Flowchart of the IS APCS risk management process

7 Construction of an Optimization Algorithm for Solving 
the Problem of an Optimal Set of Protective Measures 

Due to the generally large dimension of the problem, as well as the need to consider 
resource constraints and the variety of products, the problem being solved belongs to 
the so-called NP-complete in the field of discrete optimization. Therefore, it requires 
large computational costs to solve [9]. 

It is expedient to solve the considered problem of formation of a set of protective 
measures based on optimization methods. In this case, for problems of relatively small 
dimension, it is advisable to use the exhaustive search method, which guarantees the 
determination of the global extremum. When solving the problem of formation of 
a set of protective measures of a relatively large dimension, it is necessary to use 
evolutionary population methods [10–13], to which the genetic algorithm belongs. 
Below is a description of the genetic algorithm used to solve the problem [14–18]. 

Note that genetic algorithms can implement different target criteria (fitness func-
tions) and constraints. This property is very useful for formation of an optimal set 
of protective measures under financial constraints. In the considered problem of
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optimal set of protective measures it is necessary to introduce appropriate definitions 
and assumptions for the use of genetic algorithms. So, everyone is a possible solution 
to the problem, i.e., set of protective measures. An important advantage of genetic 
algorithms is the ability to use several points for the search space under considera-
tion, thus parallelization of the search is possible. In this case, the genetic algorithm 
uses information that is contained in the entire set of feasible solutions [19–22]. 

The main concepts of the genetic algorithm as a method for solving the problem 
of optimization of the set of protective measures are as follows [23–26]. 

Gene It represents a unit of so-called hereditary information, i.e., is an integral part 
of the chromosome, for the internal representation of alternative solutions. In the 
present work gene is a protective measure. 

Chromosome It is an ordered sequence of genes in the form of a coded data struc-
ture that determines a decision. The chromosome will be a set of defenses encoded 
as a binary number. Each bit equal to 1 means that a protective measure with the 
corresponding number is included in the configuration. Range of code change: 

G = (d0d1 . . .  dL )2 = (0 . . .  2L)10, 

where L is the number of safeguards available, di is whether or not the safeguard is 
included in the set. 

Population It is a set of individuals—potential solutions (the optimal set of protective 
measures and residual risk assessment), which are represented by chromosomes. 

The population is made up of individuals with different chromosomes. Its size is 
limited by K, the maximum number of specimens in a population. Each instance is 
defined by the set: 

X = {G, C, R}, 

where G is the genetic code, C is the cost of protective measures, R is the total risk, 
taking into account the protective measures taken. 

Let’s consider the main operators of the genetic algorithm. 

Crossbreeding The function of the crossover is the generation of new descendants. 
For each pair, a new instance is created that inherits the traits of the parents. 

A multipoint crossover was used in the work. With multipoint crossover, k cut 
points doti ∈ {

1, 2,  . . . ,  Ngene
}
, i = 1, k, Ngene is the number of genes in an 

individual, are randomly selected. Next, the cut points are sorted from smallest to 
largest. Parts of chromosomes limited by cut points are exchanged with each other. 
Ultimately, two new offspring are formed. The part of the individual with the first 
gene up to the first point of the cut does not take part in the exchange. 

Multipoint crossover obliges to introduce several variables, that is, cut points. To 
create offspring, you need to select individuals with the greatest fitness.
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If a multipoint crossing-over has a large even number of crossing points, then 
it is convenient to depict it for chromosomes as rings. In this case, the chromo-
some appears as a closed ring, and the choice of crossing points occurs with equal 
probability over the entire circle. 

Four points (borders for exchange) of the crossover are randomly determined. 
Crossover generates a child by selecting a tour from one parent and retaining the 
position and guard order from the other parent. For example, for parents G1 = (0 0 
1 1 | 0 0 | 1 1 1 | 00 | 0)  and  G2 = (1  0 1 0 | 1 1 | 0 1 1 | 0 1 | 1)  we  form  the child  as  
follows. 

The first step is to exchange selected subtours, as a result we get Ch1 = (X X X  
X | 1 1 |  X X X  | 0 1 |  X) and Ch2 = (X X X X  | 0 0 |  X X X  | 0 0 |  X), where “X” is  
an empty position. Next, in place of “X” we put the numbers of protective measures 
from the original parents for which there are no conflicts (no cycle is formed). As a 
result, we get two children: Ch1 = (0 0 1 1 | 1 1 | 1 1 1 | 0 1 | 0) and  Ch2 = (1 0 1 0 |  
0 0 | 0 1 1 | 0 0 | 1).  

Mutation This is a random change in one or more positions on the chromosome. 
According to the GA scheme, the mutation operator is executed with a given proba-
bility Pm . The mutation allows to maintain the genetic diversity of individuals so that 
the population does not degenerate and the chromosomes do not become similar to 
each other. The function of mutation is the variation of the genetic code. Randomly 
inverted two binary digits in the chromosome. Bit inversion [15] was used as a 
mutation operator for the problem being solved. 

Reproduction This is the process by which chromosomes are copied into an interme-
diate population for further “propagation” in accordance with their objective function 
values. Thus, one or more descendants with better objective function scores are more 
likely to get into the next generation. Before selection is applied, it is necessary to 
calculate the cost of protective measures and the magnitude of the risk, taking into 
account the set of protective measures for the population. The initial population 
must consist of at least two specimens. In the work, the reproduction operator is 
implemented according to the roulette rule. 

As a fitness function, the objective function is used 

NT∑

i = 1 

r i λ → min 

The algorithm consists of the following steps: 

1. loading all necessary data from file; 
2. formation of the initial population; 
3. calculation of the fitness function for the initial population; 
4. entering the while loop with the condition of checking the number of populations 

with the initially specified maximum allowable population value; 
5. application of the operator of reproduction;
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6. application of the crossing-over operator for selected individuals; 
7. mutation of individuals; 
8. selection of the best individual according to the lowest value of the fitness 

function. 

The block diagram of the genetic algorithm is shown in the Fig. 4. 
The program that implements the genetic algorithm is written in the C++ 

programming language. 
To study the influence of the algorithm settings (size of the initial population, 

crossover probability, mutation probability, stopping criterion) and operator types 
(selection of the parent pool, selection of parental pairs, type of crossover, type of 
mutation, formation of a new population), it is advisable to use a low-dimensional 
problem. For it, using the brute force method, a global extremum is determined, 
and it is possible to compare the solution obtained based on the genetic algorithm

Fig. 4 Block diagram of the implemented genetic algorithm 
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to conclude the dependence of the rate of convergence to the optimal value on the 
settings of the genetic algorithm. 

8 Test Approbation of the Program According to the Data 
of the Gas Producing Enterprise “Achimgaz” 

First, a list of assets is formed based on the scheme of a typical automated process 
control system for a gas production enterprise. The list of assets of the middle and 
upper levels is presented in Table 1. 

Using a database of threats and vulnerabilities, typical threats and vulnerabilities 
are identified. Then a list of protective measures is formed. The list of protective 
measures is given in Table 2. Suppose that the management of the gas production 
enterprise has set restrictions on the inability to change the critical process and involve 
outside companies for continuous maintenance of the process control system, as 
well as financial restrictions on the implementation of risk treatment measures in the 
amount of 7 million rubles. The cost of implementation for each element of the set 
a SRTM is given.

The calculated probabilities of the threat, the damage in the event of an attack, 
and the magnitude of the vulnerability for each threat were recorded in a file with the

Table 1 List of middle and upper level assets 

Assets Description 

a1 PLC,  . . . ,  a15 PLC PLC collecting information from sensors and controlling 
actuators 

a1 network hardware Primary firewall located between industrial and 
corporate networks 

a2 network hardware Backup firewall located between industrial and corporate 
networks 

a3 network hardware Access point for communication with subscriber line 
modules 

a4 network hardware,  . . . ,  a9 network hardware Subscriber module (DLU) 

a1 server Main server responsible for the operation of PLC 
algorithms 

a2 server Server for collecting data on history, reports, events 

a3 server Data collection server for information from sensors of a 
pipeline intended for transporting gas condensate, data 
from uninterruptible power supplies 

a4 server Server for transferring data to a corporate network 

a5 server Time server 

a1 AWP Engineering station for administration 

a2 AWP,  . . . ,  a6 AWP Dispatcher’s stations 
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Table 2 Suggested protective measures 

SMOP S Description Cost, 
rubles 

S1 adm S1 The introduction of penalties for violation of the rules 2000 

S1 ph S2 Implementation of an access control and management system 
throughout the facility 

3,020,000 

S2 ph S3 Installation of burglar alarm sensors in equipment rooms 105,000 

S3 ph S4 Installation of electronic locks compatible with the access control 
system in telecommunication cabinets 

4,010,000 

S4 ph S5 Installation of metal detector frames and X-ray television 
introscope at the guard post 

2,630,000 

S5 ph S6 Organization of video surveillance in rooms with equipment 520,000 

S1 per S7 Configuring a White List of device MAC addresses for the firewall 4000 

S2 per S8 Creating a DMZ (installing two additional firewalls) 408,000 

S3 per S9 Installing Unidirectional Gateways 2,508,000 

S1 IN S10 Create a standby AD read-only server and restrict access to the 
primary AD server 

158,000 

S2 IN S11 Installation of a system for monitoring the status of equipment and 
APCS software based on Zabbix 

58,000 

S1 Host S12 Authorization in the system by means of an access card and a PIN 
code 

1,008,000 

S1 App S13 Tracking new vulnerabilities and fixing them with antivirus 
protection tools 

4000 

S1 Data S14 Regular backup of information to a backup server 4000

cvs extension. In total, 14 protective measures G and their cost C, 14 vulnerability 
assessments V, 14 damage assessments in the implementation of threats, 14 assess-
ments of the probability of a threat implementation are loaded into the file (Table 3). 
The cost of implementation for each safeguard was determined.

The risk value is calculated as the sum of the products of the probability of the 
threat realization pi by the vulnerability assessment vi and the damage in the event 
of an attack di . In the initial configuration R_0 = 421,945.8376. 

Table 4 shows the result of the program based on the genetic algorithm. The cells 
of the table present the ratio of the assessment of the effectiveness of the protection 
system, taking into account the set of protective measures, to the cost of the set 
of protective measures, with the corresponding percentage of crossing individuals 
and elitism from the entire population, as well as the power of the population. The 
best solution is highlighted in yellow. The best solution is determined as the most 
effective, with the lowest residual risk assessment, and the most appropriate cost of 
implementing protective measures within the established restrictions.

Variable values of the parameters of the genetic algorithm:

• the number of individuals in the population N = 50, 200; 
• the probability of crossing over 30, 50, 70, 90%;
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Table 3 Risk.cvs file data 

G V C D P 

1 0.98 2000 43,939 0.73 

2 0.84 3,020,000 117,318 0.3 

3 1 105,000 34,707 0.86 

4 0.68 4,010,000 32,297 0.77 

5 0.98 2,630,000 48,994 0.65 

6 1 520,000 28,349 0.81 

7 0.98 4000 64,559 0.53 

8 0.86 408,000 108,443 0.4 

9 0.84 2,508,000 52,560 0.69 

10 0.8 158,000 50,658 0.77 

11 0.88 58,000 62,272 0.61 

12 0.84 1,008,000 118,839 0.34 

13 1 4000 71,289 0.49 

14 0.88 4000 37,207 0.77

Table 4 The result of the genetic algorithm for different values of the variable parameters 

N Percentage of 
interbreeding 
individuals from the 
total population 

Mutation percentage 

30% 50% 70% 

50 30% 69,438.3/6889000 46,475.6/7409000 78,580.6/7763000 

50% 46,475.6/7409000 46,475.6/7409000 73,332.1/7795000 

70% 47,375.3/7921000 46,475.6/7409000 46,475.6/7409000 

90% 46,475.6/7409000 47,375.3/7921000 52,557.9/7831000 

N Percentage of 
interbreeding 
individuals from the 
total population 

Mutation percentage 

30% 50% 70% 

200 30% 49,874.2/7909000 46,475.6/7409000 73,332.1/7795000 

50% 46,475.6/7409000 46,475.6/7409000 49,874.2/7909000 

70% 47,375.3/7921000 49,874.2/7909000 48,120.7/7799000 

90% 73,332.1/7795000 78,580.6/7763000 52,557.9/7831000

• the probability of mutation 30, 50, 70%; 
• crossing over: multy-point; 
• mutation: bit inversion.
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Table 5 Best configurations for risk reduction after 10 epochs 

Protective measures 
configuration 

Risk considering a set 
of protective measures, 
ruble 

The cost of protective 
measures, ruble 

Residual risk after the 
implementation of 
measures, ruble 

10101111111111 3,754,710.9 7,409,000 46,475.6 

11101111011111 374,571.4 7,921,000 47,375.3 

11100111111111 373,825.3 7,799,000 48,120.7 

11101011111111 382,072.4 7,909,000 49,874.2 

10110111111111 361,171.9 7,831,000 52,557.9 

10101011111111 352,508.3 6,889,000 69,438.3 

11101111111111 405,035.1 7,795,000 73,332.1 

11001111111110 375,187.1 7,763,000 78,580.6 

With a population power of 50, with 50 and 70% of crossed individuals from 
the total population, with 50 and 70% mutations, the most appropriate values of 
the optimal configuration of protective measures were obtained. With the cost of a 
set of protective measures 7,409,000, the residual risk after the implementation of 
protective measures will be 46,475.6. 

With a population power of 200, the most appropriate values of the optimal config-
uration of protective measures are obtained with 50% of crossed individuals from 
the total population and 50% of the mutation. With an increase in the number of 
individuals, an increase in the running time of the algorithm is observed. 

From the studies carried out, it was possible to identify the relationship between 
an increase in the probability of a mutation and the optimal solution. The optimal 
value of the mutation probability is 0.5. 

For each carrier, according to its genetic code, a set of protective measures is 
selected, using which the model parameters are changed, and the total risk is calcu-
lated. Further, for all variants of the genetic code, a computational experiment is 
carried out to determine the best configurations for risk reduction and cost efficiency 
(Table 5). 

9 Analysis and Conclusions from the Results of Software 
Testing to Find the Optimal Configuration of Protective 
Measures 

During the analysis, the following conclusions were made: 

1. It should be noted that in the proposed algorithm, a larger amount of risk calcu-
lations

(
2RTM

)2 
is carried out compared to the enumeration of all options 2MOP. 

For 10 epochs, 50,069 calculations of the risk value were carried out, for 5 
epochs—17,518.
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2. The running time of the algorithm was analyzed for various numbers of measures 
to reduce the risk. For 5 RTMs, the execution time of the genetic algorithm was 
0.029 s. For 9 RTMs, the execution time of the genetic algorithm was 0.036 s. 
For 14 RTMs, the execution time of the genetic algorithm was 0.048 s. 

3. At high values of the crossover probability (Pc = 0.7, Pc = 0.9) and the mutation 
probability (Pm = 0.7), the algorithm did not always find a solution that satisfies 
the accuracy. This can be explained by the fact that the solutions prematurely 
converge to one point. 

4. The best results were observed at 50% crossover, that is, the probability of 
crossing over 0.5, and at 50% mutation. Increasing the values further does not 
improve performance, and sometimes worsens the search for the optimal solution. 

5. The most efficient in terms of the number of generations and the time spent on 
finding a solution is the use of a population of 50 individuals. 

6. The most cost-effective protection system consists of introducing fines for non-
compliance with established rules (C = 2000), installing intruder alarm sensors 
in equipment rooms (C = 105,000), installing metal detector frames and an X-
ray television introscope at the guard post (C = 2,630,000), organizing video 
surveillance in rooms with equipment (C = 520,000), setting up filtering by 
the white list of MAC addresses (C = 4000), installing two additional fire-
walls (C = 408,000), installing data transmission gateways from one LAN to 
another only in one direction (C = 2,508,000), creating a backup AD read-
only server and restricting access to the main AD server (C = 158,000), estab-
lishing a Zabbix system for monitoring the status of hardware and programs (C 
= 58,000), obtaining rights in the system using a PIN code and card of access 
(C = 1,008,000), monitoring of newly formed vulnerabilities and their elimina-
tion using anti-virus (C = 4000), regular backup of information cations to the 
backup server (C = 4000). With the resulting set of protective measures, the 
total residual risk when implementing risk treatment measures will decrease by 
46,475.6, and the cost of implementing measures is 7409000 rubles, which is 
within the financial limits set by the enterprise. 

Thus, the cost of implementing the RTM is 7409000 rubles, which satisfies the 
established financial constraints. 

10 Conclusions 

The article considers an important area of information security—management of 
information risks of industrial control systems. The need to assess and process infor-
mation risks in a multi-level hierarchical structure required the development of an 
appropriate algorithm. An analysis of the information security of the APCS was 
carried out, the levels of process control and the main functions of the APCS, the 
main threats to the information security of the APCS were considered.
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The purpose of the work was to improve the efficiency of information security of 
automated process control systems in the face of destructive impacts through the use 
of a risk-based approach. On the basis of the metaheuristic approach, an algorithm 
was developed for assessing the risks of information security of automated process 
control systems and the formation of an optimal set of protective measures for their 
processing. 

A software tool in the C++ programming language has been developed to imple-
ment the algorithm for assessing the risks of information security of automated 
process control systems and the formation of an optimal set of protective measures 
for their processing. The program receives input data from a file, and then converts 
the received input parameters of the task into elements of the algorithm: gene, chro-
mosome, population, fitness function. In the process of research, in order to achieve 
the best optimization result, different parameters and characteristics of the algorithm 
were varied, such as the number of iterations, population size, mutation and crossover 
probabilities. 
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Application of PID Control Principles 
in the Tasks of Modeling the Movement 
of Wheeled Vehicles Equipped 
with an Anti-Lock Braking System 

Grigory Boyko, Alexey Fedin, and Jozef Redl 

Abstract The steady increase in the speed and intensity of road traffic, and as a result, 
a decrease in the distance between road users in the traffic flow, inevitably leads to 
an increase in the number of accidents, thus, the relevance of the issue considered 
by the authors of the chapter is beyond doubt, but, with Over time, this issue will 
become more and more relevant. Improving the efficiency of the braking system 
of ground wheeled vehicles in real operating conditions requires the optimization 
of methods for solving the mathematical model of the control element of the brake 
force distribution system of ground wheeled vehicles. The scientific novelty of this 
study lies in the use of fuzzy logic elements in the algorithm for the functioning of 
the electronic control unit of the brake force distribution system in relation to the 
tasks of braking ground wheeled vehicles. 

Keywords Wheeled vehicle · Braking process · Anti-lock braking system ·
Simulation · Control · Optimization · Fuzzy logic 

1 Introduction 

The growing role of artificial intelligence, fusion robotics with industry and business, 
implementation «Internet of things» in automated production led to the fourth indus-
trial revolution. But Industry 4.0 is only part of a larger process. Today, the Japanese 
government is talking about the birth of a super-intellectual society—Society 5.0 [1]. 

The use of various sensors that can collect and process Big Data in a car is one of 
the trends in the Society 5.0 strategy. The car drives around the city and collects data 
about the surrounding area, helping the driver make the right decisions in various
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situations, and, for example, in braking mode, minimizes driver errors, especially at 
the time of controlled wheel slip in braking mode [2–5]. 

The concept of controlled wheel slip during braking has been known for about a 
century. So, already in the 30 s of the XX century anti-lock braking systems (ABS) 
were used in aircraft landing gear. Also, the concept of controlled wheel slip in 
braking mode is used in railway traffic problems. However, this concept became 
widespread among ground wheeled transport only in the last quarter of the twentieth 
century. The introduction of anti-lock braking systems into serial models of cars 
was associated as well with the requirements to improve road safety in the face of an 
increase in speed limits and traffic density as the possibility of implementing technical 
solutions that appeared during the period of rapid development of electronics and 
information technologies [6–8]. 

In addition to anti-lock braking systems, controlled wheel slip is used in the clutch 
control systems (Traction Control), exchange rate stability (ESP), etc. At the present 
time, various options for implementing the principles of automatic control theory in 
electronic units of braking systems are known, all of which have their advantages, as 
well as disadvantages. On the other hand, over the past two centuries, there has been 
an increasing importance and prevalence of automatic control in various technical 
systems. Starting from the third quarter of the XIX century. There are strict provisions 
of the theory of automatic control [9, 10]. 

Initially, the principles of the theory of automatic control were applicable to linear 
or linearized forms of problems; later, methods were developed and continue to 
develop methods applicable to nonlinear problems. An important step in the devel-
opment of an automatic control system is the determination of the control principle 
and the choice of the type of controller. The prerequisites for solving the problem of 
parametrization of all possible stabilizing controllers related to a particular control 
object began to appear in the works of researchers in the last quarter of the twen-
tieth century and originally referred only to finite-dimensional linear stationary 
systems with feedback. Subsequently, studies were carried out in relation to both 
non-stationary, and nonlinear, and systems with infinite dimensions. Let’s approach 
the issue of modeling an anti-lock braking system with an emphasis on the automatic 
control system [11, 12]. 

2 Features of Modeling the Automatic Control System 
of the Anti-Lock Braking System 

The task of the automatic control system of the anti-lock braking system is to maintain 
the value of the argument S, corresponding to the maximum value of the function 
ϕ(S), by transferring the braking torque to the brake disk. Note that for different 
types of pavements, the maximum of the function ϕ(S) is in the vicinity of the 
value of the argument 0.2, while the maximum values of the functions themselves 
differ significantly. In the simplest automatic control systems (ACS) of ABS was
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proposed to use the PID control principles on fuzzy control with regulation based on 
the deviation of the wheel longitudinal slip coefficient from the target value of 0.2. 
In general ACS for ABS are known based on the principles of PID control, adaptive, 
optimal, robust, fuzzy, intelligent control, as well as their various combinations and 
hybrids of both single input and multi-input types [13, 14]. The simplest systems in 
terms of describing the mathematical model and the technical implementation of the 
solution, as a rule, have the worst adequacy in relation to real processes. Solutions 
with greater adequacy can be significantly more complex in terms of mathematical 
modeling and require deep knowledge from developers in several different areas of 
several different scientific disciplines at once. Thus, designing an automatic control 
system for an anti-lock braking system with an abundance of existing solutions 
remains a non-trivial task. 

The main goal of the anti-lock braking system of a car is to reduce the braking 
distance to a minimum while maintaining controllability during braking [15]. The 
main input data for calculating key parameters are the angular velocity (acceleration) 
of the wheel and the linear velocity (acceleration) of the car. The key parameters that 
determine the operation of the ABS system are the coefficient of longitudinal slip S 
and the coefficient of longitudinal adhesion of the wheel to the road surface ϕ. To  
determine the angular velocity of the wheel, mainly pulsed magnetic sensors are used. 
To determine the linear speed of the vehicle, several methods are known based on 
processing the signals of the gearbox output shaft speed sensor [16]; simultaneous 
processing of signals from several sensors of the angular velocity of the vehicle 
wheels [16]; accelerometer data processing; data processing of the GPS module, as 
well as various combinations of the indicated methods. Based on the received data, 
the software of the anti-lock braking system control unit (ECU ABS) distributes 
braking forces. The efficiency of the anti-lock braking system is determined both by 
the error in the readings of the indicated sensors and by the adequacy of the process 
of processing the input data by the computing device [17]. This implies the necessity 
of striving for a high level of accuracy of correspondence of approximations to real 
values of parameters in modeling and calculating the movement of an automobile 
wheel. A satisfactory result of the primary processing of sensor signals can currently 
in most cases be achieved by various software implementations of the Kalman filter 
method [18]. For subsequent data processing, methods using a PID controller, optimal 
control methods with the fulfillment of the Lyapunov stability condition, nonlinear 
control methods, etc. [19, 20] can be used. The fuzzy logic method, reviewed in this 
chapter, is one of the most satisfying to the adequacy of modeling the movement of 
an automobile wheel in the braking mode in real time. 

As an example of an mathematical model of a feed-back brake system presents a 
block diagram of the algorithm for the operation of a model of a brake system with 
ABS, which includes an operator for solving a system of differential equations (see 
Fig. 1) [16].

The adequacy of the solutions of the mathematical model to the real process 
is determined, firstly, by the correspondence of the equation of the real process 
to the physics of the phenomenon, secondly, by the accuracy of the mathematical 
description of the process modules, and, thirdly, by the correspondence of the results
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Fig. 1 Block diagram of the 
algorithm of the brake 
system model with ABS

of computational and full-scale experiments with the same initial data, within made 
assumptions and errors of calculations and measurements [16]. 

When modeling a controlled process, one more thing is added to the requirements 
of uniqueness, stability and adequacy—the actual accumulated time for solving the 
model equations must be ahead of the time of the process being modeled. Moreover, 
the lead time should be no less than the duration of time for the adoption and execution 
of the decision by the corresponding control devices. 

3 Mathematical Model of Car Wheel Braking 

Models which involve the solution of differential equations require amount computer 
time to calculate the simulated process. For example, the solution of the system of 
nonlinear differential equations describing the motion of a wheel in the emergency 
braking mode given in [21] is Lyapunov stable. System of differential equations 
describing the process of braking on automobile wheel looks like: 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

M = f (t), (1) 
ω̇ = 1 j · [−M + μ · m · g · r ], (2) 
ω = ω0 +

∫
ω̇dt, (3) 

v̇ = −μ · g, (4) 
v = v0 +

∫
v̇ · dt, (5) 

λ = 1 − ω·r 
v , (6) 

μ = f0·λ 
a·λ2+b·λ+c . (7)
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where is 

t current time value; 
M braking torque applied to the wheel; 
ω0, v0 initial values of angular and linear speed; 
ω̇, ω angular acceleration and rotational speed; 
v̇, v linear acceleration and wheel speed; 
j , m wheel moment of inertia and mass per wheel; 
g gravity factor; 
r dynamic radius of the wheel; 
μ coefficient of the longitudinal traction of a wheel with a road surface; 
λ coefficient of the longitudinal slipping; 
a, b, c empirical coefficients (descriptors of the road surface); 
f0 tire-to-surface friction coefficient on full-lock skidding. 

This is following next physical phenomena: 

(1) the dependence of the braking torque on time; 
(2) change in the angular acceleration of the wheel; 
(3) change in the rotational speed of the wheel; 
(4) change in the deceleration of the translational motion of the mass concentrated 

in the center of the wheel and creating a normal load in the contact patch; 
(5) change in the linear speed of the wheel; 
(6) the ratio between the translational speed and the circumferential speed of the 

tread in the center of the contact spot is the coefficient of relative slippage; 
(7) dependence of the tire-to-surface friction coefficient in the longitudinal direction 

on the coefficient of relative slippage and road surface. 

However, in this case, in the solution of this system of equations, instability may 
arise, which is a consequence of the numerical solution methods used, in partic-
ular, with the choice of the integration step. With a decrease in the integration 
step, the accuracy of calculations increases, but at the same time, the calculation 
time increases. Existing numerical methods (Euler, Runge–Kutta, Dorman-Prince) 
assume the expansion of the desired function in a Taylor series, or (Adams) use 
Newton’s second interpolation formula [22, 23]. In practice, the use of numerical 
methods with a given degree of calculation accuracy, for example, Runge–Kutta 
of the fourth order, only partially solves the problem of lack of computing power 
[23]. The problem of increasing the counting rate while maintaining a given calcu-
lation accuracy can be solved by using an ECU element of higher performance, for 
example, general-purpose graphic processors [24], which, accordingly, will lead to an 
increase in the price of the ECU. When developing the ABS model, one should take 
into account the currently economically unacceptable high cost of high-performance 
graphics processors for mass production of control units. 

One of the possible alternative methods for representing the model of the wheel 
braking process in real time, considering the applied braking forces and allowing to 
exclude systems of differential equations as an intermediate stage of calculations,
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is the fuzzy logic method using linguistic variables. The use of linguistic variables 
used in fuzzy logic will require much less power of the computing element of the 
ECU [25]. 

4 Implementation of a One-Wheel ABS Model Under 
the Control of a Fuzzy Controller 

In the calculation part, we will determine the braking parameters of an automobile 
wheel both using a numerical method and a deliberately small integration step (to 
ensure high accuracy of the results obtained) and using a fuzzy controller with the 
same initial data. 

Next, it will be necessary to compare the results obtained and draw the appropriate 
conclusions. 

Table 1 presents the initial data for the calculation. When solving the given system 
numerically, the improved Euler method and the calculation step equal to 0.005 s 
will be used. 

As a version of the controller, an alternative to the PID controller, we use a fuzzy 
model of the controller. Let’s leave the one-wheel model from the previous section 
unchanged, we will replace only the subsystem with the regulator. 

To create a fuzzy controller, we use the Fuzzy library logic Toolbox of the 
MATLAB package, for work we will select the Fuzzy block logic controller (see 
Fig. 2).

To simplify the model, we use a model with one input and three output values 
determined by the range of the input value.

Table 1 The initial data and the constant values adopted for the solution of the system 

Name Designation Value 

Linear speed value at the initial moment of time v0 60 km/h 

Linear and angular acceleration at the initial moment 
of time 

ω̇0, v̇0 0 

Wheel moment of inertia j 0.9 m · s2 
Mass per wheel m 350 kg 

Gravity factor g 9.8 m · s2 
Dynamic radius of the wheel r 0.3 m 

Empirical coefficients characterizing the road surface 
(dry surface) 

a; b; c; f0 0.342; 0.612; 0.046; 0.7 

Braking torque applied to the wheel at the initial 
moment of time 

M0 0 

Angular speed value at the initial moment of time ω0 = v0 r 
The law of braking torque variation 1000 · t 
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Fig. 2 Model of a PID-like fuzzy controller

We will apply the speed parameter to the input, depending on the value of which 
at the output we will obtain the values Ki, Kp and Kd—the coefficients for the PID 
component of the designed controller. 

Let’s set the rules and get the visualization in Simulink (see Fig. 3). 
Now compatible in Simulink fuzzy and PID components. 
To improve the adequacy of the controller, we use two input parameters: the speed 

value for the fuzzy component and the deviation value for the PID component (see 
Fig. 4).

Fig. 3 Visualization of the fuzzy controller in Simulink FIS wizard 
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Fig. 4 Fuzzy PID-like controller in MATLAB Simulink 

Fig. 5 Implementation in MATLAB Simulink ABS models controlled by a fuzzy PID controller 

As a result, we obtain a PID-like fuzzy controller with coefficients P-, I-, D that 
change depending on the speed mode (see Fig. 5). 

The calculation results are presented in Figs. 6 and 7. Figure 6 shows the depen-
dence of the braking parameter on the process time, moreover, the blue line corre-
sponds to the numerical solution, and the red line corresponds to the solution using a 
fuzzy controller. Figure 7 shows the differences between the obtained solutions, and 
the exact solution is taken as the solution obtained using the numerical method, the 
difference is expressed as a percentage.

As can be seen from the graphs, over the entire range of the braking process, the 
fuzzy PID-like controller provides a satisfactory match to the exact values of the 
braking parameters.
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Fig. 6 Braking parameters of a car wheel (blue line—numerical solution, red line—solution 
obtained using a fuzzy controller)
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Fig. 6 (continued)
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Fig. 7 Differences between the braking parameters of an automobile wheel calculated in different 
ways
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Fig. 7 (continued)
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5 Conclusion 

With regard to the process of computer simulation of the movement of an automo-
bile wheel in braking mode in real time, it is currently possible to recommend the 
following. 

In some cases, the result of using a fuzzy controller is quite difficult to predict and 
it is not always possible to obtain the required accuracy of regulation. In this regard, 
it is necessary to make a preliminary analysis of the system and reasonably make a 
choice of the regulator. As the results of the study have shown, where the regulation 
is provided, it is preferable to use classical PID controllers, and in relation to the 
issue of modeling the movement of a car with ABS, the use of an adaptive fuzzy 
controller is reasonable and adequate; 

When developing a fuzzy controller, the introduction of an additional input param-
eter in addition to the deviation value improves the quality of the model. In the 
proposed simplified model, the value of the vehicle speed is used. However, it is 
preferable to use the first or second derivative of either vehicle speed, wheel speed, 
or deviation change. The use of numerical values (through the values of derivatives, 
or according to the accelerometer data) and signs of accelerations in the fuzzy model 
makes it possible to consider the prediction of the system’s behavior; 

To improve the adequacy of the model, one should take into account the time delay, 
taking into account the action of the hydraulic brake system and data processing by 
the processor. It is necessary to predict in real time the value of the slip coefficient 
at the next point in time and use it to control the error. To do this, in the model, at 
the output of the slip coefficient signal, the subsystem should be switched on, taking 
into account the time delay. 
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