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Abstract. In econometrics, volatility of an investment is usually described by its
Value-at-Risk (VaR), i.e., by an appropriate quantile of the corresponding proba-
bility distribution. The motivations for selecting VaR are largely empirical: VaR
provides a more adequate description of what people intuitively perceive as risk.
In this paper, we analyze this situation from the viewpoint of decision theory, and
we show that this analysis naturally leads to the Value-at-Risk, i.e., to a quantile.

Interestingly, this analysis also naturally leads to an optimization problem
related to quantile regression.

1 Description of the Problem

Need to Represent a Random Gain by a Single Number. In economics, the outcomes
of a decision are usually known with uncertainty. Based on the previous experience, for
each possible decision, we can estimate the probability of different gains m. Thus, each
possible decision can be characterised by a probability distribution on the set of possible
gains m. This probability distribution can be described by a probability density function

ρ(m), or by the cumulative distribution function F(n) def= Prob(m ≤ n).
To select the best decision, we need to be able to compare every two possible deci-

sions – and for this purpose, we need to represent each possible decision by a single
number.

Problem: What Should this Number be? How can we select this number?
According to decision theory, decisions of a rational person are equivalent to select-

ing a decision that leads to the largest possible mean value of this person’s utility (see,
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e.g., [3,4,7–11]), and in the first approximation, utility is proportional to the gain.
According to this logic, we should select a decision that leads to the largest possible
value of the mean gain.

WhatWe Do in this Paper. In this paper, we show that a more appropriate decision is to
select the decision with the largest possible value of the appropriate quantile. This pro-
vides an additional explanation for the fact that in econometrics, an appropriate quan-
tile – known as the Value at Risk (VaR) (see, e.g., [2]) – is an accepted measure of the
investment’s volatility (for other explanations, see, e.g., [1]).

2 Analysis of the Problem and Its Resulting Formulation
in Precise Terms

Suppose that we represent a decision by a number n. Since the outcomes are random,
the actual gain m will be, in general, different from n. How will this difference affect
the decision maker?

Case When We Gained More than Expected. Let us first consider the case when the
actual gain m is larger than n. In this case, we can use the unexpected surplus m−
n. For example, a person can take a trip, a company can buy some new equipment,
etc. However, the value of this additional amount to the user is somewhat decreased
by the fact that this amount was unexpected. For example, if a user plans a trip way
beforehand, it is much cheaper than buying it in the last minute. If the company plans
to buy an equipment some time ahead, it can negotiate a better price. In all these cases,
in comparison to the user’s value of each dollar of the expected amount n, each dollar
from the unexpected additional amount m−n has a somewhat lower value, valued less
by some coefficient α+ > 0.

The loss of value for each dollar above the expected value is α+. Thus, the overall
loss corresponding to the whole unexpected amount m−n is equal to α+ · (m−n). So,
to get the overall user’s value v(m) of the gain m, we need to subtract this loss from m:

v(m) = m−α+ · (m−n). (1)

Case When We Gained Less than Expected. What if the actual gain m is smaller
than n? In this case, not only we lose the difference n−m in comparison to what we
expected, but we lose some more. For example, since we expected the gain n, we may
have already made some purchases for which we planned to pay from this amount.
Since we did not get as much money as we expected, we need to borrow the missing
amount of money – and since borrowing money comes with an interest, we thus lose –
e.g., on this interest – some additional amount. In other words, for each dollar that we
did not receive, we lose some additional amount; let us denote this additional loss by
α− > 0.

The overall additional loss to the user caused by the difference n−m can be obtained
by multiplying this difference by the per-dollar loss α−, so this loss is equal to
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α− · (n−m). The overall user’s value v(m) corresponding to the gain m can be thus
obtained by subtracting this loss from the monetary amount m:

v(m) = m−α− · (n−m). (2)

Resulting Optimization Problem.As we have mentioned, a rational agent should max-
imize the expected value, i.e., a rational agent should select the value n that maximizes
the expression

V
def=

∫ ∞

−∞
ρ(m) · v(m)dm

=
∫ n

−∞
ρ(m) · (m−α− · (n−m))dm+

∫ ∞

n
ρ(m) · (m−α+ · (m−n))dm. (3)

3 Solving the Resulting Optimization Problem

Solving the Problem. Differentiating the expression (3) with respect to the unknown
value n and equating the resulting derivative to 0, we conclude that

−α− ·
∫ n

−∞
ρ(m)dm+α+ ·

∫ ∞

n
ρ(m)dm= 0 (4)

Here, by definition of the probability density:
∫ n

−∞
ρ(m)dm= Prob(m ≤ n) = F(n)

and ∫ ∞

n
ρ(m)dm= Prob(m ≥ n) = 1−F(n).

Thus, the equality (4) takes the form

−α− ·F(n)+α+ · (1−F(n)) = 0,

so
(α− +α+) ·F(m) = α+

and hence
F(m) =

α+

α− +α+
.

This is exactly the quantile corresponding to

τ =
α+

α− +α+
. (5)

Thus we arrive at the following conclusion.

Conclusion. In the above natural optimization problem, the optimal value n represent-
ing the random variable described by a cumulative distribution function F(m) is the
quantile corresponding to the value (5).

This explains why quantiles (i.e., VaR) indeed work well in econometrics.
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An Interesting Observation. In econometrics, quantiles are not only used to describe
the risk of different investments, they are also used to describe the dependence between
different random variables – in the form of describing how the quantile of the depen-
dent variable m depends on the quantiles of the corresponding independent variables
x1, . . . ,xn. In this technique – known as quantile regression (see, e.g., [5,6]), for each
value τ ∈ (0,1) the τ-level quantile n of the random variable m is determined by mini-
mizing the expression

I
def= (τ −1) ·

∫ n

−∞
ρ(m) · (m−n)dm+ τ ·

∫ ∞

n
ρ(m) · (m−n)dm. (6)

By comparing the formulas (3) and (7) for the value τ determined by the formula (5),
we see that

V =
∫ ∞

−∞
ρ(m) ·mdm− (α++α−) · I. (7)

The first integral in the expression (7) is just the expected value of the gain, it does not
depend on n at all. Thus, maximizing V is equivalent to minimizing the expression I.

So, the formal optimized expression used in quantile regression actually has a pre-
cise meaning: it is linearly related to the expected utility of the user.

Acknowledgments. This work was supported in part by the National Science Foundation grants
1623190 (A Model of Change for Preparing a New Generation for Professional Practice in Com-
puter Science), and HRD-1834620 and HRD-2034030 (CAHSI Includes), and by the AT&T Fel-
lowship in Information Technology.

It was also supported by the program of the development of the Scientific-Educational Math-
ematical Center of Volga Federal District No. 075-02-2020-1478, and by a grant from the Hun-
garian National Research, Development and Innovation Office (NRDI).

This work was also supported by the Center of Excellence in Econometrics, Faculty of Eco-
nomics, Chiang Mai University, Thailand.

References

1. Aguilar, S., Kreinovich, V., Pham, U.: Why quantiles are a good description of volatility
in economics: a pedagogical explanation. In: Sriboonchitta, S., Kreinovich, V., Yamaka, W.
(eds.) TES 2022. Studies in Systems, Decision and Control, vol. 429, pp. 3–6. Springer,
Cham (2023). https://doi.org/10.1007/978-3-030-97273-8 1

2. Auer, M.: Hands-On Value-at-Risk and Expected Shortfall: A Practical Primer. Springer,
Heidelberg (2018). https://doi.org/10.1007/978-3-319-72320-4

3. Fishburn, P.C.: Utility Theory for Decision Making. Wiley, New York (1969)
4. Fishburn, P.C.: Nonlinear Preference and Utility Theory. The John Hopkins Press, Baltimore

(1988)
5. Furno, M., Vistocco, D.: Quantile Regression: Estimation and Simulation. Wiley, Hoboken

(2018)
6. Koenker, R., Chernozhukov, V., He, X., Peng, L. (eds.): Handbook of Quantile Regression.

Chapman & Hall/CRC, Boca Raton (2017)
7. Kreinovich, V.: Decision making under interval uncertainty (and beyond). In: Guo, P.,

Pedrycz, W. (eds.) Human-Centric Decision-Making Models for Social Sciences. SCI, vol.
502, pp. 163–193. Springer, Heidelberg (2014). https://doi.org/10.1007/978-3-642-39307-
5 8

https://doi.org/10.1007/978-3-030-97273-8_1
https://doi.org/10.1007/978-3-319-72320-4
https://doi.org/10.1007/978-3-642-39307-5_8
https://doi.org/10.1007/978-3-642-39307-5_8


Why Quantiles Are a Good Description of Volatility in Economics 173

8. Luce, R.D., Raiffa, R.: Games and Decisions: Introduction and Critical Survey. Dover, New
York (1989)

9. Nguyen, H.T., Kosheleva, O., Kreinovich, V.: Decision making beyond arrow’s ‘impossibil-
ity theorem’, with the analysis of effects of collusion and mutual attraction. Int. J. Intell.
Syst. 24(1), 27–47 (2009)

10. Nguyen, H.T., Kreinovich, V., Wu, B., Xiang, G.: Computing Statistics Under Interval and
Fuzzy Uncertainty. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-24905-
1

11. Raiffa, H.: Decision Analysis. McGraw-Hill, Columbus (1997)

https://doi.org/10.1007/978-3-642-24905-1
https://doi.org/10.1007/978-3-642-24905-1

	Why Quantiles Are a Good Description of Volatility in Economics: An Alternative Explanation
	1 Description of the Problem
	2 Analysis of the Problem and Its Resulting Formulation in Precise Terms
	3 Solving the Resulting Optimization Problem
	References


