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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday lives, as
an ever-growing number of human activities are progressively moving from the phys-
ical to the digital world. This process, which has been ongoing for some time now,
was further accelerated during the acute period of the COVID-19 pandemic. The HCI
International (HCII) conference series, held annually, aims to respond to the compelling
need to advance the exchange of knowledge and research and development efforts on
the human aspects of design and use of computing systems.

The 25th International Conference on Human-Computer Interaction, HCI Interna-
tional 2023 (HCII 2023), was held in the emerging post-pandemic era as a ‘hybrid’ event
at the AC Bella Sky Hotel and Bella Center, Copenhagen, Denmark, during July 23–28,
2023. It incorporated the 21 thematic areas and affiliated conferences listed below.

A total of 7472 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1578 papers and
396 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will be
included in the ‘HCII 2023 - Late Breaking Work - Papers’ volumes of the proceedings
to be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2023 - Late Breaking Work - Posters’
volumes to be published in the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2023 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
sincere appreciation to Abbas Moallem, Communications Chair and Editor of HCI
International News.

July 2023 Constantine Stephanidis
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Preface

Human-computer interaction in the highly complex field of mobility and intermodal
transport leads to completely new challenges. A variety of different travelers move in
different travel chains. The interplay of such different systems, such as car and bike shar-
ing, local and long-distance public transport, and individual transport, must be adapted
to the needs of travelers. Intelligent traveler information systems must be created to
make it easier for travelers to plan, book, and execute an intermodal travel chain and to
interact with the different systems. Innovative means of transport are developed, such as
electric vehicles and autonomous vehicles. To achieve the acceptance of these systems,
human-machine interaction must be completely redesigned.

The 5th International Conference on HCI in Mobility, Transport, and Automotive
Systems (MobiTAS 2023), an affiliated conference of the HCI International (HCII)
conference, encouraged papers from academics, researchers, industry, and professionals,
on a broad range of theoretical and applied issues related to mobility, transport, and
automotive systems and their applications.

For MobiTAS 2023, a key theme with which researchers were concerned was
autonomous and assisted driving, as well as intelligent transportation systems. Top-
ics covered in this area included designing driver training applications for adaptive
cruise control, designing automation and intelligent car features, designing and evalu-
ating intelligent assistants, exploring the cooperation between humans and agents, and
understanding user behavior towards automation.Other papers focused on urban and sus-
tainable mobility, exploring various aspects of urban transportation, such as autonomous
shuttles, delivery robots, heavy vehicles in underground mines, urban air mobility, and
electric vehicles and e-scooters, as well as sustainability perspectives, such as service
ecosystems, vehicle sharing, route optimization, and traffic planning. In addition, a con-
siderable number of contributions reflected the need for understanding driver behavior
and performance, offering insights into the effect of technology on driving experience,
exploring driver preferences for automated driving styles, and classifying driving styles
based on driver behavior. The design of in-vehicle experiences for drivers and passen-
gers was another key theme of research addressed in this year’s proceedings, covering
a range of topics, such as interface design and evaluation of alert systems and dash-
boards, data-driven design, game-based design, multimodal design featuring ultrasound
skin stimulation and music, as well as design to alleviate motion sickness for passen-
gers. Finally, a number of papers focused on the topic of accessibility and inclusive
mobility, addressing accessibility models, independent mobility for people with intel-
lectual disabilities, and understanding driver behavior in individuals with mild cognitive
disabilities.

Two volumes of the HCII 2023 proceedings are dedicated to this year’s edition of the
MobiTAS conference. The first focuses on topics related to autonomous and intelligent
transport systems for urban and sustainable mobility, while the second focuses on topics
related to human-centered design of mobility and in-vehicle experiences.



xiv Preface

Papers of these volumes are included for publication after a minimum of two single-
blind reviews from the members of theMobiTAS ProgramBoard or, in some cases, from
members of the Program Boards of other affiliated conferences. I would like to thank all
of them for their invaluable contribution, support, and efforts.

July 2023 Heidi Krömker
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HCI International 2024 Conference

The 26th International Conference on Human-Computer Interaction, HCI International
2024, will be held jointly with the affiliated conferences at the Washington Hilton
Hotel, Washington, DC, USA, June 29 – July 4, 2024. It will cover a broad
spectrum of themes related to Human-Computer Interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as novel
interaction techniques, interfaces, and applications. The proceedings will be published
by Springer. More information will be made available on the conference website:
http://2024.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2024.org

https://2024.hci.international/
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Human Factor Risks in Driving Automation
Crashes
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Abstract. Driving automation systems are capable of continuously performing
part or all of the dynamic driving task. Driving automation is intended to reduce
the probability and severity of traffic crashes by minimizing manual operation.
However, inadequate automation systems (including advanced driver assistance
systems mounted on Level 2 vehicles and automated driving systems mounted on
Level 3 or higher levels vehicles) and inappropriate human-automation interac-
tion will threaten road safety. This study analyzed the factors of crashes related
to driving automation from the perspective of human factor risks. We summa-
rized the crashes and categorized the probable causes mentioned in six accident
reports from National Transportation Safety Board. We extracted common causal
factors related to human drivers, including inappropriate using ways of driv-
ing automation, human distraction or disengagement, and complacency (overre-
liance) on vehicle automation. Finally, we discussed the relationship between the
extracted common causes and previous insights in the driving automation domain,
such as the rationality of complacency as a causal factor, and provided potential
countermeasures.

Keywords: Driving automation · Human errors · Human factor risks · Crash
analysis · Complacency · Overtrust

1 Introduction

On March 18, 2018, in Arizona, an Uber developmental automated vehicle (AV) struck
and fatally injured a pedestrian pushing a bicyclewalking acrossN.MillAvenue.Accord-
ing to the accident report from National Transportation Safety Board (NTSB) [1], 5.6 s
prior to the crash, its automated driving system (ADS) first detected the pedestrian, how-
ever, recognized her as a vehicle, and then as an unknown object and a cyclist. When the
system determined that the crash was inevitable and imminent, “the situation exceeded
the response specifications of the ADS braking system” (p. v) [1]. It was the first AV
crash involving the death of a pedestrian in the world. This crash shows that automated
systems are not as safe as we think; in other words, automation may make mistakes and
cause harms on roads.

It is reported that the majority of vehicle crashes (e.g., more than 90% in the USA [2]
and China [3, 4]) are caused by human factors. The advent of driving automation may
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address this issue. The Society of Automotive Engineers (SAE) [5] identified driving
automation as six levels: No Driving Automation (Level 0), Driver Assistance (Level
1), Partial Automation (Level 2), Conditional Automation (Level 3), High Automation
(Level 4), andFullAutomation (Level 5).Driving automation technology inLevel 2 vehi-
cles is called the advanced driver assistance system (ADAS), which requires the driver
and the system to perform the dynamic driving task together. The driver must moni-
tor the system’s behavior and make appropriate responses to guarantee safety. Vehicles
equipped with ADAS are commercially available. AVs refer to vehicles with Level 3 or
higher levels equipped with the automated driving system (ADS). AVs have not yet been
adopted on a large scale. In the future, ADS is expected to operate a vehicle by itself.

However, as indicated by the 2018 Uber AV crash, perfect automation is impossible
to guarantee and difficult to achieve [6]. It is unavoidable that automation will go wrong.
Due to limited even incorrect performance, current automation cannot fully ensure driv-
ing safety. On one hand, automation with limited capabilities cannot perform all tasks.
It is difficult for designers and engineers to anticipate any possible dangerous situations
and thus set up the corresponding functions of automation in advance. On the other hand,
automation is unreliable because of its infrequently but fatally incorrect responses (e.g.,
misclassifying the pedestrian in the 2018 Uber AV crash). Thus, the driver and automa-
tion need to share vehicle control at present, also known as human-machine cooperative
driving or human-machine co-driving [7].

Human-machine cooperative driving compensates for the possible problems of driv-
ing automation technology since the driver or operator plays a backup role. However,
safety issues occur when the human and driving automation system operate the vehicle
together. First, drivers’ behaviormay change compared to traditional driving (i.e., behav-
ioral adaptation) influenced by the addition of driving automation systems; for example,
they increase speed and reduce headway [8] unwittingly. Such behavioral changes,which
are not conducive to traffic safety, make it difficult for automation to achieve its intended
benefits. In addition, automation functions effectively in the conditions for which it was
programmed, but it needs manual intervention in other circumstances [9]. The driver or
operator needs to complete tasks they are not good at, and pays attention to the system
operating status and the road environment for a long time; however, a human nature is
that humans are not good at keeping vigilant for a long time [10, 11]. Human-machine
cooperative driving brings other problems. For example, using automation may lead
drivers to gradually lose their manual control abilities because they have fewer oppor-
tunities to drive manually [12]. Also, unjustified use of automation related to overtrust,
overreliance, and complacency will occur [12].

Driving automation systems reduces the probability and severity of traffic crashes
by minimizing manual operation [13], while road safety is still threatened by inadequate
automation systems and inappropriate interaction between the system (including ADAS
and ADS) and driver (or operator). This study analyzed and summarized the causal
factors of crashes from the perspective of human errors. We discussed the probable
causes combined with insights from the current literature, potential gaps of current focus
in human-machine cooperative driving between research and practice, the controversial
issue of complacency being considered as a causal factor, and finally offered potential
countermeasures.
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2 Driving Automation Crashes

Weshowed scenes and summarized probable causes of six crash cases, see Table 1. These
cases had relatively complete analysis reports and were provided detailed information
by NTSB, which is helpful for subsequent analysis. Brief crash event descriptions are
as follows.

In Case A [14], onMay 7, 2016, nearWilliston, Florida, a 2015 TeslaModel S (Level
2) was traveling east while a tractor-semitrailer truck was traveling west to make a left
turn. The Tesla struck the right side of the semitrailer, causing extensive roof damage.
After the crash with the semitrailer, the Tesla struck and broke a utility pole before
coming to a halt. The Tesla driver and a passenger in the vehicle were killed in the crash.
The driver of the semitrailer was not injured. It is the first reported traffic fatal crash
involving Level 2 automation in the world.

In Case B [15], on January 22, 2018, in Culver City, California, a 2014 Tesla Model
S (Level 2) drove on an interstate and a fire truck was parked in the high-occupancy
vehicle lane with its emergency lights on. When another vehicle in front of the Tesla
changed lanes to the right, the Tesla did not change lanes. Instead, the Tesla accelerated
and struck the back of the fire truck. No one was inside the fire engine at the time of the
crash, and no injuries were reported.

InCaseC [16], onMarch23, 2018, inMountainView,SantaClaraCounty,California,
a 2017 Tesla Model X (Level 2) struck a previously damaged and non-functional crash
attenuator (a protecting equipment that slows the vehicle to reduce the impact of a crash)
on the highway, causing the front and rear structures to separate. Then, the Tesla collided
with two other vehicles, a Mazda 3 and an Audi A4. The Tesla driver died.

In Case D [17], on March 1, 2019, in Delray Beach, Palm Beach County, Florida,
a truck traveling east attempted to cross the southbound lane, then turned left into the
northbound lane. A 2018 Tesla Model 3 vehicle (Level 2) was traveling south at 69 mph
and did not slow down or take any other action to avoid the truck before the crash. As a
result, the Tesla driver died.

In Case E [1], on March 18, 2018, in Tempe, Arizona, a vehicle equipped with an
Uber developmental automated driving system (Level 3) struck a pedestrian pushing a
bicycle across N. Mill Avenue in the northbound lanes. The crash resulted in the death
of the pedestrian and the Uber test operator was not injured. It was the first pedestrian
fatality caused by an AV.

InCase F [18], onNovember 8, 2017, in downtownLasVegas, ClarkCounty,Nevada,
an automated shuttle (2017 Navya Arma autonomous shuttle; Level 5) was driving on a
designated test site in Las Vegas, Nevada. When the shuttle detected the truck, it began
to decelerate. However, the shuttle came to an almost complete stop, and the truck in
front of it continued to reverse, causing a minor crash. No one was injured in the crash.
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Table 1. Scenes and probable cause of each crash case

Crash Probable cause

Case A
May 7, 2016 (2015 Tesla Model S)

Human (Driver): Inattention due to overreliance on
vehicle automation; prolonged disengagement from
the driving task; using vehicle automation in ways
inconsistent with guidance and warnings from the
manufacturer
Other road user (truck driver): Failure to yield the
right of way to the car
Vehicle: Operational design permitted the driver’s
inappropriate behavior

Case B
January 22, 2018 (2014 Tesla Model S)

Human (Driver): Inattention and overreliance on
vehicle automation; disengagement from the driving
task; using vehicle automation in ways inconsistent
with guidance and warnings from the manufacturer
Vehicle: Operational design permitted the driver’s
inappropriate behavior

Case C
March 23, 2018 (2017 Tesla Model X)

Human (Driver): Overreliance and complacency on
vehicle automation; distraction likely from a cell
phone game application
Vehicle: Mistakenly steering the vehicle into a
highway gore area; ineffective monitoring of driver
engagement
Environment: A damaged crash attenuator
Regulator: The California Highway Patrol’s failure
to report the damage of the crash attenuator
following a previous crash; systemic problems with
the California Department of Transportation’s
maintenance division in repairing traffic safety
hardware in a timely manner

Case D
March 1, 2019 (2018 Tesla Model 3)

Human (Driver): Inattention due to overreliance on
vehicle automation; failure to react to the presence
of the truck
Other road user (truck driver): Failure to yield the
right of way to the car
Vehicle: Operational design permitted the driver’s
inappropriate behavior
Manufacturer: Failure to limit the use of the system
to the designed conditions
Regulator: The National Highway Traffic Safety
Administration’s failure to develop a method of
verifying manufacturers’ incorporation of acceptable
system safeguards for vehicles with Level 2
automation capabilities that limit the use of
automated vehicle control systems to the designed
conditions

(continued)
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Table 1. (continued)

Crash Probable cause

Case E
March 18, 2018 (Uber developmental automated
vehicle)

Human (Operator): Automation complacency;
failure to monitor the driving environment and the
operation of the automated driving system because
of the visual distraction throughout the trip by
personal cell phone
Other road user (impaired pedestrian): Crossing
N. Mill Avenue outside a crosswalk
Vehicle: Forward collision warning system and
automatic emergency braking system in the Volvo
ADASs were not active
Manufacturer: The Uber Advanced Technologies
Group’s inadequate safety risk assessment
procedures, ineffective oversight of vehicle
operators, and lack of adequate mechanisms for
addressing operators’ automation complacency
Regulator: The Arizona Department of
Transportation’s insufficient oversight of automated
vehicle testing

Case F
November 8, 2017 (2017 Navya Arma autonomous
shuttle)

Human (attendant): Not being in a position to take
manual control of the vehicle in an emergency
Other road user (truck driver): His action of
backing into an alley, and his expectation that the
shuttle would stop at a sufficient distance from his
vehicle to allow him to complete his backup
maneuver

3 Results

According to accident reports from the NTSB, inappropriate using ways of vehicle
automation, human distraction or disengagement, and complacency (overreliance) are
believed to be probable causes in most cases.

First, in CasesA,B, C, andD, the driver used vehicle automation inways inconsistent
with guidance and warnings from the manufacturer. In these four crashes, the driver’s
hands were always off the steering wheel when Autopilot was active, departing from
system usage specifications. For example, in Case A, the “Autopilot hands on state”
parameter remained at “Hands required not detected” for the great portion of the trip.
During the trip, the systemmade seven visual warnings, and six of these visual warnings
transitioned further to auditory warnings (i.e., chime), followed by a brief detection of
manual operation that lasted one to three seconds. During the 37 mins that the ADAS
was in operation, the system detected manual operation for only 25 s. Also, the driver
used the system on State Road 24 (a non-preferred roadway for the use of Autopilot)
even though the system was not designed for this type of road. However, although the
accident reports of Cases C and D did not explicitly state that “the driver used vehicle
automation in ways inconsistent with guidance and warnings from the manufacturer” in



8 Y. Chu and P. Liu

the “Probable Cause” part, a lack of steering wheel torque (force applied to the steering
wheel to make it rotate about the steering column) was still detected. “No driver-applied
steering wheel torque was detected by Autosteer” (p. 6) [16] in Case C and “no driver-
applied steering wheel torque was detected for 7.7 s before impact, indicating driver
disengagement” (p. 14) [17] in Case D. It is conceivable for hands to be just resting
on the steering wheel without any torque. However, “a lack of steering wheel torque
indicates to the vehicle system that the driver’s hands are not on the steering wheel”
(p. 6) [16].

Next, in Cases A, B, and D, the driver was (prolonged) disengaged from the driving
task; in cases C and E, the driver or operator was reported to be distracted by the cell
phone, leading to a crash. Inappropriate operational design (e.g., “Despite the system’s
known limitations, Tesla does not restrict where Autopilot can be used.” (p. x) [16]; the
system did not prevent drivers fromusing it improperly) permitted driver disengagement,
causing them not to realize the approaching danger (e.g., the tractor-semitrailer truck
in Case A, the stationary fire truck in Case B, and the truck trying to turn left in Case
D) in time. Another safety issue is human distraction. In Case C, the driver “was likely
distracted by a gaming application on his cell phone before the crash” (p. x) [16], making
him not realize the system had steered the vehicle into a gore area of the highway not
used for vehicle. Also, the human operator was “glancing away from the roadway for
extended periods throughout the trip” (p. 1) andmight watch a television show according
to the phone records [1] in Case E.

Accident reports stated that irrational use or inattention resulted from complacency
or overreliance. The NTSB concluded that the behavior of drivers who did not follow
the owner’s manual strongly indicated their overreliance on vehicle automation (e.g.,
[14]). For example, the driver in Case A used the system in roadways not satisfying the
condition of “highways and limited-access roads with a fully attentive driver” (p. 74 in
Tesla Model S Owner’s Manual [19]; cited in [14]). Driver disengagement did not meet
the requirement that they must “keep hands on the steering wheel at all times” (p. 74 in
Tesla Model S Owner’s Manual [19]; cited in [14]). As for Case E, the NTSB asserted
that the human operator’s prolonged visual distraction was a typical result of automation
complacency and prevented her from spotting pedestrians in time to prevent a crash.

In addition, other road users’ improper operation caused crashes. The truck drivers
failed to yield the right of way to the vehicle (in Cases A and D) and incorrect evaluation
of the shuttle stopping distance (inCase F); the pedestrian crossedN.MillAvenue outside
a crosswalk (in Case E). Similarly, vehicle system operational design, manufacturers,
environments, and regulators also had some responsibility for the crash (refer to Table 1
for details).

4 Discussion

In this study, we explored and summarized causal factors of road crashes related to
driving automation. Through a series of analyses of accident reports from NTSB, we
found that the commoncauses focus onhuman errors, including inappropriate usingways
of driving automation systems, human distraction or disengagement, and complacency
(overreliance) on vehicle automation. The involved crashes indicate that human factor
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risks are present in human-automation interaction on current roads. Improper interaction
results in an ineffective combination of human and machine strengths.

The current operational design of the driving automation system allows the person
out of the loop of the dynamic driving task, which causes problems when the human
has to regain control [12]. In our analysis, although the system uses the detection of
steering wheel torque to measure whether the driver is in control of the steering wheel,
it is difficult to ensure that the driver has maintained effective attention and is ready
to perform the dynamic driving task. Additionally, in several cases (e.g., Case A), the
system did not intervene (such as forced deactivation of ADAS) when the driver’s hands
left the steering wheel repeatedly. This “human out of the loop” operational design is not
helpful for the driver to regain control of the vehicle in time, leading to a crash (e.g., the
driver is too late to brake or steer to avoid the crash in Case C). Thus, driving automation
systems should put more emphasis on the “human in the loop” design, enabling drivers
to notice automation problems when systems (suddenly) reach the boundaries of their
capabilities [20, 21].

Another causal factor is that drivers misuse the driving automation system and such
behavior is detrimental to driving safety. Misuse refers to the user’s incorrect use of
automation [12]. For example, drivers used systems inconsistent with the requirement in
the vehicle owner’s manual, including activating systems on some types of roads which
are not designed for and hands off the steering wheel during the system is enabled.

Misuse is frequently used in conjunction with complacency or overreliance [12]. In
our study, the NTSB concluded that complacency or overreliance, which caused inap-
propriate use of driving automation systems by drivers or operators, was a probable
cause of crashes. The concept of complacency was first introduced in aviation crash
investigations. It is described as “self-satisfaction, which may result in non-vigilance
based on an unjustified assumption of satisfactory system state” by the NASA Avia-
tion Safety Reporting System [22]. However, this construct has not been given enough
attention in theoretical research, as compared to other constructs that are important
for human-automation interaction and traffic safety in automated driving. For instance,
Heikoop et al. [8] measured the frequency with which important psychological con-
structs or pairs of constructs were discussed in the research on automated driving in
order to develop a psychological model of automated driving. A total of 15 concepts
were extracted from 43 articles, including mental workload, attention, feedback, stress,
situation awareness, task demands, fatigue, trust, mental model, arousal, complacency,
vigilance, locus of control, acceptance, and satisfaction. They were ranked according to
the number of times that a link between the construct and another construct in the model
is proposed in the extracted articles. Complacency was left out of the model because
it was after the cut-off point set at 10 counts [8]. It might suggest that the importance
of complacency is not fully recognized in current academic research. In practice, it has
been identified in all of the current accident reports involving human drivers/operator
(see Table 1). Thus, there may be a gap between research and practice regarding the role
of complacency in the domain of driving automation.

In addition, there are strong debates on the concept of complacency (overreliance)
and its explanatory power in the literature of human factors and ergonomics. First, there
is no clear definition of complacency. Some researchers considered it as a “mental state”
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[22] or a “psychological state” [23]. Others regarded it as insufficient monitoring and
verification behaviors or their negative consequences [24, 25]. The failure to reach a
consensus on the definition of complacency makes it potentially confusing to people
when it is used in the crash analysis [26]. Second, it is hard to collect evidence of
complacency and to measure it objectively [27]. For instance, research suggests using
unreasonable usage behaviors of automation (or being distracted andmissing automation
failures) as an indicator of complacency while using automation. The NTSB [14] also
came to the conclusion that the driver’s behavior of disregarding the owner’s handbook
is clearly indicative of complacency or overreliance on driving automation. In all of the
five crashes, complacency or overreliance was considered the probable driver cause. It
is not a coincidence. Human drivers, if they are believed to cause crashes while using
automation, will be finally blamed for their complacency with automation. However,
researchers [28, 29] have argued that current evidence of so-called “complacency” (e.g.,
being distracted or improper automation usage behaviors) might be due to other factors.
When drivers or operators are accused of being complacent or over-reliant, there are
essentially system design flaws behind them [30].

In order to prevent crashes related to driving automation and find a more appropriate
way to assign responsibility, future research could be directed at theoretical research as
well as practical technology enhancement in the specific area of driving automation. First,
the results of the crash analysis need to guide theoretical analysis of traffic crash factors
in research. For example, further theoretical exploration is needed on the concept and the
effect on traffic safety of automation complacency. Also, the driving automation domain
has its own specificities. Drivers are ordinary consumers who may have problems when
interacting with driving automation systems, including understanding the terminology
in the owner’s manual and staying focused on the system’s operating conditions for
long periods of time. It is important to develop driver training programs. Merriman
et al. [31] stated that the occurrence of crashes related to driving automation technology
is associated with driver attitudes, mental models, and trust in automation, and that
automation may impair the driver’s ability to recognize and avoid hazards. Therefore,
training programs for drivers can be developed from the perspectives of workload, trust,
and situational awareness, which can help drivers develop a reasonable perception and
use of driving automation systems. From the perspective of technology, it is possible to
equip with a multimodal driver monitoring system (e.g., based on steering wheel torque,
eye movements, and facial expressions information) to improve monitoring accuracy
while ensuring privacy and security. Also, engineers could upgrade the technology and
improve system reliability to avoid drivers from bypassing the usage restrictions of
driving automation systems through deceptive behaviors, such as placing heavy objects
on the steering wheel to simulate manual operation. Importantly, manufacturers need to
take into account the potential for emergency hazardous situations on the road and then
establish adequate safety risk assessment procedures. Relevant government departments
should develop appropriate safeguards to ensure that the use of driving automation
systems or the testing of AVs is strictly conformed to system design requirements in
order to reduce the abuse and misuse of the systems.
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Abstract. Speeding is the primary cause of traffic accidents. To improve road
safety, the European Union started implementing a new regulation mandating that
all new vehicles coming to the EU market must be equipped with an Intelligent
Speed Assistance (ISA) system from 2022 onwards. However, the rule did not
include existing vehicles on the roads. Our research aims to fulfill this gap by
investigating user experiences and acceptance with a retrofit system developed
by V-tron, a Dutch company. Seven participants signed up for our study and our
technicians installed the ISA system on their cars. They then used the car for more
than one month and reported their experiences weekly. We also recruited a driving
school and conducted a focus group with five instructors. Using interview and
questionnaire methods to collect their first-person experiences, we saw that all
participants acknowledged the vision and potential of ISA systems in reducing
speeding and improving traffic safety. While the retrofit system is easy to use,
the technology needs to be improved in accuracy and robustness. The overruling
mechanism also needs to minimize the latency and consider secondary users unfa-
miliar with the speed control. Three design concepts were proposed to improve
user experiences and eventually promote the adaptation of ISA systems.

Keywords: Speeding · Driving Assistance System · Technology Acceptance
Model · User Experience

1 Introduction

Driver assistance systems have been proven beneficial in several situations, both from a
driver’s and road environment perspectives. One is the intelligent speed assistants (ISA)
system, which has been developed for over two decades. It has constantly been evolving,
testing, and improving. A system must communicate with a driver properly to inform
without causing unnecessary distraction or interference (Bakker & Niemantsverdriet
2016). For this reason, we see more and more systems being tested and introduced into
legal road automobiles (Nidamanuri et al. 2021). Besides the need for safety checking
(Dikmen & Burns 2016; Endsley 2017; Ingle & Phute 2016), achieving a high level of
user acceptance is essential. This is essential for social support and the actual use of
these systems.
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When looking at the user response to advanced driver systems like adaptive cruise
control (ACC), we see that acceptance and positive attitudes are significantly above 90%
(Strand et al. 2016; Xiao & Gao 2010). While this shows potential for systems that aim
at improving road safety by assisting in maintaining and regulating speed, there is still
quite a significant difference between ACC and ISA systems that provide and control a
vehicle’s speed according to the situational speed limits.

While research on roads with dynamic speeds is limited, there is a growing interest
in improving driver and other road users’ safety through adjustable speeds. One great
example is the study performed by Li et al. (2019). Their study used a car simulator to
put drivers in a situation where poor visibility hindered their ability to drive safely at a
normal road speed. Using a connected vehicle attached to a variable speed limit system,
they explored the driver’s acceptance and its influencing factors. Within their study, they
confirmed that external factors could provide enough support to convince drivers of the
importance of dynamic speed limits. They found support for on-board communication
and on-road sign displays, with a slight preference for the latter.

Research on these signs generally does involve user acceptance but is limited to the
willingness of drivers to adhere to the different speeds. For instance, Janssen et al. (2021)
claim that asking for user feedback on dynamic speed sections would not provide actual
results, as experiencing and imagining are sometimes significantly different. Further-
more, they address that technology is often only partially used as the inventor/designer
intended (Bainbridge 1983). However, their conclusion is promising, indicating that
while the willingness to adhere to lowered speed limits is low, it rises significantly when
drivers feel the need for the reduced speed is meaningful.

Our study aims to investigate the user experience of the retrofit ISA system (see
Fig. 1) developed byV-tron, aDutch company. The system currently equips two technical
components to detect the in-context speed limit, including a front camera for recognizing
the road signage and the GPS location. In the near future, V-tron’s ISA system can also
retrieve dynamic speed limits from the city’s traffic management system and adjust the
driver’s speed accordingly.

We want to understand (1) the effectiveness and usefulness users can perceive, (2)
the usability of the system, (3) user experiences and social acceptability, and (4) the
possible changes in their driving behaviors. Those insights can help improve the ISA
system’s designs and bring the products to the market to improve safety and reduce
traffic accidents.

We used interviews and questionnaires to understand users’ expectations, experi-
ences, and behaviors. We conducted a pre-interview before they started using the system
to collect their basic information and understand their driving preferences and experi-
ences, commuting routines, expected expectations related to the system, etc. During the
trial period, we sent periodical questionnaires to participants and asked them to report
their experiences every week. After the testing phase, we conducted a post-interview
to probe their overall experiences and discuss some issues we observed from analyzing
their driving data and questionnaire responses.

In the following sections, we will first briefly review theories and measurement
methods in related topics. Based on that, we will explain how we developed the inter-
view scripts and questionnaires for collecting participants’ subjective experiences. In
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Sect. 3, we will present our study setup. The findings and design recommendations are
summarized in Sects. 4 and 5, respectively.

Fig. 1. The V-tron ISA system was used in the study presented in this paper. It consists of a
camera (right) that can recognize the speed sign on the road, a round-shape display (middle) that
can show the current speed limit, and other safety-related information.

2 Background and Literature Review

2.1 The Definition of Acceptance

Acceptance, acceptability, and social acceptance are all terms used to describe "how
potential users will react and act if a certainmeasure or device is implemented” (Vlassen-
root et al. 2010, p. 167). If there is public/social support, the effectiveness and success
of an initiative will increase. For the implementation of ISA, it is essential to know
whether drivers and other public will accept the system and what factors influence the
acceptance of this technology. Although the importance of investigating acceptance and
acceptability is well recognized, there needs to be more consistency between studies as
to what acceptance is and how it is measured [cited in Regan et al. (2014); Mitsopou-
los et al. (2002)]. The definition of acceptance is the basis for the assessment structure
and acceptance model, “without a definition, it is not possible to examine the validity
and reliability of any assessment methods and/or models” (p. 12). Acceptance has been
defined differently but partially overlapping in numerous studies.

Adell (2009) divides acceptance into five categories. The first category is “accept”;
the second one considers the need and requirements, which are relevant to the usefulness
of the system; the third type views acceptance as the aggregation of attitudes; the fourth
category is the intention to use, and the fifth one emphasizes the actual use. They can be
seen as an evaluation process from usefulness to actual use. It shows that acceptance is
a multifaceted concept and that researchers select the propensity to conform and limit
its scope (Regan et al. 2014).

Some researchers have further subdivided attitudinal acceptance and behavioral
acceptance, conditional acceptance, and context-based acceptance, as well as distin-
guished between acceptance and support [see Ch. 2 in Regan et al. (2014) for a detailed
review]. Although there are different definitions, what they have in common is that
“acceptance and acceptability are … based on the individual’s judgment” (p. 12). Any
assistance system only produces the desired effect when used by the user, which means
that using the system is essential (Regan et al. 2014).
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Since the users recruited in this project use the ISA system realistically, based on
Schade and Schlag (2003), we ask users about their forward-looking judgments about the
system and their expectations of using it during the baseline phase as acceptability and
ask them about their attitudes and behaviors toward using this system during the testing
phase as acceptance. The acceptance is closely related to the usage, and the acceptance
will depend on how the users’ requirements are integrated into the development of the
system. Therefore, in our study, we take the definition of acceptance proposed by Adell
(2009), “the degree to which an individual intends to use a system and, when available,
to incorporate the system in his/her driving” (p. 31).

Another related concept, social acceptability, considers a broader range of factors
affecting acceptance related to security and economics, but also some with cultural,
social, and psychological significance (Otway & Von Winterfeldt 1982). Researchers
have studied social acceptance and social acceptability to understand the impact of
various potential social contexts and their specific factors on human interaction with
technology (Uhde & Hassenzahl 2021). Wüstenhagen et al. (2007) propose a triangle
of social acceptance of renewable energies, including socio-political, community, and
market acceptance. According to Vlassenroot et al. (2010), “social acceptance is a more
indirect evaluation of consequences of the system” (p. 168); it involves a broader range of
factors beyond the direct operating system.Vlassenroot et al. proposed14 indicatorsmost
likely to influence acceptance and acceptability for the ISA scenario, adding factors such
as personal and social aims, social norms, responsiveness awareness, and affordability.
Since their subjects were people with no experience using the ISA system, their findings
were used by us more in the pre-interview stage of our study.

2.2 Assessment of Acceptance

Since the driver’s judgment of the system is based onpersonal knowledge, understanding,
and experience, this may differ from the influence of the system as measured by an
external observer (Adell 2009). Several widely applied models exist to measure the
impact on acceptance: the technology acceptance model (TAM) proposed by Davis
et al. (1989); TAM2 by Venkatesh and Davis (2000), and TAM3 by Venkatesh and Bala
(2008), which is the extension of TAM. There are also some other models that extended
TAMwith other methods, such as the unified theory of acceptance and use of technology
(UTAUT, Venkatesh et al. 2003) with the integration of several widely used models and
some comprehensive research. Lastly, Osswald et al. (2012) incorporated the influence
of contextual information in TAM and proposed the car technology acceptance model
(CTAM) based on the abovementioned UTAUT. Two crucial elements were introduced
into the CTAMmodel: anxiety and perceived safety. After conducting a literature review,
we selected the following influencing factors from several models that fit our research.

Individual Factors. FromRahman et al.’s (2018) survey, we know that age and gen-
der are the most frequently cited demographic factors in the mobility domain, although
some studies have concluded that gender has no significant effect on acceptance (Rah-
man 2016). Besides, Adell (2009) found the effect of age was more in the perception
of usefulness, satisfaction, and keeping the system, with younger drivers rating lower in
these categories than older drivers. Some studies also point out that a driver’s experience
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with similar devices can affect the acceptance of new technologies (Höltl & Trommer
2013; Rödel et al. 2014).

Driving habit is a broad phenomenon that covers the choice of driving speed, distance
to a preceding vehicle, overtaking other vehicles, and the tendency to commit traffic
violations constitute behavioral tendencies of drivers. These habits are often described
as ‘driving style.’ Collecting the driver’s driving style helps to interpret which habits
have more significant effects on their current driving behaviors and to compare them
with the use of the ISA system afterward.

Expectations of the System. According to Compeau et al. (1999), expectations
are the user’s prediction of the system’s purpose and function before actually using a
system or product. It is also called outcome expectations, such as increased efficiency
and improved quality. This item allows us to understand the user’s vision of the new
technology and validate it after use.

Perceived ease of use means the degree to which users expect the target system
to be easily operated (Davis et al. 1989). It is called Effort Expectancy in the UTAUT
model (Venkatesh et al. 2003) and the CTAMmodel (Osswald et al. 2012). According to
Venkatesh et al., the effect of effort expectancy on intention is more pronounced among
females and more senior users. In Davis’ (1989) study, this factor was expected to be
more prominent in the early stages of using a new system.

Perceived Usefulness presented in TAM (Davis et al. 1989) means the extent to
which the user subjectively believes that using the target system will improve their per-
formance. TAM theorized that perceived usefulness strongly influences users’ behavior
intention (BI), and perceived ease of use also significantly affects them but diminishes
over time (Davis et al. 1989). Meanwhile, in their conclusion, perceived usefulness was
also influenced by perceived ease of use because the easier the system is to use, the
more useful it will be. In the UTAUT model (Venkatesh et al. 2003), it is called perfor-
mance expectancy; the authors conclude that performance expectancy is a determinant
of intention in most cases, and this relation is influenced by gender and age, which is
more pronounced among males and younger users (Venkatesh et al. 2003).

Effectiveness is defined as “the extent to which a system performs its intended
tasks” (Rahman et al. 2018, p. 136). Many studies recognized that system reliability is
an essential factor that affects the effectiveness and act as a barrier to acceptance. Some
common examples of poor reliability are false/nuisance alarms and accuracy when using
the system.

Attitude is defined as “an individual’s overall affective reaction upon using a system”
(Osswald et al. 2012, p. 54). This factor is intended to reflect the user’s perception of the
use of the system and its impact, going beyond an assessment based on pure functionality.
The initial attitude toward the systemmainly affectsworkload, emotional state, and usage
(Adell 2009). Venkatesh et al. (2003) argue that attitudes toward the use of technology
are not theoretically a direct determinant of behavior intent. But in CTAM, this element
is considered because we cannot assess the effect in a car context in advance (Osswald
et al. 2012).

Anxiety and Perceived Safety are the two crucial elements in CTAM (Osswald et al.
2012). Anxiety was defined in the car context as “the degree to which a person responds
to a situation with apprehension, uneasiness or feelings of arousal” (p. 55). Perceived
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safety was defined as a judgment of individual driving skills and a sense of safety in
relation to other drivers (p. 55).

Social influence is also called the subjective norm in TAM2 (Venkatesh & Davis
2000). It refers to the influence of people who are important to the user’s view of whether
he/she should perform the behavior or not. Vlassenroot et al. (2010) observed that “peers,
e.g., co-workers or specific other road users, will influence the attitudes and behavior of
individuals” (p. 176). Venkatesh et al. (2003) also found that “the role of social influence
in technology acceptance decisions is complex and subject to a wide range of contingent
influences” (p. 452). Based on the TAM2 model (Venkatesh & Davis 2000), people
incorporate social influence into their perception of usefulness, i.e., gaining status and
influence through the use of systems and thereby improving their job performance.When
people gain direct experience over time, they rely less on social information in forming
their intentions and instead make judgments based on the potential benefits that come
with use.

2.3 Summary

Based on the context and purpose of this study, we integrated the theoretical model
described above. As this study focuses on the driver’s actual use of the system, we
divided all relevant factors into before exposure to the ISA system and while using
the system. Individual factors and expectations of the system are investigated before
the system is activated. Perceived ease of use, usefulness, effectiveness, attitude, anxiety,
safety, and social influence, which are direct determinants in the driving environment, are
investigated when drivers use the system. The figure below shows the specific meaning
of these factors in the driving context.

3 Study Setup

In order to investigate (1) the effectiveness and usefulness users can perceive, (2) the
usability of the system, (3) user experiences and social acceptability, and (4) the possible
changes in their driving behaviors. We interviewed two user groups in this study: A.
voluntary people with their vehicles; B. five tutors of a driving school at Helmond. For
type A users, we used interviews and questionnaires to understand their experiences.
We organized focus group discussions for the B group to know their observations and
suggestions for the tested ISA system.

In total, we recruited 12 participants, including seven people with their vehicles and
five instructors from the driving school where the ISA system was installed on four cars
used for driving lessons.

3.1 Three Phases for Individual Participants

(1) Collecting Participants’ Expectations and Prior Experiences. We recruited our
participants through the project website and social media channels of the local commu-
nities. After signing up for our study, we arranged a meeting with them to explain our
study of collecting their subjective experiences. When they agreed with our plan and
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signed the consent form, we asked them for some basic information related to this study,
including demographic info, gender, and diving experiences. We asked them the average
annual kilometers they had driven and their driving style preferences (van Huysduynen
et al., 2015), which may help to interpret the events that occurred during the test. We
also collected contextual information, like how often the user drove and how familiar
they were with the road conditions, which could affect their driving experiences with
a new assistant system in place. At the end of the pre-interview, we asked participants
about their expectations of the ISA system.

(2) A Weekly Questionnaire Survey for Three Weeks. During the testing period
of three to four weeks, we collect their experiences by asking them to fill in a short
questionnaire weekly. The interactive questionnaire was implemented LimeSurvey. It
covers six dimensions of TAMs, including Perceived ease of use, Perceived Useful-
ness, Effectiveness, Attitude, Anxiety and Perceived Safety, and Social Influence. There
are multiple-choice questions that a participant can easily express their attitudes and
experiences. We also used Likert scale to design questions to investigate how much
they agreed with the specific criteria. Taking “information accuracy” as an example, we
asked, “The information from the system was accurate,” and they can drag a slider from
1 = “ strongly disagree” to 7 = “strongly agree” to indicate their experience. In case
of negative feedback, additional open-ended questions would appear to ask participants
for more details and explanations.

To protect participants’ personal information while filling in a digital questionnaire,
we customize a link for every individual participant and send it to their mailbox on the
day of their convenience. In this way, they don’t need to fill in their personal information
every time, and we can proceed with their inputs anonymously.

(3) Post-Interview. After the testing phase, we conduct a post-interview to collect
participants’ total experiences, improvement feedback, and possible changes in their
driving behaviors. To host the post-interview smoothly and efficiently, we ask partici-
pants to fill in a summary questionnaire. It covers the Car TechnologyAcceptanceModel
and some specific questions based on the results participants reported in theweekly ques-
tionnaire. We synthesize their responses and produce a UX (user experience) curve for
each participant to investigate what makes the changes in their experiences and opinions
throughout the entire study. We also learned improvement ideas from the participants
and discussed possible marketing proposals to understand which subscription models
and pricing are affordable for the target customers. The main questions include the
following:

• Effectiveness: Do you think driving a car with this system will make you drive
differently? Followed-up question: In what ways? Under what conditions?

• Usefulness: How useful would you find the technology? Would it serve a purpose
for you?

• Usability: Can you think of any potential problems or concerns that you might have
in using the system? For instance: Source of distraction? Potential for over-reliance?
Reliability issues? Issues with the look and feel of the warnings?

• Social acceptability: How would you feel if it were compulsory for you to fit this
technology into your vehicle?

• Total experiences: From 1 to 10, how satisfied are you with the system? Can you
also explain why?
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3.2 Focus Group Study with Instructor Participants

In this study, we organized a focus group discussion with five instructors at Rijschool
VOC van Oijen in Helmond to learn about their experiences from the second-person
view. They are the secondary target users of the ISA system, and we want to understand
their observations on their students’ usage of the system. This can help us to understand
their expert opinions and examine whether the driving school could be a proper market
for the system.We start the discussionwith the TAMquestions covering five dimensions:
Effectiveness, Usefulness, Usability, Social acceptability, and Affordability, and probe
their opinions collectively.

4 Findings

Due to technical issues and the delay of needed equipment, our driving experiment
started in the secondweek of December. Due to the Christmas holiday, many participants
couldn’t respond to our questionnaires. As a result, we received 18 responses from
participants’ questionnaires. In this section, we first present their feedbackwith diagrams
and explanations, followed by a more detailed analysis of the interview data discussed
later in this section.

To keep track of the feedback gathered from different participants, we used the
following acronyms to mark the source of the specific quote:

• PreIn (pre-interview): the data we collected from the first interview conducted before
the ISA system installed in the participant’s vehicle was activated.

• PxQy (the yth weekly questionnaire): the responses we collected with the yth weekly
questionnaire participant x filled out.

• PosIn (post-interview): the data we collected from the second interview we did when
the participant completed the four-week driving experience experiment.

4.1 Subjective Responses

First, all users perceived the ISA System as easy to use throughout the experiment.
Although three participants (5 [28%] responses) were neutral about this option, all other
users found the system very easy to use.

Secondly, when we asked participants their perceived usefulness (including, the sys-
tem is useful and using this systemwill improvemy driving performance), their responses
were a bit disputed. Half of them felt positive. They indicated that when the systemworks
well, it helps them to understand the current speed limit and to be more focused when
driving. From a more macro perspective, the system can contribute to road safety. And
half of the responses were neutral or opposed because of problems with the system that
influenced their judgment on perceived usefulness. The two main issues reported by the
participants are the information misalignment, and the system does not react quickly.
Fortunately, users widely agreed that if the system worked well, it would be beneficial
for assisting their driving.

Thirdly, participants expressed some complaints. “Information Accuracy” has the
most popular comments: except for one user who rated it neutral, all other users reported
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Fig. 2. The percentage of participants’ perceived values on (A) usefulness, (B) improving driving
performance, (C) providing helpful information, and (D) feedback clarity. The amount of total
responses is eighteen.

inaccurate information (one user thought the information was accurate in the first week
and changed to disagree after two weeks of use). Incorrect speed limits may lead to
danger, so this point directly affects the user’s overall attitude and perceived usefulness
of the system. Since the systemprovides thewrong speed limit, and users need to override
it, half of the responses consider the system annoying.We discussed all those issues with
the participants in the post-interviews and focus group discussions, and the results were
reported in the following sections.

Fig. 3. The percentage of participants’ perceived values on (A) the accuracy of information pro-
vided, (B) capability for avoiding traffic accidents, (C) improvement of safety, (D) believability,
(E) assistance, (F) annoyingness, (G) Desirability, (H) pleasantness, and (I) overall satisfaction.
The amount of total responses is eighteen.

4.2 Positive User Experiences

In our interviews, most participants agreed that the ISA system could be an effective
assistance system for improving road safety. For instance, Participant 2 (P2) mentioned
that the situational speed limit could also educate the drivers on why the authority
limits the speed to a certain degree in specific areas. This information can persuade
drivers to care about other road users’ safety and adjust their driving speed accordingly.
The user interface is straightforward to understand without distraction. When used in
an old car without an embedded information system, the system can be an easy and
affordable upgrading solution for providing situational information and speed control.
We synthesize their positive feedback into the following themes.
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1. Improving Drivers’ Awareness of Speed Limits
Thanks to the camera sensor and integrated information system, the system reduced

drivers’ efforts to check the momentary speed limit and pay attention to road signage.
Some participants reported that the system made them more aware of the speed and
the safety it brings. For example, Participant 7 likes that “the safety speed is monitored
automatically” (P7Q2). By using this system, drivers can be more aware of the speed
limit and calmer, “The system monitors speed so I do not commit a violation and can
concentrate more on traffic” (P7Q2).

2. Reducing or Changing Speeding Behaviors
Before the testing starts, all participants express positive expectations of the system’s

assistance in avoiding speeding and preventing potential accidents or traffic tickets. Dur-
ing the experiment period, the system acted well in restricting their speeding. Further-
more, some participants also found additional benefits in informing them of the correct
speed limits and triggering them to reflect on their existing behaviors. For instance,
when P7 drove the regular commuting route in the second week of testing, he noticed
that the speed limit shown on display was lower than he thought (i.e., 50 km/h). He
said, “I now realize that I’ve been driving too fast in the past” (P7Q2). Most participants
acknowledged that the system raised drivers’ mindsets back to the limit. P2 further pin-
pointed an educational opportunity the system can enable; she said, “ the government
would put a little bit more focus on giving the pedestrians and cyclists room, may be
aware of environmental issues if you speed and break and speed, what does it mean for
the pollution, for CO2. So I think there are so many elements that can be converged to
education process towards the drivers” (P2PosIn).

5 Visual Display

Among the ISA system evaluated in this study, there is a round shape display installed
on the dashboard within the participants’ vehicles. All participants indicated seeing
speed restrictions but no other driving assistance alerts. The placement, size, visibility,
and clarity of the display were well received by all the participants. P1 said, “The
visual display was placed correctly and easy to see” (P1PosIn). Based on the combined
feedback from theparticipants, the displayworks correctly and appropriately. The current
information suits theway the screen communicateswith the participants. However, slight
improvements can be made by making the display adapt better to dark conditions (see
driving school feedback), and if additional, more urgent information is displayed, sound
warnings could be a beneficial option as well. If the future system wants to provide
contextual information for educating the driver on the reactionaries of the speed limit
set by the authorities (P2PreIn), a larger display or auditory feedback will be needed.

5.1 Issues that Need to Be Improved

Through this real-world evaluation, our participants reported several issues that
affected their driving experiences. We synthesized their repones and the problems they
encountered into the following five themes:
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1. Comparability Issue: Some participants reported that the start-up process was
sometimes slow. For example, P2 mentioned, “It could take up to half an hour for the
system to turn on after starting a drive. Sometimes it didn’t turn on at all” (P6PosIn).
“System frequently does not turn on or drops out for a few minutes while driving”
(P1Q2). Another point of interest can be found in the different cars available. P5 indi-
cated how electric vehicles with regenerative capabilities brake significantlywhen power
to the pedal is cut “Electric cars break quite hard when releasing the pedal and regen-
erating energy” (P5PreIn). Two other participants also mentioned this question (P3Q2,
P8Q2). P9 thought, “The over-intervention of the system, not functioning and not thought
through for an electric vehicle” (P9Q2). This could also lead to dangerous situations,
especially when the system behaves unexpectedly.

2. Misalignment of the Speed Limit Information: In this trial, all participants
reported that in some areas, the system’s speed limit setting was different from that
shown on road signage or in mobile apps, such as Google Maps or Fitsmeister (a Dutch
mobile app for assisting driving). For instance, P5 noticed several inaccurate speed limits
when he drove around the city, especially when there were multiple roads close to each
other and every road had different speed limits. P5 said,”where I live here, a lot of
situations were 30, 50, and 80 (speed limit), the parallel roads just very close… On the
right side, that’s the different road, that is 30, and you are on the 50 roads. The GPS is not
precise enough to recognize 30 or 50; it shows 30 instead of 50…” (P5Posln). P3 reports
that “on the highway, it often shows 50 or 70 of the speed limit; fortunately it was on
cruise control. Otherwise, it would have reduced the speed suddenly” (P3Q2). Another
technical problem is themap accuracy. All participants indicate a need for updatedmaps,
paired with better speed recognition “my advice would be to make sure that the speeds
of the system are correct so that the user experience becomes muchmore pleasant. There
will be fewer irritations” (P2Q1). P5 further suggested assessing the speed limit dynamic
because “different cars have different dashboards, it’s always different in bandwidth -
if the 50 was 50, or if it’s 47 or 53… so which should not be limited to exactly 50 but
allows for a 10% variation” (P5Posln).

3. The Latency and Unexpected Acceleration while Overruling the System:
Some participants reported that the reaction time was not as quick as expected when
they pushed the paddle to temporarily deactivate the system. P2 said, “unexpecting
situation when you need to overtake other cars, the system’s reaction is slow” (P2Q1).
During the interview, we also heard that “when I want to overtake a slower vehicle and
change to the inner lane, my car can’t go beyond the limit quickly. This latency could be
dangerous because this delay might increase the chance of being hit by other vehicles”
(P2PosIn). On the other hand, P9 reported extreme acceleration caused when overruling
the system, “I must kick the system out, which results in an immediate torque of 100%
in the vehicle. This, in turn, manifests itself in an extreme acceleration of at least 10km/h
extra” (P9Q2).

4. Safety Concerns: In some situations, the restricted speed limit might increase
the danger of driving. P9 reported that “Often the car limits itself which leads to severe
speed reduction, and on days like today where the road surface is extremely wet, the car
has to “pedal” through it leading to slipping tires.” (P9Q2).
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5. Trust in the System: Most participants did not fully trust the system due to the
above four issues. P2 said, “sometimes the speed [limit] given by the system does not
correspond with the reality, which is a major issue when trusting the system” (P2Q1).
P1 also mentioned, “Trust in the system will only occur when it is always correct”
(P1PosIn).

6. Impact on Other Road Users: A recurring theme within the interviews with all
participants was that they felt annoyed about being rushed by other road users. Using the
system in an isolated environment (meaning only you have the system, not the drivers
around you) indicated that participants frequently experienced speeding cars, and they
resorted to tailgating and other dangerous driving behavior. For instance, P4 said, “I
have experienced people driving extremely close to me, and at times overtaking me
on stretches of road where this wasn’t allowed” (P4PosIn). This situation sometimes
impacts other road users. P6 noted that “it is irritating because you still want to go with
the traffic if the speed is lower, then it irritates other road users” (P6Q2). When a truck or
aggressive driver pushed a user’s car in the back, they felt very uncomfortable (P3PosIn).
Sometimes, “it could be dangerous” (P2PreIn) if the other cars behind us do not always
notice thatwe are reducing speed quite rapidly” (P8Q2). To improve communicationwith
other drivers, many participants wished to have a signal on their vehicles to tell others
their speed was restricted within the safety range. P2 shared a workaround approach,
“when I was driving slower than other cars, and I could not immediately pick up the
speed, I needed to press the flash to inform others ‘sorry, I cannot speed over 70’”
(P2PosIn).

5.2 Findings from the Focus Group Discussion with Five Instructors

The focus group discussion was held on Dec. 8th in the office at Rijschool VOC van
Oijen in Helmond. Five instructors participated in this two-hour section, including four
full-time driving instructors and one supervisor/team leader who is also a part-time
driving school instructor. V-tron installed the ISA-System on four school vehicles in
September, and all participants had the experience that students used them during the
driving lessons. Throughout the focus-group discussion, the researchers observed and
noted strong coherence and support between participants. The main findings and points
of interest will be discussed below.

TheBenefits andDisadvantages ofHaving aMandatory ISASystem.Wefirst discuss
the European Vision of having the ISA system on all vehicles. One said, “If everyone
has a system and the speeds are correct, then yes, I think the biggest irritation is all gone”
(FCP5, participant #5 of the focus group session). While their collective knowledge also
included driving a truck,whichwould benefit froma similar system. “The only difference
between a truck and a passenger car is (…) the braking deceleration of a truck is not
as great as the braking deceleration of a passenger car” (FCP1). According to the two
participants who owned a motorcycle license, motorcycles might be the only road-legal
vehicle that an ISA-system could not safely fit. One said, “A motorcycle is a balanced
vehicle, and suppose I’m in a corner and the gas is reduced in one go, then you have
a chance that the vehicle will crash due to an imbalance” (FCP2). When reflecting on
their driving and the collective road safety enforced by the ISA system, one participant
worried that their driving experiences might be hindered. He said, “from my own point
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of view, I agree that making ISA systems mandatory would reduce driving pleasure,
but from the safety point of view, it would make sense. Those speeds don’t count for
nothing, do they?” (FCP1).

System Inaccuracies Lead to Decreased Acceptance and Commitment. Similar to
the inaccurate problems reported and discussed in the previous section, all instructors
shared several observations on the wrong speed limit shown in the display. For instance,
FCP3 said, “I wrote down a couple of observations that the systemwaswrongwhen there
was an overpass or close parallel road.” Two participants continued to share their ideas
of how it could be improved. They indicated that intelligent systems could be installed
in several cars to collect data, and based on group behavior, correct/appropriate speeds
on the road could be gathered. “Collecting data, yes, that does not matter a lot to me”
(FCP2). “If we can contribute to road safety in Helmond and a better road network, yes,
then I would like to contribute to that” (FCP3).

Other unmet requirements hinder their acceptance and commitment to the study. The
first one is the moment of activation of the speed limit. FCP1 said, “Our students also
need to look ahead. Yes, you see that there is a 50 sign, so you have to release your gas
pedal. […]When you see an increased speed sign, you can already start increasing speed,
so you should actually react before the board. Now [the ISA system] only responds two
or three seconds after the sign” (FCP1). The other one is the latency while overruling
the system. One instructor said, “[A student needs to] be able to overrule the system
when it makes mistakes, more directly, so not those two seconds, but immediately”
(FCP5). Considering those two unmet needs and the inaccuracy of the speed limit, the
instructors only briefly turned on the system for their pupils to experience it for a short
time. Then, they turn it off completely during the actual driving lessons. “The students
also indicated almost unanimously that they would have preferred systems off” (FCP4).
All instructors acknowledged how incorrect speed reductions caused by the system could
lead to dangerous situations (FCP3).

They are driving Autonomy and Possible Challenges of Adapting New Assistant
System. New driving assistant systems are constantly developed and improved. Most
aim to improve driving capabilities and safety. This is something the instructors all
confirmed. One example is the navigation systems that display both speed limits as well
as current vehicle speed. “It shows… how fast you are allowed to drive; then it says how
fast I drive and the faster I drive it changes color, say from green to orange to red. (…)
I always find it [quite] useful” (FCP1). However, they further discussed the effect these
systems can have and how they regularly observe their students to fully trust and follow
a system instead of basing their decision-making on their observations. “[When using
the ISA system] they will no longer pay attention to the signs, then it will decrease road
safety because there will be mistakes” (FCP3). This is confirmed by FCP2, who said
“Because the students are still too much focussed on watching that screen than reading
the speed signs” (FCP5).While observed inmany students, this effect is not precisely the
same in all drivers. The participants explain how self-confidence changed their reliance
on the systems and how easy it was for them to stay in control while driving. “Some
students have a little more self-confidence than others and one student can handle this
better than the others” (FCP2).
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6 Discussions and Design Recommendations

In this research, all participants acknowledged the vision and potential of ISA System
in reducing speeding and improving traffic safety. One driving instructor said, “I think
almost everyonewould like to have the ISA system if it workswell” (FCP4). They helped
us identify several technical and social issues that need improvement and consideration
in further developing the ISA-System into a robust product. Based on their feedback and
comments, we further specify some concrete recommendations for technology improve-
ment, infrastructure, and citizen education that the city hall and relevant organizations
can collaborate on to improve overall traffic safety by utilizing and gradually introducing
the ISA System to prospective drivers.

6.1 Technology Improvement

Improving the Accuracy of the Speed Limit. The product development team needs
to thoroughly validate the system’s output with the actual speed limit on the road. One
approach is toworkwith the city and follow awell-established test procedure: Link to the
document. According to the protocol, manufacturers need to ensure that their system can
correctly identify 90% of the speed limits along a 400–500 km test route consisting of a
mix of motorways, highways, and urban roads. The instructors from the driving school
are pleased to help. Providing them with a method to indicate inaccuracies through, for
example, an alert button could help the developers to focus on map areas that could
benefit from revision precisely.

Solving the Reaction Time Issues. It includes the slow starting up and the latency
while overruling. A typical case worth investigating is the lane-change situations on
different roads, such as on low-speed roads or high-speed highways. On the other hand,
from the driving school instructors, we learned that there was some delay in showing
the information on the display when a speed sign was already visible in the front. This
is a crucial requirement for their driving teaching practice.

Re-examining the SpeedControl inDifferentWeatherConditions (such as heavy
rain and snow). In our study, we found one case that severe speed reduction might lead
to slipping tires in highly wet situations. The technical teams need to test the possible
effects of variant weather to ensure the system can function all the time. Whenever there
is any uncertainty, the system could automatically deactivate.

Re-evaluating the Existing Design of Overruling by Pushing the Pedal. Accord-
ing to the focus group and the feedback of many interviewees, whether automatic speed
limitation by pedal is, the best solution still needs further investigation. Because the sys-
tem automatically slows down, and the user needs to step on the pedal again to override
the speed limit, the user feels that it is not them but the system that controls the car.
We propose a new design for installing two steering wheel buttons (see Fig. 4 middle).
When a driver wants to overrule the system, he can press both buttons simultaneously
and use the pedal to speed seamlessly without latency.

ProvidingDeactivateMechanisms forOtherUsers. Providing an easy function for
temporarily disabling the ISA system when the vehicle is used by other users unfamiliar
with the system, including other family members or students in the driving school.
However, this flexibility should encourage the primary user to refrain from overrule the
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Fig. 4. A scenario of using the new design buttons for overruling the speed control by pressing
buttons on the steering wheel.

system frequently. To do so, we propose a concept (see Fig. 5) of providing a monthly
quota (e.g., ten times) for users to temporarily deactivate the ISA function for others to
use the car without the need to get used to it. We expect that this mechanism could help
to increase users’ acceptance of the ISA system and eventually to improve road safety.

Fig. 5. A scenario of using the mobile application and service to temporarily deactivate the ISA
function when the other family member or friend uses the car.

Having a Reasonable Margin of Speed Limit (e.g., 10%). Most participants indi-
cated it is fine and normal if their speed is controlled below 110% of the speed limit. This
means that the threshold could be considered to align with the users’ mental models,
especially when the system is not sure on the correct setting. This will also give some
flexibility when the road conditions are empty (e.g., no other visible cars in the front).

Checking and Improving theComparabilitywithVariantVehicles. The system is
still in development, and unexpected new situations will regularly occur.We recommend
exploring the system on different cars, including Electric, Gas, and other less occurring
vehicles. Consider these and adapt possible system features to suit these vehicles better.

6.2 Redesigning the Interaction Design to Increase and Promote Acceptance

Drivers with a tendency to speed might often do so consciously and will regularly use
an overrule option whenever presented to them. The system could be redesigned in a
way that the system can let drivers feel in control and gradually negotiate to take over
the control rather than reducing the speed automatically. This strategy could increase
users’ awareness of speeding and promote their acceptance. We got one valuable idea
from participant P1: “I would continue to feel more in control if the system would first
notify me visually, followed by an auditory alert before finally regulating my pedal”
(P1PostIn). This, however, could work counterproductive, as a certain level of speeding
would become easier and more accessible by users.
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Furthermore, many participants believe that accepting and using the system requires
users’ willingness to contribute to safety, and local authorities might need to play a role.
For people with long driving experience, it might be harder to fully follow the system
because they have their own habits, “You need to re-educate yourself… you need to
have an open mind for that to drive according to the system” (P2PosIn). This issue is
difficult to combat and requires a governmental solution/approach. The city can consider
organizing campaigns or educational programs to let citizens understand and experience
the ISA system and gradually increase its adoption.

Based on participants’ feedback and suggestions, we propose a design concept (see
Fig. 6) of providing visual and auditory feedforward (Chuang et al. 2018; Chuang 2020)
to notify the driver of the change in speed limit and explain why the authority set it that
way.We hope the additional explanation can reinforce drivers’ understanding and action
without speeding.

Fig. 6. A scenario of providing informative feedforward to notify the upcoming change of speed
limit ahead and explain why the authority set the limit for the area. When the driver reaches the
exit of the area, the system will speak out to notify the new change of limit.

7 Conclusion

While ISA systems show potential to reduce speeding and improve driving safety, our
findings suggest improving the technology and developing the adaptation campaign from
broader perspectives of the community and city. Regarding inaccurate or misalignment
issues, overruling should be an easily accessible feature that drivers should use without
hesitation. This also applies to over-reliance on being able to drive the speed limit
while a slower speed might be needed for safety reasons. Our design proposals utilized
multimodal feedback and feedforward for communicating essential information to the
driver, especially in newer and, thus, less experienced drivers. If the system was to
become mandatory, we recommend regulators first introduce the system as obligatory
in driving schools before the system becomes mandatory in all privately owned cars.
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Abstract. Recent developments of advanced Human-Vehicle Interac-
tions rely on Internet-of-Vehicles (IoV ), to achieve large-scale commu-
nications and synchronizations of data in practice. IoV is highly similar
to a distributed system, where each vehicle is considered as a node and
all nodes are grouped with a centralized server. In this manner, concerns
of data privacy are rising, since privacy leak possibly occurs when all
vehicles collect, process and share personal statistics (e.g. driver’s heart
rate, skin conductance and etc.). Therefore, it’s important to under-
stand how to efficiently apply modern privacy-preserving techniques on
IoV . In this work, we first present a comprehensive study to charac-
terize modern privacy-preserving techniques for IoV , and then propose
a Differential Privacy(DP) privacy-protection framework specialized for
unique characteristics of IoV . Our characterization focuses on DP , a
representative set of mathematically-guaranteed mechanisms for both
privacy-preserving processing and sharing of sensitive data. It demysti-
fies the tradeoffs of deploying DP techniques, in terms of service quality
and privacy-preserving effects. The lessons learned from characterization
reveal the importance of data utility in DP -protected IoV and motivate
us to examine new opportunities. To better balance tradeoffs and improve
service quality, we introduce HUT, for high-utility, batched queries under
DP -protection on IoV. We quantitatively examine the benefits of HUT,
and experimentally show that, in an IoV context, HUT can reduce infor-
mation loss by 95.69% while enabling strong mathematically-guaranteed
protection over sensitive data. Based on our characterization and opti-
mizations, we identify key challenges and opportunities for future studies,
to enable privacy-preserving IoV with low service quality degradation.

Keywords: Differential Privacy · Internet of Vehicles · Human-Vehicle
Interaction

1 Introduction

The technical evolution from Vehicle Ad-hoc Networks (VANETs) to Internet-of-
Vehicles (IoV ) makes possible the frequent, large-scale and efficient communi-
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cations and synchronizations of data in practice. Unlike VANETs, IoV views
multiple vehicles as nodes within a distributed system, where groups of nodes
are powered by a centralized server with abundant computation resources to
enable diverse vehicle/server-side services, such as transportation scheduling [5,7],
healthcare applications [15], lane-changing warnings [20,27], and driver statis-
tics analysis [4,16,31,33,35,38,39]. However, IoV also significantly raises the con-
cerns of privacy, due to centralized data sharing and processing. For instance,
computation-intensive tasks (e.g., DNN-based applications [41]) are usually out-
sourced to centralized servers where computation resources are abundant, which
results in sensitive data to be exposed outside vehicles during data sharing. The
design pre-requisites of several key applications (e.g., vehicle accident identifica-
tion [25]) demand centralized processing of sensitive statistics collected from all
vehicles on IoV , and this may lead to privacy leaks when the centralized servers
are attacked.

Therefore, it’s important to explore and exploit privacy-preserving techniques
in the era of IoV . However, since such topic lacks enough attention in previous
research, it’s still unclear how modern privacy-preserving techniques perform
in the context of IoV . In this work, we focus on evaluating and optimizing
Differential Privacy (DP), a set of mathematically-guaranteed mechanisms for
privacy-preserving processing and sharing of sensitive data, on IoV . We achieve
this goal through two coherent steps: First, we investigate and characterize the
pros and cons of four representative DP mechanisms for processing sensitive data
on IoV . Second, we leverage newly-revealed insights, from our characterization,
to optimize DP -protected algorithms for high-utility IoV (i.e., IoV with high
service quality).

To conduct characterization, we leverage a platform [18,26] to simulate IoV
environment, where we test four state-of-the-art DP mechanisms. In our emula-
tion, we reproduce the classic vehicle-server interaction pattern in IoV : simulated
centralized servers perform queries to retrieve sensitive data from vehicle nodes,
and then conduct data processing. For our testing on this emulation platform,
we select four mechanisms for DP -enabled processing, and evaluate their perfor-
mance on representative IoV workloads. We characterize the effects of these tech-
niques, from the aspects of privacy-preserving effects and service quality. Based
on our characterization results, we identify the most significant bottleneck of
providing DP -enabled IoV services: poor data utility under strong protection.
Therefore, our subsequent optimization for DP on IoV aims to address such
issue, by improving data utility while remaining privacy-preserving protection.

To this end, we propose HUT, a novel approach to enable High-UTility,
batched queries under DP protection for IoV . The key insight of HUT is to syn-
ergistically combine unique characteristics of IoV , where queries within IoV are
usually unbalanced and batched, with a carefully-redesigned DP -enabled pro-
cessing algorithm to improve data utility. Our HUT algorithm has two advan-
tages, compared with prior approaches. First, HUT is the first algorithmic design
for DP -protected IoV , which brings huge benefits on data utility in IoV . Sec-
ond, HUT doesn’t bring extra overheads in terms of mathematically-guaranteed
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foundation for DP protection, and therefore ensure the strong protection of the
sensitive data. We further quantitatively examine the benefits of HUT, and the
results show that: HUT can efficiently reduce information loss by 95.69%/71.71%
for simple/counting query on IoV . To the best of our knowledge, HUT is the
first work to balance tradeoffs between data utility and privacy protection in an
IoV context.
We summarize our contributions as follows:

– We identify the privacy violation threats within IoV , and introduce the DP
mechanism to realize privacy-preserving IoV in practice.

– We characterize DP -enabled data processing and sharing on sensitive data, in
the context of IoV . We investigate, implement and evaluate state-of-the-art
DP mechanisms over IoV .

– We propose HUT, a novel approach achieving High-UTility, batched queries
under DP -enabled protection for IoV , by synergistically combine unique char-
acteristics of IoV and DP .

– We design experiments to verify the outstanding service quality improvement
brought about by HUT. We also point out possible opportunities for future
studies, by enabling privacy-preserving IoV with low overheads for service
quality.

The rest of this paper is organized as follows. Section 2 introduces the back-
ground and motivation of our work. Section 3 elaborates detailed characteriza-
tion methodologies, and comprehensively analyzes the results. Section 4 demon-
strates our proposed novel DP -enabled algorithm HUT and verifies the data
utility enhancement through experiments. Section 5 discusses several takeaways
and future work.

2 Background and Motivation

In this section, we introduce background and motivation of this work. We first
outline the concept and application of Internet-of-Vehicles (IoV ) (Sect. 2.1).
Next, we introduce Differential Privacy (DP), a series of privacy-preserving
mechanisms (Sect. 2.2). Finally, we identify our motivation and goal in this work
(Sect. 2.3).

2.1 The Concept and Application of Internet-of-Vehicles

Internet-of-Vehicles (IoV ) is a large-scale connected network for efficient cooper-
ation among humans, vehicles, things, and environments. As shown in Fig. 1, all
agents, including humans, vehicles, and things, connect with each other on IoV .
The vehicle is the primary unit of a complicated agent. All interactions from
other agents (e.g. humans, things and etc.) have to go through the interfaces
from vehicles. The centralized servers (i.e., one part of the “Thing” in Fig. 1)
assist the vehicles to provide computation/memory-intensive services, such as
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AI jobs and vehicle accidents identification. For AI jobs like object detection
[41], their high requirements of parallel computing resources exceed the capabil-
ity of most in-vehicle computers, which makes it necessary to offload such tasks
to centralized servers through data sharing. The other applications like vehicle
accidents identification [25] usually perform data analysis on statistics collected
from multiple vehicles, and, therefore, necessitate the centralized data gather-
ing and processing. However, such behaviors accompany with the high risk of
privacy disclosure, since the data transformation process and centralized servers
are highly likely to become the targets of adversarial attacks.

Fig. 1. The architecture of Internet-of-Vehicles: (1) Human: people in vehicles and
other people in the context of IoV , such as pedestrians; (2) Vehicle: all vehicles that
consume or provide services/applications of IoV ; (3) Thing: anything except human
and vehicles, such as roads and remote servers;

2.2 Differential Privacy

Differential Privacy (DP) is a series of general privacy-preserving techniques,
which are mathematically guaranteed for privacy protection effects.DP can ensure
the statistical analysis over gross dataset will not hint the truth of any individual
person’s privacy, which is formally described as the following definition:

Definition 1. (ε-DP) A randomized function Kf satisfies ε-DP, if
∀ dataset D1 and D2 with at most one element difference,
and ∀S ⊆ Range(Kf ),
the Kf function obeys the below in-equation:

Pr[Kf (D1) ∈ S] ≤ exp(ε) × Pr[Kf (D2) ∈ S]

In practice, we process data by adding noise to realize ε-DP . The scaling
factor of noise is equal to the fraction Δf(D)/ε (where D is the dataset and f
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is a query function). We describe the detailed parameter settings in Δf(D)/ε
as follows: ➊ The parameter ε should be manually selected according to the
anticipated privacy protection degree. The smaller the ε is, the more distorted
the post-processed data are; ➋ The value of parameter Δf(D) (namely L1 −
sensitivity) is determined by the query function f .

The reason why we select DP as the foundation of our privacy-preserving
IoV is that: DP is task-agnostic, which means it can protect both data sharing
and processing process on IoV . This feature makes DP stand out from other
task-specific privacy-preserving mechanisms, such as Oblivious Inference [6,12]
and Authentication [2,10,21]. Therefore, we believe DP is an ideal candidate for
privacy protection on IoV , and it’s worthy the efforts to characterize its tradeoffs
in detail.

2.3 Motivation and Goal

Although DP possesses a wide application range (e.g., Online Learning [1],
Streaming Algorithm Design [13] and Randomized Response Algorithm [11]),
credited to its task-agnostic feature, it’s still unclear how DP can introduce
tradeoffs in the context of IoV . Therefore, our first goal is to investigate rep-
resentative mechanisms of DP and experimentally characterize its advantages
and disadvantages in the context of IoV . Then, as our second goal, we aim to
design and develop new method to better balance the tradeoffs by synergistically
combine IoV with DP .

3 Characterizing DP-Enabled Protection of Sensitive
Data on IoV

For DP -enabled data sharing and processing on IoV , centralized servers perform
DP -protected queries to retrieve sensitive data from vehicle nodes, and then
execute computation without privacy violation concerns, due to DP ’s strong
theoretical guarantee. In our characterization for this process, we focus on the
influence brought about by the DP mechanisms, from the aspects of service qual-
ity (measured by relative/absolute error) and privacy-preserving effects (denoted
as coefficient ε). To realize our characterization, we first establish a simulated
IoV environment, where we emulate the basic vehicle-server interaction pat-
tern in IoV . Then, we select four state-of-the-art DP -enabled processing mech-
anisms which are to be tested on our simulated IoV . Next, we elaborate the
IoV query/workload types covered by our experiments while introducing how
we setup the dataset, measure the query error and select ε/query structure.
Finally, we characterize the effects of these techniques and analyze the results
comprehensively.

3.1 Emulating IoV

We emulate IoV using the APIs provided by [18], a general-purpose and portable
emulation platform specialized for Human-Vehicle Interaction applications on
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IoV , to reproduce the vehicle-server interaction pattern in real-world IoV .
In this simulated IoV , vehicles serve as data holders and centralized servers
run Human-Vehicle Interaction applications. The virtual network connections
between them enable centralized servers to query data from vehicles and feed
the retrieved data into running applications. For a DP -enabled case, the queries
on vehicles are orchestrated and interpolated by DP mechanisms, which pro-
vides strong and robust protection against adversarial attacks on data sharing
and processing. The central aim of our characterization is to measure the trade-
offs between privacy protection effects and service quality during DP -enabled
protection.

3.2 Four Representative DP Mechanisms

In this section, we cover four state-of-the-art mechanisms for enabling DP -
protected queries, which we would like to test in the context of IoV . We denote
these mechanisms using words reflecting their key ideas, which are “Fourier”,
“Wavelet”, “DataCube” and “Hierarchical”.

Fourier. The design purpose of Fourier is specifically for workloads having all
K-way marginals, for given K [3]. This mechanism transforms the cell counts,
via the Fourier transformation, and obtains the values of the marginals based on
the Fourier parameters. If the workload is not full rank, there are eliminations of
the unnecessary queries from the Fourier basis, in order to reduce the sensitivity.

Wavelet. The design goal of Wavelet is to support multi-dimensional range
workloads. This mechanism applies the Haar wavelet transformation to each
dimension [37]. Note that Wavelet is expected to be applied in a hybrid manner,
if using ε-differential privacy. Such a hybrid algorithm depends on the number
of distinctive values in the selected dimension: when the number is small, the
identity strategy is applied to improve Wavelet’s performance.

DataCube. The target applicability of DabaCube is to adaptably support
marginal workloads [8]. To provide deterministic comparison point, the BMAX
algorithm is applied in this case. This algorithm chooses a subset of input
marginals, to minimize the maximum errors of the answer to the input work-
loads. DataCube is naturally adaptable with (ε, 0)-differential privacy.

Hierarchical. The aim of Hierarchical [14] is to answer workloads of range
queries. The key idea is to use a binary tree structure of queries: (1) the first
query is the sum of all cells; and (2) the rest of the queries recursively divide
the first query into subsets. As the representative comparison point, we apply
binary hierarchical strategies (although higher orders are possible). The strategy
in [14] supports one-dimensional range workloads, but is capable to be adapted
to multiple dimensions, in a similar manner to Wavelet [37].
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3.3 Experimental Settings

In this section, the experimental settings of our characterization are demystified.
We first discuss how to setup BROOK dataset [17,23,29] to fit the requirement
of testing DP -protected queries. Then, we introduce the workload/query types
of our testing (i.e., all-range query and one-way marginal query). Subsequently,
we demonstrate how we utilize absolute error and relative error to measure the
information loss in our testing queries. In the end, we disclose our ε and query
structure configurations.

Dataset Setup. We leverage BROOK dataset [29], a multi-modal and facial
video dataset for data-driven Human-Vehicle Interaction, as the source of driving
statistics in our IoV simulation (supported by [30,36]. There are 11 dimensions1

of data in the current BROOK dataset, among which we select two dimensions,
Heart Rates and Skin Conductivity, of data to be deployed on our simulated
vehicles. The vehicle-side data are reformulated as column vectors for the con-
venience of linear queries.

All-Range Query and One-Way Marginal Query. We choose all-range
query and one-way marginal query as our testing workloads, since they are
commonly-used linear queries in DP -enabled protection on IoV [40]. All-range
query refers to the sum of all elements in input vector. For instance, the all-range
query result for a vector (x0, x1, · · · , xn)T would be

∑
xi, i ∈ {0, 1, · · · , n}.

One-way marginal query is the counting sum along a certain dimension of input
vector. We take the Heart-Rates-to-Skin-Conductivity vector as example. The
one-way marginal query on it along “Heart Rates = A” would be

∑
xi, where

A is a constant and index i refers to the element whose Heart Rates attribute is
equal to A.

Absolute Error and Relative Error. We use absolute error and relative error
to comprehensively measure the information loss in our queries. Absolute error
can be formally expressed as: ‖Q(x′) − Q(x)‖, where Q(·) is the query function,
x is the original data vector and vector x′ contains DP -processed data. In a
similar way, we can define the relative error as: ‖Q(x′)−Q(x)‖

‖Q(x)‖ .

ε Value and Query Structure Selection. We follow the practice of represen-
tative DP -protected querying experiments [22] to select the ε values and query
structures used in our characterization. ε values directly reflect the privacy pro-
tection extent of DP mechanisms. When the ε is close to 0.0, the DP -protected
queries provide the robustest protection. However, smaller ε gives rise to addi-
tional noise and degrades the utility of data. For choosing ε values, we pick

1 11 dimensions include Facial Video, Vehicle Speed, Vehicle Acceleration, Vehicle
Coordinate, Distance of Vehicle Ahead, Steering Wheel Coordinates, Throttle Sta-
tus, Brake Status, Heart Rate, Skin Conductance, and Eye Tracking.
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five frequently-used ε settings, which are 0.1, 0.2, 0.5. 1.0 and 2.5, with guaran-
teed privacy protection effects gradually degrading. Query structure refers to the
shape of data vector on which we perform DP -protected/unprotected queries.
The granularity of query structure is proportional to its shape’s complexity. We
say a vector of shape 25 is more fine-grained than a 4 × 8 vector, since the 25

vector possesses more internal clusters. These clusters are hard-coded config-
urations for some DP mechanisms like Wavelet [37]. For our experiments, we
perform even division over our 32-dimension inputs to obtain 4 × 8, 4 × 4 × 2,
4 × 2 × 2 × 2 and 25 query structures.

3.4 Characterization Results

We use four DP mechanisms (i.e., Fourier, Wavelet, DataCube and Hierarchical)
to protect the data sharing and processing on our simulated IoV , and accumulate
the testing results shown in Figs. 2 and 3. We summarize seven key observations,
according to these results.

Fig. 2. Relative Error of Four DP -protected Query Methods: We evaluate the relative
error of DP mechanisms over different ε values, with the query structure fixed to 32.
The values lying on horizontal axis are the ε values controlling the privacy protection
degree. A smaller ε will lead to a better protection effect.

Key Observation 1: The relative error has a negative correlation with
ε values. The Fig. 2 demonstrates that all the four DP methods reach their
highest relative error when the smallest ε value (i.e., 0.1) is set. The relative
error degrades as the ε increases.

Key Observation 2: DataCube lags behind all the other three DP
methods, regardless of ε settings. As shown in Fig. 2, Hierarchical, Fourier
and Wavelet outperform DataCube by a large marginal in all cases. DataCube
might be an unsatisfactory choice for protecting all-range query and one-way
marginal query.
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Key Observation 3: Under different ε settings, Fourier performs best
for one-way marginal query, while Hierarchical overwhelms it on the
testing of all-range query. Figure 2 reports that Fourier achieves 2 − 3× less
relative error for one-way marginal query, compared with Hierarchical. But this
advantage vanishes when it comes to all-range query testing. On all-range query,
Hierarchical outperforms Fourier by a marginal of about 20%.

Fig. 3. Absolute Error of Three DP -protected Query Methods: We test the absolute
error of DP mechanisms over various granularity of query structure, while keeping
the ε to be 0.5. The horizontal axis displays the granularity of query structure. The
DataCube [8] is not shown, because DataCube follows a set of specific cluster separation
regulations which contradicts our cluster divisions.

Key Observation 4: Under various query structure configurations, the
variation patterns of four DP methods’ absolute errors differ with
each other. As shown in Fig. 3, the absolute errors of Fourier remain the same
no matter how we change the query structures. For all-range query, the abso-
lute errors grow as the query structures become more fine-grained, except for
Fourier. Under one-way marginal query testing, Hierarchical’s absolute errors
first decrease and then recover back to the original level, but, simultaneously,
Wavelet suffers a consistent absolute error increase.

Key Observation 5: Fourier outperforms hierarchical and wavelet for
one-way marginal query, under any query structure setting. Figure 3
depicts the scene that, for all query structure settings, Fourier is far ahead of
other methods in terms of absolute errors.

Key Observation 6: There doesn’t exist an optimal DP mechanism to
protect all-range query on different query structures. Figure 3 illustrates
that, for fine-grained query structures such as 4 × 4 × 2, 4 × 2 × 2 × 2 and
25, Fourier achieves lower absolute errors for all-range query than Hierarchical
does. However, Hierarchical beats Fourier by performing better on coarse-grained
query structures like 32 and 4 × 8.
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Key Observation 7: All DP protection mechanisms show low data
utility when strong protection is applied, and there are urgent needs
to deliver high-utility DP without affecting the extent of the overall
protection. As shown in Fig. 2, all the four DP mechanisms we test can’t ensure
data utility (low relative error) when the protection degree is high (i.e., ε value is
0.1). Even though Fourier reports the smallest relative error (0.0093), it still can’t
be applied in practical IoV scenarios, since the batched query will accumulate
the errors to reach an unacceptable level. Besides, this issue can’t be addressed
through adjusting query structures. The Fig. 3 demonstrates that the smallest
absolute error is more than 10.0 for all query structures settings. This urges us
to develop a new DP mechanism specially designed for IoV .

4 Optimizing DP on IoV with HUT: High Utility and
Strong Protection

To balance the tradeoffs of data utility and privacy protection, we propose HUT,
a new algorithm to ensure high utility within IoV while the strong protection on
sensitive data is still guaranteed. Though there are several works on improving
data utility under DP protection, they fail to incorporate the unique charac-
teristics of IoV [14,32,34]. Based on our characterization and recent studies on
IoV [19], we reveal that a unique and significant characteristic of IoV is that,
query sequences are usually formed as unbalanced batches in practice. These
batches are formed due to a practical issue: vehicles require frequent queries of
relevant data for decision making in time. These unbalanced batches have differ-
ent levels of sensitivities that can incur low data utility on small-value batches
[14].

We first compare the state-of-the-art mechanisms aiming to balance the
tradeoffs between data utility and privacy protection. We then give an overview
of our algorithm design and discuss the novelty and privacy protection effects.
Finally, we show the experiments designs and results of the decreased informa-
tion loss compared to other state-of-art DP algorithms.

4.1 Prior Attempts for Data Utility Under DP Protection

Prior works aim to balance the tradeoffs between data utility and privacy pro-
tection, but fail to address the issues of batches within IoV . [14] introduces
Constraint Inference, which applies a constraint on the order of a sorted data
set to decrease unnecessary noise; [32] introduces Micro-Aggregation, which uses
a fixed-size cluster to cluster data set before adding noise, to reduce the informa-
tion loss; and [34] introduces K-aggregation, which aggregates small-value data
to form new data when the summation of small-value data falls in a certain
threshold. The ignorance prohibits DP to be applied effectively in the context
of IoV , which demands new insights for bridging DP with IoV .
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4.2 HUT Design Overview

We give an overview of our HUT design for ensuring DP -protection with high
data utility. HUT consists of three steps: 1) we leverage Micro-aggregation and K-
means algorithm to group small-value batches together, so that we can mitigate
the negative effects of uniform DP protection; 2) we deploy DP to preserve
privacy of the pre-processed data; and 3) we exploit Order Constraint (OC) to
re-sort DP-protected data, so that we can achieve high data utility. Figure 4
compares HUT with two other state-of-the art DP protection methods, and we
elaborate the differences in details as follows.

Fig. 4. An illustration of three DP -protection methods. ➊ refers to HUT (our pro-
posal), in which the details of the noisy-data processing method(OC) [14] is illustrated;
Two state-of-the-art methods are illustrated (➋ [32] and ➌ [34]).

1) Micro-Aggregation: HUT first apply Micro-Aggregation to cluster small-
value raw data, so that we can mitigate the negative impacts from DP in terms
of data utility. This is because DP adds uniform random noises to the dataset,
and small-value data will have lower Signal-to-Noise Ratio (SNR), compared
with large-value data. Thus, the data utility is impacted dependently according
to its exact values. Therefore, a mechanism to mitigate such impacts is essential.
We achieve so as follows. Before directly using DP techniques on raw data for
protection, HUT sets a threshold to divide small-value data and the rest into
different batches (as To-be-clustered batches and Not-clustered batches). Next,
we apply K-Mean clustering on data within the threshold (the To-be-clustered
batches), to automatically group such small-value data further into smaller intra-
batches (i.e. Micro-Aggregation).

Compared with [32], HUT effectively reduces the sensitivity and variations
of small-value data as they are upper bounded by the centroid of the respective
cluster. In [32] (shown as ➋ in Fig. 4), a fixed-size clustering method is applied
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and this results in a consistent distance function on a total order relation, but
incurs large bias on dataset which has highly uneven data distribution. Such bias
on uneven distributed data could harm the integrity of dataset, leading to addi-
tional information loss. Thus, on the contrary, we leverage K-means clustering
algorithm to perform the clustering to mitigate the bias.

2) DP Protection: we then add Laplace noise on the data to achieve ε-DP .
The details of DP protection is introduced in Sect. 2.

3) Order Constraint: HUT finally utilizes a noisy-data processing method,
Order Constraint(OC), to minimize unnecessary noise. A general feature of
noisy-data is that after adding noise (especially large-scale noise) on a previ-
ously sorted dataset, the noisy dataset often turns out to be disordered. [14]
introduces OC to re-process the noisy data to ensure the same order as before.
Specifically, the Min-Max formulas (constraint inference) [28] is used to remove
the unnecessary noise, applying least squares regression to change the data val-
ues in the noisy dataset to make sure it still follows the previous sorted order.
The removed unnecessary noise is proved to have no influence on the effect of
dataset privacy protection but can have significant improvement on reducing
unnecessary information loss. Thus, we apply this method under the context of
DP protection as a step to further reducing unnecessarily-added DP noise while
having no negative impacts on privacy protection itself.

Novelty of HUT: HUT has three novelties, compared with the state-of-the-
art DP protection mechanisms. First, HUT applies two-stage Micro-aggregation
to mitigate the negative impacts on fine-grained batches, which is considered
as a unique characteristic of IoV ; Second, HUT leverages K-Means Clustering,
rather than fixed-size clustering, to improve the utility of protected data; and
third, HUT selectively enables lightweight constraints to be synergistic with
other designs, for both DP protection and data utility.

No degradation on DP privacy protection: In short, there are no negative
impacts on DP protection when applying HUT: since DP protection and K-
means clustering are not conflict with the mathematical guarantee of DP , we
focus on Micro-Aggregation algorithm. First, Micro-Aggregation in HUT does
not impact the DP protection since K-Means Clustering constrains only small-
valued data; and second, Micro-Aggregation in HUT does not change the data,
and therefore no negative impacts are incurred on DP protection.

4.3 Evaluation Setup

• Selected Dataset: We use similar methodology as described in Sect. 3.3,
with the following considerations in addition. In our experiments, we specif-
ically handcraft a dataset that contains drivers’ facial images and the cor-
responding vehicle speeds, as a proof-of-concept. Figure 5 demonstrates an
example of our handcrafted dataset.
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Fig. 5. A demo of the two different data set settings. The first situation is querying
speed values from the Image-Speed Pair which simulates Simple Query, while the second
special situation is querying the counting numbers from Speed Value Counts, which
simulates Counting Query.

• Configurations of Proposed Methods: There are three key parame-
ters for our method, the scale of DP ε, the threshold p and the number
of clusters k for Micro-Aggregation. We testify our design in various param-
eter settings, including ε ∈ {0.008, 0.01, 0.02, 0.05}, k ∈ {5, 8, 10, 15} and
p ∈ {30%, 35%, 40%}, in which k ∈ {5, 8, 10} are used for simple queries and
k ∈ {5, 10, 15} are used for counting queries to satisfy different data set con-
figurations. We conduct 20 experiments for each parameter setting and take
the mean as the final value of information loss.

• Query Settings: We examine the data utility of DP -protected dataset
mainly on one-way marginal queries, since the majority of queries incurred
in IoV are formed as unbalanced batches. For more detailed study, we rig-
orously divide one-way marginal queries into two representative types. The
first query type is a simple query with facial images as input, and query
for the speed data in our handcrafted dataset. These queries simulate the
unit-length querying process for intelligent in-vehicle systems to continuously
retrieve data for decision-making in a fine granularity.
The second type of query is counting query, which simulates the statistical
analysis function of in-vehicle systems. The counting query is similar to query
data from a contingency table (the bottom image in Fig. 5). Different from
the first general situation, this one already has a fixed sensitivity of 1, making
it more challenging for HUT because sensitivity reduction is limited.

• Evaluation Metric: We use the Mean Square Error (MSE), extended from
the relative error in Sect. 3.3, as the evaluation metric of data utility and
information loss. We denote the query response on DP -protected data as d′,
and the query response on raw data as d. MSE is calculated by equation
MSE = 1

n

∑n
i=1 (d′

i − di)
2.

4.4 Evaluation Results

We compare HUT with the state-of-the-art DP algorithms to examine its effec-
tiveness of data utility. Since the average information loss of method ➋ and ➌
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Fig. 6. Experiment results of HUT comparing with other state-of-the-art algorithms. ➊

shows the average information loss of different epsilon values for simple queries (when
k = 10, threshold = 35%). ➋ shows the average information loss of different epsilon
values for counting queries (when k = 10, threshold = 35%). ➌ shows the average
information loss of different k values for simple queries (when epsilon = 0.02, threshold
= 35%). ➍ shows the average information loss of different k values for counting queries
(when epsilon = 0.02, threshold = 35%).

in Fig. 4 are highly similar under all experiment conditions, we select the overall
best performer ➌ to compare the information loss with HUT.

The results of simple query and counting query in different ε values with fixed
k clusters and threshold portions are presented as ➊ in Fig. 6 and ➋ in Fig. 6.
Both figures prove the effectiveness of Micro-aggregation in increasing SNR for
small-value data and mitigating the negative effects of DP protections, in a com-
mon setting (simple query) and challenging setting (counting query). For simple
query, our method achieves maximum 98% (when ε=0.008) and minimum 79%
(when ε=0.05) reduction information loss reduction compared to the state-of-
the-art, with k=10 and 30% threshold. For counting query, the max information
loss reduction percentage is 65% (when ε=0.008) and the minimum percentage
is 27% (when ε=0.05). We note that when the noise magnitude grows (i.e. ε val-
ues decreases), the performance of our algorithm degrades in simple query, but
improves in counting query. The opposite trend in two query settings proves two
things: 1) Applying DP on raw data could significantly harm normal data util-
ity, as simple query, a primary indexing operation could cause relatively severe
information loss; 2) Aggregation, as one kind of counting operations, could effec-
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tively avoid over-protection in extreme conditions, but is less effective when data
is not over-protected.

➌ in Fig. 6 and ➍ in Fig. 6 presents the information loss of simple query
and counting query in different K settings, when ε and threshold are fixed at
0.02,35%. We obtain the key observations that an effective choice of number of
clusters for K-mean clustering fall in the range between 5 and 15, which have
the optimal information loss reduction. In addition, our empirical study shows
that any reasonable threshold values would incur negligible perturbations on the
information loss, as different threshold values cause maximum 1% variance for
simple query and 6% for counting query.

Table 1 reports the best percentage of average information loss compared to
the state-of-the-art mechanism in both simple query and counting query for each
ε value, when the number of clusters k and threshold for aggregation varies for
each selected ε. We believe exploiting the mitigation of DP’s negative effects in
different ε settings is essential, as a small scale of ε changes could cause relative
large fluctuations in the information loss.

Table 1. Best information loss reduction on the state-of-the-art mechanism in different
ε settings

Epsilon K Threshold % of reduction

Simple Query 0.008 10 30% 78.51%

0.01 8 30% 80.74%

0.02 8 30% 88.75%

0.05 5 30% 95.69%

Counting Query 0.008 10 35% 64.13%

0.01 5 30% 71.71%

0.02 5 35% 45.22%

0.05 10 40% 50.46%

5 Discussions

In this section, we summarize our key observations from characterizations of
DP -enabled mechanisms and key takeaways from our proposed HUT approach.
We first describe our most significant observations and conclusions in detail
(Sect. 5.1). Then we elaborate our takeaways and summaries of our proposed
HUT approach (Sect. 5.2). In addition, we suggest both challenges and opportu-
nities for privacy-preserving IoV (Sect. 5.3).

5.1 Major Observations from DP Mechanisms Characterization

We summarize the main conclusions made from our characterization of four DP -
enabled mechanisms. This conclusion reveal one of most significant challenges
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of applying DP -enabled mechanism in IoV : All DP protection mechanisms
show possibly insufficient data utility when strong protection is applied,
and there are no one-size-fits-all mechanisms of DP for all applications
of IoV .

5.2 Takeaways and Summaries from Our Proposed HUT Approach

We present HUT, a new algorithm to enable High UTility for DP -enabled pro-
tection in the context of IoV . Our key insight is to take advantage of the fact
that, the interactions between centralized servers and edge vehicles are usu-
ally frequent and fine-grained, which are combined into a series of unbalanced
batches. We evaluate the effectiveness of HUT against the state-of-the-art DP
protection mechanism, and the results show that HUT can provide much lower
information loss by 95.69% and simultaneously enable strong mathematically-
guaranteed protection of sensitive data.

Our future works aim to explore the scalability and robustness of HUT.
For scalability, we expect to examine whether HUT can be applied for data
with broad range or unevenly distributed dataset; as for robustness, HUT still
suffers from the instability of K-mean clustering method, which can produce
query results with relatively large variance. Therefore, we can expect a tradeoff
between different clustering algorithms, in terms of the robustness of HUT.

5.3 Challenges and Opportunities for Privacy-Preserving IoV

First, since there are no one-size-fits-all solution for privacy-preserving IoV ,
by using DP . We believe there are a large amount of opportunities to explore
privacy-preserving techniques for IoV in practice. Second, for data processing on
sensitive data, we already narrow the large design scope into a restricted region,
by examining the value of ε in diverse settings. We believe this is very useful for
follow-up studies, to avoid redundant workloads of attempted settings. Third, for
data sharing on sensitive data, we already demonstrate that application-specific
DP protections can potentially destroy the service quality. Therefore, we believe
there are a huge amount of possibilities to co-design the application and privacy-
preserving mechanisms, to ensure high service quality with privacy protection
at the same time.

6 Conclusions

In this work, we characterize four state-of-the-art DP mechanisms on IoV , iden-
tify their drawbacks, and propose a new DP -protection method, HUT, special-
ized for IoV . Our characterization ensures that there is not a one-size-fits-all DP
mechanism in the context of IoV . All the previous methods don’t consider the
frequently-used batched queries in IoV , and impose overdose noise on the pro-
tected data, which considerably degrades the data utility. To address this issue,
we introduce HUT, for high-utility, batched queries under DP -protection for
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IoV . Credited to HUT’s special fine-tune for IoV ’s characteristics, our newly-
proposed approach can not only preserve privacy protection degree but also
improve data utility. Our results show that HUT can maximally reduce infor-
mation loss by 95.69% for simple query on IoV .
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Abstract. Hub-to-hub transport will be one of the first use cases for automated
driving in the transportation industry. As current in-hub processes are based on
a driver being present, it is important to investigate how automated trucks are to
be integrated in future in-hub processes when they arrive driverless. Following
on from previous research, the in-hub tasks that will still have to be carried out
manually in and around the truck were identified. By conducting individual work-
shops with seven experts of the logistics industry, four different processes were
developed for the integration of automated trucks in future in-hub processes. The
results show that hub personnel will still be needed for all of the processes. The
processes developed differ in that they either include a trailer exchange or truck
and trailer are not separated. The respective future roles and responsibilities are
described for each process, and the necessary prerequisites and possible problems
are discussed.

Keywords: Automated Trucks · Hub-to-hub Transport · Process Development ·
Task Distribution · Future Roles

1 Theoretical Background

Automated driving in the transportation industry offers the potential to successfully
overcome current challenges, such as increasing driver shortages [1]. In SAE level 4, the
automated driving system can completely take over the driving task within the defined
operational design domain (ODD) [2, 3]. If system limits are exceeded, the system is able
to reach a risk-minimized state and therefore does not have to be monitored. This even
eliminates the need for a driver inside the vehicle. Hub-to-hub freight transport is cited as
one of the first use cases for automated trucks and it is expected to occur by 2030 [4, 5].
Hub-to-hub transport refers to the transportation of goods between two or more logistics
centers that are built close to and are connected by the highway. Therefore, the most part
of the transport occurs on standardized and normed highways. In the case of automated
hub-to-hub transport, the ODD of the automated system covers the route between two
logistics centers via highways. The transportation industry is particularly interested in the
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automation of hub-to-hub transport in order to overcome driver shortages, but also for its
expected benefits on an economical, environmental and social level [6]. For example, the
total cost of ownership for trucks is expected to decrease in the long term, due to increased
fuel efficiency and reduced labor costs [6, 7] out weighing the increased costs for sensors
and automation. Furthermore, automated trucks are expected to improve traffic flow and
reduce congestion, leading to better panning of transport times [6]. To benefit from these
advantages, the technical development of automated driving functions is currently being
pushed forward [8]. Although the technical implementation of these automated driving
functions forms the basis for automated transport, a successful automation of hub-to-hub
transport requires more than developing automated driving functions for the ODD. A
successful introduction of automated driving in this domain depends on synchronized
measures in automated driving technology, infrastructure, logistic processes and human
resources. Above all, it is important to investigate how future incoming and outgoing
goods processes of the hubs will have to be designed for trucks arriving driverless at the
hubs. Currently, the incoming and outgoing goods processes at hubs are designed for
the presence of truck drivers. For example, the driver is included in registration at the
hub, handling of freight documents, or loading and unloading of the truck [1, 9–11].

This paper addresses the fact that, in the future, these incoming and outgoing goods
processes will have to be redefined when automated trucks arrive without a driver at the
hubs. As an introduction to this topic, the results of two previous studies are presented
in the following sections. Firstly, the design of current hub processes that include the
help of a truck driver is addressed in more detail [11]. Secondly, the development of the
German logistics environment up until the arrival of automated trucks on the road by
2030 is presented [12].

1.1 Current Tasks and Processes

Asmentioned above, current incoming and outgoing goods processes are designed based
on a driver being present. Escherle et al. [11] conducted a task- and process analysis of
four different logistic hubs in Germany and identified an overlying process that could be
observed in each of the hubs. The authors identified four consecutive phases: registration,
unloading goods, loading goods, and exiting the hub (Fig. 1). The driver is responsible
for driving the truck on the hub premises between these phases. Depending on the
transported goods and the organization in the hub, there can be several unloading and
loading stations [9, 11].

For registration the tasks to be done vary depending on the hubs’ state of digitalization
[11]. Where the state of digitalization is low, more manual tasks have to be performed
by the driver: The driver has to park, get out of the truck, walk to a registration office,
register and hand over documents to a person working in the office. The office worker
interacts with a system and informs the driver about the unloading and loading points
he or she has to drive to.

The results of the task and process analysis also show that drivers often have to
cope with difficult traffic situations while driving on the hub premises. These are the
result of multiple different traffic participants, missing lane markings or unclear traffic
regulations.
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Fig. 1. Phases of incoming and outgoing goods processes of hubs in Germany based on the
findings of Escherle et al. [11]. The symbols refer to the roles involved in each phase.

In the unloading phase, the driver brings the truck into the correct position. The tasks
in this phase depend on the body that is used with the truck. If swap bodies are used,
the truck driver opens the locks for detaching the body from the truck. Once the body is
disconnected from the truck freight documents are exchanged between the driver and a
hub worker and the driver can drive on to the loading point. The subsequent unloading
process of the swap body is carried out by hub personnel [9, 11]. If fixed bodies are
being used with the truck, truck and driver stay for the whole unloading process. In this
case, the driver has to open the trailer and remove the load securing. Then the driver
waits while the hub personnel unload the required part of the goods, e.g. using forklifts.
The driver is then responsible for securing the remaining goods and closing the trailer.
At the end of the unloading phase, freight documents are again exchanged between hub
personnel and the driver. Unloading can take place at several unloading points until the
trailer is empty.

After the unloading phase, the driver drives the truck to its loading position. The
loading phase includes similar tasks to the unloading phase: either the driver has to
attach a preloaded swap body to the truck, or the driver has to open the trailer and
secure the load, while hub personnel are then responsible for loading the trailer, e.g.
with forklifts, and then the driver closes the trailer again. In either case, the freight
documents have to be exchanged between the driver and the hub personnel to complete
the loading phase. Then the driver drives the truck off the hub premises. These tasks of
the current process and the responsible roles are summarized in Table 1.

For automated trucks arriving driverless in the future, several challenges arise from
the design of the current processes [11]. These include spontaneous changes in the
unloading or loading position that are currently communicated to the driver in an ad
hoc manner. Especially where fixed truck bodies are used, processes tend to be less
standardized and the driver is spontaneously involved at a deeper level in the process
and asked to help with other tasks. Furthermore, deficiencies in the hub infrastructure
such as missing lane marks or the many traffic participants could be problematic for
driverless trucks in the future. Digitalization plays an important role in the integration
of automated trucks into the hub processes [11]. Especially in the registration phase and
for document exchange at the loading and unloading points digital solutions might offer
great potential to substitute tasks currently assigned to the driver. However, it remains
open to question as to whether these digital solutions as well as the outcomes from other
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trends in logistics will be available by 2030 when the first automated trucks are expected
in hub-to-hub transport.

Table 1. Tasks and responsibilities in the phases of the current in-hub processes [11].

Phase Task Responsible

Registration Parking Truck driver

Exchange of documents Truck driver + office worker

System registration Office worker

Information on (un)loading points Office worker to truck driver

Driving Steering truck Truck driver

Navigation on hub Truck driver

Unloading Park truck in correct position Truck driver

Open trailer / detach swap body Truck driver 

Unloading Hub personnel

Load securing Truck driver + hub personnel

Close trailer Truck driver

Document exchange Truck driver + hub personnel

Loading Park truck in correct position Truck driver 

Open trailer / attach swap body Truck driver

Loading Hub personnel

Load securing Truck driver + hub personnel

Close trailer Truck driver

Document exchange Truck driver + hub personnel

1.2 Future Logistics Environment of Automated Trucks

To identify which of these current tasks will remain in place for the future in-hub pro-
cesses involving automated trucks, an understanding of the logistics environment by
2030 in Germany is crucial. Current trends in logistics include globalization [13–16],
digitalization [17–19], environmental as well as social sustainability requirements [16,
20], and combined transport [21–23]. Further, the adaption of logistic processes and
the development of infrastructure play an important role in logistics [4, 24, 25] as do
changes in society and the availability of skilled personnel [20, 26]. To investigate
the future logistics environment of automated trucks, Escherle et al. [12] conducted a
Delphi-based scenario study for the year 2030.

The results indicate that by 2030, environmental and social sustainability will be an
increasingly important factor that has to be consideredwhen designing future in-hub pro-
cesses for automated trucks. In this context, the proportion of trucks with electric drives
will increase significantly by 2030. According to this study, the transportation of goods
in Germany will remain focused on road-transport. A major shift to combined transport
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with rail is not expected [12]. In terms of digitalization, the results show that tracking
and tracing as well as digital connection along the supply chain will be widespread,
and freight and customs documents will be digital across large parts of Europe. Digital
coordination of trucks on hub premises will be possible by 2030, however, smaller hubs
might still not be able to provide the required infrastructure.

The first application area for automated trucks will be in hub-to-hub transport [12].
However, only a small percentage of trucks will be automated by 2030. Consequently,
automated trucks as well as manually driven trucks will be used to deliver goods to
the hubs. Regarding in-hub processes, unloading and loading of the truck will still be
carried out manually and require personnel by 2030. Unfortunately, the lack of skilled
personnel is expected to increase even more in the future [12]. Where public infrastruc-
ture is concerned, only limited changes will occur before 2030. The main changes in
infrastructure are expected to be the provision of the required charging infrastructure for
battery electric vehicles in hub-to-hub transport. As the charging network might not be
sufficient to cover all areas of operation, charging might also have to take place at the
hubs [12].

1.3 Considered Scenario

Even if it seems counterintuitive, automated driving within the controlled environment
of hubs might be more complex than driving between hubs. Given the many different
traffic participants and difficult traffic situations [11], driving inside a hub is comparable
with driving in a city. Therefore, it is expected that by 2030 automated driving on hub
premises will not be possible for many hubs without more substantial changes in hub
infrastructure. However, hub operators are not willing or financially not able to make
big investments in hub infrastructure in order to enable automated driving [9].

Based on the presented research, we address the following scenario for 2030: auto-
mated trucks are used in hub-to-hub transport. The automated truck arrives without a
driver at the hub. However, automated driving on the hub premises is not possible. There
is mixed transport, meaning automated as well as manually driven trucks deliver goods
to the hubs. Given the progress in digitalization, the registration and the coordination
of the trucks at the hub takes place digitally. Moreover, all of the freight and customs
documents are digital and can be accessed through a digital system. The tasks related to
unloading and loading the truck still have to be carried out manually.

As Escherle et al. [11] suggest, investigation is required to determine which of the
current tasks will still have to be carried out manually in the future scenario (2030),
how the in-hub processes with automated trucks should be configured, and who will be
responsible for what task.

1.4 Research Questions

Automation not only replaces but also changes activities that are performed by humans
or it introduces new tasks. These tasks should be designed to match human capabilities
and requirements [27]. Thus, automated trucks may also change the future roles and
tasks of the people involved in the delivery process. It is therefore necessary to identify
which of the tasks in and around the automated truck will still have to be carried out
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manually in the scenario under consideration and who will be responsible for them. In
this context, the organization of future incoming and outgoing goods processes with
automated trucks needs to be addressed. Therefore, the research questions of this paper
are:

1. How should the incoming and outgoing goods process for automated trucks in hub-
to-hub transport be designed?

2. What impact does this process have on the roles and task distribution on the hubs?

These questions about the process that follows the arrival of an automated truck at a
hub have received little attention in the literature to date. However, it is crucial that these
questions are clarified before automated trucks enter the market to enable automated
hub-to-hub transport.

2 Method

In a first step, the remaining manual tasks for the future scenario were identified. To do
so, the tasks relating to the current processes at the hubs [11] were examined under the
future conditions of the considered scenario (see 1.3). Based on the different aspects of
the future state of development, it could be defined whether a task will be digitalized or
still require manual operations. Subsequently, seven individual workshops with experts
from the logistics industry were conducted. The workshops took place online using a
virtual whiteboard and each one lasted approximately one hour.

2.1 Expert Panel

In total, seven experts participated in the workshops, six male and one female. The
experts were employees of German car and truck manufacturers as well as logistics
service providers. The mean age wasM= 43 years (SD = 9.65) and their average work
experience in the logistics field was M = 18.5 years (SD = 8.16). Table 2 shows their
main areas of expertise.

Table 2. Main area of expertise (multiple answers possible).

Main area of expertise Number of experts

Logistics management 2

Site planning 2

Inbound logistics 2

In-house logistics 4

Innovation 3

Process planning 2

Transport planning 2
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2.2 Content of the Workshops

In the introduction, the participating expertwas informedabout the content andprocedure
of the workshop and subsequently signed the consent form which was then digitally
sent to the workshop leader. After demographic data has been collected, the scenario
described in Sect. 1.3 was presented to the experts. The current processes and tasks
(Sect. 1.1) were explained followed by the remaining manual and unassigned tasks
for the future in-hub processes (Table 3). After the experts had been provided with
this information, they were asked how they would organize the in-hub process with
automated trucks in the presented scenario based on the information provided and their
own experience.

The experts each developed different processes for the integration of automated
trucks in the future scenario. For each process, the related task allocation and respon-
sibilities were discussed. Further, the prerequisites, possible problems and limiting fac-
tors were documented for each of the developed processes and the associated future job
profiles were addressed.

2.3 Data Analysis

The processes developed were documented in detail during the course of each expert
workshop. This documentation was further reviewed after the workshops were con-
cluded: for each process, the underlying characteristics were identified and extracted.
Following the inductive category development [28] four clusters based on the underly-
ing characteristics could be identified for the processes. With the experts’ description
of the different processes in the workshops, the four overlying clusters could be further
specified. The advantages, disadvantages, corresponding future tasks and roles named
by the experts were compiled for each of the four clusters and the corresponding four
processes were visualized.

3 Results

The results below present which taskswill be digitalized andwhich taskswill still require
manual operation in the considered scenario. Furthermore, the processes developed for
the integration of automated trucks and the related future roles and task allocations are
presented.

3.1 Remaining Manual Tasks

With reference to the various phases of the current in-hub processes (Fig. 1), the remain-
ing tasks and the responsibilities in the considered scenario are summarized in Table 3.
As Table 3 shows, tasks previously assigned to the truck driver will partially be replaced
by the digital system. The remainingmanual tasks and responsibilities of the truck driver
in terms of unloading and loading the truck as well as the task of driving the truck on
the hub premises need to be reassigned, which was addressed in the workshops.
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Table 3. Tasks and responsibilities in the phases of the future processes with automated trucks.

Phase Task Responsible

Registration Recognition of vehicle Digital system

Exchange of documents Digital system

System registration Digital system

Information on (un)loading points Digital system

Driving Steering truck Unclear 
Navigation on hub Unclear 

Unloading Park truck in correct position Unclear 
Open trailer / detach swap body Unclear 
Unloading Hub personnel

Load securing Unclear, poss. hub personnel

Close trailer Unclear
Document exchange Digital system

Loading Park truck in correct position Unclear 
Open trailer / attach swap body Unclear
Loading Hub personnel

Load securing Unclear, poss. hub personnel

Close trailer Unclear
Document exchange Digital System

3.2 Future Processes with Automated Trucks

Ageneral overviewof the processes developed in the expertworkshops for the integration
of automated trucks into future in-hub processes is shown in Fig. 2. The results show
the handling of the trailer as a central distinctive feature. Either automated truck and
trailer remain connected or are separated from each other. If truck and trailer remain
connected, the truck is used for moving the trailer on the hub. This process is further
distinguished between manual steering and remote steering of the truck. If truck and
trailer are disconnected, the trailer is moved by a shunting vehicle inside the hub, which
is either steered manually or remotely. The resulting four possible processes are further
described below. Overall, the processes not including trailer exchange were rated most
suitable for the integration of automated trucks by four experts, the processes including
trailer exchange by three of the seven experts.

In line with the described scenario, each of the processes presented below starts with
the automated truck arriving driverless at the hub and its parking in a predefined position.
The arrival of the truck is registered automatically by the system and the hub personnel
are notified.

Process 1: Truck and Trailer Stay Connected, Truck is Steered Manually. This
processes was described by 5 of the 7 experts and is visualized in Fig. 3.
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Fig. 2. Overview of the processes developed for the integration of automated trucks into future
in-hub processes by the experts of this study.

In process 1, a hub driver gets into the truck and steers it manually on the hub
premises. This hub driver remains with the same truck for the whole process and takes
over all of the tasks that are currently performedby the conventional driver. Thehubdriver
therefore is responsible for driving the truck to the correct loading and unloading points,
and for opening and closing the trailer. Moreover, the driver helps the hub personnel with
loading and unloading, and is responsible for correct load securing. When the unloading
and loading phases are completed, the hub driver drives the truck back to the handover
site, gets out and activates automated driving mode. The truck then leaves the hub in
automated driving mode, and the hub driver repeats the process on the next arriving
automated truck. The distribution of tasks in process 1 is also listed in Table 4.

Fig. 3. Visualization of Process 1: Truck and trailer stay connected, truck is steered manually.
The symbols refer to the roles involved in each phase.

A variation of this process was also discussed by two of the experts: The hub driver
could also change between trucks when they are in the process of (un)loading. However,
it could not be clarified how the driver would get from one truck to another. For big hubs
in particular, additional vehicles or some sort of shuttle service would be necessary. The
experts, therefore, considered this alternative not applicable.

Process 2: Truck and Trailer Stay Connected, Truck is Steered Remotely. This
process was described by 6 of the 7 experts. The process is shown in Fig. 4.
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Fig. 4. Visualization of Process 2: Truck and trailer stay connected, truck is steered remotely. The
symbols refer to the roles involved in each phase.

In this process, the truck is steered remotely on the hub premises by a teleoperator.
The teleoperator connects with the arriving truck and steers it to the first unloading point.
There the truck is unloaded by the unloading personnel of the hub. The hub personnel
are responsible for opening and closing the truck, for (un)loading and load securing.
Meanwhile, the teleoperator can switch to another truck that needs to be remotely steered
on the hub premises.When the (un)loading is completed the teleoperator drives the truck
to the next point where the (un)loading procedure is repeated. Once loading is completed,
the teleoperator drives the truck back to the handover site, and activates automated driving
mode. The truck drives off the hub premises and the teleoperator connects with the next
arriving automated truck to start the whole process again.

A variation of this process mentioned by two experts is that driving on the hub
premises could also be possible with other technical solutions. These could include
induction loops or other changes in the hub infrastructure to enable movement of the
truck without a driver or teleoperator.

Process 3: Disconnection of Truck and Trailer, Manual Shunting Vehicle. In this
process, truck and trailer are disconnected and a manually driven internal shunting
vehicle moves the trailer on the hub premises. This process was described by 6 of the 7
experts and is shown in Fig. 5.

Once an automated truck arrives at the hub and reaches its defined position, the trailer
is disconnected from the truck with the help of hub personnel. A hub driver transports the
trailer with an internal shunting vehicle and brings it to the correct (un)loading points.
The (un)loading is done by hub personnel who are also responsible for opening and
closing the trailer, as well as for load securing. While the trailer is being (un)loaded, the
hub driver of the shunting vehicle can move other trailers on the hub. When loading of
the trailer is completed, the hub driver takes the trailer back to the truck, where they are
reconnected by personnel on site.

For this process the experts mentioned two alternatives. Either the truck stays at
the hub until the same trailer is unloaded, loaded and brought back again. This waiting
time could be used to recharge electric trucks. The other option is that the trailer is
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exchanged. In this case, after disconnection of the transported trailer, the truck is imme-
diately connected to another preloaded trailer and can drive off directly. The trailer that
was transported to the hub is unloaded afterwards.

Fig. 5. Visualization of Process 3: Disconnection of truck and trailer, manual shunting vehicle.
The symbols refer to the roles involved in each phase.

Process 4: Disconnection of Truck and Trailer, Teleoperated Shunting Vehicle. This
process differs from process 3 in that the internal shunting vehicle is steered remotely
by a teleoperator. 2 of the 7 experts described this process which is visualized in Fig. 5.

Fig. 6. Visualization of Process 4: Truck and trailer are disconnected, teleoperated internal shunt-
ing vehicle drives the trailer on the hub premises. The symbols refer to the roles involved in each
phase.

The trailer is disconnected from the automated truck with the help of on-site hub
personnel. The trailer is then connected to an internal shunting vehicle that is steered
remotely by a teleoperator. According to the experts, hub personnel might be needed
to connect the trailer and shunting vehicle. During the following in-hub process, trailer
and shunting vehicle remain together. Therefore, the teleoperator drives the trailer to the
(un)loading points and can switch steering between different shunting vehicles during
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waiting times. The opening, (un)loading, load securing and closing of the trailer is done
by hub personnel at the (un)loading points. The teleoperator then takes the shunting
vehicle and trailer back to the automated truck. Here, the trailer is disconnected from
the shunting vehicle and connected to the truck. Hub personnel might be needed for this
step.

Just as in process 3, the automated truck either waits until the same trailer is loaded
or the trailer is exchanged for a preloaded one. According to two experts, there might
also be other solutions for shunting vehicles moving driverless on the hub premises in
the future, such as use of induction loops or changes in the hub infrastructure as already
mentioned for process 2.

3.3 Future Roles and Task Distribution

The presented processes indicate that the integration of automated trucks into the in-hub
processes still requires on-site personnel. Table 4 shows an overview of the assignment
of tasks and responsibilities in the different processes. The task assignment of process
1 is most similar to the current process. In this case, the original driver is replaced by a
new role of an in-hub driver. All of the original driver tasks are assigned to this in-hub
driver. The role of the (un)loading personnel remains unaffected.

In processes 2 - 4, the person responsible for driving does not stay with the trailer
for un(loading). In these processes, the (un)loading personnel are assigned additional
tasks. Instead of just (un)loading the trailer, the personnel also have to open and close
the trailer and are solely responsible for correct load securing.

With the processes including teleoperation (2 and 4), the new role of the teleoperator
has to be introduced. For the processes including trailer exchange (3 and 4), new roles
have to be introduced for the disconnection or connection of the trailer. If the shunting
vehicle is driven manually (process 3), the role of the in-hub driver of the shunting
vehicle is introduced. In addition to driving, this driver is also responsible for connecting
and disconnecting the trailer to/from the shunting vehicle. According to the experts,
additional hub personnel should take over the (dis)connection of trailers and automated
trucks. In the case of teleoperation (process 4), the teleoperator might also need support
from on-site hub personnel for the (dis)connection of trailer and shunting vehicle.

4 Discussion

The presented processes are in line with other scenarios in the literature [9], and are sub-
ject to different prerequisites and possible problems that were discussed with the experts
in the workshops. Furthermore, the roles in future processes and the corresponding job
descriptions were further elaborated. The different aspects are described below.

4.1 Future Processes: Prerequisites, Advantages and Open Questions

General. According to the experts, enough available open space on the hub premises is
one of the main requirements for the implementation of implement any of the presented
processes. In particular, enough space is required for the handover site or the trailer
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Table 4. Task distribution, responsibilities and corresponding roles in the different processes.

Phase Task Processes

current 1 2 3 4

Arrival Disconnect truck + trailer - - -

Connect trailer + shunting v. - - -
Driving Steer

Navigate on hub

Unloading Park in correct position

Open trailer

Unloading

Load securing

Close trailer

Loading Park in correct position

Open trailer

Loading

Load securing

Close trailer

Departure Disconnect trailer + shunting v. - - -

Connect trailer + truck - - -

Number of different roles involved 2 2 2 3 3

Truck driver         Hub driver truck         Hub driver shunting vehicle        Teleoperator

(Un)loading personnel         Hub personnel

exchange. Furthermore, this transfer area also has to have the required infrastructure,
including clear lane markings, predefined positions that the automated trucks park in,
the digital system for registration and planning, as well as an interface between this
system, truck, and involved personnel. Depending on hub conditions, the installation
of such a transfer area might require high investment. The experts consider it possible
that for some hubs the space currently used as a waiting area for manual trucks can be
considered for this step. To reduce the risk of congestion and long waiting times, the
arrival and processing of trucks should be well planned. There also has to be a solution
to the problem of where an automated truck should wait if the transfer area is full.
Therefore, an interface between the digital hub system, truck and hub personnel is also
required.

Furthermore, the experts address the issue of liability. In the current process the
conventional truck driver as well as the (un)loading personnel of the hubs are both
responsible for correct loading and load securing. With no conventional truck driver
involved in the future process, the responsibility for loading and load securing has to
be transferred to the hub personnel in its entirety. This transfer of liability also requires
change in German law. In this context, the traceability of the whole loading process
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needs to be ensured. In case of inspections, damages or accidents with the load the
hub personnel responsible for loading and load securing need to be documented in the
system.

Further, with the presented processes for automated trucks more in-hub personnel
are required than is the case for the current situation. Therefore, enough personnel for
driving the truck on the hub premises, for (dis)connecting trailers and (un)loading is a
prerequisite. An open question in this context is who will employ the required personnel.
The experts consider both an external service provider and the hub as possible solutions.
With hub personnel being exclusively responsible for processing automated trucks in the
hubs the common problem of drivers getting lost on the hub premises can be minimized.

Another requirement is that the automated truck still has to provide the option for
manual control. In process 1, the hub driver has to get inside the truck to steer it on the hub
premises. In processes 3 and 4, manual control might still be necessary for reconnecting
truck and trailer. In this step, the truck has to drive backwards to the trailer, meeting it
at the correct angle and height. The experts doubt that automation will be sufficiently
advanced to cover this use case by 2030 and therefore expect manual driving will still be
necessary.Moreover, the experts agree that therewill be other use caseswhere automated
trucks have to be driven manually. Examples include technical mistakes, accidents or
simply driving the truck on roads where automation is not yet possible. In conclusion,
a cabin with steering devices for manual driving is still needed for automated trucks in
2030.

According to the experts, one important factor regarding mixed transport is that the
future incoming and outgoing goods process is the same for both manual and automated
trucks. Two different processes would not be efficient are not conducive andwould result
in unnecessary high complexity.

Processes Without Trailer Exchange. Regarding processes 1 and 2 where truck and
trailer remain connected, it has to be taken into account that hub personnel are driving the
truck on the hub premises. Depending on the ownership of the trucks, this will involve
driving of third-party property. In this case, regulations for the procedure in case of
damage and respective tracing of responsibilities have to be defined.

Further, it should be noted that because the truck is integrated into the in-hub pro-
cesses, the time share of automated driving between hubs is therefore less than in the
processes with trailer exchange. However, the experts see the general advantage that
the in-hub processes require less time and fewer personnel (Table 4) because the trailer
exchange step is not a part of the process.

Processes With Trailer Exchange. Regarding the processes that include a trailer
exchange (process 3 and 4), a sufficient number of shunting vehicles have to be avail-
able. Providing these shunting vehicles will represent a high investment for many hubs.
This investment will be even higher for teleoperated shunting vehicles (process 4) for
two reasons: firstly, each teleoperated shunting vehicle stays connected to one trailer
during the in-hub process because the connection requires the help of an on-site person.
Therefore, more shunting vehicles are necessary for the same amount of trailers com-
pared to manually driven shunting vehicles that can switch between trailers while they
are being (un)loaded. This is also the case when the shunting vehicle is not teleoperated
but the driverless driving on the hub premises is enabled in some other way. Secondly,
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teleoperation in general requires the enabling infrastructure which entails even greater
investment.

If the truck takes a trailer other than the one it delivered, it can leave the hub in less
time when the outgoing trailer is already prepared and preloaded. In conclusion, the
time share of automated driving is higher and in total more freight can be transported.
Also, the experts note that idle times for trailers are not as expensive as for trucks. To
profit from this advantage in processes 3 and 4, the trailer has to be preloaded by the
hub personnel, which requires correct planning and time management. Moreover, two
trailers have to be available per truck.

ProcessesWithTeleoperation.Asmentioned above, teleoperation requires the enabling
infrastructure such as the underlying technology, a stable connection, available work
space and corresponding training and education for the teleoperator. These prerequisites
might require higher investments according to the experts and dependon the development
of the technology. It still has to be assessed whether this option is applicable for the
different kind of hubs. Also discussion is needed about how the process is handled when
technical problems with the system occur. According to the experts, a back-up solution
with on-site personnel might be necessary for these cases. In general, processes with
teleoperation are desirable but might take longer to implement compared to processes
with manually driven vehicles.

4.2 Future Roles and Characteristics

Depending on the process, new roles will have to be introduced. These include the in-
hub drivers of the truck or shunting vehicle, hub-personnel for (dis)connecting trailers
or the role of the teleoperator. The role of (un)loading personnel already exists in the
current process.Depending onwhich processwill be implemented to integrate automated
trucks, the (un)loading personnel may be assigned additional tasks. These also include
physically demanding tasks such as opening and closing the trailer.

In general, the roles in the future processes have the following advantages: the related
future jobs will have the hub as a fixed work location and therefore allow proximity to
home and family as well as regular working hours. Also, in the future roles nobody will
have to deal with overcrowded highway parking lots as in the current role of truck driver.

Looking at a typical future workday in the presented processes, the workers repeat
the same cycle of tasks for each arriving truck. For the hub driver in process 1, this
means he or she will have to get in and out of the truck many times each working day,
because the in-hub driver is involved in the (un)loading process. This is also the reason
for a more diverse set of tasks and responsibilities compared to the in-hub drivers of
process 3. It should also be noted that the latter drivers stay with their shunting vehicle
the whole time and can settle into it, while the hub driver in process 1 has to change
trucks very frequently. The teleoperator in processes 2 and 4 will remain in the same
work place. As this will be a completely new job, this new profile is associated with
many open questions.
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4.3 Limitations

The processes were developed based on the opinions and experience of the experts
involved. Even though the experts were selected based on their expertise in the relevant
field, there is still the possibility that some factors of the future processes could have
been missed due to the expert selection. However, the developed processes are in line
with the current trends in logistics [12] and the scenarios found in the literature [9].

Furthermore, the developed processes are based on the future scenarios of Escherle
et al. [12]. Therefore, the processes of this paper are based on the following prerequisites:
trucks are able to drive automated between the hubs, freight and customs documents are
digitalized and a digital system for the registration and coordination of trucks as well as
an interface to the personnel on the hubs is available. As Escherle et al. [12] also show,
this might not be the case for every hub by 2030 and the processes would have to be
adjusted accordingly. Moreover, two of the developed processes include teleoperation.
Whether or not this technology will be available and ready for use in hubs by 2030 was
not part of the scenario study [12] and is therefore worthy of further investigation.

5 Summary and Outlook

In this research, seven expert workshopswere conducted to address the future integration
of automated trucks into in-hub processes. The results can be clustered into four main
processes that are differentiated based on the following two factors. Either the process
includes the exchange of the trailer or not and either the tractor vehicle on the hub is
drivenmanually or remotely. Each of the processeswas described and the associated roles
were described with their assigned tasks and responsibilities in the process. Moreover,
the advantages and disadvantages of the processes were elaborated.

The processes developed in the expert workshops clearly indicate that on-site per-
sonnel are still needed for the integration of automated trucks into the in-hub processes.
Viewed from a distance, the future processes do not differ significantly from the current
incoming and outgoing processes. The requirement that goods have to be transported to
different points on the hub will remain unchanged. Even if in-hub driving can be imple-
mented with teleoperation technology or some other solution that enables truck driving
driverless on the hub-premises, the underlying process will remain the same compared
to processes with manual control.

Viewed in more detail, the roles and responsibilities do change slightly for the dif-
ferent processes. In processes where the in-hub driver is with the trailer for (un)loading
he or she can take over related tasks and responsibilities. If this is not the case, the tasks
have to be assigned to hub personnel at the different (un)loading points.

As every hub has different prerequisites, an individual decision will have to be made
about which process is most suitable and applicable for integrating automated trucks.
The fact that hub operators want to avoid major changes and reconstruction measures
for the integration of automated trucks [9] could serve as a criterion for deciding which
process to adapt for a particular individual hub.

With processes including trailer exchange, waiting times can be reduced [29] and
the automated truck can leave the hub premises after a short time. In this way, the
truck can fulfil its purpose (automated driving) most efficiently and more goods can be
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transported in the same time. However, the trailer exchange concept requires more space
and investment in a sufficient number of shunting vehicles. Also, in trailer exchange
processes, more hub personnel are needed to handle the (dis)connection of trailer and
truck.Technology that allows automated (dis)connection, including an automatic fold out
of the trailer supports, would remove the necessity for additional personnel. Therefore,
trailer design and functionality represents a further field of research that should be
focused on in this context.

Processes that do not include trailer exchange have the advantage that they require
less investment, are easy to adapt to current processes and therefore are especially suitable
according to the experts. In these processes, there is one step less to be organized and
one step less that might potentially be the source of further problems and errors.

Regardless of which of the processes is implemented, the experts recommend that
the in-hub processes for manual and automated trucks should be the same.

In the presented scenario and the developed future processes, the role of driver
changes from a role spending many hours inside one truck to one in which only short
distances are driven inside a hub. Depending on the implemented process, the driver has
to change between trucks very often (process 1), has to drive a shunting vehicle (process
3) or even steer remotely from a teleoperation work place (processes 2 and 4). In this
context, it should be noted that the hub driver either has to get in and out of a truck
many times (process 1) or stays inside a shunting vehicle for most of the time (process
3). As a result, the processes have different requirements for the cabin design of each
vehicle. Future research should therefore investigate how the driver cabin or the shunting
vehicle should be designed to support the workers in their future tasks and to support
their wellbeing.

It is not only the role of the driver that will change, but also other roles that are
included into the incoming and outgoing goods processes of the hubs. For example, in
processes 2–4, the scope of tasks increases for the personnel at the (un)loading points.
Future research should therefore address whether the respective personnel will actually
have the capacity and time to carry out these additional tasks and whether these tasks
are in line with human capabilities and requirements [27]. Also of interest is which
additional qualifications might be required for the related job and the newly introduced
roles in the future processes. In particular, the role of teleoperator does not yet exist in
current processes and raises many new research questions. These include, for example,
how the work place of the teleoperator should be designed to enable safe steering on the
hub premises.

As already mentioned, personnel will still play a crucial part in future processes
for the integration of automated trucks. However, by the time automated trucks are on
the roads, the labor shortage will have become more acute [12]. Future research should
therefore investigate whether the related job profiles will be attractive for future workers,
which education will have to be provided and how the attractiveness can be enhanced.
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Abstract. Autonomous vehicles (AV) are predicted to change our current trans-
portation system, however, how and when they become fully adopted is still an
uncertainmatter. One essential aspect to consider is how people form trust towards
AV. In the context of AV, trust in technology is critical for safety considerations.
Although humans are capable of making instinctive assessments of the trustwor-
thiness of other people, this ability does not directly translate to technological
systems. The rising complexity of autonomous systems (AS) (e.g., cruise control)
requires the operators to calibrate their trust in the system to achieve their safety
and performance goals. As such, a detailed understanding of how trust develops,
and especially the underlying mental processes, will facilitate the prediction of
how trust levels influence behavior mode and decision-making strategies when
interacting with AV. To investigate this in the context of AV, we conducted inter-
views and follow-up surveys to examine users’ current behavior with an analogous
system (cruise control) and explored its relationship with the perception of AV
trustworthiness. Our findings suggest that external factors play a role in the adop-
tion of cruise control (an analogous system), while internal factors determine
non-adoption. Trustworthiness in AV is affected by external factors, users’ trust
in others, and their knowledge of advanced vehicle technology.

Keywords: Human-centered computing · User studies · Autonomous System

1 Introduction

Autonomous vehicles (AV) are anticipated to bring a revolution to our transportation
system, representing a technological leap forward that reshapes the public’s view of
mobility [21]. AV systems (e.g. pilot assist and cruise control) are increasingly part of
our lives. Yet, the interaction between human operators and AV systems are far from
perfect and seamless. Mismatches between operators’ trust and the objective trustwor-
thiness of the system often occur in this process; these mismatches have been identified
as a major factor of AV accidents, according to a recent report by the California Depart-
ment of Motor Vehicles [39] and a study about the tragedies with Tesla Autopilot and
Uber self-driving car [28]. A major barrier for mitigating this problem, however, is the
incomplete understanding of the mechanisms underlying humans’ trust in technology.
While great attention has been devoted to the more dynamic aspects of trust, such as
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trust calibration facilitating design and methods, the knowledge of the operator’s initial
trust formation is limited. Bridging this gap, this study examines the influence of situa-
tional variables towards initial trust formation in the context of human-AV interaction by
semi-systematic interviews, with a focus on the external (e.g. road conditions, weather,
and task complexity) and internal variables (monitoring behavior, expertise, and mood).

In the context of autonomous vehicles (AV), trust in technology is critical for safety
considerations. Although humans are capable of making instinctive assessments of the
trustworthiness of other people, this ability does not directly translate to technological
systems. Increasingly complex systems like AV require operators to calibrate their trust
in automation in order to achieve performance and safety goals. The calibration of human
trust is therefore essential to avoid situations ofmismatched trust levels and to increase the
security and accuracy of the system [30]. Trust predicts not only whether an automated
system is used but also how it is used. Parasuraman and Riley [40] categorized the
interaction with automation into four styles—use, disuse, abuse, and misuse—that can
be linked to the operator’s trust in the automation. The authors particularly highlight the
negative effects of misuse, or inappropriate overtrust, when the operator’s trust exceeds
the automated system’s capabilities. However, trust calibration is sometimes a spiral
of overtrust and distrust [58] due to the complex mental mechanisms that underlie it.
Frictions exist in drivers’ coping with AV’ automation limitations [13], as complex and
safety-critical AV systems require operators to maintain full awareness of the situation
and be prepared to intervene, which is challenging for human beings [3]. Monitoring
behavior drains humans’ attention resources. During such behavior, mistuned trust in the
system can easily be established and lead to failures in error detection and intervention.
AV’ wide accessibility among users with different levels of experience has exposed the
general public to these risks. The theme of trust in AV has been examined with a wide
range of research focuses, especially in mental models of trust [2, 58], consequences
of mistuned trust [28, 44], trust calibration methods [13], and technologies to enhance
situation awareness [32]. Yet, critical knowledge regarding the underlying cognitive
construct remains unknown, especially those aspects that cannot be directly observed
due to the opaqueness of the human mind.

The initial trust is a reliable indicator of trust relationships in later phases as it reveals
users’ cognitive construct of uncertainty and risk when adopting a new technology [31].
Understanding how trust forms, especially the underlying mental process, will help
predict how trust levels influence behavior and decision-making when interacting with
autonomous vehicles (AV). Research has shown that people’s initial trust in AV depends
on their experienceswith analogous technology, such as sophisticated vehicle technology
and computers [29]. People tend to refer to their previous experience with technology
when explaining the benefits and concerns of AV, confirming that theywill integrate their
previous interaction strategies into the adoption of new technology [46]. To achieve a
holistic view of AV trust formation, several steps need to be taken that consider the
three dimensions of human-automation trust: dispositional trust, situational trust, and
learned trust [20]. Research has already identified the influence of individual differences
and psychological factors on the formation of dispositional trust [12]. The next crucial
step is to understand the role of situational factors in trust formation. Such situational
factors may set the theoretical foundation for future research on dynamic learned trust
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and facilitate a human-centered approach to designing effective human-AV interaction
with calibrated trust.

The situational trust dimension has two broad sources of variability: the external
environment (e.g. workload, distractors, perception of risk) and the internal context-
dependent characteristics of the operator (e.g. mood, attentional capacity, subject matter
expertise). These variable factors are important “not only because they directly influence
trust, but also because they determine the degree of influence that trust has on behavior
towards automation” [20]. Empirical studies of the situational trust in automation often
focus the investigation of current behavior, attitudes, and feelings towards the use of
similar types of systems for more realistic and contextualized insights. Following this
strategy, this study has conducted structured interviews with car owners regarding their
interactions, opinions, and feelings with analogous systems (cruise control). Addressing
the urgent need for further exploring trust in AV and the existing gaps in research, the
central focus of this study was answering: What is the relation between the behavior
with analogous systems and situational trust formation in AV? Facilitating and guiding
this exploratory investigation, these two research questions are investigated in detail:

RQ1. What are the internal variables influencing the initial situational trust in the
analogous system?

RQ2. What are the external variables influencing the initial situational trust in the
analogous system?

2 Research Background

Trust is a complex and multifaceted concept that develops over time, as it has a long his-
tory and has been discussed in a variety of disciplines. The primary understanding of trust
was developed on the basis of human-human trust relationships where trust is associated
with the expectancy that another person, or an institution, will act in a certain manner
[45]. Trust in autonomous systems, on the other hand, is a distinct process conditional
on different variables that have increasingly been investigated by the Human-Computer
Interaction (HCI) community. In this study, we adopt the conceptual framework of trust
in automation proposed by Hoff and Bashir [20].

2.1 Trust in Automation

Human Trust in Automation. Trust in automation can be defined as the willingness
of humans to rely on automated systems in situations characterized by uncertainty and
vulnerability [21, 32]. Related research has great importance since trust was identified
as a safety-critical factor in human-technology interactions decades ago. Ideally, human
trust should be proportional to the capabilities of automation, but, in reality, trust mis-
calibration is often observed. Humans’ inherent cognitive mechanism does not provide
the best support for tracking the performance, process, or purpose of automation over
an extended time span. Vigilance decrements during supervision of systems with high
perceived reliability often induce overtrust, leading to slow detection of failures, poor
situational awareness, and delayed intervention. Distrust can similarly cause users to
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abandon necessary technical support, even when the situation exceeds human informa-
tion processing capacity. According to Lee and Dee, “trust and its effect on reliance
are part of a closed-loop process: interaction with the automation influences trust and
trust influences the interaction with the automation” [30]. If users distrust the automa-
tion, they may gain limited experience with it and trust is unlikely to grow. Likewise,
an overtrusted system tends to be monitored less frequently, so trust continues to grow
despite occasional errors [30]. For example, according to Wintersberger and Riener, the
general public’s trust in autonomous vehicles (AV) dropped after news of a Tesla Autopi-
lot accident, but it was regained as the concern faded away months later [58]. Thus, a
more stable trait underlying human trust in automation, such as the initial formation
mechanisms, needs to be understood.

Trust Formation. Trust formation between humans has been well-examined, while
many gaps of knowledge remain regarding the understanding of this human-automation
trust formation. Fortunately, parallels exist between the twomechanisms. In some sense,
initial trust formation can be analyzed as a decision-making process based on the assess-
ment of the perceived trustworthiness, not necessarily alignedwith objective trustworthi-
ness and experiences in similar situations. The formation of trust involves both thinking
and feeling. Emotion is a reason for trust to have such a profound impact on human
behavior [30]. As an enduring tendency of individuals, the affective aspect of trust for-
mation was covered in a previous study of how dispositional factors influence trust [12].
The other aspect of thinking nevertheless demonstrates many features in analogic or ana-
lytic judgments. The former recruits’ societal norms and the public’s opinion in assessing
trustworthiness, while the latter involves rational evaluation based on the salient char-
acteristics of the technology [30]. Cognitive resources also play a role in this process,
which lead people to deploy a two-way strategy just as they do in other decision-making
scenarios. When there is sufficient time and mental resources, people tend to adopt the
analytic approach to seek the optimal option. Limitedmental resources alternatively lead
people to affective and analog approaches, which are more efficient but less rational.
The requirements in urgent decision-making and intervention in interaction with AV
often forced the operators to take the analog approach, which is highly susceptible to
context variables. Understanding how the situational factors impact trust formation in
AV therefore will be a crucial step.

Trust in Automation Theoretical Model. This study adopts the Human-Automation
trust model proposed by Hoff and Bashir in 2015. Its structure highly matches our focus
on situational factors while providing a strong theoretical base of the initial stage of trust
development. Addressing a wide range of automation systems and situations, this model
defined three broad dimensions based on the categories of driven factors underlying
the trust: the human operator, the environment, and the automated system itself. These
variables respectively reflect the three different layers of trust, previously identified by
Marsh and Dibben [33]: dispositional trust, situational trust, and learned trust.

Dispositional trust represents an individual’s overall tendency to trust automation,
independent of the context or the type of the automation system (AS). It refers to long-
term tendencies arising from both biological and environmental influences, and it is
generally stable within the course of a single interaction although these tendencies can
change gradually over time (e.g., cultural values, age, and personality traits).
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This dimension is related to the human operator and is highly dependent on tenden-
cies related to individual differences. Situational trust, however, depends on the specific
context of the human-AS interaction. The environment and the operator’s mental state
both exert a strong influence on situational trust. Hoff and Bashir suggest two sources of
variability in situational trust: external variables, related to the system and the environ-
ment, and internal variables, which are context-dependent characteristics of the operator
[20]. The external variables are perceived by the human operator and are influenced by
the context.

Learned trust is closely related to situational trust since both are guided by past
experience and system performance. Hoff and Bashir emphasize the difference between
subject matter expertise (related to situational trust) and past experience with automation
(related to initial learned trust). Therefore, for a better understanding of the factors that
operate in this dimension, Hoff and Bashir categorize them as initial learned trust and
dynamic learned trust [20]. Substantial research has shown that human operators adjust
their trust in automation to reflect its real-time performance [30]. Within the context
of a single interaction, most of these variables are stable whereas performance is not.
Hoff and Bashir thus complete their theoretical model by explaining the influence of the
system’s performance and how operators adjust their trust in automation to correspond
to its ongoing performance, which is affected by factors such as reliability, validity,
predictability, dependability, system failure, and usefulness of the system. Moreover,
reliability and validity are important antecedents of trust. Reliability refers to the con-
sistency of an automated system’s functions, and validity refers to the degree to which
an AS performs its intended task. Predictability refers to the extent to which automa-
tion performs in a manner consistent with the operator’s expectations, and dependability
refers to the frequency of automation breakdowns or error messages [37].

2.2 Situational Trust in Autonomous Vehicles

Fully operated autonomous vehicles (AV), or level 5, are not expected to be available
on the market for the next ten to twenty years. Until fully implemented, the current sce-
nario of mixed traffic (co-existence of vehicles at different levels of automation) requires
drivers to cope with automation limitations and act as monitoring (level 2 of automation)
or fallback authority (level 3) [53], increasing the complexity of variables affecting situ-
ational trust. Moreover, this scenario also limits the development of empirical research;
many studies have adopted simulations and other investigation methods, like analogous
systems, to better understand situational trust in AV. The following section presents pre-
vious findings related to the external and internal variables of situational trust, either in
AV or analogous systems. We conducted a literature review to examine the impact and
significance of situational variables on trust. The reviewed literature covers studies on
trust in AV as well as analogous systems such as aviation and other forms of automated
vehicles.
Vehicle’s Interface: The analysis of the design of semi-autonomous vehicles found that
the interface of the AS makes participants believe that the system performs better than
it actually does, which increases the level of trust and relates to situations of overtrust
[13].
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External Variables

System Capability: The capability of the automation is important and significantly
related to trust formation, in which lower error rates lead to more trust in the system
[50]. This is different from the perception that the system will behave perfectly, like the
‘halo effect’ induced by semi-autonomous cars’ interfaces earlier mentioned.

Task Complexity: The analysis of trust shows that participants who were provided with
the uncertainty of information trusted the automated system less than those who did not
receive such information, which indicates a more proper trust calibration [16].

Weather: A human subject study with an AV simulation found that weather conditions
do not have a significant impact on humans’ trust during driving mode [51]. On the other
hand, when analyzing an analogous system, previous findings show that snow decreases
the level of trust in automated braking systems. This shows contradictory findings in a
simulation and a real-world environment study.

Brand: Trust in an AV is associated with the vehicle brand. This is “a dual constitution”,
since, if participants perceive the brand of the vehicle as trustworthy, the level of trust
in the AV increases [17, 45].

Automated Features: More technological features available in the car increases the level
of trust. A previous study found that drivers present overall higher trust in the vehicle if
it presented an automated safety braking system [25].

Internal Variables

Knowledge and Expertise: Overall, increased expertise with a system generally
enhances trust development [39, 41, 42, 50]. Similar results for familiarity affecting
trust have been found with AV analogous systems, like collision warning systems [26]
and takeover performance [18].

Familiarity: The level of comfort with automation may be dependent on familiarity
automation [50, 54]. Koustanai, Cavallo, Dalhomme, and Mas [26] suggest that individ-
uals familiar with how the collision warning system functions tend to trust the system
more than those who were unfamiliar with the system.

Situational Awareness: Situational awareness is defined as “the perception of the ele-
ments in the environment within a volume of time and space, the comprehension of
their meaning, and the projection of their status in the near future” [11]. Moreover,
system awareness is an operator’s dynamic understanding of what is happening around
them [48]. Therefore, previous studies stated that the knowledge and expertise of drivers
increases their situational awareness [15, 34]. However, automated driving systems and
automated driving tasks have shown to lower drivers’ situational awareness [8]. Studies
specifically about trust in automation have found that the lack of awareness leads to
mistrust [43].

Mental Workload and Driving Performance: One of the most frequently expressed
purposes of automation, and its initial main goal, is to reduce the operator’s workload.
Previous studies have found that automation is successful on reducing workload, both
mental workload [57] and workload related to the implementation of action [23], which
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is linked to the situational external variable. Increases in mental workload associated
with the automated systems have been shown to lead to degradations of trust in combat
identification tasks [56]. The use of automated driving systems supports the reduction of
drivers’ mental workload and improved driving performance [4]. However, participants
driving in semi-automated mode showed a reduction in the physiological activation than
when compared to drivin in manual mode, resulting in slower drivers’ response times
[4].

Monitoring: Semi-autonomous mode reduces the level of driver monitoring [4]. The
same study concluded that, by reducing drivers’ level ofmonitoring, it increased their dis-
traction, which they deemed automation-generated distraction. Research has shown that
a higher experience level may impair an operator’s ability to monitor for unanticipated
states in highly reliable systems [2].

Mood: Attitudes toward automation influence overall awareness of system behavior.
For example, positive attitudes and emotions (e.g., happiness) influence trust, liking, and
reliance on a system; of course, they may also lead to overreliance [2, 36]. Conversely,
errors or difficulty accessing information from the system often lead to negative attitudes
and subsequent disuse [14]. Commitment is discussed within the literature in terms of
feelings of satisfaction. As is the case in many other applications, satisfaction influences
human perception of automation.Here, satisfactionwith the automation is fostered by the
quality of information and service that the automation provides [28]. Most importantly,
satisfaction has been shown to be positively correlated with trust development with both
vehicle automation [10] and combat identification [56]. Studies also suggest that there
may be a direct relationship between mood and effect on trust development [35, 52].
Finally, Costa et al. [7] show that humans’ trust is correlated with stress levels.

Level of Attention: Previous studies have indicated that operators with lower attentional
control interact differentlywith and relymore heavily on automated systems compared to
those with higher attentional control [5, 6]. If the workload on the driver is too low during
periods of automation, they may experience passive fatigue due to low cognitive load
and lack of direct control over the task [9]. This passive fatigue can lead to a degradation
of overall driver performance. Increased vehicle automation has also been linked to
reduced driver vigilance, as evidenced by increased braking and steering reaction times
in response to sudden critical events [38, 49].

3 Method

This research utilizes a qualitative approach with semi-structured interviews to gain a
comprehensive understanding of behavior, attitudes, opinions, and emotions towardsAV-
similar technology. The semi-structured interviews were designed to minimize research
bias and differences in context by presenting all participants with the same questions in
the same order. The aim of the interviews was to gather memorable information, both
positive and negative, about past experiences of overtrust, distrust, and mistrust and the
internal and external variables associated with these experiences.

To recruit participants, an electronic invitation was distributed to a midwestern US
university staff mailing list and as a post on social media platform. The goal was to
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recruit a similar number of men and women and a diverse variety of participants from
a professional background. Seventeen participants were recruited, and their occupa-
tions included schoolteacher, business owner, master’s student, university professor,
office administrator, librarian, student, lawyer, and retiree. For compensation, partici-
pants recruited were paid a $20 Amazon gift card. Table 1 provides the demographic
information about participants.

Table 1. Description of participants demographics.

Due to theCOVID-19pandemic, the interviewswere conducted virtually usingZoom
conferencing technology and lasted an average of 45 min. The interviews were recorded
and transcribed using Otti.ai, a machine learning transcription software. Each transcrip-
tion was manually reviewed and corrected, if necessary, before the analysis process. The
interviewwas divided into several parts, as follows: Part 1 was the introduction, in which
the interviewer reiterated the consent form and used ice-breaking questions to initiate
the conversation. Part 2 focused on the adoption of cruise control (CC) and individual
preferences. Part 3 consisted of the closure of the interview.

After the interview, participants had 36 h to respond to a brief questionnaire that
aimed to assess their perceived trustworthiness of AV and intention of monitoring AV.
Theperceived trustworthiness ofAVscale is based on thework of Jessup et al. [22],which
is a 7 point-Likert scale ranging from completely disagreeing to completely agreeing.
TheComplacency-Potential RatingScale (CPRS)was also used tomeasure the perceived
trustworthiness of automation.
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Figure 1 illustrates the analysis process of this study. The first step consisted of
the analysis of the questionnaire responses and the transcription of the interviews. The
transcription was made using a machine learning software and reviewed manually by
the researchers. Second step was classification of participants into “High AV Trust” or
“Low AV Trust” based on the scores of the perceived AS trustworthiness questionnaire.
Third step related to the categorization process of the transcriptions. Finally, the fourth
step was the exploratory analysis of the categories and what were the particularities and
trends when triangulating these categories with the participants’ classification of trust
in AV level.

Fig. 1. Data categorization and analysis process

4 Result and Analysis

The analysis process initiatedwith the categorization of the participants intoHighTrust in
AV and Low Trust in AV based on their scores on the perception of AV’s trustworthiness.
The scores ranged from 7 to 42, the mean score was 26.17, the mode was 30, the median
was 27, and σwith 7.7. Participants with scores above 27 were classified as High Trust in
AV and scores lower than 27 were classified as Low Trust in AV, as described in Table 2.
Two out of 17 participants presented the median score, while 8 participants (47.1%)
were categorized as High Trust and 7 participants (41.2%) as Low Trust in AV.

To identify and organize themain themes discussed by participants, the transcriptions
of the interviews were thoroughly investigated through the development of a classifica-
tion schema, according to the steps as follow: First, the researchers read the transcripts
several times to find similarities and labeled them with preliminary codes. These codes
included an initial set of themes related to the main research question of this study: adop-
tion of CC, non-adoption of CC, expertise. These initial themes were analyzed to find
similarities; they then were grouped into subcategories such as internal and external situ-
ational variables and situations that lead to monitoring behavior. In the next subsections,
the subcategories developed for each research goal are explained in detail regarding their
relationship with the participant’s trust in AV classification.
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Table 2. Categorization of participants based on the perception of AV trustworthiness.

High Trust Low Trust

P2 P1

P3 P5

P4 P6

P9 P14

P10 P15

P11 P16

P12 P17

P13

4.1 The Use of Cruise Control

Cruise Control Adoption. This section analyzes how participants adopt CC. The focus
of the analysis is on the external and internal situational variables that influence situa-
tional trust in AS, based on the model proposed by Hoff and Bashir [20] and findings
from our brief literature review, and followed the order below:

• Categorization 1.1: Identify the interests of participants and their knowledge of
automobile technology.

• Categorization 1.2: The main reasons why participants decide to adopt or not adopt
CC.

• Categorization 1.3: The reasons for adoption of CC organized into either external or
internal situational variables.

The data analysis and categorization beganbyunderstanding the participants’ interest
and knowledge in automobile technologies. The hypothesis was that participants with a
higher interest in car technology and technology in general would have a higher level
of cruise control (CC) adoption. This aligns with previous findings that higher levels
of perceived trust in technology result in more favorable perceptions and adoption of
technological innovations [1, 24, 55]. Most participants had a similar level of knowledge
about driving technologies and none showed a high level of interest in cars (such as
following specialized automobile news or being a car collector). Although they did
not follow any specialized media, six out of 17 participants reported conducting online
research before buying their current vehicles, like searching for other owners’ reviews
and car safety ratings on the National Highway Traffic Safety Administration (NHTSA).

“Before buying this car I searched for information about safety on the NHTSA
and on the internet to help me with my decision.” (P12)

Results show that 5 out of 17 participants (29.4%), who are more engaged with the
CC system – using it on more occasions and for longer periods of time – have cars with
more technological features, such as lane keeping alerts and automated braking systems.
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These participants also show that they are comfortable using CC and they would use it
more if it was possible, as mentioned by participant 4: “I use [it]every time that I know
I can speed up a little and there isn’t traffic. . . You know Illinois, everything is flat! And
my car also breaks if I’m too close to another car, which makes it even more comfortable
and I want to use it more” (P4).

Figure 2 shows that, from the results of Categorization 1.1, knowledge and expertise
on vehicles automated systems relates to the type of technology available on participants’
cars. This also related to adoption and engagement of CC. As stated by P2, “I went on a
trip last week and I barely drove. The car was doing everything for me, controlling the
speed, breaking and lanes. I try to use cruise control and all features of my car every
time that I can or it is possible...,” participants are more engaged with CC and more
willing to use it if their cars have other types of automated systems.

Fig. 2. Results of the categorization of participants’ interest and knowledge about automobile
technology

These categories were also analyzed regarding their relationship with the partici-
pants’ trust classification. Table 3 gives the trust categorization and the information if
participants did or did not own a car with advanced technological features. The observed
discrepancy in trust level seems to well echo the closed-loop relationship between the
trust level and the interaction with automation proposed by Lee and See [30]. Less expe-
rience with an automation system provides limited information regarding the system’s
capabilities, so the trust of users will not grow that consequently makes them less likely
to use the unfamiliar system. The opposite situation is also observed. The highly trusted
system tends to be less supervised, so the users will perceive fewer errors and keep
growing their trust regardless of the occasionally occurring issues. In this study, partici-
pants’ familiarity with advanced technologies, such as automated braking systems, was
considered a factor in minimizing perceived risks and uncertainties related to CC, thus
increasing trust in its performance and benefits.

Internal and External Variables. As a preliminary step in the analysis of the reasons
why participants do or do not adopt CC, a word cloud image was developed to visualize
the top 30words related to the use ofCC (Fig. 3) The process to create this image involved
multiple steps on stop-words elimination (e.g. I, think, car, yes, ok, among others). It
is possible to observe that “helps” is the most recurrent word, followed by “night,”
“speed,” “weather,” and “traffic.” These words showed three main external variables
that are situational to the context of use: the environment (weather, time of the day, and
traffic) and process (speed control). Furthermore, this preliminary analysis shows that
external variables seem to be highly related to the adoption of CC. External variables are
situational factors that relate to the environment and specific characteristics of the context
of use (e.g. environment: weather and road conditions) or characteristics of the system
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(e.g. process and performance: ease of control, complexity, and workload). Internal
variables are situational attributes of the driver, such as their mood, attentional capacity,
and stress level, among others. These are situational states because they might change
over the course of a single ormultiple interaction(s)with the system. For instance, a driver
can become very sleepy during a long drive, reducing her/his attentional capacity and
concentration. These variables were identified and analyzed regarding their relationship
with the adoption of CC, as illustrated by Fig. 4, and their correlation with the perception
of AV’s trustworthiness.

Table 3. Identification of participants trust classification correlatedwith the presence of advanced
autonomous system in their owned vehicles

# Trust in AV Car Automation

P1 Low no tech

P2 High tech

P3 High tech

P4 High tech

P5 Low no tech

P6 Low no tech

P7 Median no tech

P8 Median no tech

P9 High no tech

P10 High no tech

P11 High tech

P12 High no tech

P13 High tech

P14 Low no tech

P15 Low no tech

P16 Low tech

P17 Low no tech

The preliminary conclusion that external variables have a greater impact on the
adoption of CC can be confirmed through a detailed word cloud analysis of internal and
external variables. The visibility of the road and the type of roadwere the top two external
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Fig. 3. Top 30 more recurrent words related to the use of cruise control

Fig. 4. Categories and subcategories of situational variables related to the adoption and non-
adoption of CC

factors that participants considered when deciding to adopt CC. Additionally, 58.82%
of participants emphasized the importance of light traffic along with road conditions.

“Even if the weather is good and I’m driving in the interstate to Chicago for
example and there is too much traffic I don’t use cruise control.” (P1)

“I don’t like to use CC when there is too much traffic because you need to always
to break or speed up, and I need to keep turning on the cruise control.” (P13)

The relationship between the traffic conditions and the adoption of CC can also relate
to the process and performance of the system. This external variable (traffic condition)
requires from the participant more or less monitoring behavior of the environment and
the system itself (e.g. changing the speed more frequently). The increased monitoring
behavior consequently relates to the purpose of the CC system, that is to support the
driver on the speed control.

To clarify the impact of internal and external variables on the adoption of cruise
control, these variables were used to categorize the reasons for non-adoption. When
analyzing the influence of internal variables on the adoption or non-adoption of cruise
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control, it was noted that stress, tiredness, and nervousness were more frequently linked
to avoiding cruise control. Although the majority of participants said they do not use
cruise control when they are tired, a small minority (3 participants) reported using it to
remain more focused on driving. Contrarily, external variables were more commonly
linked to the use of cruise control. All participants stated that they would not activate
cruise control during snow or icy road conditions. Most participants only considered
heavy rain as a concern, while light rain would not affect their decision to use cruise
control. Furthermore, heavy rain and snow were both considered as situational factors
that would lead to non-adoption. Additionally, visibility limitations were also considered
as a factor affecting the adoption of cruise control.

The next phase of the analysis involved examining the interplay between internal
and external variables and their correlation with the participants’ level of perceived
trustworthiness in autonomous vehicles (AV). Participants were asked what they would
do if they were driving on an interstate at night and feeling very tired. For the majority
of participants (15 out of 17), including those who were classified as having high trust in
AV, nighttime did not play a role in their decision to use or not use cruise control (CC).
This was due to either good road visibility or the belief that nighttime was a better time
to use CC because of less traffic. All 3 participants who would use CC at night were
classified as having low trust in AV. However, the small sample size makes it difficult to
determine the impact of low trust perception, and further research is needed.

The internal factor of tiredness presents amore considerable influence in the decision
to adopt CC when compared to the external one (time of the day). Only 3 participants (2
high trust and 1 low trust) stated that the use of CC when tired helps them to concentrate
more on the road instead of the speed. On the other hand, 6 out of 8 High Trust in AV
participants claimed that they would not adopt CC in the given scenario because driving
in manual mode would make them feel more engaged with the car and consequently
more awake.

“I do think CC can be dangerous if you’re tired because with cruise control you’re
doing less things by not taking control of the speed, then you have less physical
contact with the car, and I think this makes you even more sleepy.” (P5)

“I don’t mind if it is night or day, as long as there is not too much traffic and the
road is good, I will use CC. But if I am tired, I think cruise control will make me
more sleepy, you know, . . . Because I will be more relaxed, I don’t need to pay
attention to the speed. So, if I am tired, I won’t use it, doesn’t matter if it is night
or day.” (P8)

Moreover, the decision for using CC also relates to the perception of timing reaction.
For example, participants use the buttons on the steering wheel to control the speed when
it is necessary to changeonly a fewmiles upor down.Most participants (14of 17) claimed
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that, when they need to break, they immediately use the breaks instead of the control
buttons:

“… usually when to slow down, I break and then reset if I’m going to…”. This
action is also associated with the reaction timing of the car” (P6).

“. . . because slowing down with the buttons takes a lot longer time than slamming
on the brakes.” (P3)

“. . . if I could stop suddenly, like I’ll press the brake, you know if I really have to
slow down fast, but if someone in front of me is just going like, you know, few, few
miles per hour like slower then I’ll just slow the cruise I’ll stay on cruise control,
just slow down.” (P17)

When participants control their speed using the pedals instead of the buttons, this
was noted as an automatic reaction without conscious thought, even if it resulted in
turning off the cruise control. Additionally, participants associated using cruise control
(CC) with both quick and slow reactions while driving, indicating that its use affects
their attention to the road and ability to adjust speed, as shown in Fig. 5, regardless of
their level of trust in autonomous vehicles (AV).

Fig. 5. Participants’ association of cruise control adoption and their capacity of reaction

Overall Perception of Cruise Control. All participants had positive views of cruise
control (CC), regardless of their level of trust in autonomous vehicles (AV). Figure 6
displays the top 30 words mentioned by participants when discussing their general
perception of CC, such as “comfort,” “ease of driving,” and “improved concentration.”
For instance, participant P2 said “It’s really, really comfortable” and also mentioned
other common automated driving technologies, such as setting the car’s cruise control
to the speed limit and not having to drive themselves. Physical comfort was also noted,
particularly during long drives, as stated by participant P6: “What I like about it is that
it can give your leg a break.” These attributes are related to the purpose of the system,
while the perceived ease of use relates to its performance and process. The reliability
of controlling the speed was another important element brought up by 6 participants,
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Fig. 6. Word cloud developed to illustrate the top 30 words related to the perception of adopting
cruise control

which also relates to the system performance, as illustrated by the comment of P7 “. . .
that’s probably the main reason why I use it. It is to just keep my speed steady.”

5 Discussion

The results of the semi-structured interviews suggest that familiarity with similar sys-
tems, as an internal variable, impacts trust in AV. Participants who own cars with more
advanced autonomous systems (e.g. automated braking and lane-keeping systems) than
the CC system under investigation showed higher trust in AV. Further research is needed
to examine the concept of familiarity, not only in relation to more advanced automa-
tion but also the specific system under investigation. Familiarity plays a crucial role
in situational trust processes by helping humans understand unknown situations before
interacting with autonomous systems. Participants tend to act in ways that are familiar
to them. For example, when deciding between controlling speed with buttons on the
steering wheel or manually with the pedals, they usually choose the pedals because that
is what they’ are accustomed to. Familiarity also leads to increased comfort, which can
result in a lack of situational awareness and overtrust. Previous research has shown that,
when drivers feel comfortable, they aremore likely to feel safe, engage in other activities,
become distracted [47], and participate in hazardous driving behaviors [19].

Situations of overtrust have been identified as a major reason for AV incidents due to
drivers’ failures in monitoring the system and intervening in the control of AV [13, 27].
Our results show that the perception of time available for intervention is one of the main
reasons why CC will or will not be adopted by participants, which relates both to the
performance of the system and the performance of the user. For instance, participants
stated that they will not use the CC system if they think they are in a situation where
they will need to quickly take back control of the vehicle (under poor conditions such
as bad weather or too much traffic). On the other hand, participants who were more
engaged and comfortable with the use of CC (consequently higher perception of AV
trustworthiness) were also less worried about their reaction time on taking the control
back.

Regarding research question 1: “What are the internal variables influencing the initial
situational trust in the analogous system?” and researchquestion2: “What are the external
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variables influencing the initial situational trust in the analogous system?”, it is possible
to conclude that participants classified as “High Trust in AV” are more influenced by
internal variables than external ones when deciding to not adopt CC (i.e. tiredness).
External variables (i.e. Time of day and traffic) did not impact the decision of adopting
CC by “High Trust in AV” participants as it did with participants classified as “Low
Trust in AV.” This provides insight for future studies that must consider how different
situational variables might influence levels of trust in different ways. A new model of
trust calibration thus must be developed acknowledging the fact that trusting in AV is
not only a simple YES or NO response. Rather, it must involve the dynamic differences
of trust levels and how situational factors contribute differently. This acknowledgement
is an important aspect for the design of features addressing certain types of behaviors
with the main goal being the calibration of users’ trust in AV.

Our workmakes several contributions to the HCI community, including: (i) A review
of situational variables that influence the initial trust in automation; (ii.) A user- centric
study for the investigation of trust in automation. Upon elucidating the role of situational
factors in trust formation, we will proceed to fill in the theoretical blanks in the role of
the learned trust in initial trust (iii.) Providing implications and guidelines for future
researchers to design better human-centered autonomous systems. Although this study
presents exploratory results and has limitations in terms of sample size and diversity
as well as methodology, the investigation of current behavior with analogous systems
proved to be a valid approach, affording important qualitative insights for understanding
human and AV interactions. Further research must focus on the investigation of how
levels of trust are affected by different situational variables in different ways. Since trust
inAV is a dynamic andmultidimensional process, future studiesmust also investigate the
relationship between the current behaviorwith these analogous systems and dispositional
trust in AV by developing a data triangulation with the results of the situational trust
dimension.

Finally, the results of this investigation reveal that situational factors involve complex
cognitive processes that deeply influence users’ perceptions and judgments. Understand-
ing users’ current behavior with analogous systems can therefore provide useful insights
for the design of parameters calibrating different levels of trust in AV. In turn, this influ-
ences the decision of adopting (or not)AV technology and successful interaction between
users and automation.
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Abstract. Automated vehicles are equipped with systems for task operation and
furnished with complex sensor-based systems for detecting and avoiding crashes.
However, because technology is unruly and prone to error due to its low maturity
level, the human is required to be an active member and collaborator in the oper-
ation of the vehicle. As a result, users are required to be constantly vigilant for
instances where automation may fail and request to intervene. Yet, notably, some
users have a tendency to perceive automation as a holy grail and partake in undesir-
able user behaviours linked tomisuse, over trust, and even high-level complacency,
etc. Consequently, industry faces safety criticalities, resulting in either low to high-
level risk taking behaviours. Thus, focus should be on taming users’ knowledge to
fit the level of automated driving, trucking, flying, farming systems’ capabilities
and limitations by investing in exceptionally ergonomic-inspired strategies that
promote desirable user behaviours, such as the intended use of automation and
interaction with its human-machine interfaces (HMIs) over the sequence of time.
As a result, N = 20 air and ground vehicle industry experts views on training to
use and learning strategies for optimizing safety and risk-free human-automation
interaction and use (HAI/U) were considered. The paper devises ergonomically
enthused learning design strategies in support of deprogramming-risky behaviours
and reprogramming-safe taking behaviours towards automation, by bearing in
mind long-term effects.

Keywords: Automated vehicles · Learning design strategies · Long-term
effects · Safe and risk-free behaviour · Automation-induced effects · Experts
views

1 Introduction

Automation is seen as a multidimensional technology that exhibits tremendous potential
for the vehicle industry, as it enhances user experiences on transit. Thus, the industry
is experiencing a surge in automation advances, which will rigorously mature for years
to come. Due to these fast-paced advances (from manual, assisted, highly automated,
to fully automated), automation use and interaction with human-machine interfaces

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
H. Krömker (Ed.): HCII 2023, LNCS 14048, pp. 90–111, 2023.
https://doi.org/10.1007/978-3-031-35678-0_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35678-0_6&domain=pdf
https://doi.org/10.1007/978-3-031-35678-0_6


Learning Design Strategies for Optimizing User Behaviour 91

(HMIs) seemsmore complex and dynamic.We can argue that the predecessor and current
automated vehicles (AVs) have no match to their future successor, as they ubiquitously
evolve with differing levels of automation (LoA), HMIs, andmode complexity, etc. Even
so, as industries move towards these progressive AVs, there are pressing issues that need
to be addressed, for instance long-term effects as users learn, unlearn and relearn to
use. Thus, we should consider risk-taking/undesirable behaviours associated with long-
term effects, in an effort to keep pace with safety taking trends. Moreover, co-risk
factors due to such technology, as it has the potential to be homogeneously problematic
and unconstructive if not properly used (see [9; 10]). In essence, long-term studies are
crucial to comprehend users learning effects over time (from ‘short-term effects’, ‘mid-
term effects’ to ‘long-term effects’), in hopes to design tractable strategies. Furthermore,
some industries have established safety frameworks in the form of “Robot Safety Laws”
[25], Responsibility Sensitive Safety (RSS) by Intel/Mobileye [20] to digitize reasonable
boundaries on the behaviour [25], Instantaneous Safety Metric (ISM) by the National
Highway Traffic Safety Administration and the Transportation Research Centre [26],
to name a few. The normalisation of efficient strategies means engaging not just with
risk factors, which given the complexity of AV, will be radically indeterminate, but
also with the processes and practices, attention and intention, inscribed and implicit
knowledge, overt and covert behaviour, automation-induced efficiencies, inefficiencies
and deficiencies over time.

1.1 User Knowledge and Behaviour Towards Automation

The advent of automation assures prospects for users and those itinerant in the same
space, however, this comes with its huddle of challenges. Over the past years, developers
have mainly focused on developing new and better algorithms and hardware specifically
intended to push innovation, but fall short on research that explore long-term effects,
long-term learning, behaviour adaptations/changes (BAC). In other cases, studies employ
measures that are explicitly chosen to highlight the strengths of new systems without
illuminating the limits as they are used over an extended period. As such, despite the
rapid progression of AVs in the research realm, advances in exploring extended learn-
ing effects and BAC lag behind. Thus, we need to consider automation-induced effects
and user behaviour, the gap between the innovative technology and the state of prac-
tice or rather the context of use over time. In essence, there is a need for authenticated
human-automation interaction and use (HAI/U)metrics driven by the need for consistent
and informative evaluation of knowledge to corroborate safe functionality and interac-
tive patterns. Such evaluations are critical for advancing the underlying safety models
for HAI/U, and for guiding designers and users to meter wrongful expectations. We
thus consider several literature lenses that support, on one hand, exploring the technical
automated system behaviour, such as the system limitations and capabilities, high-level
system architectures, performance, planning and modelling. While on the other hand,
exploring knowledge mechanisms on user behaviour based on mental models, cognition
and comprehension, as a way to facilitate learning, information processing, decision-
making processes, prediction/problem-solving processes, trust, acceptance, and perfor-
mance over time. The out-of-the loop performance issues are another sub-set of user
behaviour challenges, as the lack of situational awareness (SA) can be detrimental to
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safety. SA relates to the conscience of the surroundings and the comprehension of what
information is useful to perform a task, thus divided into three levels: perception of the
environment, comprehension of the current situation and projection of the future status
[22]. When exploring the context of operation takeover (initiated by the human) and
handover or requested-to intervene (RtI) (initiated by the automation), users need to
be vigilant and quickly take back control of the vehicle when necessary. Thus, users
need to always be situationally aware and avoid being out-of-the loop [8; 4], as this
leaves users “handicapped in their ability to takeover manual operations in the event
of automation failure” [4]. Thus, developers are faced with devising effective strategies
that minimise risk, foster safety, assure efficiency, and applied intended use. Thus, as
automation becomes ubiquitous, we need to reduce the possibility of catastrophe due
to poor human-automation partnerships [9]. A flawed partnership can be described with
examples of misuses and disuses [13], with misuse described as “failures that occur
when people inadvertently violate critical assumptions and rely on automation inap-
propriately”, and disuse as “failures that occur when people reject the capabilities of
automation” [9]. In effect, user behaviours aligned with misuse and disuse somewhat
depend on user knowledge on capabilities and limitations, emotional state, attitudes, per-
sonality, awareness, and trust, importantly. Trust in automation focuses on humans’ level
of confidence/reliance and expectation for the system to perform a required action, thus
the quality/fluidity of the interaction/use greatly depends on the degree of trust. Equally,
over-trust results in misuse or an overuse of a system while distrust/mistrust results in
disuse or a refusal to use [9]. In other words, trust should not exceed system capabilities
[8]. Thus, if we can mould the right trust continuum, we might be able to counter and
negate undesirable user behaviours. It is essential that users are fully aware of the condi-
tions that they need to engage and disengage automation. This means devising strategies
that mobilise awareness, assembles knowledge (e.g. limitations, capabilities), and illu-
minate potential automation pitfalls, and in turn negate undesirable user behaviours
over time. Hence, developers should expend additional design efforts to support users
with problems related to hardware and software boundaries, environmental constraints,
HMI design, and dynamic task complexity. Correct knowledge processing is critical
for safety-taking behaviours, thus we should consider ergonomically inspired strategies
that enhance knowledge and competency. Author [24] argued a pressing need to develop
learning approaches in order to enable users to appropriately use this emerging tech-
nology. Thus, learning approaches might be one of the inevitable tasks for successful
introduction of automation [24].

1.2 Training and Learning as a Strategy

The term ‘easy’ when referencing automated systems brands them as intuitive and intel-
ligent to the degree of not needing training or even supervision, which can somewhat
be misleading. Thus, branding automated systems as easy can be considered misnomer,
if not an oxymoron, as easy only happens when tasks, human psyche and real-world
complexities are sufficiently constrained, and when the system does not need supervi-
sion [18]. Author [2] argued, “all bets are off if system interfaces should ever become
so simple that learning is virtually instantaneous and training unnecessary”, and thus
designed what they called “the training wheels interface” to aid user learning. It is
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important to consider that users, AVs and the environment in which they operate are not
self-contained as well as self-sufficient, and thus should not be left to chance. As human
history with technology lament that, those ignorant of history are doomed to repeat the
same mistakes, and additionally it “becomes easy for innovators to argue that ‘this time
it is different’ and that past pathologies of technological development,” such as novel
risks and other unintended consequences will be prevented [18]. Reference [19] argues
for experts’ accountability by reasoning that “in this more ambiguous world, it may be
far more difficult to distinguish safe and unsafe actions or conditions, and it becomes
more complicated to define responsibility or negligence on the part of those ‘in charge’,
meaning the developers.” Author [19] noted that “one specific way in which expert
assumptions about the conditions of implementation of a technology are concealed from
view, even as hypotheses, is the regular labelling of major accidents as ‘human error’ by
downstream actors, such as ‘stupid’ or complacent operators.” Besides, the premise that
humans can faultlessly use automation and not be prone to distraction, illogic or com-
placency without proper training or continuous learning could be considered a deeper
form of ‘developer error’ or ‘designer fallacy’. In essence, just because developers claim
‘easy-to-use’, does not mean learning should be neglected nor ignored, as this may para-
lyze safety. Essentially, learning as regards to automation and the human takes precedes
and thus imperative to consider the situational reality of ‘risk-learning’ in conjunction
with ‘safety-learning’, as effects based on extended learning, as a give and take process
over long-term use.

To some extend we can argue that machine learning and human learning can be
viewed as two sides of the same coin of quality interactions, which promotes efficient
vehicle operation, thus as the automation is taught efficient ways to interact with humans,
the human is also taught efficient ways to interact with automation. Author [30] discusses
the importance of machine learning systems in effective user interactions withmachines,
thus, offering examples of agents as ‘rule-making’ and ‘rule-following’. When consid-
ering a nascent HAI/U, it is important that the automation as a machine learns the world
around it and then adjust its behaviour to suit the human’s reality, unpredictability,
intents and expectations. Thus, considering machine learning and artificial intelligence
(AI) using deep neural networks to somewhat mitigate undesirable behaviours during
HAI/U. Thus, it is essential to work out the rules, for example, in a situation where a
user tries to misbehave, a risk mitigation system could learn this behaviour and miti-
gate it. For instance, a rule extraction, ‘rule learning’, or ‘rule induction’ process can
be considered, where a system can be trained by extracting patterns from vast datasets
[18]. This also considers deep-learning software and AI that ‘learns’ the anthropolog-
ical meaning of what it means to be human with automation, nature of user behaviour
and its changeability over the sequence of time. Although, it is important to consider
that human intractability is a nuanced phenomenon within the AI domain as human
are complex beings. Moreover, as training can be direct (see [11] for recommended
training guidelines for AV operation), it can also be indirect through system design. For
instance, some of the skills gained in life were unconsciously learned by osmosis. For
instance, considering psychological conditioning theories (e.g. Ivan Pavlov, B.F. Skin-
ner, etc.) inspired to mould behaviour and mental maps. The ability to intuitively model
patterns of behaviour that support a quality-output could be developers’ greatest assets,
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thus learning by role modelling. Moreover, training protocols should address the need
for users to “focus their attention on the roadway at all times but particularly during
automation use”, and the need for training “that incorporate individual differences in
learning and with multiple stakeholder involvement” [11]. Training can be helpful in
developing correct mental models on how to behave over time (e.g. when to activate,
deactivate, takeover, etc.).

2 Method

As part of an industry-centred study with a user-centred design in mind, a sample of
twenty (N = 20) ground and aircraft vehicle experts were consulted. The experts (Smart
farming/Agriculture 46%, Aircrafts 17%, Trucks 8%, and Cars 29%) work for inter-
national organisations. In order to relate views, we assigned each expert a pseudonym
based on their industry domain, for example, Car Experts (CE), Truck Experts (TE),
Smart Farming Experts (SFE), and Aircraft Experts (AE). The interviews were based
on different information themes and topics segments (with a focus on expected risks
and benefits of automation, human and ergonomic factors, long-term effects, training
and learning, etc.), for which this paper was derived. Experts where asked among others
questions: how and/or what approaches could be used to nudge users to use automa-
tion as intended, short of misuse and undesirable behaviour? As the aim was to suggest
applicable strategic concepts, the data was analysed using content analysis, resulting in
anecdotal evidence on learning design strategies. The steps taken to analyse the data
after transcription was applied, were: (1) data familiarisation, (2) theme selection and
coding, (3) reviewing themes, (4) categorising the themes for reporting (5) overall data
comparison and integration, (6) reporting the findings. In writing this report, phase 1
entailed compiling interview extracts from the experts based on the specific information
topic, then phase 2 we consulted available literature on the topic, and then in phase 3 we
compared and integrated literature finding and experts’ views to formulate the learning
design strategies. The contributed expert views convey foci related to learning by con-
sidering direct (conventional) and indirect (unconventional) means as many developers’
prognosis of higher LoA nears.

3 Results

Learning design strategies are based on the premise that knowledge acquisition is a
critical element for safe and risk-free behaviour for long-term HAI/U, and describes
a process for augmenting performance (a quality function) which includes ergonomic-
inspired strategies that consider human factors, automation system factors, long-term
effects, safety, risk, environment, training, context of use and behaviour changeability,
etc. The aim is to support the human and increase knowledge on situational concerns.
SFE4 stated, “maybe the combination of the two extremes, either completely automate
it on one side and driver orientated training on the other side, to kind of combine them
both, which could probably be learned by other industries, because they are just focusing
on one perspective maybe.” CE1 stated that, in the automotive industry “the system is
designed, put it in the market and people are expected to know how to use it,” and further



Learning Design Strategies for Optimizing User Behaviour 95

noted, “a lot of stuff is almost like self-learning over time.” Users eventually acquaint
themselves with AVs as a process of domestication. A blend of human assisted-learning
juxtaposed with machine-assisted learning is vital.

3.1 Human Assisted Learning

Experts mentioned that people’s learning patterns, habits and processes vary as different
people learn to use automated system in different ways. Training was recognised as
essential, especially as automation matures and becomes complex for the less tech savvy
or tech ignorant user. It was mentioned that researchers/designers need to consider why
users behave the way they do and from there formulate strategies that can assist them to
efficiently use automation.Most experts were concerned about designing self-explaining
systems that prevent undesirable user behaviours, yet some noted that training could be
used to bridge the knowledge gap between knowing and doing. For automated driving
and trucking, CE2 described that “training can have a lot of value, if you are able to train
people through an advertisement, video or whatever, it can have a lot of value; can make
them understand the correct mental model.” Lately the need for training has received
a lot of consideration based on whether “to train or not to train” as well as “how to
train”. For instances, TE2 reasoned that they “had a lot of discussions on the need or no
need for training”, and further elaborated that “there are studies showing that training
is important and there are studies showing that training is not important”. As a result,
due to these peculiar different findings, TE2 speculated that the different result may
be biased based on who does the research, and that they “may be some confirmation
bias or just more studies are needed”. In assessing the significance of training, CE2
conducted a study that focused on users with and without training, and as a result, those
that had received training exhibited a ‘higher-level knowledge ability’ and those without
exhibited a ‘lower-level knowledge ability’. CE2 noted that “people with no training,
many of them did not realize that when that alert occurred, that they were not supposed
to grab the wheel, most of them thought that alert was actually a collision alert, even
though it was not.” For those that got training, CE2 explained that the mere fact that
they communicated to them that the system has to be supervised had useful results and
“all of them instantly figured out what was going on.” Seeing that they do not have
highly automated trucks other than in concept vehicles, TE1 noted they “do not have an
established approach for training” however, “we already have training for drivers that
drive our normal trucks, and that is more focused on fuel efficient driving.” The expert
emphasised that they have the infrastructure in place and that “the markets are very
involved in this with designing workshops, and so it would not be strange to include
automation training” (TE1). TE1 described the need for long-haul logistics training
that will send highly automated trucks to another hub. The lack of automation training
highlighted points of contention for some experts, as according to CE5, “that is why we
are doing these learning project now, to try to give them information and help them to
use their ADAS, but it is quite a challenge to deal with people that are not skilled for
that.” Essentially, training was seen as multidimensional, thus including users and all in
the field, for instance, “not just the OEMs’ market campaigns, but also the people that
write or discuss about them in different social media, in different papers, online papers,
whatever” (TE2). TE2 detailed that “to learn, you probably need more and the right



96 N. Y. Mbelekani and K. Bengler

information for not only the user but also anyone talking about the systems, so that they
talk about them in the right way.” For automated tractors, experts noted the importance
of providing training to users and salespersons, as those who sell the systems should
be fully knowledgeable about capabilities and limitations. SFE6 stated, “we are doing
trainings in our training centre for salespersons, it is necessary to explain the system
and its benefits.” Moreover, “to get an overview of which buttons are where and to take
a look at the how to videos so that they have foundational knowledge” of functions
(SFE6). SFE6 stated that “we have virtual learning, which is an ongoing process with
VR glasses,” so “you see and feel with your eyes”, and “the customer or salesperson
see all while at home on the screen, it is a long process because you have to test what
is possible.” Training is seen to consist of how to use the systems efficiently in different
conditions. Apart from handbook and physical trainings, it is also via virtual webinars,
for example, “there are many online tutorials if you want to go deeper” (SFE7), “we
have manual and online courses, and manual” and “also have the demonstrations on
site and the see with the hands approach” (SFE1). SFE1 noted, “the demonstrations
and the learning by doing is the most efficient way.” SFE7 mentioned that “we have a
complete virtual world”, and “we have a terminal simulation, so that you can use all
the functionalities of the automated systems in the carb.” Additionally, SFE4 noted they
“have the screen/cockpit of the tractor sitting somewhere in the room, the user interface
so that you can train on there.” In addition, SFE3 highlighted that their training is divided
into two parts, “so one is the theoretical part, which is approximately 50% of giving
some background information and describing some theoretical material, and then there
is a practical part on the vehicle.” Furthermore, SFE3 noted that most users do not
find the theory part interesting but rather prefer the practical experience on the machine.
Usually, when users buy a new tractor, they get one day of training at their farm to set it
up, thus “you can drive around three hours with the trainer as he helps you to understand
everything” (SFE7). The expert mentioned that they do a virtual field tests with the
machine and an analysis thinking (SFE4). SFE4 noted, “sometimes we give a tractor to
a farmer to try out, and if he comes back and says it was too complicated or I did not
understand this and that, then we might change it, the user interface should be obvious.”
SFE6 noted that it is important to know an overall function of the tractor, know how the
tractor works, engine or transmission, and knowwhere all material is located. The expert
highlighted that they are planning a completely new strategy with life sequences, e.g.
transmission rooms for 2/3 h in the morning and in the afternoon for three days (SFE6).
For automated flying, training is considered vital as the industry employs rigorous and
systematic learning approaches. AE1 stated, “we have a very detailed training concept.”
The experts emphasised that training is a prerequisite and part of a legal agreement with
OEMsand regulatory bodies (e.g. EuropeanUnionAviationSafetyAgency:EASA, etc.).
For example, “a manufacturer tells the training organizations precisely in a detailed way
how to train the pilots and what content to cover” (AE1), and in addition, “EASA says
a pilot needs to demonstrate the handling of an engine failure every six months, so in
each simulator we will train at least engine failure recovery.” AE2 stated, “if you change
from Airbus to a Boeing aircraft, you typically have to go to an upgrade training, or even
do a different type rating course that involves hours in the simulator.” Moreover, the
expert noted that they train for abnormal operation, complexities, malfunction, workload
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management, SA, automation use, interactionwith interface, limitations and capabilities,
etc. Also, the “pilot needs to recover the airplane manually” (AE1). AE1 illustrated that,
“the Strasburg accident with the Airbus A320, the pilots were not sure about what the
autopilot was doing and there was a lack of interference between the interface to the
autopilot, and the human pilot was not sure about what he was telling the autopilot to
do, he was assuming something completely different.” The expert noted the mismatch
between the automation intention and the information presented by the IU, in that “the
autopilot was functioning properly according to its design, but there was a problem with
the UI, because the information to the pilot was completely different.” Experts felt that
training helps with situational complexities, “if you have a problem with your car, you
pull off to the side, shut down the engine and inspect. For us, if we have a problem, we
need to keep flying.” This complexity in handling failure procedure, handling system
error, and understanding requires a repetition after a certain timely interval, if the pump
fails for example, handling difficulties. AE1 felt that “relearning or recurrent training
of this kind of malfunction and to handle the procedure in a real time environment, not
only theoretically is important.” AE2 showed uncertainty over the lack of training in
some domains and noted whether developers “are not far too optimistic in what they
assume about human performance, vigilance and diversion in these kind of things.” The
expert claimed, “if you then automate more, then you will have a bigger issue with mind
wandering and also secondary tasks” (AE2). AE1 stated, “young pilots starting with
education get used to this kind of automation in early stages of their education, and once
they are done with flight school, they start making a ‘type rating’, the initial training
on the A320.” They go through several stages of learning (AE1): the first step (theory
and computer-based training, CBT) “is theoretical education, mostly by manuals and
interactive computer-based training. These interactive CBTs enable the student pilots
to kind of operate the system and see what happens. For some aircrafts, we even have
an autopilot or flight-management system trainer, it is like a dummy, which you can
load on your computer and can push some virtual buttons to see what happens”. The
second step (simulated cockpit) “is called a flat panel trainer, which is a classroom filled
with touch screens in the position where you usually have your switches and displays
in the cockpit. The haptic is completely different because you do not have the push
button and the switches, you have soft keys on the TFTs, but the function is identical.
So, the pilots come into the classroom with a flat panel trainer and operate the airplane.
The system operation is demonstrated as well as the use of automation, the autopilot
and the flight director can be operated. For example, the pilot can play the hydraulic
system on the overhead panel and see the effect, what is happening, which valve closes,
which pump is not producing pressure in detail. The automation in the flat panel trainer
simulates the use of all the systems correctly”. The third (aircraft simulator) and fourth
step (real aircraft) “is a full flight simulator and actual flight operation. Now the pilots
have their theoretical knowledge, for example, on how to dealwith failures, learned about
normal and abnormal operation of the system, and now they fly doing the real take-off
in the simulator with motion. They use the skills learned, we train to proficiency.” AE1
noted, “the target is to train to proficiency,” thus “if I see uncertainties, some kind of
misbehaviour or disoperation, I repeat it, so that the pilots operate without mistakes.”
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3.2 Machine Assisted Learning

Consequently, experts inferred that if humans want to misbehave, they will misbehave,
that is uncontrollable even when you have provided physical training. TE2 noted that
“if a system affords a different behaviour that would triumph on the other one, I mean,
if you say you can only drive 50 kms an hour here, but the vehicle can drive in 70, and
they are in a rush, they might do it because it affords it to some extent.” The expert
argued, “in the end, the systems needs to be designed for the intended use and designed
to avoid unintended use, because people will misuse the product” (TE2). For example,
“if you have something that is not a chair but you can sit on it, and you have an urge to
sit then you will do it” (TE2). The expert further emphasised, “that is why we designed
the microwaves in the truck far-off, so they cannot reach them from their steering wheel,
because we do not want drivers to microwave their food while driving.” Thus, “we
tried to avoid unintended use of microwaves while driving, because we do not think it is
enough to say you are not supposed to microwave your food while driving, because if the
driver can do it then he might” (TE2). SFE2 noted that people never have time, but these
systems are often complicated, so the intention is they “have to be as self-explaining
as possible, and more of like learning by doing.” SFE4 noted, “it can be virtual…, it
would be nice to see what the consequences are and to experience the consequences of
you doing so.” CE2 described that users “learned that the light bar had different colours,
and they associated those colours with the steering, they learned these things just by
experience, by seeing it happen, through the driver monitoring system that interacted
with them.” The expert mentioned, “within minutes, they became very compliant with
the alerts.” However, explained that after everything goes back to normal, users have a
tendency to misbehave, and as a learned response, “they are again like alright, let me
find my phone, but this time I am going to be faster, I am not going to let that happen”
(CE2). CE2 argued that “they learn the speed, they learn at speed – how fast do I have to,
how often does it flash, how fast do I have to look up, and they actually get a little faster
as they learn, and then that makes them feel more comfortable, because they do not want
it to escalate.” CE1 noted, “it is more like if they see a use for it, they will and if they
do not, they will not use it.” CE2 argued that, “the only learning that I can count on is
the learning that occurs when people use the feature” and SFE5 felt “practical learning
is the best way to achieve successful learning”. Further described, “if we see a lot of
misuse and failures, assuming that whoever designed the system is at least reasonably
competent, then it’s going to be more on the part of, I don’t really see a use for this tech
thing” (CE1). CE6 felt that “you might give the car to other people or sell it, or get a
rental car” and TE2 noted, “truck drivers might drive a truck that their owners bought
from another owner, and they did not get that particular training.” Additionally, CE3
noted, “many car brands think you go in and you buy a car, then you own a car, and then
you get used to it and can use it” however “we know if you are going somewhere new
and then you get a rental car, then it’s like how does this work, it’s tricky.” Further, “there
are things like rental cars and people borrow cars” (CE2). CE2 stated “car dealers are not
owned by the manufacturer, in fact, by law car manufacturers cannot force car dealers to
do anything” thus, “we cannot make them train buyers and cannot make them train them
right, we cannot even stop them from lying, which they do about these systems …they
will say anything to sell the car”. For instance, “we can’t rely on training only; we can
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barely rely on people even knowing how to drive a car”, and “we are judged based on if
an ordinary person got in this car would they be safe” (CE2). Thus, CE6 noted, “when
you get a car, someone really explains the systems to you and covers what the system
does, how you are supposed to use it.”

For in-vehicle persuasive AI interfaces, the concept of persuasion was considered, as
experts felt it would help shape correct mental models. Furthermore, noted that it should
be intuitive and versatile to different user types, thus offering extended learning over
time. CE1 noted “in-vehicle guides where it says to the user, are you interested in the lane
keeping aid system, I will tell you how it works; I will talk you through activation, so, a
robot voice out of the centre stack.” CE1 explained that people interested in lane keeping
would ask it, “Okay, nowwhat do I do, and the system says, well put the car in themiddle
and push this button, and say done when you’re done, so now you should experience
this.” CE3 stated that “people are different, they need to negotiate what they say, how
they act, and what they experience” thus, “if we get more competent systems that gets
to know you a bit more or understands how you behave, like you can hopefully adapt it
a bit more.” However, experts stressed that there are no good examples for this kind of
system yet. CE4 considered emotions but was “not sure of products on the market which
already have that kind of learning algorithms”. Accordingly, “digital virtual assistants
sounds like an interesting idea, but we have not seen really good examples” (CE6). TE2
stated, “we do not have that adaptive interface, like the first time you turn on you get it,
which is sophisticated and straightforward.” SFE1 proposed intelligent interfaces that
go beyond current systems, and TE2 suggested ideas similar to gamification, “the better
you understand it.” CE6 considered “something like virtual assistants, like someone
explaining the system to you.” CE2 suggested, “to design the UI so that a person who
knew nothing, if that feature got engaged, that they would be safe, then as they use
the feature that is where any learning has to happen.” Additionally, CE1 distinguished
“interfaces where it’s not like the existing interfaces we see in current vehicles, but it’s
quite unique, using the wind screen as a form of cockpit and different other elements
or objects in the vehicle as some sort of communication channels.” CE6 considered a
computer-generated assistant system, however, thought this could be tricky to design,
as different users may have different expectations, “for example, middle aged white
men sometimes have a problem with a female voice out of the navigation system.” CE3
noted “if you are new to this kind of functionality, you may need more information”,
therefore, “for people to even dare to use that kind of mode, they need information
on what is the car capable of and what is it not, because if people get scared they
will not use it.” CE1 explained a “very simple and straightforward dialogue with the
computer assistant.” However, the expert noted that in their study, people who were
not so interested, had issues with following its guides, and further noted that “when the
interest is not there, people are extremely slow to learn or not interested in learning,
so you can have all the helpers in the world in place, but if there is no engagement,
then that’s that” (CE1). AE1 stated, “the system needs to talk to me and make itself
transparent, show me what it is doing right now.” AE2 seemed a bit sceptical, “whether
these are things that I actually need or whether these are just costly add-ons that I have
to pay.” Experts expressed the need for a system designed to assist pilots in areas where
air traffic/flying is challenging, for example, the system would help redirect them during
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flying.AE3mentioned that if theAutopilot is behaving abnormal, the systemhas to know
this. Moreover, “the automated system gives the pilot hints, so autopilot flight system
has something like a supervisor, which tells the pilots, right now there was a calculation
error for example; maybe youmust not trust the flight system for the next minute” (AE3).
The expert stressed that pilots “always propose that manufacturers should implement
something like a risk block in the cockpit, where pilots can see what the risk for dying
is at the moment” (AE3). For example, it says “you did not sleep that well, and it says
today it’s 10 times risk to die because of your sleeping experience” and also says “the
automation system is performing fine, and everything’s fine” then the system says, “pilot
Steve as you can see today it’s pretty safe to fly.” AE3 explained, “if you switch off the
Autopilot, then you are notified that it’s around 100 times higher the risk of dying in
the aircraft, or having a huge accident, instead of flying or keeping the Autopilot system
on.” Further, “so the chance that you are going to die in the aircraft is 100 times higher if
you flymanually instead of automatically.” AE1mentioned threat and errormanagement
system, “threat and error management is a major subject, and a major part of training, so,
how to recognise threats, to avoid and deal with crew errors, and how to avoid undesired
aircraft states.” AE1 mentioned, “two main components of the threat error management,
which means unexperienced pilots or first time automation users will make errors, the
experienced pilot will see them and he will intervene, he will tell the unexperienced
co-pilot, look at this situation you should use this mode.” According to AE1, “first time
use or unexperienced pilots will make some errors when using automation and the use
of automated systems will not always make sense for them.” AE3 proposed a system
that “would be a coordination of time slots on the ground with an automated system”,
for example, “says, I have to adjust the hold light in order to get into the parking stand
at the correct time.”

For in-vehicle monitoring technology, using a user’s estimated engagement state for
safe transition of control, this includes systems (cameras, haptics, sensors, etc.) that
monitors user behaviour for crash avoidance, engagement, fatigue, drowsiness, distrac-
tion, and other impairments. Experts conveyed the importance of designing in-vehicle
monitoring systems that will keep humans safe in perilous situations. Purposefully, mon-
itoring enables real time adjustments to warning parameters when users are identified as
being distracted, disengaged, or drowsy, etc. CE2 emphasised that “even if there is no
training, using behaviourism, we created a system that kept them safe” and furthermore,
“the feature kept them safe, even though we instructed the participants to do secondary
tasks…, and they still kept their eyes on the road.” However, “even if there’s no training,
we were able to create a system using behaviourism that kept them safe” (CE2), with
inconveniences (punishments) and conveniences (rewards). CE2 emphasised that they
“were able to identify things that the drivers found rewarding or would pursue, and in
fact, spoiler alert, it is the hands off.” In addition, having the vehicle steer while your
hands are off for extended periods is seen as a motivating factor, find value in. Further,
“on the punishment side, we have a wide variety of punishments, like haptic alerts, but
we also figured out that if every time it escalates too far, when the system disengaged,
and if the driver wants the hand-off again they have to search for the button and re-engage
the feature, that’s a punishment they want to avoid” (CE2). Moreover, “the vehicle will
not maintain headway to vehicles ahead that also is perceived as punishment.” As a
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result, it was evident that “there is this whole set of punishments that we are able to
determine and then we have this reward that we were able to determine, and so by
sequencing the interaction, rewards work better than punishment” (CE2). The systems
systematise the interaction in such a way that it incentivizes the user to act accordingly.
Further, “the thing that makes it work is the providing of rewards before we do the
punishments” (CE2). An illustration of “the rat with the food pellet” was provided. CE2
emphasised that the way that they “organise the interaction, it incentivizes the customer
to keep their eyes on the road and allows them to keep their hands off the wheel.” CE2
stressed that “we figured out exactly how to manage the users behaviour, how to change
their behaviour in real time.” TE2 argued that “the systems need to be designed for the
intended use and designed to avoid unintended us.” Thus, crash avoidance technologies
were seen as “quite useful if you’re in a traffic jam” and further noted that “anything
that can offer assistance is extremely helpful and extremely pleasant” (AE2). AE2 noted
“anything that helps me to not run over pedestrian, that’s extremely helpful”, and “these
are extremely helpful if they are well designed and intuitive enough in the way they
operate and the feedback that they give to me.”

4 General Discussion

As a general discussion based on experts’ views, we gathered that there are inconsistent
mental models between developers, users, and situational contexts. Author [23] argues
that “most computer programmes are still highly deterministic (finite state machines)
that reflect the views and values of the programmers.” These systems are designed based
on expert’s level (and mental model), yet with the intention to be used by non-experts.
Resulting in non-equivalent/unbalancedmental models, e.g. the designer’smental model
(expert level) and user’s mental model (none expert level). To add, [3] mentioned the
lack of information relating between the user, the driving task, and the environment.
There is also a lack of knowledge on how weather conditions (e.g. snowy, rainy, foggy,
etc.) and the environment (e.g. infrastructure, mountainous, road markings, traffic signs,
etc.) affects the context of use in real life over time (Fig. 1).

Fig. 1. A mismatch of mental models (there is a necessity for a mediation)

For the automotive industry, training is far more unruly, because OEMs downplay
the aim for training and rather emphases designing for easy to use. However, what is
neglected is that system complexity and design limitations can be circumvented by aug-
menting training, the differences in HMIs may certainly necessitate specific training,
supporting with manual skills, as well as training appropriate trust for specific condi-
tions. Even though the aircraft industry has maintained user training on correct use of
automation [15], they are still not short of challenges, as also noted by experts. Both
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ground and air vehicles experts mentioned challenges they have experienced in their
domains. In essence, the root/trunk of the problems they encounter have two branches,
which are system design and human factors issues; moreover, each branch of issues has
its own twigs of concerns. For example, on the part of human factors, noted knowl-
edge paradigm for AV operations, complacency, skills issues, trust, and disuse, etc. For
both ground and air vehicles, experts noted that based on the high level of variability
in system design (especially as automation matures), it may appear that each automated
system may require a unique set of knowledge and skills training or learning guided
by the mode or task of operation, LoA, HMI design, etc. Reference [12] advocated for
employing smart automation assistance (e.g., highlighting of relevant roadside infor-
mation, manoeuvre interventions and corrections), and to enable automation assisted
“manual” driving to assist in the driving condition.

Experts argued that automated systems need to be robust and easy to use, if not
easier, but how that ‘easy’ is designed for, was met with suppositions, as some experts
noted that ‘easy’ could mean different things to different people (e.g. designers and
users). As a result, what may be considered easy by one person may not be considered
easy by another, thus, ‘what is easy’ and to ‘whom is it easy for’? In essence, tackling
the concept ‘easy’ is a challenge, as one user’s easy may be another user’s difficult.
In hindsight, to assume ‘inclusively easy’ is to deny putting the effort towards training
protocols. For example, Tesla claimed that theirNvidia-poweredTeslaVision deepneural
network “deconstructs the car’s environment at greater levels of reliability than those
achievablewith classical vision processing techniques” and their hope is that this increase
in brainpower will compensate for a lack of formal training [18]. However, the OEM has
experienced major crashes in the past years due to human factors. This kind of thinking
can tarnish the importance of providing training or supporting the user with resources for
learning, as users may interpret this as saying the AV is without errs and intuitive. The
differences in nuance inferred by such perspectives should not distract us from a larger
concern, which is with the evolution of automation, the complexity of human nature, and
the intricate task environment in which they operate. The AV related adversities/crashes
that have occurred in the past years represents unsystematic real world experiments
on user behaviours towards automation. When exploring how users learn to use (or
misuse) automated systems, it is vital to consider the context of user archetypes (e.g.,
based on experience, personality, emotions, attitudes, social framing, cognition, etc.). In
addition, the processual and changeable character of perceived-ease-of-use (PEOU) and
perceived-ease-of-misuse (PEOM) based on the human’s learning maps and knowledge
disposition. As learning is an overall unstable construct, one that depends on various
factors, such as long-term effects, user type, designer type, system type, and environment
characteristics over time. Thus, long-term learning onuser behaviour towards automation
is based on the variation in human factors and knowledge, and thus important to consider
(Fig. 2).

So, paying attention to information processing across time (cross-sectional compar-
ison of short-term to long-term) and the correlation between knowledge and behaviour.
Essentially, these knowledge dispositions inform us on how users’ cognizance the
intended use of a system and their mental modelling of the interaction strategy, thus
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Fig. 2. Ergonomically thinking Mis-Over-Under—stand knowledge compositions.

their distinction is a matter of seeing, thinking and behaving. Conceivably, it is impor-
tant that users are fully knowledgeable about the system on why it is the way it is, and
of its essence, place or role in the grand scheme of things, effects, and situations over
long-term use, as knowledge contributes to inferences on how it is used.

Further, automation like other technologies afore it, is never the exact same in each
AV and the claim that it is generally easy to use (especially during its introduction stage)
typically disguise a dogmatic ideology that is user predictability, user forbearance or self-
control, deregulatory, de-standardisation, and no training and learning strategies needed.
Which we believe to be negligent as automation is in its development (or infancy) stage
and is not yet intuitive nor robust to all human factors. In today’s technology infused
society, learning is a vital aspect of knowledge acquisition and formation. In essence,
learning can be seen in a broad range of techniques (information related processes) that
can be considered to support long-term learning by users and assessment of the process,
regularly in a collaborative manner between the trainer and trainee. In this context, the
aim is to improve the learning process, to be a transformative force that can generate
radically new ways of knowledge, knowing, and behaving, through different learning
design strategies or learning experience (LX) design, in formal, non-formal and informal
learning contexts targeted towards comprehending how humans learn with automation.
This knowledge yields implementable strategies, thus we propose ‘covert learning’ (in-
vehicle intelligent systems, etc.) and ‘overt learning’ (training programs that follow a
grading system) strategies (Fig. 3).

We subscribe to the principle that practice makes perfect, through learning and
rehearsal, the law of practice and performing, as the user learns the correct mental
model to avoid confusion and unwanted errors. For instance, repetition of actions has
the possibility of reinforcing learning and facilitating the development of appropriate
behaviours [5]. Thus, learning should be considered valuable, and this understanding
on how human learn can serve as initial benchmark when developing learning strategies
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Fig. 3. Praxis of LX strategies for optimizing user behaviour towards automation

in order to optimize overall safety. The described strategies by experts make use of
multiple forms of simplified system designs that are robust and intuitive in nature, with
as little learning as possible, but the approaches varies and depends on matters such as
ergonomic and economic logistics as well as engineering perspectives. We argue that
training could lead to better uses, thereby, improving performance and safety, which
is an important currency for HAI/U with upcoming HAVs. Thus, “if human factors
would only use the mind-set and methods of yesterday to solve the problems of today, it
would inadvertently contribute to the complexity of tomorrow and would be in a strong
dilemma” [6]. Author [21] argue that the “technology that will fully enable autonomous
driving is still in the future, which requires developers to envision this future in order to
be able to design for it.”Moreover, if the plan is to counter co-risks, foster calibrated trust
and acceptance of, and pleasurable experiences with AVs, then these issues may need
to be profusely addressed. As stated by [27], interaction design always deals with an
imagined future and ergonomic design thinking affords the opportunity to understand the
current state, “researchers generate new knowledge by understanding the current state
and then suggesting an improved future state in the form of a design.” Thus, “it involves
deep reflection in iteratively understanding the people, problem, and context around a
situation that researchers feel they can improve” [27]. Therefore, imbedding different
user requirements in the minds of the designers, by what [21] accentuate as “reframing
the problem and identifying the ultimate solution from an infinite set of possibilities.”

4.1 High Fidelity Training Techniques

As automation matures and its HMIs become more sophisticated, we believe that cur-
rent training protocols provided at driving/flying schools will not be sufficient in training
users for imminent AVs. When people hear the word training, they automatically image
something direct as a human teaching on how to execute a task or how to behave, like
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a driving school. As experts stated, training should become a prominent approach in
making sure that automation is used correctly, as believed that the provision of advanced
automated systems are intended to vary aspects of operations including attention alloca-
tion, performance, andmental load. Experts felt that even though automation is becoming
ubiquitous, there are still no established protocols to train users on correct use/interaction.
Aircraft experts were more positive about training compared to those in other industries,
as they indicated that training helps with pilots’ performance and skills when using auto-
mated flight system/Autopilot, which is intertwined with safe operation. Some experts
felt that training plays a significant role on vigilance and monitoring/supervising the
system, experience (familiarity with the system or a similar system), mode confusion,
and knowing the difference. The experts’ views are consistent with previous research
indicating that user training can be useful for generating a better understanding of sys-
tem designs. Author [11] suggested training the purpose of using automated systems
(risks, benefits), understanding LoA (capabilities, limitations), transition between auto-
mated and manual mode and handling critical situations (malfunctioning), familiarity
with system components and placement (sensor, radar, camera, etc.), and understanding
limitations of systems.

Experts reported that users’ familiarity peaks after they have gained experience with
automation, thus, it is critical for trust to be calibrated according to experiences. It is
argued that AV training protocols need to cover the requisitematerial and address reasons
why users need to be vigilant, particularly during automation use. Further, expectations
and user predilections to secondary tasks need to be calibrated through clear and engag-
ing retraining/reskilling that is distributed over time, not as a one-time thing. Author [11]
explained that users might “become more aware of system limitations with prolonged
exposure; however, previous studies have shown that safety critical misunderstandings
of system limitations persist over time”, nonetheless, demonstrated that “brief experi-
ence with the system after training does not sufficiently alter misconceptions about the
boundaries of system operational design domain.” Thus, the retraining should be highly
considered. This could be organised in a phased approach similar to the aircraft training
process, through providing the user with periodic performance feedback if necessary,
to determine changes in skills. For example, an-in-vehicle ‘RoboCop’ (virtual driving
cyborg) that suggests a timed AV operating training based on a number of incorrect task
compliance andmisuses, among others. In developing trainingmaterials, differentOEMs
and regulatory bodies should be consulted for information on design inclusive proto-
cols, which include predominant use errors and misconceptions. The training protocols
should aim to educate users on human factors and automation-based errors or failures
using advanced simulators, VR/AR/mixed realities, so that users can practically be satu-
rated in the experience. This will lead to holistic training program that encompasses the
strengths and occasional deficiencies of both human and automation. Thus, smart infras-
tructures for training users should be considered. Simulators, VR/AR/mixed realities are
tools already used by researchers and industry experts for research purposes to allow
participants to experience the processes associated with automation, and this process can
be influential at smart driving schools. These approaches are similar to gaming settings
(e.g. Grand Theft Auto), as users navigate through a computer-generated world (or a
metaverse) that is expressed using mixed realities, and includes reinforcement learning
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as one way of accelerating knowledge. Reference [3] employed heuristic knowledge
of human factors, ergonomics, and psychological theory to propose solution areas to
human supervisory control problems of sustained attention, as well as a reference point
towards the utilisation of conditioning learning principles, for example, gamification
and/or selection or training techniques. These advanced approaches in training users can
be seen as an attractive tool for learning, allowing users to exhibit normal and abnormal
behaviours in a safe environment. Additionally, new licencing regulations might need
to be democratised.

4.2 In-Vehicle Monitoring Technology

Some experts argued in favour of employing psychological conditioning techniques to
improve user behaviour towards automation. Author [16] noted that some people avoid
learning as they lackmotivation, and some “peoplemay interpret thatmaterial inwayswe
may not expect (andmay not like)”. As a result, reinforced learning should be considered,
as behaviours are learned through a process of conditioning. Author [29] suggest that
“direct manipulation aids initial learning and that previous experience is a moderate aid
in learning”. Additionally, humans are “believed to learn (and forget) to different degrees
and in different ways or put that learning to unexpected uses which thwart our object
as teachers or designers” [16]. Moreover, feedback is believed to be “an all-pervasive
and fundamental aspect of behaviour” [14]. Thus, behaviourism as a descriptive tool
provides a unified account of the nature and development of user behaviour over time. It
draws attention to the dialectical process by which awareness, learning, and interaction
simultaneously shape and are shaped by automation, and looks beyond a human inside
the AV, but rather imagines a user responding to stimuli by the system (e.g. DMS),
internalising feedback (on correct behaviour or use) through repetition. As it has been
argued that to behave is to control perception [14] on the nature of things or systems.
The use of reinforcement learning in designing in-vehicle monitoring systems is imper-
ative on compelling users to behave correctly, through learning-induced by rewards and
punishments. For example, the Super-cruise monitoring system incorporates some form
of learning with the use of rewards and punishments as means to train correct behaviour.
For instance, author [17] aimed to observe if the alerting strategy (as a form of pun-
ishment) would help “shape drivers’ timesharing patterns, reducing instances in which
the driver’s gaze was off-road for extended periods of time.” Reference [5] illustrates a
horse’s behaviour as “initially based on instinct but through training that relies heavily
on learned response to stimuli that are reinforced with positive or negative feedback”.
Reference [5] suggested that what facilitate the learning process is said to be the pos-
itive interaction between the trainer and appropriate motivators. To support this, some
experts suggested the use of ‘punishment-rewards’ as ways of training and shaping user
behaviour. Even though [5] favoured removing punishments and encouraging voluntary
learning, they did infer punishment or fear as a fathomable technique. For example, the
use of discomfort in order to make the agent move away from the unpleasant stimulus
and move in an appropriate direction to remove the discomfort [5]. Experts mentioned
incorporating punishments (such as when taking your eyes of the road, the system coasts
or disables) and rewards (when keeping your eyes on the road, the system continues to
operate and you have more leeway) as forms of covertly training the user how to behave.
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For example, [17] noted system cues and alerts compliance as a way of training the
user to keep their eyes on the road and as an incentive to use efficiently. Thus, they
noted that if users fail to obey system cues and alerts (experience a stage 3 alert), the
systemwould disable for a period of time (a form of punishment), but if used effectively,
the system continues to operate (a form of reward). Moreover, the punishment must be
applied immediately after disobedience, as a disciplinary technique. Therefore, the aim
is to use positive and negative reinforces (rewards and punishments motivators), as users
learn to associate specific behaviours with desirable or undesirable performance. For
instance, instilling a sense of discomfort through punishments and instilling a sense of
comfort through rewards may increase consideration for restraint design and adaptive
safety systems to optimally reduce risks. Furthermore, incorporate various persuasive
features that employ game theory to reinforce different types of motivation: intrinsic
motivation (personal hand-off elements or non-driving related activities) and extrinsic
motivation (socially safe driving).

4.3 In-Vehicle Persuasive Interactive AI Systems

Reference [12] argues that “with continually advancing automation capabilities in vehi-
cles, there is increasing potential for these capabilities to be used not only as stopgaps
towards full automation but to enhance humans’ manual driving capabilities during this
transition phase and beyond.” The long-term improvement of user behaviour towards
automation may be depended on the learning method presented via system design. The
ability for AVs to be equipped with AI to detect user misbehaviours would be key for
long-term safety, as this has the advantage of persuading users to behave correctly. We
consider a system equipped with persuasive AI abilities, with persuasion described as
“the act of causing people to do or believe something”, and persuasive technology as
“technology that is designed to influence people in their actions or believes” [8]. Thus,
intelligent in-vehicle persuasive AI systems equipped with deep learning networks are
important to consider. For engineers, this has the dual advantage of massively increasing
the speedwithwhich automation can learn the user and the user can learn the automation,
and thus advocate for collaborative learning. Author [1] noted that good interface design
could result in good experiences with AVs, providing support to users through output
channels that provide information about the system state to the user. Moreover, experts
noted important to consider a system that provides information about the risk situation
and user state to the user. When we think of new ways of interacting or interfacing with
AVs, an intrinsic interest is exploring the safety dynamics of in-vehicle persuasive AI
towards safe long-term use, using verbal and non-verbal communication to provide reg-
ular feedback. A possible approach to designing an in-vehicle persuasive AI system is
through demonstrative intelligence, augmentedmachine learning, simulated safety char-
acter, comprehensive knowledge of human factors and social norms, etc. The in-vehicle
persuasive AI system can be a pleasant interacting feature that bridges the gap between
the human and automation, as well as an affective personified companion. This in some
way personifies the AV as a social unit or a social rule of influence and knowledge,
a socially intelligent vehicle where rules apply. Thus, we consider anthropomorphism
(as the attribution of human-like features) and humanization can be related either to the
appearance or to the nature of the object [7]. We also consider the attribution of human
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character traits as well as emotional acting and complex intellectual capacity [7] in the
design. In essence, the system should be able to recognise a distraction or drowsiness as a
way to persuade the user to pay attention to the road. SomeOEMs have been prototyping
with similar technology by integrating advanced vehicle control and safety technologies
with cutting-edge AI to enrich performance though in-vehicle interfaces. Moreover, we
can expect a future where AI plays a significant role in the delivery of support scenarios,
for example, in-vehicle-bots, whichmeans that new solutions for control can emerge and
risky behaviours can be solved. Other example, may include AV operation assisted by
an AI-powered voice embedded inside a smart speaker such as Amazon’s Echo or Alexa
(in a hologram form), Gatebox (a cartoon persona encased in a glass tube), a socially
cognitive robot (displayed on a tablet or screen) or even a design similar to ElliQ (AI-
driven contraption). These are interesting technological concepts to consider for AVs,
which can be used as a safety assistant co-driver/co-pilot. Thus, as virtual assistants
proliferate, it would prove interesting for OEMs to experiment with different forms of
AI learning strategies. Personal factors such as personality and pre-existing motivation
may affect the effectiveness of certain persuasive technology features and users’ adop-
tion decisions. Thus, integrating gamified persuasive technology features asmotivational
elements, especially when they are distracted. Some experts noted the need for systems
that draw on human feelings and emotions, a condition of feeling machine learning.
Hence, how humans learn and how automation learns through AI, both apply. The lat-
ter becomes interesting when we consider the ‘social’ and ‘affective’ within machine
learning.

Author [24] urges that with “rapidly increasing system functionalities, there is an
urgent need to consider appropriate HMIs to communicate system states via auditory,
visual, and haptic elements and also to let the user interact with these systems through
the same modalities.” They also reasoned that, “this proliferation of functionality and
interaction possibilities raises the necessity for developing robust methods to evaluate
such interfaces” [24]. AVs should be equipped with sophisticated self-modifying soft-
ware that can adapt itself to different users’ way of thinking (as thoughts become actions)
as well as improved modelling of, and interaction with the real world. As part of the
long-term safety design philosophy, automation should be capable of coordination, coop-
eration and collaboration with users in different interactive tasks. Thus, a fundamental
interest is exploring co-risk cues and dynamics as a way to enhance safety in phases of
AV operation, which means designing risk identifiers. One possible approach towards
designing a risk-identification HMI (rHMI) would be via AI that monitors and com-
municates user, environment and AV states. Author [1] proposed a framework, which
categorises HMI into subsections, based on the relationship between humans and AVs.
They suggested separating the range of HMIs into explicit task-related strategies, and
argue it to be valuable for understanding the underlying cognitive elements imposed
by each [1]. In considering an in-vehicle AI rHMI, we consider or refer to dynamic
HMI (dHMI) as the case with reference [1], which is used to recognise the need for a
“multi-actor” communication channel.

Author [28] stressed the need for better defined, systematic, and design guidelines
for suitable in-vehicle HMIs. A novel concept here is the introduction of an in-vehicle AI
rHMI, an interactive system formediating risky behaviour. Nonetheless, a challengewith
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Fig. 4. In-vehicle AI rHMI for estimating users’ risk probability.

designing an AI rHMI is with condition that it provides accurate and suitable informa-
tion through an integrated holistic “multi-actor” communication channel, for example,
cHMI, pHMI, and bHMI user states (Fig. 4). This information can be communicated in
conjunction with the dHMI by [1], divided the various internally presented messages
by the AV. As information based on aHMI (automated system: mode awareness), iHMI
(vehicle’s infotainment system), vHMI (vehicle-based: tyre pressure, fuel level/engine),
and eHMI (external vehicle state to VRUs). We also need to consider other influenc-
ing factors, such as static infrastructure (road type, traffic rules), automation system
(functional scope), dynamic factors (weather, lighting conditions), and users (person-
ality/age/experience/gender) [1]. Somewhat similar to [1], this concept entails output
channels that also provide information about the user state to the operator (e.g., via dis-
plays and auditory signals), input channels to receive the operator input (e.g., via buttons,
steering wheel, and pedals), and a dialog logic to specify the relationships among input,
output, and context parameters.

5 Concluding Remarks

In essence, humans’ ways on learning to interact with and use automation in a smart
or sustainable way should be considered, as well as how an automated system acts and
reacts to human stimuli. It is important to train users concerning automation’s reliability,
mechanisms governing its behaviour, and intended use, as this may help maintain long-
term safety and risk-free behaviours. There also needs to be careful evaluation of any
personification on the interaction to ensure appropriate behaviours. Nevertheless, like
any other innovative technology, it takes several seasons to build the needed credibility
for users to become accustomed to it. Thus, these learning strategies are useful in engi-
neering and generating information for support, on the topic of mobilising awareness,
and assembling robust knowledge, and even in cases of renting and buying a second-hand
vehicle. In conclusion, human factor issues need to be evaluated with solutionism that
stand the test of time. Given the uncertainties of automation (as an unruly technology)
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and user behaviour changes (due to long-term automation effects), the proposed strate-
gies offer a way to understand and democratise themeans to enhanced long-termHAI/U.
Given these contingencies, regulators and OEMs have a more active role to play in the
standardisation and implementation of knowledge strategies, the approval of standards
and the integration or assimilation of automation into human public spaces, safely and
risk-free.
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Abstract. Research shows that drivers rarely consult the vehicle owner’s manual
to learn to operate advanced safety features, like Adaptive Cruise Control (ACC).
Students from a United States university participated in a national competition,
called EcoCARMobility Challenge (sponsored by the Department of Energy), to
develop an engaging solution that is efficient and effective in educating drivers
about the operation of ACC while adhering to user-centered design methodology.
Students used an iterative design process and collected quantitative and qualitative
data to evaluate the strengths and weaknesses of a mobile application. Iterations of
the prototype included an interactive guide, video components, remote connection
to the vehicle, and ultimately a solution that could reside on the vehicle’s infotain-
ment system. This paper details the process and evaluation outcomes and serves
as a model for user-centered design of tutorials for Advanced Driver Assistance
Systems (ADAS).

Keywords: Adaptive Cruise Control · Driver interface · Usability Testing ·
Iterative Design · HCI design and evaluation

1 Introduction

Advanced Driver Assistance Systems (ADAS) are important in promoting safety for
drivers on the road. These features include adaptive cruise control (ACC), lane keeping
assistance, blind spot warning, etc. They are designed to automate various aspects of
driving to minimize the mental workload of the driver. For example, ACC is an advanced
version of cruise control,where the vehicle canmaintain a predetermined distance behind
a lead vehicle and adapt its speed based on the speed of the lead car. ADAS features
are an example of Level 2 Automation – Partial Driving Automation, as defined by the
Society of Automotive Engineers (SAE) J3106 standards [1]. Vehicles equipped with
ACC are able to control speed and some aspects of steering, but still require constant
driver monitoring (Fig. 1). Generally, higher levels of automation require less driver
intervention.

While automation offers benefits to drivers, there is a lack of standardization across
manufacturers in naming conventions and the operations ofACC.According to theAuto-
mobile Association of America [3], vehicle manufacturers refer to ACC by 20 unique
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Fig. 1. SAE J3106 – Levels of Driving Automation (https://www.idtechex.com/en/research-rep
ort/autonomous-cars-robotaxis-and-sensors-2022-2042/832)

names, while lane keeping assistance and blind spot warning each have 19 different
names. The lack of consistency in naming conventions poses a problem for drivers that
own and/or rent vehicles with ADAS. For vehicle owners, there are many ways to learn
how to properly engage and use ACC, but they vary in effectiveness and time com-
mitment. A vehicle owner may rely on automotive dealership employees or search the
internet to learn about specific features. However, the veracity of the information cannot
be determined, and the information may not be comprehensive enough to allow use of
the feature to its full capability, possibly decreasing safety. Studies show that drivers
report rarely consulting their vehicle owner’s manual partly due to its length [4]. Addi-
tionally, studies show that even when user’s read the owner’s manual, it is not always
an efficient learning tool for understanding the system [23]. A study of 370 participants
[22] reported that 67% claimed to have read the owner’s manual, yet 72% were unaware
of system limitations. Similarly, Llaneras [24] found that 90% of a 150 participant pool
reported having read all or parts of the owner’s manual, yet 13–57% of the pool answered
questions about system limitations incorrectly. One reason why users may not read the
vehicle owner’s manual to learn about new features is because adults generally avoid
situations that require new learning [5]. Second, manuals are written with technical jar-
gon that is unfamiliar to the average reader and difficult to interpret [6, 7] which may
account for users’ poor retention of the information. This is an issue because new safety
features, like ADAS, are more sophisticated with novel controls and modes of operation
that drivers are likely to be unfamiliar with. For a manual to be more useful, it “should
not just describe the features of a system, [it] should help people get things done” [6].
Beggiato & Krems [25] proposed an in-vehicle tutoring system that teaches users about
vehicle capabilities and limitations and informs them of system updates.

Additionally, the Production Paradox and the Assimilation Paradox typically apply
to people learning new systems. The Production Paradox states that people are focused
on the end goal of completing their desired task [5]. Learners want to start their task(s)
quickly, but vehicle owner’s manuals often emphasize and are organized around descrip-
tions of buttons or features rather than the task(s) the user aims to accomplish. The
Assimilation Paradox states that users apply previous knowledge to new situations [5].

https://www.idtechex.com/en/research-report/autonomous-cars-robotaxis-and-sensors-2022-2042/832
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However, the lack of standardization of naming, features, and operation of ACC sys-
tems implies that the application of existing knowledge to other vehicles may come
with some risk. Research shows that learners are motivated by self-exploration and are
discouraged by long manuals [8, 9]. Even when users learn about ADAS features from
the owner’s manual, dealerships, or videos, they often mention that they use the trial-
and-error method as an additional learning source, as seen by 95% of participants in
both Jenness et al., [22] and Llaneras’s [24] studies.

The authors of this paper participated in the Advanced Vehicle Technology Compe-
tition (AVTC)’s “EcoCAR Mobility Challenge (EMC) sponsored by the United States
Department of Energy, General Motors, and MathWorks. The EcoCAR challenge was
designed to provide undergraduate and graduate students hands-on experience with
working in the automotive industry and tackle current day energy and mobility chal-
lenges. Each EcoCAR competition is completed in four one-year segments. The cur-
rent challenge being discussed is called the EcoCAR Mobility Challenge (EMC) that
spanned the years 2018–2022 and included 11 participating universities across the U.S.
andCanada. The focus of EMCwas to improve energy, efficiency, and safety for the 2019
Chevrolet Blazer. General Motors provided each university a 2019 Chevrolet Blazer for
testing and engineering design as part of the competition. A central focus of the com-
petition was mobility-as-a-service (MaaS), meaning consumers typically do not own
the vehicles they use for travel. Therefore, the target users of the solution are frequent
automotive renters or car sharers [11]. The ERAU EcoCAR Human Machine Interac-
tion (HMI) sub-team was responsible for developing a quick learning/education tool for
drivers to learn about the advanced driver assistance technology equipped in the vehicle.
For vehicle renters, time is limited. The solution must be convenient so they can arrive at
their destination as quickly as possible. To mitigate this issue, the solution also must be
user-friendly and effective in teaching important information relating to ACC. A mini-
malist instruction design framework was employed to encourage users through a guided
exploration of learning while leveraging the users’ likelihood to use prior knowledge in
new situations [10]. Since adults may resist investing time in learning new information,
a minimalist approach can be beneficial. “The key idea in the minimalist approach is
to present the smallest possible obstacle to learners’ efforts,” [5]. This paper describes
the application and challenges of a user-centered methodology to develop a prototype
Driver Training Application intended to assist drivers in learning about the features of
ACC in a 2019 Chevrolet Blazer.

2 Design and Prototyping

Investigation of the problem and design of the solution occurred in three iterative phases.
In Phase 1, the goal was to understand the target audience and competition requirements
through a literature review, competitive analysis, a user needs research survey, and a
hierarchical task analysis (HTA). In Phase 2, the goal was to develop a low-fidelity
prototype, conduct user testing, and incorporate the findings to inform the design of
a higher fidelity prototype. Researchers conducted a heuristic evaluation, information
architecture evaluation, and formative usability testing to identify necessary improve-
ments to the prototype. Lastly, for Phase 3, the goal was to improve the usability of the
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high-fidelity prototype; researchers conducted summative usability testing and gathered
subject-matter expert feedback to inform the final iteration of the design. Figure 2 shows
a schematic of the design methodology used to develop the prototype.

Fig. 2. The cycle of user-testing for prototype design

2.1 Phase 1 Information Gathering

In Phase 1, the competition goal from August 2020 through May 2021 was to develop
a low-fidelity prototype that would teach users about and encourage the use of ACC.
When presentedwith this challenge, the researchers focused on information gathering by
conducting a brief literature review, competitive analysis, a user needs research survey,
and an HTA. These testing methods were chosen in accordance with the Human Factors
workflow for product design.

Competitive Analysis. Since ADAS feature design and functionality vary according to
manufacturer, drivers are unable to generalize operation knowledge across all vehicles.
Therefore, researchers conducted a competitive analysis to gather information on current
variations of ACC-like features across different manufacturers. Researchers analyzed
vehicle owner’s manuals and official videos of eight vehicles from different manufac-
turers. The eight vehicles were chosen because they were similar to the 2019 Chevrolet
Blazer and comparably priced. ACC-related features that were compared include the
steering wheel buttons, driver information center (DIC) icons, type of notification feed-
back or alert (e.g., auditory, visual, or haptic), and type of vehicle sensors (e.g., camera or
radar). The final competitive analysis included the Chevrolet Blazer, the NissanMurano,
the Hyundai Santa Fe, the Ford Edge, the Honda Passport, the Subaru Forester, the Jeep
Grand Cherokee, and the Toyota Rav 4. These vehicles were chosen for comparison
since they occupy roughly the same market segment as the Chevrolet Blazer.

Results from the competitive analysis demonstrated that there was very little stan-
dardization of ACC systems, gap distance systems, and related symbology used on DIC
across vehicles (Fig. 3). However, compared to the other vehicle types evaluated, the
Chevrolet Blazer provided more types of feedback (auditory, visual, and tactile) to the
driver, and is one of only three vehicles that uses both radar and camera sensors. Being
unfamiliar with vehicle features can also be dangerous and increase crash risk since the
driver may not be aware of all the safety features, where they may be located, or how



116 M. Mersinger et al.

they function [12]. Additionally, ACC is a complex feature, so it is important for users
to understand the operational limits of the system. While the Chevrolet Blazer offers
more advanced safety features compared to other vehicles, the lack of standardization,
both system-wide and industry-wide, may decrease understanding of the system’s func-
tionalities and user satisfaction. Ultimately, in the absence of standardization, effective
learning tools are crucial for safe use of ADAS.

Fig. 3. Competitive Analysis Results

User Needs Research Survey. Next, the researchers sought to better understand the
target U.S. driving population and their learning preferences when presented with new
automotive features. Specifically, the researchers inquired about the drivers’ familiar-
ity with advanced safety features, preferences on learning how to use advanced safety
features, and vehicle renting habits. A user needs research survey was developed on
Qualtrics and included 15 questions across three overarching sections: demographic
information, preferences when owning a vehicle with ADAS, and preferences when
renting a vehicle with ADAS [13]. Participants were recruited using Amazon Mechani-
cal Turk (MTurk) [14]. To participate in the study, participants had to be 18 years of age
or older, have a valid U.S. driver’s license, and have over a 90% response rate onMTurk.
The 90% response rate inclusion criteria reduces the likelihood of having participants
who submit incomplete data. Data was collected from 956 participants with an age range
of 18–79 years (M = 37.5, SD = 11.9) (Fig. 4).

Whencompleting thesurvey,participantswereasked toselectall the learningmethods
that they used to learn aboutADAS. Findings from the user needs research survey showed
that for both vehicle owners and renters, the preferredmode of learning for the useADAS
features was by teaching oneself (i.e., trial and error). The next most preferred mode of
learningwastoconsult familyandfriendsorreadthevehicleowner’smanual.Theseresults
concurwith thefindings of Jenness et al., [22], Llaneras [24], andViktorová&Šucha [23].
When asked how comfortable users were with using non-corrective and corrective driv-
ing features, researchers found that drivers were more comfortable using non-corrective
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vehicle features (e.g., backup camera) over using corrective features (e.g., ACC). How-
ever,most (57%) respondents indicated that having advanced safety features is important.
Lastly, since most drivers only rent a vehicle 1–5 times a year, it is common that they are
unable to adapt to the vehicle and its ADAS features before a newer model is released.
The results from this survey indicate that there is room for improvement regarding learn-
ingADAS features because trial and error or consulting friends and family are not reliable
methods for comprehensive learning.

Hierarchical Task Analysis. After gaining an understanding of the competitive mar-
ket and user preferences, the researchers conducted an HTA to determine all the steps
involved in usingACC. In the early stages of research, the researchers did not have access
to the 2019 Chevrolet Blazer; therefore, to inform the HTA, they analyzed information
from the 2019 Chevrolet Blazer Manual and official Chevrolet experts. Table 2 high-
lights six overarching steps to utilizing ACC: engage feature, set speed, set gap distance,
adjust speed, disengage feature, and re-engage as needed (Table 1).

Table 1. Tabular Hierarchical Task Analysis of ACC Functionality in the 2019 Chevrolet Blazer

Plan (0-7) 
0. Use ACC while Driving in a 2019 Chevrolet Blazer (Plan 0: Do 1, 2, 3, then 4 or 5 in any 

order, then 6, 7)  
*Note: All button or thumbwheel interactions are located on the left side of the steering wheel

1. Enable ACC Functionality 
   1.1 Press the “Engage ACC” button 

2. Set ACC Speed 
   2.1 Toggle the thumbwheel down towards “Set -” 

3. Adjust Gap Distance 
  3.1 Press “Gap Distance” button as needed until preferred setting is illuminated on Driver 

Instrument Cluster 
4. Accelerate ACC Speed (Plan 4: Do 1 OR Do 2, then 3) 

4.1 Toggle the thumbwheel up towards “Res +” until desired speed 
4.2 Depress accelerator pedal until desired speed 

  4.3 Toggle the thumbwheel down towards “Set -” to confirm new speed 
5. Decelerate ACC Speed (Plan 5: Do 1 only OR Do 2, then 3) 

5.1 Toggle the thumbwheel down towards “Set -” until desired speed 
5.2 Depress brake pedal until desired speed 

  5.3 Toggle the thumbwheel down towards “Set -” to confirm new speed 
6. Disengage ACC (Plan 6: Do 1 only or Do 2 only) 

6.1 Press “Disengage ACC” button 
6.2 Tap or depress brake pedal until desired speed 
7. Reengage ACC 

  7.1 Toggle the thumbwheel up towards “Res +” 

2.2 Phase 2 Development of Prototype

Initial Prototype Design. After gaining an understanding of ACC, its variations across
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different manufacturers, user preferences when learning about these features, and all the
functions needed to use it, the researchers developed the first iteration of the prototype.
There were four main learning objectives to achieve with the prototype design: (1) teach
users about the purpose ofACC, (2) how it functions, (3) how to interpret relevant buttons
on the steering wheel and icons on the DIC, and (4) highlight critical safety precautions.

The researchers developed a low-fidelity, two-part prototype system, called SAFER-
ent, which included a video tutorial and an interactive guide. The video tutorial provided
a 4-min 30-s overview of ACC. It taught users about the controls, important safety pre-
cautions, and the meaning of steering wheel buttons, as well as DIC icons (Fig. 5). The
researchers utilized comedic sound bites as an approach to maintain engagement with

Fig. 5. SAFERent Initial Prototype Video Tutorial (top) and Interactive Guide (bottom)
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the media. At this stage of the research, the 2019 Chevrolet Blazer was not available
to the students, otherwise they would have explored the efficiency of using sounds and
other auditory components from the vehicle. The second part of the prototype system
was the interactive guide, developed on Google Slides, which functioned similarly to a
mobile application and served as a refresher that allowed the user to interact with the
features they wanted to review (Fig. 5) [15]. Next, the researchers began initial usability
testing of this prototype.

2.3 Phase 2 Research and Usability Testing

Phase 2 started at the beginning of a new academic year with new competition chal-
lenges. From Fall 2021 through Spring 2022, the competition goal, as required by EMC
organizers, was to develop a standalone prototype that a user can interact with inde-
pendently. The researchers expanded on that goal by aiming to create a higher fidelity
prototype that emphasized user-centered design. To achieve this goal and improve the
prototype, the researchers conducted a heuristic evaluation, an information architecture
evaluation, and formative usability testing.

Initial Prototype Design Testing. During prototype testing for each phase, the
researchers used a rapid iterative design process. Thismeant that prototype changes were
made if several participants provided similar feedback. The resulting updated prototype
was tested again with new participants.

The researchers tested both the video tutorial and interactive guide with each par-
ticipant. After watching the video tutorial on a smartphone, participants completed a
five-question quiz regarding ACC capabilities featured in the video. Participants then
were tasked to identify the functionality or purpose of each button and icon on a retention
map (Fig. 6). The researchers gathered data on the accuracy of performance for both the
quiz and retention map, as well as subjective information about the user’s confidence
in using ACC, likelihood to watch the video, and perceived effectiveness of the video
tutorial.

Participants were then presented with the interactive guide on the same smartphone.
Participants navigated through the interactive guide to complete six tasks while vocal-
izing their thought processes. The researchers gathered data on the accuracy of per-
formance and difficulty rating for each task, subjective information about the user’s
confidence in using ACC, likelihood to use the interactive guide, and perceived effec-
tiveness of the guide. Accuracy was measured based on the number of errors participants
made before selecting the correct answer when presented with a task. A total of 18 par-
ticipants, composed of university students and faculty at Embry-Riddle, were recruited
for prototype testing. Participants were selected via a screener survey to ensure they had
little to no experience using ACC.

Initial Prototype Iterations. Quiz results showed that users that watched the video
tutorial had the most difficulty understanding the gap distance functionality, as well
as cautions and warnings of the operational limits of ACC. The retention map results
indicated that users thought the motion of “toggling up” the thumbwheel on the steer-
ing wheel increased their gap distance rather than speed. To mitigate these issues, the
researchers updated the video tutorial by eliminating the static images of buttons, and
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Fig. 6. Retention Map to Assess User’s Knowledge of ACC

instead, showing a video of actual button pressing or toggling of switches on the steering
wheel. To add emphasis to the safety precautions, the researchers improved the audio
quality and added more relevant imagery. Lastly, the researchers changed the comedic
approach from sound bites to themed imagery since the audio was reported to hinder
learning.

For the interactive guide, most participants reported that they enjoyed this mode of
learning, while others indicated that they would not use it if offered to do when renting a
vehicle. The research team began brainstorming incentivization to encourage use of the
prototype in a real-world environment. Participants also provided feedback that adding
a “quick reference” tool, serving as a legend for all buttons and icons, would be helpful
in refreshing knowledge quickly. After developing a Quick Guide (Fig. 7), participants
performed better on tasks and rated the tasks as easier to complete.

Heuristic Evaluation. The researchers conducted an evaluation using Nielsen’s 10
Usability Heuristics for User Interface Design because this seminal inspection method
includes best practices to create an interface that is useful for many users [16]. For
example, it is important that the system matches user expectations and for the user to
feel in control when interacting with the system. The research team, composed of seven
graduate-level Human Factors students, completed individual heuristic evaluations, with
guidance from Nielsen’s 10 and additional mobile-specific questions developed by
Gómez and colleagues [17]. Themobile-specificquestions expandedonNielsen’s heuris-
tics by considering other aspects of design, including but not limited to, the crowding
of buttons on mobile interfaces, and clarity on types of interactions (e.g., swipe, pinch).
Overall, the most impactful results related to two heuristics: the Visibility of System
Status and Error Prevention.

Visibility of System Status is a heuristic highlighting the importance for a user to
know what is happening with the system and have a clear mental model of where they
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Fig. 7. First Iteration of Quick Guide

are in the navigation system [16]. Results indicated that users did not know the length
of the ACC Tour and how much of it they had completed. To give users feedback and
an indication of tour length, a progress bar was added (Table 2).

Error Prevention is a heuristic highlighting the importance for a user to receive
feedback when making an erroneous action [16]. One area of the prototype that was
problematic for users was the proximity of the hamburger menu and home button. Users
would accidentally tap the wrong option because the buttons were too close together
(Table 2). To resolve this issue, both buttons were enlarged and their spacing increased.
The “Test Yourself” section of the prototype, where users could check their knowledge
of ACC, was another problematic area since users did not originally receive feedback for
selecting the wrong button on the steering wheel. To resolve this issue, users would be
notified with a positive message if they selected the correct response or an encouraging
message to try again if they had selected an incorrect response (Table 2).

Information Architecture Evaluation. To assess whether the refinements made to the
prototype facilitated intuitive navigation, researchers conducted first-click testing and
tree testing through Optimal Workshop [18]. In the first-click test, participants were
given multiple tasks regarding where they would find information about ACC within the
prototype. then, they would indicate their response by clicking on a particular button on
the home screen. To avoid learning biases, participants were not given feedback onwhere
their selection would navigate them. The results from this study helped the researchers
determine if navigation of the prototypewas intuitive and if the users generally employed
the shortest path when searching for information of interest.

The tree testing study was implemented to determine if users could navigate using
the correct path when searching for specific information about ACC features within
the prototype. Users completed a series of search tasks and clicked through a series of
categories until they felt they were at the location where they would find the desired
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Table 2. Heuristic Evaluation Findings – Issues and Solutions

Nielson Heuristic Issue Description Font size and style

Visibility of System Status Users cannot identify how far
they are within the tutorial

- Adding a progress bar
visible at the top of every
page

Error Prevention Users mis-tapped between the
hamburger menu icon and
home button icon

- Enlarging the hamburger
menu and home button icons
- Increasing the distance
between the two icons

Help Users Recognize,
Diagnose, and Recover from
Errors

Test Yourself questions did
not notify the user of
correct/incorrect responses

- Adding pop-up feedback
messages including “Try
Again” and “Great Job”

information. Findings from both the first-click and tree testing studies demonstrated
mostly positive results in the information architecture of the featureswithin the prototype.
However, results also indicated that the categories were not completely self-explanatory
to every user. Some participants were not fully sure what to expect within each category.
These results were used to inform updates to make navigation and feature descriptions
more intuitive for the user.

Formative Usability Testing. After evaluating the information architecture,
researchers conducted formative usability testing to gather feedback on various compo-
nents of the prototype and determine its effectiveness for users. Nine participants were
asked to explore the prototype as if they were offered this service from a rental company
and told to speak aloud on all of their thoughts and actions. There were three main
areas of interest assessed through formative usability testing: the overall navigation, the
Test Your Knowledge section, and the ACC Tour section. Recorded comments from the
participants were sorted into one of four categories: issues, positives, suggestions, or
comments.

There were 72 comments addressing issues with the prototype from the nine partic-
ipants of the summative usability testing. A common issue cited in the comments was
that the prototype design, as a whole, was too verbose. To address this issue without
removing important information, researchers created an overview screen that explained
the ACC features at a high level. For example, it showcases a brief explanation of what
ACC is, important precautions to consider when using ACC, and incentives for using
ACC. This provided the opportunity to alleviate some of the text-heavy content on other
pages of the prototype. Another finding from formative usability testing was that many
users were not aware that the buttons on the steering wheel in the ACCTour section were
clickable. To resolve this issue, researchers added a cursor icon, as that is used in other
interfaces to suggest interactivity (Table 3). Lastly, when addressing overall impression
of the application, many users were confused about the meaning of the “i” icon button
(e.g., more information). Users were unaware that this led them to an overview of DIC
icons and steering wheel buttons. When exploring this page, users commented that the
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information presented was valuable, but that the relationship between the icon and ref-
erent information was unclear, therefore the icon was revised to resemble an existing
one found on the vehicle’s dashboard (Table 3).

Table 3. Formative Testing Findings – Issues and Solutions

egnahCfoegamIeussIfonoitpircseDeussIepytotorP

“Too wordy” Pages within the app were filled with 
dense text 

Addition of an 
overview screen 

Confusing sym-
bology of DIC 
symbol 

Icons used to represent the dashboard 
icon page was not intuitive to users 

Unclear button 
functionality 

Users did not deem the steering wheel 
buttons to be tappable within the proto-
type 

2.4 Phase 2 Prototype Results

The phase 2, higher fidelity prototype, was created on Adobe XD and combined both the
interactive guide and video elements to mimic the look and feel of a mobile application –
now named the Driver Training Application [19]. This iteration included significant
changes due to results from heuristic evaluations, an information architecture evaluation,
and formative usability testing.many of the changes involvedmodifications to the overall
aesthetic layout, presentation of information, type of information displayed (e.g., text
or video), and navigation, in an effort to streamline the content and user experience.
Utilizing the existing prototype’s core information, a new color scheme and font style
were implemented. Additionally, there were alterations to icons that represented new
sections on the Driver Training Application. This was a way to produce a clear portrayal
of the materials being presented.

Furthermore, content was analyzed, and wording was modified to ensure readability
that accommodated drivers of varying experience levels. Selected video tutorials were
recreated to match the professional aesthetic of the revamped Driver Training Applica-
tion. Finally, the entirety of the application was resized to fit an 8-inch tablet, similar in
size to the infotainment system of the Chevrolet Blazer. The extra spacing provided by
the larger device increased target touch sizes for icons and improved visual appeal.

2.5 Phase 3 Research and Usability

For phase 3, the researchers expanded on the standalone, high-fidelity prototype goal
by migrating the Driver Training Application to more sophisticated software that could
include logic that would allow it to adapt to user inputs. To further enhance usability, the
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researchers conducted summative usability testing and gathered feedback from subject-
matter experts with Human Factors and Engineering expertise.

Summative Testing. Summative usability testing involved a formal, systematic evalu-
ation of effectiveness for the Driver Training Application, as a whole, in teaching ACC
features to users. In total, nine users were recruited for summative usability testing with
50% of recruited participants being from age groups older than the average college stu-
dent. Participants of the study were randomly assigned to one of three experimental
groups: control group, brief overview group, and interactive guide group. Regardless of
the study group, participants sat in a driving simulator seat with a Chevrolet steering
wheel mounted in front of them to simulate the interior of a Chevrolet Blazer. All partic-
ipants were then asked to read aloud a background scenario where they were a traveler
renting a new vehicle with advanced safety features, includingACC. Then, depending on
the study group, participants were presented with the corresponding learning materials
to gain knowledge about ACC.

Control group participants were only presented with a short description of ACC,
brief overview group participants were presented with several overview screens of the
prototype explaining ACC, and participants within the interactive guide group were
presented the entire prototype. After reviewing their learning materials, all participants
were asked to complete a questionnaire assessing their confidence usingACC. Theywere
then presented with six tasks that required them to identify steeringwheel buttons or DIC
icons that they would view or select to complete the task. After each task, participants
were asked to rate the difficulty of the task.

After making changes to the Driver Training Application from summative usability
testing results, researchers pursued feedback from subject-matter experts to ensure a
wide range of demographic feedback for the application. Subject-matter experts were
asked to look through the prototype and express their impressions on strengths and
weaknesses of the application, as well as possible recommendations for improvements.
This feedback was used to create the final iteration of the Driver Training Application.

2.6 Phase 3 Prototype Results

The final prototype was recreated in Axure, an interface design software that is more
sophisticated than Adobe XD [20]. The sections of the application include the follow-
ing elements: Start screen, Home screen (Fig. 8), ‘Adaptive Cruise Control (ACC) At
a Glance’, Hamburger/Slide Menu, ‘Adaptive Cruise Control (ACC) Tour’ (Fig. 8),
‘Dashboard Icons & Steering Wheel Buttons’, ‘Test Yourself’, and ‘My Rewards’.

Additionally, videos were implemented into the final application so that users were
provided a combination of auditory and visualmethods for learning. Incentivized screens
were also added to the Driver Training Application that would allow users to redeem
rewards, such as a $40 gas gift card and/or a 15% discount on their current rental, upon
completion of specific features labeled with a ribbon on the home page. These incentives
were chosen after users expressed that rewards such as gas gift cards, reward points, or
discounts would help encourage them to utilize the designed prototype. Overall, the final
high-fidelity application catered to a range of learning styles, and the intuitions of all
users of any experience level.
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Fig. 8. Final Prototype Home Screen (top) and Adaptive Cruise Control (ACC) Tour Screen
(bottom)

3 Discussion

Lack of standardization in ADAS features across manufactures is problematic and could
jeopardize driver safety. Although it is important to understand how to operate these
features, learning themhas proven to be difficult and time-consuming for users. This issue
continues to elevate in severity with increasing complexity of newer vehicles coming to
the market. Implementing an application, like SAFERent, that consolidates teachings
of safety features on all makes and models of vehicles would help mitigate the issue.
Usability testing with an iterative design process has been a successful method for
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gathering and implementing feedback from users when developing such a prototype.
The SAFERent application that resulted from this study allows drivers to maximize
safety and comfort on the road by informing them of how to use ACC, the limitations of
the system, and by providing them with the ability to test/review their knowledge. The
results from user testing of the SAFERent application showed that, on average, users
explored the prototype in 4 min and 21 s, satisfying the goal of creating a learning
too for users to be able to be review quickly to keep engaged. SAFERent was also
successful in supporting multiple modes of learning through the use of short videos, a
visual written tutorial, and with an interactive “Test Yourself” section. Lastly, SAFERent
matched user expectations for interface layout as all participants were able to correctly
navigate throughout the prototype for all 6 summative usability testing tasks, with 80%
of participants doing so in the most efficient paths possible. These results supported the
achieved goal of developing an efficient, effective, and satisfying prototype.

Limitations and Future Research. Participation in usability testing was limited to
college students, as well as a few older adult individuals. College students are not rep-
resentative to the general population and therefore this posed a limitation to our overall
results. It is important to take different age ranges into account when creating instruc-
tions, as older adults approach manual instructions differently than younger generations.
Older adults are more likely to read portions of a manual for a new product, but they
can often feel overwhelmed when encountering confusing and frustrating information
[21]. Future research is needed in order to incorporate older adults and other special
populations.

Therewas limited access to the 2019ChevroletBlazer for the duration of testing, in all
phases. Therefore, the testing was completed in a laboratory setting, where participants
sat in a mock-up or test-bed of a vehicle seat. As this is not representative of the actual
use case scenario (i.e., sitting in the driver seat of a vehicle, it posed another limitation to
our findings. Future research should focus on testing this application in real-life settings.
The use of a functional vehicle would increase the fidelity of user testing by facilitating
a seamless integration between the driver, application, and ADAS features.

The development of the SAFERent prototype enables future ADAS training research
to be conducted. Future research should also be conducted to expand the services pro-
vided by the Driver Training Application so that it can become an all-inclusive vehicle
rental application. It could provide services, like vehicle rentals, vehicle access (e.g.,
lock and unlock), feature training, and a global positioning system (GPS). Creating an
all-inclusive application would provide additional convenience for drivers, especially
renters. Additionally, continuing advancements would ensure that SAFERent can be
up-to-date with the annual release of new vehicles, promoting sustainable development.
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Abstract. We investigated the effect of varying the level of cooperation
in a smart charging agent (SCA) on user perception and behavior. Our
study involved manipulating the SCA’s cooperativeness by varying its
degree of automation and the amount of information sharing with the
user and measuring effects on changes in user behavior, perceived goal
alignment, the user’s awareness of the SCA’s information processing,
and perceived cooperativeness. Our hypothesis that a lower degree of
automation of the SCA would increase human-agent cooperation was not
supported by our results. Instead, participants in the high-automation
condition chose a later charging endpoint more often, implying greater
cooperation. Our hypothesis that a higher amount of information shared
by the SCA would increase human-agent cooperation was only partially
confirmed. Cooperation led to a more positive user experience, but the
correlation was only moderate to strong. The study shows the limitations
of using the degree of automation as a sole measure of human-machine
cooperation and highlights the need to explore other operationalizations
of human-machine cooperation. Further research is needed to explore
other scenarios and variations in the information provided to the user to
better understand human-machine cooperation in the context of smart
charging.
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1 Introduction

The transition to utilizing renewable energy sources, such as wind and solar
power, is crucial for achieving a sustainable energy system. However, the inte-
gration of these sources into the power grid poses significant challenges due to
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their inherently variable nature. To address these challenges and ensure a stable
power grid, it is necessary to implement measures such as decentral energy gen-
eration and storage, as well as flexibly adjusting energy demand, also known as
demand-side management. These measures will not only stabilize the power grid
but also enable greater penetration of renewable energy into the energy mix. The
idea of demand-side management specifically is to alleviate strain on the power
grid by incentivizing large energy consumers to shift consumption to periods of
increased renewable energy availability and decreased energy demand [1,6]. Fur-
thermore, the immediate use of renewable energies at their time of availability
cannot only lead to more efficient use of energy resources at the energy system
level but also at the consumer level [20].

An energy consumer unit that is of particular interest for demand side man-
agement is the battery electric vehicle (BEV) since it has a large storage unit as
well as a high energy demand that can easily be flexibilized through approaches
like smart charging. With smart charging, consumers can adjust the charging
of their BEV in real time to electricity prices and availability. This process is
typically controlled by an automated system (agent), which relies on user prefer-
ences and other information, such as energy availability, to optimize the process
(e.g., [18]). Therefore, smart charging cannot only lead to a stabilization of the
power grid and a reduction in CO2 emissions but also in lower costs for the
consumer [11].

So how do we design a smart charging agent (SCA) that encourages people
to regulate their charging behavior to ensure an efficient allocation of energy
resources? We suggest that a cooperative approach to system design might help
support the effective joint regulation of energy and other resources such as time,
information, or comfort. Prior work shows that human-machine-cooperation not
only copes with the shortcomings of many current automation approaches but
also enables greater flexibility in the shared action and, all in all, enhances the
joint performance of the human and the system [2,16,25].

2 Background

Comparative-cognition research has demonstrated a unique motivation for
humans to collaborate. Tomasello and Vaish [26] state that “human social
interaction and organization are fundamentally cooperative in ways that the
social interaction and organization of other great apes simply are not” (p.
239). In recent years, several authors tried to utilize this inherent motivation
of humans to cooperate to facilitate human-machine interaction (HMI). The
construct of human-machine-cooperation has been discussed for many different
use cases, such as driver assistance [17,19,27] or human-robot interaction [9].
However, there is no full consensus on how to define cooperation, and different
authors propose different operationalizations of cooperation for different con-
texts [2,15,28,30]. Moreover, while the effects of cooperative automation design
have been investigated in many human-technology contexts, as of writing, we
are not aware of any study that has investigated a cooperative approach in the
domain of smart charging.
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2.1 Formalizing Cooperation

There is a multitude of theories and models on cooperation from different
disciplines such as social psychology [13], philosophy [3], and human fac-
tors [4,5,7,10,14]. In the following, we conceptualize cooperation based on the
similarities between these theories.

How to Design a Cooperative SCA? Klein et al. [14] propose four require-
ments for successful cooperation between a human and an automated system: An
agreement to work together, a common ground, mutual directability, and mutual
predictability. For this study, we manipulate the latter two aspects, directability
and predictability, as we assume the other two prerequisites are already fulfilled
by the design of the SCA.

Previous work in the context of automated driving has often operational-
ized directability by the degree of automation of the system. Several studies
find that participants report a higher feeling of safety, pleasure, and trust when
interacting with a cooperative system with which they share the task of driving
compared to a higher automated system [17,27]. On the other hand, research in
artificial intelligence shows that the perceived predictability of the system can be
promoted through additional information on the inner workings of the system,
which also promotes trust [12,21].

How to Measure Successful Cooperation Between Humans and the
SCA? We propose measuring the effects of our SCA manipulation as follows.
First, we assess the perceived quality (perception) of the human-SCA interaction
with respect to the following aspects: (1) goal alignment, (2) system understand-
ing, and (3) perceived cooperativeness. Second, we observe induced behavioral
changes in the human charging patterns (behavioral change). In addition, we
measure user experience as a function of the user’s perceived cooperativeness of
the interaction.

Goal alignment. It has been proposed that the need for cooperation between two
or more agents arises from an interdependence that results from shared goals or
overlapping intentions [3–5,10,13,14,26]. Hence, to measure cooperation on a
motivational (intentional) level, we assess users’ perceived goal alignment with
the SCA.

Understanding of the system. Multiple theories emphasize the importance of
shared representation, knowledge, and beliefs between the interaction partners as
well as some degree of mutual predictability and reliability in cooperation [3,5,7,
10,13,14]. To measure cooperation on a cognitive level, we assess the users’ level
of awareness and understanding of the system and its information processing.

Perceived cooperativeness. We measure if the interaction with the SCA was
perceived as cooperative by the user. To that end, we developed a five-item-
scale to measure perceived cooperativeness specifically.
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Behavioral change towards a shared goal. Last, according to Klein et al. [14],
joint action entails “one or more participants relaxing some shorter-term local
goals in order to permit more global and long-term goals to be addressed” (p.
6). For the context of smart charging, this can be understood as users giving
up some flexibility and shifting their charging window to times of high energy
availability to permit demand side management. Here, we measure cooperation
on a behavioral level by assessing whether users shift their charging window
upon request.

2.2 Hypotheses

In this study, we set out to examine the following three hypotheses:

– H1: A lower degree of automation should increase human-agent-cooperation
(behavioral change and perception).

– H2: Increasing the amount of shared information should increase human-
agent-cooperation (behavioral change and perception).

– H3: An increase in perceived human-agent-cooperation should lead to a bet-
ter general user experience.

3 Method

3.1 Sample

Participants were recruited through mailing lists and social media. The experi-
ment was conducted via the online survey platform LimeSurvey. All participants
were required to speak German fluently. After excluding those participants who
did not complete the questionnaire, those who took an unusually long time to
complete the questionnaire, and those who showed no variance in their responses
on any of the pages of the questionnaire, the final sample consisted of 91 partici-
pants (29% female) with an average age of M = 42.3 (SD = 12.5). In the sample,
76% had driven a BEV before, and 53% had prior experience with driving a BEV
on a regular basis.

3.2 Experimental Design and Scenario

We conducted an experiment with a 2× 2 between-subject design. Participants
were presented with scenarios that included interactions with an SCA that var-
ied in the degree of automation (low vs. high) and the amount of information
sharing (low vs. high). In the beginning, participants were instructed to imagine
themselves in the situation described in Fig. 1.

Next, participants were presented with a message from the SCA that asked
them to prolong their charging window to increase the share of self-produced
power. The message differed based on which experimental group participants
were in.
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Fig. 1. Introduction to the scenario presented to every participant.

degree of automation

amount of information
shared

behavioral change

user experience
questionnaire (UEQ)

perceived goal
alignment (HMII)

situation information
processing

awareness (SIPA)

perceived
cooperativeness
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Manipulated SCAs Measures of human- 
agent-cooperation User experience

Fig. 2. Research design. Manipulated variables are shown in orange, measures variables
are shown in green (behavioral variable) and blue (subjective variables). (Color figure
online)

3.3 Experimental Manipulation

For an overview of manipulated and measured variables see Fig. 2.
First, we manipulated the level of cooperation of the SCA through the sys-

tem’s degree of automation (directability). The degree of automation was altered
according to the levels of automation of decision and action selection by Para-
suraman [22]. Participants in the low-level condition got a pop-up message from
a level three agent that suggested two alternative charging endpoints while par-
ticipants in the high automation condition interacted with a level six agent
that automatically prolonged the charging window of the user and gave them a
restricted time to veto (see Fig. 3).
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Fig. 3. Messages from two smart charging agents (SCA) showing different levels of
automation.

Second, we manipulated the level of cooperation of the SCA through the
amount of information shared with the user (predictability). Participants in the
low-information group only got information about the expected share of photo-
voltaic power for their next charging window, whereas participants in the high-
information group got additional information on the weather forecast and the
projected amount of photovoltaic power (see Fig. 4).

3.4 Measures

To measure the effects of our independent variables on human-agent-cooperation,
we assessed the following metrics based on our formalization of cooperation
described in Sect. 2.1.

To assess participants’ perceived goal alignment, we administered the con-
flict subscale of the Human-Machine-Interaction-Interdependence Questionnaire
(HMII, [29]). A low score on this scale would indicate a high perceived goal
alignment. Further, we measured participants’ understanding of the system
through the Subjective Information Processing Awareness Scale (SIPA, [24]).
SIPA describes the experience of being enabled by a system to perceive, under-
stand and predict its information processing. A low score on this scale would
indicate a low awareness and understanding of the system and its information
processing. Last, to quantify behavioral changes, we measured whether partici-
pants prolonged their charging window.
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Fig. 4. Manipulated interface providing different levels of information from the smart
charging agent (SCA).

As an additional measure for human-agent cooperation, we measured the
perceived cooperativeness by a self-developed scale. The items were generated in
a workshop with six students. As a basis, participants of this workshop got an
introduction to various theories on cooperation and joint action research as well
as examples of everyday interactions with automated systems. The scale uses a
6-point Likert response scale. A translation of the German items can be found
in Fig. 5.

Additionally, we used the User Experience Questionnaire (UEQ, [23]) to mea-
sure participants’ user experience through perceived attractiveness, pragmatic
quality, and hedonic quality of the agent. We further surveyed the power and
information certainty (human to system) sub-scales from the HMII [29] to check
if our manipulation of the degree of automation and amount of shared informa-
tion was successful.
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Fig. 5. The items of the perceived cooperativeness scale.

4 Results

4.1 Manipulation Check

Participants in the low-automation condition reported significantly higher per-
ceived power in the situation (U = 1452, pone-tailed < .001) with a medium effect
size r = .37. We conclude that the manipulation of the degree of automation was
successful. For the variation of the amount of information shared, there was no
significant difference in the reported information certainty (human to system)
between the low and high amount of given information condition (U = 984,
pone-tailed = .369). Therefore, results regarding the difference in the amount of
given information should be regarded with caution.

4.2 Regression Analysis

To examine our first and second hypotheses, we conducted four different regres-
sion analyses for each of our dependent measures.

The first analysis was performed for the variable behavioral change measured
by the chosen charging endpoint. Since the charging endpoint variable was not
normally distributed, we transformed this measure into a dichotomous variable
on whether participants choose to prolong the charging window (1) or not (0). We
performed a binomial logistic regression (see Table 1) on the respective data. We
found that a higher degree of automation led to a significantly higher probability
of changing the behavior, i.e., adjusting the charging window.

For the other three measures, we calculated linear regression analysis as the
data fulfilled all statistical requirements. We did not find an effect of the exper-
imental manipulations on perceived goal alignment, as measured by the HMII’s
conflict subscale (R2 = .016, p = .483, Table. 2, Conflict regression), nor on the
perceived cooperativeness (R2 = .013, p = .564, Table. 2. Perceived cooperative-
ness regression). The regression model for the variable system understanding
(SIPA) showed an effect for the amount of shared information (R2 = .068,
t = 2.48, p = .046), Table. 2, SIPA regression, such that a higher amount of
information led to a better system understanding.
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Table 1. Results of the binomial logistic regression (OR: odds ratio).

Parameter Estimate Standard error z-value p-value (two-tailed) Standardized OR 95 % CI for OR

Intercept −3.09 1.12 −2.77 .006 1.68 [0.99, 2.98]

Degree of automation 2.80 0.55 5.09 <.001 4.08 [2.45, 7.31]

Amount of information −0.39 0.53 −0.73 .465 0.82 [0.48, 1.39]

Table 2. Linear regression results for conflict, SIPA, and perceived cooperativeness.

Parameter Standardized beta coefficient Standard error t-value p-value (one-tailed)

Conflict regression

Degree of automation 0.122 0.12 1.16 .125

Amount of information 0.045 0.12 0.43 .665

SIPA regression

Degree of automation −0.035 0.19 −0.35 .367

Amount of information 0.256 0.19 2.48 .008

Perceived cooperativeness regression

Degree of automation −0.084 0.19 −0.79 .215

Amount of information 0.072 0.19 0.68 .250

4.3 Correlations with Reported User Experience

In the UEQ, participants overall reported a slightly positive attractiveness (M =
0.98, SD = 1.07), hedonic (M = 0.79, SD = 0.89), and pragmatic quality for
the SCA independent of the experimental condition (M = 1.22, SD = 0.87).
To examine our third hypothesis, we calculated correlations between our four
measures of cooperation and the three subscales of the UEQ.

For the variables charging endpoint (behavioral change) and the HMIII con-
flict subscale (perceived goal alignment), Kendall’s Tau was calculated. For SIPA
and perceived cooperativeness, Pearson correlation coefficients are reported. All
p-values are one-tailed. Results are shown in Table 3.

5 Discussion

We investigated the effect of varying the level of cooperation in a smart charging
agent (SCA) on user perception and behavior. We manipulated the SCA’s coop-
erativeness by varying its degree of automation and the amount of information
sharing with the user and measured effects on changes in user behavior, per-
ceived goal alignment, the user’s awareness of the SCA’s information processing,
and perceived cooperativeness, measured by a five-item scale developed for the
present study.
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Table 3. Correlations between measures of cooperation and reported user experience.

Charging time Conflict SIPA Perceived Cooperativeness

Attractiveness .05 -.05 .38*** .69***

Pragmatic quality .04 -.03 .57*** .61***

Hedonic quality .04 -.15* .28** .64***

*p < .05, **p < .01, ***p < .001

5.1 H1: A Low Degree of Automation Increases Cooperation

We hypothesized that a lower degree of automation of the SCA would increase
human-agent cooperation. However, in three out of four analyses, the degree
of automation had no significant effect on our measures of cooperation. For
our behavioral variable, participants in the high automation condition chose
a later charging endpoint more often than participants in the low automation
condition. In other words, participants behaved more often cooperatively in the
high-automation condition, which is contrary to our hypothesis.

5.2 H2: A High Amount of Information Shared Increases
Cooperation

We hypothesized that a higher amount of information shared by the SCA should
increase human-agent cooperation. However, in three out of four analyses, the
amount of shared information had no significant effect on our measures of coop-
eration. There was a small positive effect on the amount of information shared on
reported SIPA. Our second hypothesis was, therefore, only partially confirmed.

5.3 H3: Cooperation Leads to a More Positive User Experience

Two of the four cooperation measures correlated moderately to strongly with the
three subscales of the UEQ (SIPA and perceived cooperativeness, see Table 3),
indicating that higher cooperation (perception measures) led to a more positive
user experience. There was a small negative correlation between our measure of
perceived goal alignment and the hedonic quality of the SCA. None of the UEQ
subscales correlated with our variable of cooperative behavior, i.e., the chosen
charging endpoint. Our third hypothesis was, therefore, only partially confirmed.

5.4 Theoretical and Practical Implications

Cooperation is often operationalized by the degree of automation of a system,
which is usually attributed to positive effects (such as higher reported pleasure
and trust [17,27]. However, we could not replicate equivalent effects in our study.
Most literature on human-automation cooperation focuses on use cases in which
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systems become more automated (such as manual driving developing towards
autonomous driving), and users are expected to give up control in the future.
This cannot be applied as easily to the use case of human-agent cooperation in
smart charging, as described here. In the present scenario, users arguably keep
more responsibility because they remain involved in the decision process also in
the highly automated condition.

Additionally, charging your car might satisfy less hedonic needs compared to
driving your car [8]. Thus, users might not want to stay in the loop and share
the task as much compared to other use cases.

5.5 Conclusion and Outlook

We present a first study on human-machine cooperation in the context of smart
charging. We developed a theoretically driven concept for designing different
levels of cooperation in an SCA and for investigating its effect on the user. Con-
trary to our hypothesis, we did not find a positive effect of lower automation
on our measures of cooperation (perception and behavior change). Instead, a
high degree of automation even led to a higher probability for the user to shift
the charging window, which we interpreted as a higher willingness to cooper-
ate. We discussed that one potential reason for this result might be that the
degree of automation as defined by Parasuraman [22] may have different impli-
cations in the context of smart charging compared to autonomous driving. It
may be conceivable that human-machine cooperation on eye level has require-
ments that are different from those found in automation, and new concepts and
approaches are required. Thus, future work should explore other operationaliza-
tions of human-machine cooperation within this context, focusing, for example,
on shared responsibility [16].

Furthermore, the degree of information shared by the agent did hardly affect
cooperation measures. The manipulation might not have had the intended effect
overall. Here, a stronger variation in the provided information to the user might
yield a higher effect. Another potential limitation might arise from the between-
subject design since participants had no comparison for their assessment of the
SCA. In addition, the study displayed only one use case (meeting with friends).
A scenario with a more urgent appointment could have led to different user
reactions. Taken together, we provide new insights for future research on how to
design an SCA for human-machine cooperation successfully.

References

1. Anwar, M.B., et al.: Assessing the value of electric vehicle managed charging: a
review of methodologies and results. Energy Environ. Sci. 15, 466–498 (2022)

2. Bengler, K., Zimmermann, M., Bortot, D., Kienle, M., Damböck, D.: Interaction
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Abstract. Intelligent agents (IAs) are increasingly used in vehicles and associated
services (e.g. navigation, entertainment) to enhance user experience, as IAs were
applied to the car and turned the vehicle into a service platform under the rapid
development of the intellectualized and connected vehicle. However, various IAs
may be employed by other services and devices. In the case of in-vehicle cross-
device interaction, when users interact simultaneously with multiple services or
devices, the actions and decisions of one IAmay conflict with those of others. This
paper presents a role-based relationship framework to resolve potential conflicts
between different IAs in the driving scenarios. The article discusses four types of
IA relationships: Partnership, Representative, Subordinate, and Co-embodiment.
To examine people’s perceptions and attitudes towards different types of relation-
ships,we apply an evaluation systemand conduct user studies (N= 30). In two sce-
narios (Navigation Plan & Music Switching), Participants are required to engage
in conversations with IAs based on various types of relationships. Data analy-
sis and user interviews show that Partnership is gaining popularity in leisure and
entertainment settings. Moreover, Representative is more effective in efficiency-
oriented use cases. In addition, the research on driver’s attention behavior suggests
that Representatives can convince the driver to focus on the road more efficiently
in navigation scenarios than in music settings. After evaluating the different role-
based relationships of IAs, design recommendations for user interactions with
multiple IAs in driving scenarios are offered.

Keywords: Intelligent agents ·Multiple agent interaction · Driving Scenarios ·
Role-based relationship First Section

1 Introduction

Intelligent driving agents are widely used in driving scenarios, and previous research on
the characteristics of in-vehicle agents (IVAs) has provided very valuable insights [20,
52]. These studies inspire further discussion on how to optimize IVAs for the driving
environment and what additional considerations should be taken into account. In real
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driving scenarios, there are often two IAs coexisting: a personal assistant represented
by a cell phone and a driving agent represented by a car system. Since the two IAs
may belong to different service providers, the IAs maintain their own uniqueness, which
may lead to different task decision outcomes for the two IAs. Devising mechanisms
to encourage autonomous agents to collaborate with each other is the central theme of
multiagent systems [35], and to improve efficiency and ensure driving experience, IAs
will share resources, exchange data, or perform operations collectively to bring decision
results into an agreement among themselves.

Agents are often viewed as multimodal interfaces that provide useful information
rather than as social partners with whom humans can build relationships [37]. But any
formof interaction, including human-to-human interactions, can expand human horizons
by presentingmultilateral viewpoints. However, when humans view agents as mere tools
for providing information, they cannot assume the agent’s point of view. In human-
computer interaction (HCI), humans first need to recognize that agent has different
and meaningful viewpoints, and one of the mental positions that recognize this fact is
known as the intentional stance. Thus, by designing social interactions and expressing
information exchange between IAs, users can increase their confidence in IAs and change
the user’s perception of their capabilities. Currently, most relevant studies focus on the
impact of a single IA feature on the driving experience, without considering the cross-
platform and cross-context user experience issues when two IAs exist. To achieve this
optimization, different IAs should use a criterion to mediate relationships, positions, and
behaviors when cross-platform interactions occur. This raises the question of how the
interactions between IAs should be designed to induce the user’s intentional stance and
enhance the driving experience during the collaboration.

In the driving scenario, Yoshiike et al. [19]. Developed a system called MAWARI,
which consists of three social robots, and the multiparty conversation format reduces the
driver’s attention problem of overuse of the system and reduces the psychological load
on the driver compared to the traditional one-to-one communication-based approach
directly targeting the driver. When we reach SAE level 5 for automated vehicles (AVs),
people will be free from driving tasks inAVs, and exploring the simultaneous presence of
more than two IVAs and drivers enhances the user experience. Research on this topic is
still in its early stages, but there are already teams [23] presenting futuristic situations of
multiple IAs interacting with each other in the form of videos. We attempt to address the
issue of cooperation between heterogeneous agents with different desires and principles
by character-building relationships between the interiors of multiple intelligent systems.

This paper conducted a comprehensive investigation based on research in the field
of mobile human-computer interaction. From the current literature, four relationships
between multiple IAs were created and compared. They can answer some questions
about the existence of role relationships: what are the manifestations of role-based rela-
tionships among multiple IAs and how do such role-based relationships affect the user
experience? Second, at the application level, basic design strategies and guiding design
principles are proposed for the different expressions of role-based relationships of IAs in
driving scenarios. We help enterprises to develop IAs interaction design specifications
and support the improvement of their product strategies. The aims of this paper are:
(1) propose a framework on roles-based relationships to address how different IA’s in a
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driving scenario behave during the collaboration process (2) compare people’s attitudes
toward different types of relationships and apply an evaluation system, (3) highlight
design principles to help enterprises develop multiple IAs’ interaction design specifi-
cations and support the improvement of their IAs platform technologies and product
strategies.

2 Related Works

With the rising use ofmulti-agent technology in a variety of industries [33, 53], the social
relationship between humans and intelligent agents (IAs) has also been widely studied.
Katsunori et al. studied how IAs collaborated to persuade users from the standpoint of
the balance theory and confirmed that the social relationship between two agents and
a human user influences the effectiveness of persuasion. The notion of an intelligent
system as a human collaborator is becoming more prevalent in interaction design [2],
and in a collaborative partnership, IAswill aid humans in completing tasksmore quickly.
In a real-world driving scenario, however, there are likely to be more than two IAs for
different devices, and their interaction is fundamentally distinct from that of a single
IVA. Additionally, the interaction process has shifted from “one person to one device”
to “one person to several intelligence.” In this context, a number of research groups
[19, 23, 40] have proposed research on challenges such as numerous agent priorities,
negotiation with one another, and how to conduct autonomy to allow drivers to make
decisions when conflicts emerge.

2.1 Design Characteristics of IAs in a Driving Scenario

Previous research investigated the properties of IAs in vehicles. Various topics, including
IAs’ forms [17, 22, 24], linguistic styles [43, 49], and variances in timbre [9, 18]. The
deployment of such technologies supports the driver in doing driving or non-driving-
related duties, hence enhancing road safety for both manual and conditional autonomous
driving by preventing driver distraction [47]. For example, the study by Manhua Wang
et al. [44] compared the differences between conversational and informative language;
the research team confirmed that more confident voice reminders result in faster reaction
times for drivers than less secure voices [49]; and other studies have investigated the
linguistic characteristics of in-vehicle agents, such as voice age [18], and voice gender
[9]. Braun et al. demonstrated [4] that voice assistant roles correspond with user person-
alities. They created various components for in-vehicle assistants in order to investigate
the favorable effects of voice assistant customization on trust and likeability. Yoshiike
et al. developed the MAWARI [19] system, which consists of three social robots engag-
ing in multi-party dialogues to prevent driver misuse of the system compared to typical
one-to-one communication-based systems that target drivers directly. The attention issue
minimizes the driver’s mental workload. As the reception technology for information
grows more intelligent and complicated, the communication channel is presented in a
more natural and fluid manner [28, 32].
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2.2 Social Relationships Between IAs

According to some sociological research, the role symbolizes the agent’s conduct inside
a specific agent group, and the role model consists of obligations, goals, permissions,
rights, etc. [29]. Multi-agent systems have been strongly influenced by related studies in
behavioral ecology [51], sociology [54], and psychology [8]. In a multi-agent system,
roles limit rivalry between agents in certain activities, hence it is vital to consider the
issue of role relations [55]. Confucian ethics is a paradigm based on rules [46, 48], hence
it is used to develop robot ethics by assigning robots various social roles to fulfill their
obligations in their interactions with humans.Williams et al. [50] explain howConfucian
Role Ethics might inspire Role-theoretic approaches to moral reasoning based on robot-
oriented substitutes for Confucian Cardinal Relationships (e.g., supervisor-subordinate,
adept-novice, teammate-teammate, and friend-friend). Ruchen Wen et al. [45] inves-
tigated norm violation responses based on role-based relational norms and elucidated
the distinctions and characteristics of various robot roles. In these investigations, roles
are assigned to control behavior and define responsibilities. We also consider linkages
based on roles in natural systems. The notion of animal communities by Anderson and
Franks [56] applies equally to humans andmulti-intelligence systems. Roles allow teams
to split their responsibilities. In interactions between humans and multi-intelligent sys-
tems, intelligent entities will either collaborate or compete to aid humans in performing
tasks. In Yoshimasa’s research [30], for instance, observing the interaction betweenmul-
tiple agents (colleague agent and instructor agent) can determine whether the person’s
intentional stance toward the agent can be encouraged and maintained; Venus & Mars
and Recommendation Battlers are additional examples of retrieving or recommending
Web information by multiple agents cooperatively or competitively, respectively [21].

According to past studies, the number of agents with social identities may vary in
certain settings. For instance, in a given context, numerous agents with distinct social
identities exist on separate smart devices. People are able to communicate with one
another. Agents with social identities interact; it is also feasible that all devices are
managed by one agent with social identities, similar to the one-to-many notion presented
by Luria’s research [26]; users primarily engage with this agent to control the equipment
of other agents.We contend that the number of intelligent agent answers has a significant
impact on how humans comprehend multi-agent relationships. On another level, role-
based relationships in multiple agents’ systems have also been widely discussed. It was
mentioned above that interaction betweenmultiple agentsmay induce intentional stances
toward agents. People estimate the behavior of interacting partners through behavioral
models, emotional aspects, and the partner’s decision-making strategies [30]. The social
interaction between two agents is usually an equal and cooperative relationship [57],
and there is also a subordinate relationship to assist people in completing tasks [40].
The differences in information exchange brought about by the hierarchical relationship
between agents may affect the behavior of humans interacting with them, which is
an important factor in user experience. According to the hierarchical relationship and
number of responses of the device, we split it into four categories: Partnership, Co-
embodiment, Representative, and Subordinate.
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Partnership. Hayashi studied the impact of user experience in the four communica-
tion modes of “passive-passive social-interaction-interactive social” in the paper [16].
Users can freely interact with the robots in the interactive social mode, which facilitates
communication between many robots used to present the content of the information. In
the social model, robots exchange user information through social discourse and direct
contact.

Co-embodiment.Reig et al. proposed an intelligent agent concept: “Re-embodiment”
[26], which described the migration of a kind of intelligent software among different
robot subjects [14, 41]. Luria et al. studied the collaboration and insights of multiple
IAs in task succession. They explored the driver’s perception when the smartphone and
in-vehicle agents appeared together in the autonomous driving scenario. This sort of
manifestation is known as co-embodiment.

Representative. Tan et al. [39, 40] combined previous research and set up the
communication modes based on different logic such as “silent- explicit -reciting” and
“representative-direct-social” for robots. Fraune [11, 13] made some adjustments based
on the research model and added new dimensions. The transparent mode refers to the
process of information exchange between robots, but it will indicate that the informa-
tion has been successfully communicated. The recitation mode means that the data is
directly displayed through voice, and the information is shared. In the usual way, there is
no direct communication or interaction between robots, but a robot communicates with
users on behalf of other robots.

Subordinate. The current intelligent home assistant is amore fundamental andwidely
existing form in which an agent controls various other agents in the environment. In this
case, users mainly communicate with this agent. This solution mode has been highly
market-oriented and applied to many products, such as Alex audio [6]. This relationship
can be summarized as a subordinate relationship, which is a relationship in which a
high-level agent manages a low-privileged agent (Table 1).

Table 1. Multi-device interaction model framework

Response number
of devices

Hierarchical

Equality Inequality

Single Co-embodiment Representative

Multiple Partnership Subordinate

Through summarizing and sorting out previous studies, it is found that althoughmany
research teams have described the communication mode between multiple devices from
different perspectives when multiple agents coexist, there is no framework to explain
the relationship between them. Therefore, we hope to create a relationship to define the
behavior between them. By summarizing the previous studies, it is found that the number
of equipment responses may be the factor that affects driver distraction [19]; According
to the division of cooperative relationships [34] in sociology, it can be concluded that
hierarchical relationships (equal or subordinate) may become a factor affecting multi-
agent systems. We construct a multi-agent role-based relationship model based on these
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two dimensions in driving scenarios. In this work, we ask two key questions: (1) How
should the role-based relationships between IAs behave? (2)What is the user’s preference
for the role-based relationship between IAs in different scenarios? In response to these
questions, we put forward the following assumptions:

Hypothesis 1: In theNavigation Planning scenario, the Subordinate has better driving
performance than the Partnership; in the Music Switching scenario, the Partnership has
better driving performance.

Hypothesis 2: Partnership and Co-embodiment have higher social attributes and are
suitable for entertainment-oriented scenarios; Representative and Subordinate are more
ideal for efficiency-oriented systems.

3 Material

3.1 Feature Design of Intelligent Agents

Tomaintain a decent interaction flow, the intelligent agentmust display nonverbal cues of
the present discussion state [1]. These signals may assist users’ cognitive involvement
during interactions, allowing them to concentrate on ongoing tasks [58]. Therefore,
while building intelligent entities, non-verbal emotional expressions must be considered
in addition to changes in timbre. To prevent insufficient feedback on the agent’s status
from influencing the interaction process. We refer to the research on sentiment analysis
[27] and expand the expressions ofmobile phone IAs based on the research of [59]. These
include inactivity, regular operation, blinking, speaking, and left and proper rotation. A
range of distinct expressions, such as moving in and out, mind control, information
transmission, and dialogue, are designed. To prevent the potential impact of timbre on
the role-based connection, we employ a somewhat flat female voice.

To distinguish the roles of different agents, the IVA’s expression design is distinct
from the mobile phone intelligent agent’s expression design. For the expressions of car
IAs, we first refer to the current commercial vehicle IAs, such as NIO Nomi, XPeng
Motors X mart OS, and Baidu Apollo; secondly, in Michael Braun et al. studies [3,
47], we investigate the interface design of car dialogue. Certain expressions in the car,
such as entering and exiting, mind control, information transmission, and maintaining
contact with the mobile intelligent agent, are necessary to ensure that the participants
notice continuity between them.

3.2 Multiple Intelligent Agents’ Relationship Constructions

One of the approaches for influencing someone via numerous agents is overhead com-
munication [42]. The technique demonstrates indirect contact through multiple agents
and is frequently employed in online buying scenarios [38]. In the driving environment,
Yoshiike et al. confirmed that the form of multi-party conversation reduces the driver’s
attention problem to excessive use of the system; under the premise of cooperation
between intelligent systems and humans, between devices, we believe that the number
of responses devicesmay become a factor that affects driving;Under the premise of coop-
eration between intelligent systems and humans, the class relationship between devices



150 S. Li et al.

may also affect the driving experience. For example, in some sociological studies, the
definition of collectivism (subordinate relationship, peer relationship). According to the
characteristics of the role relationship, we divide the four role relationships according to
the two variables of the number of responding devices and the hierarchical relationship
of dialogue agents. Each role relationship has a special significance, as seen in Fig. 1’s
comparison of the four role-based relationships (Table 2).

Fig. 1. Dialogue script

• Partnershipmeans IAswith social identities inmobile phones and carmachines. They
exchange information through natural language, and people can communicate with
IAs; mobile smart agents (Xiaoxin) Advise the intelligent agent of the car (Xiaoying)
to change the strategy through communication and dialogue.

• Representative: It means that both mobile phones and cars have IAs with social iden-
tities. They exchange information through electronic signals, and people can only
communicate with the intelligent agent group’s agents. The mobile phone intelli-
gent agent (Xiaoxin) changes the strategy of the car-machine agent (Xiaoying) by
transmitting electronic signals, and Xiaoxin replaces Xiaoying to end the task.

• Subordinate: It means that among multiple devices, each device has an intelligent
agent with social identity, but there is only one intelligent agent with control author-
ity in various devices, and this intelligent agent controls others in a fixed agent with
natural language capabilities. Equipment and people can communicate with any intel-
ligent agent, and the intelligent agent with the control right can intervene. When a
match occurs in this mode, the mobile phone intelligent agent (Xiaoxin) orders the
car-machine intelligent agent (Xiaoying) to change the original strategy. Xiaoxin gave
a speech to end the task.

• Co-embodiment: It means that amongmultiple devices, each device has an intelligent
agent with a social identity, and the mobile phone intelligent agent (Xiaoxin) can be
transferred between different devices, the intelligent agent will migrate according to
the needs; the mobile intelligent agent will migrate to the car and change the default
policy of the vehicle, and Xiaoxin will end the task by speaking on the car.
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Table 2. Styles available in the Word template

Relationships Interactive object Interactive form

Partnership Mobile phone & The dashboard Conversational information exchange
between IAs

Representative Mobile phone Mobile phone intelligent agent speaks
instead of vehicle intelligent agent

Subordinate Mobile phone & The dashboard Mobile phone intelligent agent to
control car and machine, intelligent
agent

Co-embodiment The dashboard Mobile smart agents migrate to the
car-machine system

3.3 Prototype Design

The prototype is divided into the mobile phone terminal and the car terminal. The car-
machine terminal adopts the map interface as the main view. The feedback page for
route planning and music switching is designed according to the scenario; the mobile
terminal displays dynamic expressions. The Graphical User Interface (GUI) provides
information transmission, listening, and receiving instructions during driving. Different
dialogue forms and language styles [24] and animation effects are used to express other
relationships between agents [7, 10]. The prototype is made by Protopie v 6.2.0, AE,
Figma. The display screen is a three-channel display mode with a total resolution of
5760× 1080 (long)× three connected horizontal displays; Logitech’s driving simulator
is used to make the experiment more realistic; iPad pro is used to simulate the car’s
central control, iPhone11 is used as a test phone.

4 Method

This work concerns the role-based relationship among multiple agents in the driving
context. The experimental design was an offline study between 2 × 4 subjects. The
independent variables were relationships (Partnership, Subordinates, Representative,
Co-embodiment) and control variables (Navigation Planning, Music Switching), result-
ing in 8 situations. Participants were randomly assigned to these conditions to account
for sequence effects [25] during the experiment. This paper deals with the process of
information exchange between multiple IAs. We sequentially design equivalent and
representative prototypes to equally compare the four role relationship concepts.

4.1 Setting

This experiment employs a two-factor mixed design. In-group variable role-based rela-
tionship between agents (Partnership versus Subordinate versus Representative versus
Co-embodiment) is the first independent variable. The second independent variable, a
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between-group variable, was the driving task (Navigation planning versusMusic switch-
ing). Each participant was expected to engage in four role-based partnerships in two dif-
ferent settings. In a simulated driving environment, the problems drove autonomously
while adhering to traffic laws, but they also had to make turns. The quantitative exami-
nation of pertinent experiment questions is conducted mostly with the aid of the Likert
scale. Some tweaks were made to the rankings to make them more acceptable for the
assessment of this study, and some less relevant questions were eliminated to prevent
participants from overproducing throughout the experiment and filling out the ques-
tionnaire. Investigate tiredness. The Robot Social Qualities Scale [5, 12] was used to
determine whether the agent displayed good social attributes in the conversation mode;
the DALI Driving Load Scale [31], a refined version of NASA-TLX [15], was used to
determine the cause of driving stress and was applied to driving activities. In our study,
we utilized five elements, with the exception of interference factors, which are most
applicable in natural driving environments (Fig. 2).

Fig. 2. Experimental scenario

4.2 Pre-experiment

Pre-experiments must be conducted to test the experimental environment and materials
and ensure their validity. A total of 10 subjects were recruited to participate in the pre-
experiment. The pre-experiment is divided into two parts. The first part is to test whether
there are significant differences in the interaction forms of the role-based relational
and whether the subjects can perceive the information in the simulated scenario. After
the pre-experiment verification, the main feedback from the issues was “the difference
between Representative and Subordinate is not obvious enough,” “the voices between
the two agents are too close to be distinguished,” etc. These problems were all carried
out before the formal experiment. Adjustment. The second part is to screen further and
clarify the scenarios. We first listed a list of driving and non-driving tasks, which were
further strained by the users who participated in the pre-experiment, and the scenarios
were sorted according to the frequency of use. In the end, two scenarios of navigation
planning and music switching were selected.
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4.3 Participants

The experimental study used social media to recruit 33 participants. According to the
statistics of the filled-in participant information form, the ages were concentrated in
the 21–40 years old; 16 participants were males, 17 participants were females; 28 of
them were participants Familiar with the intelligent voice agent or had a long-time use
experience; ensure that all participants had a driving license. A total of 30 valid interview
data were collected in the experiment.

4.4 Procedure

The experiment process is divided into the practice, formal, and interview stages. First,
the experimenter briefly introduced the laboratory’s functions and the simulation sys-
tem’s driving operation mode to the subjects and told them the general content of the
experiment. Under the guidance of the experimenter, the subjects will first conduct a
simulated driving practice on the same road setting as the setting in the formal investiga-
tion. During this process, the subjects were familiar with the operation of the simulator,
adapted to the road conditions in advance, and listened to the specific guidance of the
experimental tasks. In the formal experiment, subjects had to experience four different
role relationships in two scenarios, navigation planning, and music switching, respec-
tively. The completion order of the eight experimental groups has been balanced. Each
time the subjects experienced a relationship, the issues were required to fill out a scale to
score the driving experience. It takes about 5 min to complete the driving of one experi-
mental group. Rest periods were arranged in themiddle of the experiment. Subjects were
asked to wear Tobii glasses two during the investigation to collect eye movement behav-
ioral data. In the interview stage, the experimenter conducted semi-structured interviews
with the subjects. The subjects ranked the role-based relationships in different scenarios
according to their feelings and expressed their thoughts on the characteristics of each
relationship (Fig. 3).

Fig. 3. Experimental flowchart
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5 Results

The results mainly come from five aspects: mental workload, eye movement analy-
sis, RoSAS analysis, and interview results. The eye movement response was largely
explained from the behavioral level of the subjects, and the subjective psychological
load and RoSAS analysis were mainly defined from the psychological level. As a sup-
plement, the interview results verified the acceptance and rationality of the role-based
relationship of multiple agents from the side.

A total of 30 valid interviews were conducted in the experimental study, and the
overall rating data of the scale showed good reliability and validity. The alpha reliability
coefficient of the driving load scale data was 0.841, close to the early Lucey[36] small
sample study of 0.8552. The data of the three dimensions of the social attribute scale ana-
lyzed by the samemethod showed excellent reliability: α= 0.912, α= 0.900, α= 0.923.
Preliminary data mean-variance analysis indicated that some demographic attributes of
the participants (e.g., gender and age) did not significantly affect the data’s variability.
Significant differences between different conditions are indicated in the figure, and the
degree is indicated (p < 0.05, marked with*) (p < 0.01, marked with **) (p < 0.001,
observed with ***).

5.1 Driving Activity Load Index (DALI)

DALI (Driving Activity Load Index) is a SWAT technique, and one of the main advan-
tages is that it can identify the source of the driver’s workload. It includes six predefined
factors: attention, interference, situation stress, visual, auditory, and temporal demands.
In this study, we used five elements, excluding interference factors, as this factor is
most appropriate when used in natural driving environments. We judge the difference
in DALI scores from two scenarios; each DALI factor is calculated from the subjects’
scores according to work.

Mental Workload. To test whether the role-based relationship between agents in the
navigation planning scenario impacts the driver’s psychological load, one-way ANOVA
and paired samples T-test were used to compare the driving load scores under differ-
ent role relationships. The mean value analysis was carried out according to the four
role-based relationship conditions. The mean value of DALI Attention Demand showed
that the Co-embodiment index was the highest (M = 21.90, SD = 8.938), followed
by the Partnership index (M = 21.60, SD = 7.917), the indicator of Representative
was again (M = 16.55, SD = 8.918), and the Subordinate was the lowest (M = 15.15,
SD = 7.110). One-way ANOVA showed: F(3) = 3, 505, p = 0.019(p < 0.05), η 2 =
0.123, so it was considered that at least one of the four groups was significantly different
from the other. Paired t-test showed: Partnership and Subordinate (T= 3.84, p= 0.016,
significant difference); Co-embodiment and Representative (T = 3.12, p = 0.044, sig-
nificant difference); Co-embodiment and Subordinate (T = 3.57, p = 0.012, significant
difference), these data show that Partnership requires more attention than Subordinate,
Co-embodiment than Representative and Subordinate in remembering presented infor-
mation. In terms of Auditory Demand, one-way ANOVA showed that F(3) = 0.189, p
= 0.903(p > 0.05), η 2 = 0.007, the difference between the four relationships was not
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significant, which indicated that this kind of driving In terms of Visual Demand, F(3)
= 0.625, p = 0.601(p > 0.05), η 2 = 0.024, among which the difference between Part-
nership and Representative is relatively higher. High but not significant (T = 2.20, p =
0.232, non-significant), and the differences among several other relationships were also
not significant, which may be because the Participants did not pay more to the intelligent
agent in the driving environment. Visual effort; in terms of Temporal Demand, F(3) =
1.911, p = 0.135(p > 0.05), η 2 = 0.070, the difference between the four relationships
is not significant; in terms of Situation Stress, F(3) = 0.032, p = 0.992(p > 0.05), η 2
= 0.012, which indicates that the difference between the four role relationships is not
significant, which may be because the experimental environment is a simulated driving
rather than a more realistic environment (Fig. 4).

Fig. 4. The results of the DALI factors under the role-based relationship in the Navigation
Planning scenario.

Analysis of Music Switching scenario: In terms of Attention Demands, the indica-
tors of Co-embodiment are the highest (M = 17.70, SD = 8.640), the hands under the
Subordinate are the next (M = 14.40, SD = 7.214), and the arrows under the Repre-
sentative is again (M = 14.30, SD = 8.670), and the indicators under the Partnership
is the lowest (M = 13.55, SD = 7.075), which indicated that the Partnership required
less attention than the other three relationships in the Music Switching scenario. From
the one-way ANOVA, it can be concluded that F(3) = 1.084, p = 0.361 (p > 0.05),
η 2 = 0.041, so there is no significant difference among the four groups of data. In
terms of Auditory Demand, F(3) = 0.217, p = 0.884 (p > 0.05), η 2 = 0.009, there
is no significant difference among the four groups of data; in terms of Visual Demand,
the differences between Partnership and Co-embodiment are relatively high, But it was
not significant (T = −1.976, p = 0.419, non-significant), and there was no significant
difference among the four groups of data; in terms of Temporal Demand, F(3) = 0.472,
p = 0.703 (p > 0.05), η 2 = 0.018, there is no significant difference among the four
groups of data; in terms of Situation Stress, F(3) = 0.488, p = 0.692 (p > 0.05), η 2 =
0.019, there is no significant difference among the four groups of data (Fig. 5).

Attention Behavior of the Driver. To explore the eye movement behavior characteris-
tics of each information display mode in the navigation context, Tobbi glasses two was
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Fig. 5. The results of the DALI factors under the role-based relationship in the Music Switching
scenario.

used to collect the eye movement data of the subjects, and Tobii Pro lab was used for
data analysis. Gaze heatmaps and eye-tracking maps were generated according to the
period of the issues.

The Fig. 6 below shows the feature comparison map of the participant’s eye move-
ment behavior in the Navigation Planning scenario. It can be found that no matter what
kind of driving, there are common gaze characteristics. During the driving process, the
participants’ eyes were mainly focused on the front of the road and the car’s central
control; the driver allocated most of their attention to this area to focus on the road
conditions and the route displayed on the screen in real time. Second, participants will
jump between the mobile phone and the car’s central control to obtain road condition
information from the multi-party conversation. Eye movement heatmaps for Partner-
ship, Co-embodiment, Representative, and Subordinate are presented separately. After
comparing the thermal images of different groups, it was found that the Partnership and
Co-embodiment relationships were more frequently concentrated on the mobile phone
and the central control device of the car than on the other two groups. Therefore, it can
be judged that in these two relationships, participants must allocate additional attention.
Under the Representative, the gaze points of the eyes will be relatively concentrated
on the road surface, and less is given to the two devices, so it can be judged that the
participants are more focused on the driving behavior.

Fig. 6. Eye movement thermogram in the Navigation Planning scenario.
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Figure 7 below compares the participants’ eye movement behavior in the Music
Switching scenario. As a non-driving task, the participants’ load is relatively small so
they will focus more on the road. In this scenario, the user’s jump between two devices
showed a more significant difference, with the participant in the Partnership being less
distracted between the devices. In contrast, the participants in the Co-embodiment and
Subordinate showed more significant differences; attention was switched between the
two devices more frequently. This may be because, in entertainment-oriented scenarios,
people see intelligent systems as a level relationship, so an equal and intimate form of a
dialogue between intelligent systems will feel more natural and focus more on driving
behavior.

Fig. 7. Eye movement thermogram in the Music Switching scenario.

5.2 The Robotic Social Attributes Scale Index (RoSAS)

RoSAS is how people think about robots using an evaluation dimension, detecting
whether agents exhibit good social attributes in communication patterns. We want
to know whether the change in the role-based relationship between agents will have
different perceptions of warmth, competence, and discomfort.

Competence Judgments. Thefigure below shows themean difference between the four
role-based relationships under the competence dimension. The indicator of Partnership
is the highest (M = 5.36, SD = 1.064), followed by the indicator of Co-embodiment
(M = 5.02, SD = 1.848), the indicator of Representative was again (M = 4.48, SD
= 1.218), and Subordinate was the lowest (M = 4.82, SD = 1.044). Through one-
way ANOVA and paired T-test, it was found that Partnership and Co-embodiment (T
= 2.376, p = 0.128, significant difference); partnership and agency relationship (T
= 2.211, p = 0.020, non-significant); Partnership and Subordinate (T = 2.834, p =
0.016, significant); Co-embodiment and Representative (T = 0.087, p = 0.420, non-
significant); Co-embodiment and Subordinate (T = 0.363, p = 0.370, non-significant);
Representative and Subordinate (T = 0.207, p = 0.928, non-significant).

Warmth Judgments. The figure below shows the mean difference between the four
roles-based relationships under thewarmth dimension. The indicator of Partnership is the
highest (M= 5.18, SD= 1.004), followed by the indicator of Representative (M= 4.80,
SD = 1.278). The Co-embodiment indicator was again (M = 4.54, SD = 1.297), with
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the lowest Subordinate (M= 3.84, SD= 1.131). Through one-way ANOVA and paired
T-test, it was found that the Partnership and Co-embodiment (T = 9.115, p = 0.007,
highly significant); the Partnership and Representative (T = 7.464, p = 0.110, non-
significant); Partnership and Subordinate (T = 2.834, p = 0.000, highly significant);
Co-embodiment and Representative (T = −1.198, p = 0.273, non-significant); Co-
embodiment and Subordinate (T= 0.994, p= 0.003, highly significant); Representative
and Subordinate (T = 2.142, p = 0.000, highly significant).

Discomfort Judgments. The figure below shows the mean difference between the
different role-based relationships in the discomfort dimension. The index of Co-
embodiment is the highest (M = 3.40, SD = 1.485), followed by the index of Sub-
ordinate (M = 2.66, SD = 1.437), the indicator of Partnership was again (M = 2.64,
SD = 1522), and Representative was the lowest (M = 2.34, SD = 1.042). Through
one-way ANOVA and paired T-test, it was found that Partnership and Co-embodiment
(T=−4.806, p= 0.007, highly significant); Partnership and Representative (T= 0.444,
p= 0.280, non-significant); Partnership and Subordinate (T=−1.148, p= 0.943, non-
significant); Co-embodiment and Representative (T = 4.862, p = 0.000, significant);
Co-embodiment and Subordinate (T = 3.355, p = 0.008, significant); Representative
and Subordinate (T = −1.487, p = 0.249, non-significant) (Fig. 8).

Fig. 8. Bar graph of RoSAS of role-based relationships

5.3 Analysis of Interview

To compare the user experience differences between the four role-based relationships in
different scenarios, we conducted a multivariate analysis of variance. From the study of
variance test results, it can be concluded that the significance of the role-based relation-
ship is p= 0.000; the significance level of the scenario is P= 0.017. The importance of
the interaction between the two factors is also less than 0.05, indicating that the exchange
of the two factors significantly impacts user experience perception.

The four kinds of role-based relationships are sorted by preference in two different
scenarios, and the results are shown in the figure. It can be seen from the figure that
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the user’s choice for the role-based relationship is other in different scenarios: in the
Navigation Planning scenario, 40% of the users prefer Representative, and 36.67% of
the users rank the Co-embodiment last; In the Music Switching scenario, 46.67% of
users ranked Partnership first, and 40% of users ranked Subordinate last. In short, users’
preferences for role-based relationships also vary in different scenarios. Partnership and
Representative are generally more popular, while Subordinate and Co-embodiment have
typically little difference and are ranked lower (Fig. 9).

Fig. 9. Preference ranking percentage chart

6 Discussion

The results of data analysis are studied from the perspective of role-based relationships.
From the corpus of users, it can be found that users have different views on different
communication modes. Based on these analyses, we can start from the characteristics of
different communication modes and apply different communication modes to appropri-
ate scenarios to improve user experience. The comparison of different communication
modes is shown in Table 3.

The findings for different communication modes seem somewhat different from the
expected impressions, and hypotheses 1 and 2 are partially supported. In Navigation
Planning scenarios, users prefer Representative and Subordination; in Music Switching
scenarios, users prefer Partnership. The different role-based relationships between agents
should be considered in conjunction with specific driving tasks and design requirements.
Participants believe that Partnership shows more warmth than other relationships, and it
is also interesting to apply it to agents. Still, subject to complex interaction logic and agent
relationships, users generally believe this relationship seems redundant and unnecessary
in efficiency-based scenarios (Navigation Plan). Therefore, Partnership is suitable for
scenarios emphasizing attractive and emotional attributes, such as music switching,
or some settings emphasizing easy-to-understand and natural social interaction. The
Representative correlates with the experimental results of the representation pattern in
Tan’s study. Some participants said that their natural language when communicating
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with people and machine behavior when communicating with machines showed a sense
of delay, but because a device replaced the speech throughout the whole process, it
made the participants feel clearer, which was consistent with the expected impression. Is
biased. Users said that the Representative is more concise and efficient, and they can pay
more attention to the road conditions during driving. Some participants also noted that
the Representative is suitable for scenarios that need to express multiple social identities
without the spatial conditions for voice communication, such as remote control.

The Subordinate also deviates from our expectations. Some users said that although
theSubordinate is very efficient, the apparent superior-subordinate relationshipwill bring
a sense of oppression and discomfort. Bring a sense of authority. Therefore, Subordinate
is suitable for scenarios with great attention to efficiency and trust, and it is safer to
choose affiliation when the requirements are unclear. The Co-embodiment has novel
and exciting characteristics. Participants said that under this relationship, the integrity
of the devices is more robust, and the participants generally think of future autonomous
driving scenarios. Of course, some participants said that the degree of freedom of form
that can shuttle between different devices is too high, and there will be a feeling of losing
control. Overall, the Co-embodiment applies to a wide range of scenarios, and there will
be more exploration in future driving scenarios.

Table 3 .

Relationships Advantage Disadvantage Features Suitable scenario

Partnership The highest
social attributes

Not concise
enough, slightly
verbose

Kind and
natural

Natural social,
leisure, and
entertainment
scenario

Co-embodiment Strong integrity Confusion Flexible and
fun

Autonomous driving
scenario

Representative Can be
connected
remotely

Strong sense of
delay

Concise Scenarios that focus
on efficiency and
driving safety

Subordinate Strong
execution and
high efficiency

Strong sense of
oppression

Efficient and
boring

Efficiency-oriented
scenarios

After completing the experiment, we sent the Big Five Personality Scale to the
participants in the experiment, hoping to make discoveries on the preference for the
relationship between personality and role. According to previous studies, extraversion is
the most easily perceived personality trait in oral language, and agreeableness represents
an individual’s attitude toward others. Therefore, the research on the relationship between
personality and attitude-voice focuses on examining the extraversion in the Big Five.
Extraversion and Agreeableness are two traits, so we also choose these two traits as the
essential reference in this study. The questionnaire feedback shows that among the 30
users who participated in the test, the proportion of high Extraversion users is about
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57%, the balance of high agreeable users is about 60%, the proportion of high openness
users is about 47%, and the ratio of high Conscientiousness users is about It is 63%. The
balance of high Neuroticism users is about 13%. After analysis, it is found that there is
no apparent relationship between personality traits and role relationships. This may be
because the participants will pay more attention to driving in the driving scenario, so
when sorting preferences, they will prioritize completion efficiency, whether driving is
distracted, etc. factor.

7 Conclusion and Future Work

This paper proposes a framework for roles-based relationships in driving environments
and discusses the differences in user preferences for different relationships.We designed
an experiment to test our hypothesis by comparing Partnership, Co-embodiment, Rep-
resentative, and Subordinate through a simulated driving environment. In the current
study,we compared the four role-based relationships regardingpsychological conformity
and investigated the differences in driving load and attention behavior among different
role-based relationships. We evaluated our proposed framework using the DALI ques-
tionnaire, trend analysis of experimentally collected eye gaze data, and the Supervisor
ImpressionQuestionnaire. The results ofDALI show that theRepresentative is prominent
in driving scenarios. Its concise communication mode requires less eye-gazing behavior
and is more suitable for task-oriented methods. It is also demonstrated that Partnerships
have higher social attributes and need less eye-gazing behavior in entertainment-oriented
scenarios, which is ideal for naturally social, casual, and entertaining systems. There-
fore, in different scenarios, users show distinct preferences for role-based relationships.
Trend analysis shows that our proposed role-based relationship framework is expected
to play a design guiding role in multiple IAs designs in driving scenarios. More sce-
narios, including driving takeover and autonomous driving, will be considered in future
research.
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Abstract. Dangerous driver behavior can arise from different factors:
distraction, sleepiness, and emotional states like anger, anxiety, bore-
dom, or happiness. The Driver Monitoring Systems (DMS) collect data
on driver behavior and emotional states, which can help design safer driv-
ing systems. Human-machine interfaces (HMIs) can leverage the detec-
tion of altered states and foster a safe driving style. To this end, we
presents two visual HMI prototypes designed to assist drivers in coun-
tering distraction conditions and emotional states of too high or too
low activation. The HMI prototypes combine voice assistance, ambient
lighting, and visual displays. The HMI visual strategies are designed to
indicate the dangerous conditions to the driver and to provide the driver
with additional information about the type of dangerous state detected.
This work provides details on the design and of the methodology applied
to evaluate the two HMI prototypes and presents the results of a user
assessment with 26 participants, showing insights into user attitudes and
helping to identify future design directions.
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1 Introduction

Most traffic accidents are caused by dangerous driver behavior: human error
is responsible for more than 90% of all motor vehicle accidents [1]. The driver’s
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state is therefore critical: distraction, sleepiness, and altered mental and physical
conditions can lead drivers to misjudge the road situation and put themselves
and others at risk.

Recently in the field of human-machine interaction there has been a focus on
emotional conditions that can negatively affect driving [3,15,22,32]. Emotions
such as anger, anxiety or boredom can increase the frequency of aggressive behav-
ior, lead to overlooking important details or lower attention levels [3,15,22,32].
Even overly positive emotions, such as too much happiness, can lead to danger-
ous driving because the driver underestimates dangerous situations [15].

Drivers may not always be impeccable, but it is reasonable to think that
pointing out their unsafe driving status may lead drivers to take action on their
status by stopping or trying to refocus. Imagining in-vehicle systems for moni-
toring and communicating unsafe states can therefore make a difference. Tech-
nological advances have led to new development and research possibilities in the
automotive field. The ability to collect numerous data on driver state and behav-
ior offered by Driver Monitoring Systems (DMS) can help to design increasingly
safe and intelligent driving systems, nudging the driver in a secure state. Indeed,
by collecting monitoring data, such as facial expressions, body temperature, tone
of voice, heart rate, and movement style, emotions can be detected, and driving
states classified [7,25].

Designing human-machine interfaces (HMIs) that can leverage the detection
of altered states and then foster the driver to a safe driving style is the next step
in the automotive industry. For a long time, the design of HMIs depended first
on the limitations and then on the breadth of technological capabilities [10], but
it is nowadays outstanding that it has to be taken into account at first that the
driver can handle just a limited amount of information to avoid dangerous driving
situations [10]. Thus there has been a shift from technology-centered approaches
to human-centered approaches, trying to design interfaces that follow the criteria
of usability, non-distraction, and acceptance, and involving drivers in HMI tests
to identifiy promising and effective solutions [10].

In this paper we present two visual HMI prototypes built on top of advanced
DMS and the user tests conducted to compare them. The work hereing presented
is part of European project NextPerception1, which began in 2020 and will be
completed by 2023. Composed of more than 40 European partners, the project
aims to improve safety critical domains leveraging systems based on distributed
architecture of sensors and artificial intelligence components that perform com-
plex human monitoring functions, such as those peculiar to the Driver Monitor-
ing System. NextPerception Driver Monitoring System can detect the so-called
Driver Complex State (DCS), i.e., a set of state indicators dealing with cognitive
distraction, visual distraction, emotion type and arousal of drivers, allowing this
way to understand how to best help them in dangerous driving situations [7].
The HMI prototypes are designed considering recent research efforts in the field
and combine vocal assistant and ambient lighting to help the driver cope with
dangerous situations in partial autonomous driving scenarios.

1 https://www.nextperception.eu.

https://www.nextperception.eu
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Given the different nuances that a driver’s state can take, there are several
initiatives that the HMI can take to help the driver regain a driving-conscious
state. In combination with a voice assistant and ambient lighting, two strategies
have been created for the visual part of the HMI on the car’s dashboard: a
minimalist one, geared toward indicating only the dangerous condition due to a
dangerous state of the driver detected by the DMS, and a more articulate one,
geared toward providing the driver with more information about the type of
dangerous state detected.

The objective of this study is twofold. On the one hand, we propose the
design an HMI strategy aimed at helping the driver in avoiding or countering
distraction conditions, and/or states of too high activation, such as anger, stress,
or anxiety, as well as too low ones such as drowsiness. We provide details about
the functioning and about the rationale behind the HMI strategies we defined
according to the possible detected states leveraging a vocal assistant, ambient
lighting and eventually music, as well as visuals. In particular, two different visual
concepts have been designed: the first one is aimed at providing the driver with
further information about the quality of the dangerous state that have been
detected by the DMS, thus explaining why the HMI is acting in a certain way,
while the second one is only aimed at visually informing them that a dangerous
state have been detected. On the other, we evaluate the designed HMI strategies.
The evaluation proposed in this paper aims to answer the following research
questions:

– RQ1: what is people’s attitude toward an in-vehicle HMI strategy that seeks
to keep the driver in a safe state?

– RQ2: what are the user experience differences that can be detected between
the two HMI proposals?

Indeed, understanding these issues is helpful in identifying solution strategies
on which to focus future design efforts. To this aim we conducted a user study
leveraging a driving simulator and present the results in the following.

The rest of the paper is organized as follows. In the next section, the reader is
provided with the state-of-the-art features about the Driver Monitoring System
solutions realized in the context of European project NextPerception and about
the enabled user scenarios. Then, we present the design of two driver state-
aware HMI strategies aimed at keeping the driver in a safe state. In Sect. 4,
the methodology applied for the evaluation of the HMI prototypes is presented,
followed by the presentation of the results of the user-based experimentation in
Sect. 5 and their discussion in Sect. 6. Finally, final remarks and design driving
directions are identified in Sect. 7.

2 NextPerception DMS and Enabled User Scenarios

Driver monitoring systems are aimed at timely understanding different aspects of
the driver’s psychophysiological state for the sake of the driving task safety, both
in manual and in partially autonomous driving, where the role of the human is
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the one of being a reliable fallback [17,19]. Indeed, the state information provided
by such monitoring systems can be leveraged to adapt the vehicle human machine
interface to better communicate with the drivers and to help in keeping them in
the loop effectively, such as by recalling their visual attention on the road when
needed [14], or by regulating emotional conditions that have a negative impact on
the driving performance [3,32]. Visual distraction and also cognitive distraction,
defined as the detour of the subject’s attention from the primary task of driving
to secondary tasks or the driver’s mind [16], are both undesired state condition
since pave the way for a geopardized situation awareness of the driver during the
driving task. Emotions such as anger, anxiety, and euphoria as well, have been
proved to have negative effects on the driver behavior and judgement of driving
situations [3,8,15]. Indeed, considering the Russel’s circumplex of emotions [28],
it has been widely recognized that the safe zone, corresponding to the most
suitable condition for driving, is the one having a medium arousal and a positive
valence for the emotional components of the driver state. [2,5]

Nowadays, driving monitoring systems can benefit from the availability of
a plethora of heterogeneous sensors, each one capturing specific cues useful to
build, by means of distributed artificial intelligence components, a comprehensive
picture of the current driver’s state [14,17,19].

NextPerception Driver Monitoring System (DMS) is aimed at detecting cog-
nitive distraction, visual distraction, emotion type and arousal of drivers to
understand how to help them at best in safety-critical situations [7]. To this
aim, the solution developed in the project leverage different driver’s data cap-
tured a set of in-car sensors to have a complete picture of the so-called driver
complex state. Focusing on the combined measurement of cognitive, behavioral,
and emotional factors collected through unobtrusive sensors, such a DMS is able
to fuse data and obtain a 0 − 100 fitness to drive index estimating the driver’s
ability to have control of the vehicle [20]. This information about the state of
the driver, combined with an estimation of the external driving environment
is exploited by a Decision Support System (DSS) in charge of determining the
most appropriate action to support the user: this action ranging from starting a
“state recovering” strategy by means of the HMI, for example for calming down
or refocusing the driver, to take over the control of the vehicle from the driver
to the automation for the sake of safety. This is indeed one of the driving sce-
narios that is envisioned in the partially automated driving. At the inner core
of this system, however, there is the DMS with its capability of understanding
the driver state, according to their behavioral and psychophysiological signals.

To facilitate the design of the driving scenarios enabled by this cutting edge
technology, a set of hypothetical scenarios have been developed: they show the
kind of help the vehicle automation can provide to the driver, thanks to the
monitoring function of the DMS.

The user stories considered in this study are those of Michael and Peter, two
ordinary people who use partially autonomous vehicles during ordinary journeys,
and who for different reasons find themselves in unsuitable conditions for driving:
thanks to the detection capabilities of the state of the driver, by means of the
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DMS, the vehicle can therefore decide to take control or to give appropriate
suggestions to the driver aimed at increasing the safety level of the driver-vehicle
system:

– Peter (distraction-focused use case): Peter is driving into town to pick up
his daughter from kindergarten. He is in a great hurry and is agitated since
he is running late. While driving, he receives an important message from his
boss that he must respond to immediately. He then starts composing the
reply using his cell phone and driving badly. The DMS detects that Peter is
too agitated and distracted to drive, and so the voice assistant urges Peter
to focus. However, Peter continues to be too distracted, and so the voice
assistant asks him if he wants to activate autonomous driving. After Peter’s
affirmative answer, the automation takes control of the vehicle.

– Michael (drowsiness-focused use case): Michael is facing a long overnight
journey on a highway road in his truck, and suddenly he begins to feel
tired. Using sensors, the DMS detects Michael’s distraction. The vocal assis-
tant is activated and prompts Michael to focus and to put on his favorite
rhythm playlist, while enhancing the internal ambient lighting. Michael does
not respond to the voice assistant’s suggestion, however, because he is falling
asleep. The DMS detects the dangerous situation and, consequently, the vocal
assistant announces that autonomous driving is activated.

3 Designing the DMS-Enabled Human Machine Interface
Strategy

As presented in Sect. 2, according to the DSS decision, the HMI is called to:

– implement a recovery strategy to convey the Fitness to Drive index (FtD) in
a safe range

– allow the passage of the driving control from the driver to the vehicle automa-
tion (and from the vehicle automation to the driver)

– signal the implementation of a recovery maneuver in case of inability to drive
both of the vehicle automation and of the driver because of their usafe state

Since vocal interaction (and the mirrored visual interface) appears to be a
promising solution to tackle the in-car interaction with the vehicle intelligence
[21], all the dialogues between the automation and the users in the HMI use
cases are implemented in that way.

The recovery strategy is applied in case dangerous circumstances are
detected, such as prolonged visual and/or cognitive distraction, unsafe emo-
tional conditions detected, and the DSS judges there is enough time to try to
recall the driver in a safe state.

This is the case where, for example, the driver might have to take back control
of the vehicle, but they are too emotionally upset to do that; or, for example,
when the driver is driving erratically because committed to secondary tasks such
as texting for urgent communications.
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Recovery strategies can include warnings to refocus on the primary task of
driving, as well as emotion regulation approaches based on ambient lighting
[13], music [3], breathing exercises [32], and so on, to lead the emotion compo-
nent of the driver complex state in the so-called safe zone of a medium positive
valence and arousal [3]. State of the art research work has shown that there is no
one-fits-all approach when coming to the emotion regulation, and that personal-
ization shall be taken into account to match users’ personalities and preferences
[2,23,31].

While reactive HMI solutions of that kind are applied in a corrective way,
preventive solutions should be taken into consideration to foster the application
of safe driving behavior (i.e., focused, wise, and emotionally controlled) in gen-
eral. Gamification strategies [24] and digital nudges [6] are starting to become
explored in the HMI research for the automotive field in that way [9].

One of the challenges for the HMI is effectively communicating to the user
the why of the HMI adaptive behavior, i.e., the motivation because the in-vehicle
interaction is acting in a specific way [18]. The user indeed must understand why
the HMI is acting in a certain way according to his state as detected by the DMS
to develop trust in the system and foster its acceptance.

Based on these considerations, we decided to implement the visual strategies
of the HMI by exploiting the instrument panel (a 20 cm × 35 cm display behind
the steering wheel). We also integrated a series of intervention strategies based
on music, ambient lighting (implemented by Philips Hue5 LED light stripes),
and vocal interaction.

3.1 Recovery Strategies

Recovery strategies are applied in case dangerous circumstances are detected,
such as prolonged visual and/or cognitive distraction, unsafe emotional condi-
tions detected, and the DSS judges there is enough time to try to recall the
driver in a safe state. More precisely, recovery strategies are activated when the
Fitness to Drive index is below the safety threshold and the driving situation
is considered safe enough to try to activate a state recovery strategy. Recovery
strategies have to be declined into different cases according to the monitored
driver state that has been judged by the DMS as dangerous with a consequent
Fitness to Drive index below the safety threshold.

Dangerous driver states are identified in the following cases:

– distraction: visual distraction (when the subject is not looking at the road
and then could miss important events) OR cognitive distraction (when sub-
ject’s attention is diverted from the primary task of driving towards in-car
secondary tasks or mind wandering). In both cases, the HMI should try to
recall the subject’s attention to the primary task.

– high activation: this could be the case of (i) high arousal and positive emotion
(for example, euphoria), or (ii) high arousal and negative emotion, as in the
situation of anger and anxiety, or fear. It is important in that case to convey
the activation level in the middle level, where the safe zone is identified, thus
applying in both cases a relaxing strategy.
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– low activation: This could be symptomatic of an extreme calm (positive
valence) or boredom (negative valence) and also of drowsiness and of fatigue.
Similarly to the precedent case, the arousal should be brought back to the safe
zone, thus increased to allow an acceptable level of activation of the subject.
In that case, that means to implement an activating strategy.

– distraction and high activation.
– distraction and low activation.

Given this rationale, three main HMI recovery strategies have been identified:

– refocusing : the HMI is aimed at call back the driver’s attention on driving
The refocusing strategy applies whenever visual distraction and/or cognitive
distraction are detected, thus even in combination with altered emotional
states. The proposed implementation strategy involves both the visual and
audio HMI channel to warn the driver of their unsafe behavior. A vocal inter-
action warning message is accompanied by a proper representation of the
issue on the instrument panel.

– relaxing : the HMI is aimed at lowering the too high activation level of the
subject The relaxing strategy applies whenever too high levels of arousal are
detected. The proposed implementation strategy involves a visual representa-
tion of the issue on the instrumental panel and a concurrent vocal interaction
prompting the playing of a relaxing playlist, which is assumed to be per-
sonalized by the driver in a previous configuration moment. Moreover, the
ambient lighting increases progressively the intensity of the blue light, since
it has been proved to have positive effects in relaxing people.

– activating : the HMI is aimed at increasing the too low activation level of the
subject The stimulating strategy applies whenever too low levels of arousal
are detected. The proposed implementation strategy involves a visual rep-
resentation of the issue on the instrumental panel and a concurrent vocal
interaction prompting the playing of the driver’s favorite power-up playlist,
which is assumed to be personalized by the driver in a previous configuration
moment. In addition, the ambient lighting increases progressively the inten-
sity of the orange light, since it should have positive effects in increasing the
activation level of people.

The application of each strategy is associated with the aforementioned driver
complex state cases as depicted in Table 1.

The detected valence of the emotion felt by the driver is exploited to have
the vocal interaction empathizing with the driver and explaining to them why
the HMI is starting acting in a certain way. As an example (case 2.1 in Table 1),
when the driver is feeling anger, or frustration, or anxiety or fear, the vocal
interaction, in the recovery strategy message, would say “Hey, you seem a little
bit too agitated...What about your relaxing playlist?”, while when the driver is
experiencing euphoria or is particularly elated (case 2.2 in Table 1), the vocal
interaction would say “Hey, you seem a little bit too up... What about your relax-
ing playlist?”. By using the phrase “you seem a little bit too up” or “you seem a
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Table 1. HMI recovery strategies associated with different driver complex states.

Case n Distraction Arousal Valence HMI strategy

1 present normal any refocusing

2 absent high 2.1 - positive
2.2 - negative

relaxing

3 absent low 3.1 - positive
3.2 - negative

activating

4 present high any refocusing + activating

5 present low any refocusing + activating

little bit too agitated”, the vehicle intelligence is, on the one hand, demonstrat-
ing empathy with the driver since it understands what is going on with their
state, and, on the other hand, is explaining why the car HMI is adapting in a
certain way, in the specific case by changing the ambient lighting and proposing
a relaxing or empowering playlist. In case of low activation (case 3.1 and case
3.2), the message of the vocal interaction would say respectively “Hey, you seem
a little bit tired...What about your power-up playlist?” and “Hey, you seem a
little bit sluggish...What about your power-up playlist?” respectively for nega-
tive and positive valence. Finally, when both distraction and extreme levels of
activation are detected, the vocal interaction would simply say “Hey, you seem
a little bit too distracted”, followed by the proposal of the playlist to be used
to respectively relax or stimulate the driver (“What about your relaxing playlist
to help you focus on driving?” and “What about your power-up playlist to help
you focus on driving?”). This simplification has been chosen to let the driver
reflect primarily on their inattention, and then the emotion regulation by music
is presented by the vehicle intelligence as a means towards the primary goal of
refocusing.

3.2 Visual HMIs: Warning vs Continuous

During the design of the HMI, it was decided to explore two different concepts
related to the visual communication of the information that the DMS detected
about the driver’s state. Therefore, two different visual HMIs were designed: a
minimalist one, called “warning”, oriented to indicate only the dangerous con-
dition due to the driver’s dangerous state, and a more articulate one, called
“continuous”, oriented to provide the driver with more information about the
type of dangerous state detected.

The visual concept of the HMI has been implemented on the instrument
panel, and the space exploited is that of a semicircle to be displayed through the
steering wheel of the driving simulator. For both HMIs, the space was divided
into two sections:

– the top section is dedicated to ordinary driving information (driving part).
This has remained graphically unchanged between the two HMIs;
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– the bottom section is dedicated to explaining to the driver the logic of adapt-
ing the HMI to the driver’s state (driver state part). This part has varied
between the two HMIs depending on the logic followed.

The warning HMI was designed following the concept of simplicity and imme-
diacy, deciding to communicate with the driver only when his driving status is
no longer safe. This concept, in graphical terms, has been represented by warn-
ing lights (represented by an exclamation mark in a triangle) accompanied by
the words “Dangerous driver status”, which appear in the center of the section
dedicated to the driver’s status at the moment when the fitness to drive is below
the safety threshold (Fig. 1).

The continuous HMI, on the other hand, was designed following theories
related to digital nudge [6] and Quantified Self applied in automotive [2,30].
The concept behind it is that the driver, by visualizing and self-monitoring their
driving state, may be able to better understand why and to what extent their
driving state is unsafe and, with this increased awareness, be able to return to
a safe zone. Given these goals, the user is given a simplified view of the aspects
of the driver’s complex state that are measured through the DMS: level of dis-
traction (merging visual and cognitive distraction detection), level of activation,
and subsequent fitness to drive in the vehicle. These three aspects were then
rendered graphically in the continuous HMI in the following way (Fig. 2):

– on the left was placed the distraction indicator that constantly indicates to
the driver the distraction level2 and also the limit beyond which distraction
level is high and therefore dangerous: in this case, the indicator turns orange
and the indicative light comes on;

– on the right was placed the activation indicator that continuously maps the
user’s arousal level3, and whose safety zone is within the two limit indicators
(i.e., a medium level of activation, to stay in the “safe” emotional zone).
When the activation is too high or too low, the indicator turns orange and
the related light comes on;

– in the center, on the other hand, is a numerical fitness to drive indicator
that shows, in percentage, whether or not the user is fit to drive. When
the threshold falls below the limit, a warning light (exclamation mark with
triangle) appears in conjunction with one or both status indicators, and the
percentage turns orange.

4 Methodology

The two HMI concepts designed as described in the previous section need to
be tested with real users to see if they can be considered promising solutions.
2 The level of distraction is calculated as the maximum between the percentage of

visual distraction events detected in the observation window and the percentage of
cognitive distraction events detected in the observation windows.

3 The level of arousal is calculated as the average value of the N numerical estimations
of the arousal performed by the arousal classifier in the observation window.



Nudging the Safe Zone 175

To this aim we designed an experimental evaluation leveraging a driving simula-
tor to understand what are the effects they could play in a driving environment
from a user experience perspective. Namely, we want to assess and compare the
acceptance features, the user experience and the comprehensibility of the two
proposed solutions to nudge the driver in a safe state, by identifying pros and
cons, and to provide a comparison gauge for future design evaluations.

To this aim we designed an experiment where participants would have been
divided into two groups: a first group testing the continuous HMI and a second
group testing the warning one. Within each group, each participant would have
tested only one user scenario, namely or the Michael’s one (drowsiness focused)
or the Peter’s one (distraction focused), realizing this way a 2x2 between study
with two independent variables: the HMI to be tested (warning vs continuous)
and the scenario (Peter vs Michael).

Each participant, after having filled an entry questionnaire, is asked to drive
on an urban or highway road (according to the assigned scenario) for three
minutes. This allows the participant to familiarize with the driving simulator
environment.

After the driving trial, the participant listens to a presentation of the corre-
spondent user scenario performed by the experimenter: in this phase, the exper-
imenter leverages the illustration of the scenarios by means of vignettes, like the
one shown in Figs. 1, 2. The participant is then asked to empathize with the
protagonist of the story, and is told that they are going to drive in the same
context of the protagonist, where the on-board HMI will perform as described
in principle in the vignettes. The participant is told that after this second driv-
ing trial they would be asked to fill-in an exit questionnaire to assess the user
experience. The driving simulation is conceived to let the participant live in first
person the envisioned in-car scenario and to assess in a more conscious way the
interaction with the HMI prototype.

The driving trial lasts 5 min. A recorded narrator’s voice reminds the par-
ticipant what the protagonist of each story is doing in the various minutes of
the guide. For example, the narrator’s voice in Peter’s scenario starts by telling:
“Peter drives in a hurry because he is late to pick up his daughter from kinder-
garten. Meanwhile, he chats with his boss about an urgent business deal.”; then,
the HMI behaves according to the mentioned driver state, namely by activating
the vocal assistant saying “Peter, you seem distracted...Pay attention to driv-
ing!” and modifying the visual interface corresponding to the prototype of the
participant group (warning vs continuous). The HMI interaction is then simu-
lated and is played according to the user scenarios, not according to the real
participant state: the participant is aware of that, since it has been explained
before the test.

To consider the participants characteristics and to assess the dependent vari-
ables of interest for the study, an entry questionnaire and an exit questionnaire
followed by a de-brief interview have been designed as described in the following
subsections.
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4.1 Entry Questionnaire

The entry questionnaire was aimed to understand what kind of people joined
the experimental session from the perspectives of attitude towards technology,
personality, and familiarity with the DMS and its sensors. Because of that, we
designed a questionnaire leveraging preferably standard tools, and ad-hoc ques-
tions only when needed.

The sections considered in the entry questionnaire were:

1. demographics (age, gender identity, level of education, years of driving expe-
rience);

2. a short validated version of the big 5 questionnaire to identify personality
traits [12];

3. the ATI questionnaire to assess the openness towards the usage of technology
[11];

4. the familiarity towards (i) driving experience in cars equipped with driver
monitoring systems; (ii) knowledge of driving monitoring systems in general.
These items were evaluated by asking participants their level of familiarity
on a 7 point Likert scale ranging from 1 - Very Low to 7 - Very High.

Fig. 1. Peter’s scenario side by side with the warning HMI.
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4.2 Exit Questionnaire and Interview

The exit questionnaire followed the same design principle of the entry question-
naire. We leveraged preferably standard questionnaires to assess the constructs
of interest for the study and ad-hoc questions only when needed. Namely, after
the driving simulation, we proposed to participants the following:

– to assess their user experience according to the UEQ-short form questionnaire
[29];

– to assess the usability of the proposed HMI approach according to the SUS
questionnaire [4];

– the perceived usefulness, trust towards the system, perceived behavioral con-
trol, willingness to pay, willingness to buy, endorsement and behavioral inten-
tion according to the questionnaire we found in [27] to assess the acceptance
towards driver monitoring systems;

– finally, to check the perceptibility of the interface, we designed an ad-hoc quiz
of four questions. They checked if the participants were aware of the changes
and positions of distraction and activation indicators as well as of the danger
indicator during the driving simulations.

Written open comments were registered as well, to check what worked and
especially what did not according to the participant’s judgment.

The compilation of the exit questionnaire was followed by an exit interview of
the experimenter asking a free comment about the overall experience, and more
specific questions about their opinion of the effectiveness of the recovery strategy
applied in each case (what about the vocal assistant / visual interface / ambient
lighting or music). The alternative interface is shown on a paper prototype to
ask for rapid feedback about the alternative visual strategy.

5 Results

Participants were offered compensation in the form of Amazon shopping vouch-
ers as an incentive to participate in the experiment. 32 participants joined the
experiment. Because of the driving simulation sickness that was reported by par-
ticipants after the driving trials, we had to remove the trials of 6 people from
our sample. The 26 considered participants (13 Females, 13 Males), are aged
24 − 58 years (M = 34.9, SD = 10.98), all of them with at least 3 years holding
a driving license. The 26 participants are distributed as in the Table 2. The two
groups had similar characteristics in terms of gender (C: 4 Females, 7 Males; W:
9 Females, 6 Males), age (C: M=36.4; W: M=33.8) and obtained similar scores
in the Big5 questionnaire.

At the beginning of the test, participants were asked to answer a list of
questions related to their relationship and familiarity with technology and driver
monitoring systems. Generally, participants obtained high values regarding their
openness towards the usage of technology (M = 4.34, range 1 − 6) even if their
familiarity and experience with driving monitoring systems were not very high
(familiarity mean = 3.12; experience mean = 1.7; range 1 − 7).
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Fig. 2. Michael’s scenario side by side with the continuous HMI

Table 2. Distribution of the 26 participants per groups.

Continuous HMI (Group C) Warning HMI (Group W)

Peter’s scenario 4 7

Michael’s scenario 7 8

The level of acceptance has been investigated focusing on different aspects
presented in [27] as important acceptance predictors besides usability, that was
considered by means of the SUS questionnaire. Participants were asked to express
with a 7-point scale their opinion regarding the perceived utility of the HMIs,
their level of trust, the perceived behavioural control, the level of endorsement
and the behavioural intention. All these factors identified a global level of accep-
tance. Both interfaces obtained high value considering the average of such factors
(C: M = 5.84; W: M = 5.68) and no significant differences between HMIs has
been found.

In confirmation of the good acceptance of the two systems, the willingness to
buy for both HMIs is high. Both the continuous and warning interfaces obtained
a score of 5.8 (range of the scale from 1 to 7). In Tables 3 and 4 are reported
the willingness to pay of participants in case they have to buy a new car (most
frequented classes: 250e – 500e for prototype C and 751e – 1000e for prototype
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W) and if they have to add this new feature on their current vehicle (most
frequented classes: 501e – 750e for both).

Table 3. Willingness to pay the feature on a new vehicle.

less than
250e

250e
–
500e

501e
–
750e

751e
–
1000e

1001e –
1250e

1251e –
1500e

more than
1500e

Continuous 1 6 2 0 1 1 0

Warning 1 4 3 6 0 0 1

Table 4. Willingness to pay the feature on the current vehicle.

less than
250e

250e
–
500e

501e
–
750e

751e
–
1000e

1001e –
1250e

1251e –
1500e

more than
1500e

Continuous 2 3 4 0 0 2 0

Warning 2 4 5 4 0 0 0

For the usability aspects, participants were asked to evaluate the systems
using the System Usability Scale (SUS). Generally, participants reported they
would like to use both systems frequently and reported that the systems were
easy to use. The warning system obtained a higher score (SUS = 81.67) than
the continuous system (SUS = 80.45), but both conditions obtained quite high
values and both systems obtained results above the normative average (68).

We also assessed the overall user experience using the User Experience Ques-
tionnaire - Short form (UEQ-S). The range of this questionnaire is from −3 to
+3 and the average of all values obtained are positive. The general value of the
user experience is statistically higher (F=5.6; p< .05) for the warning interface
(M=1.16) than for the continuous interface (M=1.09). Although this general
result, for specific subscales the Continuous HMI obtained higher values as for
example for the stimulation level (C: M=1.05; W: M=0.9), the perspicuity level
(C: M=1.66; W: M= 1.53) and statistically higher for the attractiveness (C:
M=1.2; W: M= 1.08 F=7.17; p< .05). On the other hand, the warning HMI is
considered better for other values as the novelty (W: M=0.88; C: M= 0.48), the
efficiency (W: M=1.13; C: M= 0.91) and the dependability (W: M=1.40; C: M=
1.25).
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Fig. 3. UEQ-S results.

At the end of the exit questionnaire, the participants answered a quiz about
the visual HMIs. The scores obtained in both interfaces are quite low (W:
M=1.36; C: M= 1.07, Range 0-4) and detailed messages, as for example changes
of the distraction level, activation level or fitness to drive indicator have been
missed.

5.1 Analysis of the Open Comments and of the Interviews

Open comments of the exit questionnaire have been analysed according to a
thematic analysis performed by two of the authors. Codes have been identified
independently and then, after a merging phase, the final set has been defined.
Agreement has been achieved by discussion for the identification of each code in
the participants’ open comments.

The most recurrent topic is about the perceived usefulness of the experienced
system. 16 people judged the system as useful: 8 of them tested the continuous
HMI while the other 8 the warning one. Interestingly, 10 of them tested the
drowsiness-focused scenario and the remaining 6 the distraction-focused one.
5 times the visual interfaces was mentioned to go unnoticed: 4 times of them
was the case of the warning interface, where the visual contribution was less
articulated than the case of the continuous interface. The lighting solution was
appreciated 5 times, 4 of them in the warning HMI case, followed by the effective-
ness of the vocal assistant (3 mentions, 2 for the warning HMI). Other recurrent
topics are the definition of the HMI as “interesting” (2 times for the warning
HMI and 2 for the continuous one), “simple” (3 mentions, all for the warning
interface) and as “direct” (2 mentions, all for the continuous interface), well
distributed among the scenarios in all cases.

Besides recurrent topics, there are two groups of topics occurring just one
time for the continuous interface and for the warning one. The continuous HMI
was defined once as “to be improved”, “distracting” and it was argued that the
activation indicator could be not considered as interesting by drivers in general.
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Positive comments were also released, defining the continuous HMI as “optimal”,
and that it should be distributed at a convenient price to allow for a wide distri-
bution (both cases for Michael’s scenario). The warning HMI raised on the other
hand a comment saying that more information is felt as needed to understand
the driver state and that more driving trials would be needed to thoroughly
understand the functioning behind the warning strategy. One participant test-
ing the warning HMI in the drowsiness case commented that, imagining to have
that system in place, the driver could get used to driving even in non-optimal
conditions and that the problem could be the one of forgetting to activate the
DMS while continuing to rely on it.

We collected also feedback by means of ex-post interviews, performed after
the participants answered the exit questionnaire, i.e., after the open comments
summarized above. In this context, after a general feedback about the overall
experience, participants were provided with a paper representation of the HMI
they didn’t test. When comparing the two different HMI strategies, some reflect
that it is a matter of personality to appreciate visual HMI (3) and that the visual
representation should be chosen according to personal preferences (2). Some are
afraid of the mirror effect in the continuous one (4), while others appreciate it
a lot (4) and find it more engaging (one finds it similar to a game) and helpful
in self-regulation (2). In contrast, regarding the warning HMI, some prefer it for
simplicity (3), but others emphasize the need for more information (3). Some
shortcomings or improvements to reason about at the HMI strategy level come
up, i.e. a fair number of people who said that visual HMI went unnoticed (6)
or not very noticeable (4) (equally distributed between the two HMIs), the lack
of the warning sound coinciding with any warning of a driver’s dangerous state
(4). Some fear deresponsibilization of the driver due to the system and look with
suspicion at it for that reason (2).

6 Discussion

Participants did show a positive attitude about the idea of a system that sup-
ports the driver in detecting and intervening in dangerous driving states: the
acceptance of both HMIs stood at a very high mean value (5.84 for continuous
and 5.68 for warning), indicating that this type of initiative is well regarded, as
also confirmed by the results obtained in willingness to buy and willingness to
pay.

Both HMIs in terms of usability were rated very positively. An overall pref-
erence in terms of user experience was noted toward the warning HMI, with a
higher attractiveness value, however, for the continuous one. We can hypoth-
esize that the interactivity and completeness of information of the continuous
HMI aroused more interest than the warning HMI, which in the overall driving
experience, however, was found to be preferable. This result is in line with the
open comments that showed the need for more information when they drove
with the warning interface, but also with the comments that pointed out that
the continuous interface was distracting. Considerations of visual appreciation
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related to personal preference and of a system that alternates between the two
views are in line with the study [2].

In general, the lighting and voice assistant solutions were appreciated and
found to be effective, often sufficient to communicate the driver’s status regard-
less of the visual HMI: the low quiz results are in line with the comments about
the HMI not being noticeable, probably also due to the lack of an alarm sound
when a dangerous state was detected, in addition to the voice assistant.

The drowsiness-focused scenario where both HMIs were tested raised partic-
ular interest in the participants. In the open comments, those who tried that
scenario felt the urgency of commenting that the system is very useful (more
times than the distraction-focused one) and that it should be widespread. This
is in line with the scenario assessment performed in a similar study from the
authors in [26].

7 Conclusion and Future Work

In this study, we presented the design of two HMIs designed to assist drivers
in countering distraction conditions and emotional states of too high or too low
activation detected by the DMS. The designed prototypes leverage the DMS
detected information about the driver state and were based both on ambient
lighting and vocal assistant, but differ in the visual strategy used for commu-
nicating the driver their monitored state: the warning one only provides infor-
mation about the detection of a dangerous condition, while the continuous one
provides further detail about the fitness to drive, distraction and activation level.
The two different ways of displaying the driver state have been tested with 26
participants in two different scenarios, one drowsiness-based and another one
distraction-based.

The test were aimed at understanding different aspects of the overall user
experience, acceptance and usability of the two solutions. In general, we found a
high acceptance of driver state support systems, despite few doubts arising from
the fear that the driver will become deresponsibilized in partial autonomous driv-
ing scenarios thanks to such a system. In particular, ambient lighting and voice
assistant were highly appreciated. They seem to be predominant with respect to
the visual HMI strategy, putting the visual display solutions in the background,
as verified also by means of the quiz part of the exit questionnaire.

About the visual HMI prototypes, the results were in general positive for
both options, with significant differences only for the overall user experience
and usability that registered a preference for the warning HMI. In light of the
obtained results, the HMI strategy should show the warning about the low fitness
to drive monitored by the DMS accompained by a warning sound, together with
the vocal assistant intervention and ambient lighting. By the way, considering
the user experience sub-scales of and open comments coming from both the exit
questionnaire and from the interviews, it seems that the most convenient choice
would be to consider the two HMIs as two different display options, selectable
according to the driver’s personality or preferences, keeping the visual warning
as the default one.
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To understand the effectiveness of keeping the driver in a safe zone, the use
of such a system should be considered on longer time intervals, as used on a daily
basis and in the long term, to see if the increased knowledge of the system would
lead to a change in the preference of a visual strategy instead the other one, or to
a change on the level of acceptance of the system in general. Therefore, we would
like to direct future research to test such solutions in a more extended way, not
only by tying them to personalization, but also to long-term experimentation.
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Abstract. With the outburst of the intelligent vehicle market, vehicle Virtual Per-
sonal Assistant (VPA), as an important interactive interface of drivers and smart
vehicles, will be more and more common in our daily life. Since VPA is the carrier
of Voice User Interaction, previous VPA research topics mainly focus on the field
of voice interaction and personification, such as personification, emotionalization,
gender cognition preference, and role cognition preference. However, there is a
growing demand to comprehensively evaluate vehicle VPA experience, concen-
trating on the vehicle application field. In this study, we constructed a vehicle VPA
experience evaluation model and verified its validity and reliability.

There are 3 phases included in this study: (a) First of all, through inter-
views with 20 real users, we extracted users’ perception elements of vehicle
VPA, summarized the factors affecting the experience of vehicle VPA, and con-
verted them into the initial dimensions of the evaluation model, included Sen-
sory Comfort, Depth Assistance, Natural Interaction, Pleasant Emotions 4 mod-
ules. (b)Secondly, we invited 10 vehicle VPA designers to discuss and adjust
the model based on professionals suggestions. (c) Thirdly, to verify the adjusted
model, 364 vehicle VPA users (including NIO(ET/ES/EC), XPENG(P5/P7), Li
One, Lynk&Co 09) were invited to participate in an online questionnaire. Reli-
ability analysis, validity analysis, and factor analysis are carried out to confirm
the quality of the questionnaire and to complete the structural adjustment of the
model. The final output of the vehicle VPA evaluation model included 5 first-level
indicators, 7 s-level indicators, and 45 third-level indicators. First-level indicators
include Sensory, Resource, Interaction, Emotion, Design modules. Among third-
level indicators, high influence (weight) ones are Voice of VPA coverage span,
ComprehensionAccuracy, RecognitionAccuracy, Sense of Trust, and Satisfaction
of Resource Content.

This vehicleVPAexperience evaluationmodel study is grounded on real driver
interviews and questionnaires, reflecting vehicle VPA daily users’ demands, and
comprehensively evaluating Sensory, Resource, Interaction, Emotion, Design, and
5 modules. It can be scientific guidelines for vehicle VPA design and product
diagnosis.
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1 Introduction

1.1 Research Background

With the development of science and technology, our society has gradually entered
the era of the industrial revolution dominated by artificial intelligence, expanding from
the “Internet Plus” stage to the “Intelligent Plus” stage, which has changed our life
dramatically. The most explicit change was that the Virtual Personal Assistant (VPA),
through carrying various smart products (smartphones, smart cars, smart speakers, smart
TV, etc.), entered our lives and played an increasingly important role in our lives and
work quietly. Concurrently, with the improvement of intelligent voice interaction, the
positioning of VPA in the user’s mind was not only a useful tool, but also a warm
companion, and an interesting configuration that showed personality.

In the field of automobile cockpit, with the popularization of networking, vehicle
VPA has gradually become one of the important optional parts of vehicles. According to
a configuration survey conducted by Automotive Data of China in 2021, consumers had
strong demand for vehicle VPA, ranking fifth among the top 10 must-install prospective
configurations. The data showed that consumers’ preference for vehicle VPA in the
form of a holographic images and a physical robots is 43% and 35.8% respectively;
Concurrently In the relevant research of Baidu Apollo Design Center, pointed out that
“Gen Z (people born between 1995 and 2009) generally show their personality through
the interior and exterior decoration of automobile, as well as vehicle VPA.”

Vehicle VPAgenerally uses voice recognition as the human-vehicle interaction chan-
nel, which can provide navigation access, telephone calls, music playback, vehicle func-
tion control, and other services. Globally, the market of vehicle VPA is increasing fast.
Amazon’s vehicle VPA product named Alexa is currently in the leading market. Alexa
has reached cooperation with Hyundai BMW, Benz, Ford, Lexus, Volkswagen, Toy-
ota, and other vehicles; In addition, influential VPA service providers include Google,
Microsoft, Apple, Baidu, Alibaba, Samsung, Panasonic, Bosch, and other companies.

1.2 Introduction to the Research Status of Vehicle VPA

What does notmatch the booming development of vehicleVPA in the automobile cockpit
industry is that the research on vehicle VPA is not sufficient. Since vehicle VPA was the
carrier of Voice User Interaction, vehicle VPA research topics such as personification,
emotionalization, gender recognition preference, role recognition preference, are usually
focused on the field of voice interaction and personification. For example, there were
sufficient studies pointed out that “human VPA is more useful, durable, and beautiful
than non-human VPA”, and “female voice VPA is more attractive than male voice”. In
actual scenarios, vehicleVPA is often closely connectedwith the resources of the Internet
and functions, and the user perception of these contents will also affect the evaluation of
vehicle VPA; There are no mature scale and research on quality characteristics for the
evaluation of experience quality on vehicle VPA.
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1.3 Research Value and Objectives of Vehicle VPA

This studywould focus on the vehicle VPA carrying the representativemodels of China’s
emerging new energy vehicles (NIO(ET/ES/EC),XPENG(P5/P7), LiOne, Lynk&Co09,
etc.) Through rigorous and reasonable methods, we constructed a vehicle VPA expe-
rience evaluation model and verified its validity and reliability. Which created product
measurement tools, deepened the understanding of relevant designers on the quality
characteristics of vehicle VPA, and improved user experience quality of vehicle VPA.

2 Research Methodology

2.1 Phase I

Through desktop research and user interviews, the influential factors of users’ perception
and experience of the vehicle VPA are extracted, and the prototype of vehicle VPA
evaluation model framework is constructed.

Participant. A total of 20 users were interviewed, who covered 4 Li One owners, 5
NIO (ES6/ES8) owners, 5 XPENG P7 owners, 2 LEAPMOTOR (T03 or S01) owners,
4 Roewe RX5 owners. The distribution of their gender, age, income(Family, Monthly),
marriage, and childbearing are as follows Table 1.

Table 1. Demographic information distribution of participants

Demographic information Proportion of users(N = 20)

Gender Male 65%

Female 35%

Age 20–30 years old (included) 30%

30–40 years old (included) 65%

40–50 years old (included) 5%

Income 20000–30000 Yuan (RMB,included) 35%

30000–40000 Yuan (RMB,included) 25%

40000–50000 Yuan (RMB,included) 40%

Marriage and Childbearing Unmarried 10%

Married without children 25%

Married with children 65%

Method of Analysis. Through in-depth interviews, the real needs of vehicle owners
were disassembled, and their subjective perception factors for the vehicle VPA were
extracted, this information was analyzed and summarized in text and then converted into
an evaluation model. The principle of constructing the evaluation model followed the
user experience design level theory: 1) Visceral; 2) Behavioral; 3) Reflective.

Research Results. Through analysis and induction, we found that the main factors
affecting the user experience of vehicleVPAareuser status, sensory preferences, function
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realization, emotional experience, and interaction effects. According to the analysis of
this information, it was transformed into an evaluation model, which was composed of
four modules: Sensory Comfort, Depth Assistance, Natural Interaction, and Pleasant
Emotions. As shown in the figure below, we call this model V1.0 Table 2.

Table 2. Content of model V1.0

First-level indicators Second-level indicator Third-level indicators

Sensory Comfort Auditory experience The voice quality of VPA is comfortable
and natural

The voice speed of VPA well situated

The tone and intonation of VPA are
emotional

Visual experience The interface of VPA looks good

The layout of VPA is reasonable

The clothing and accessories of VPA are
satisfactory

The expression of VPA is natural and
interesting

The movements and posture of VPA are
harmonious

The expression, action, and command of
VPA are harmonious

The color matching of VPA is reasonable

Multi-sensor consistency experience VPA lip shape and dialogue are
synchronized

The audio-visual experience of VPA is
unified

Depth Assistance Abundant Function Voice of VPA Coverage Span

Voice of VPA Coverage Depth

Satisfaction of Resource Content

Abundant image resources The image of VPA is abundant

The clothing and accessories of VPA are
abundant

The expression of VPA is abundant

The action and posture of VPA are
abundant

Abundant voice resources The voice quality of VPA is abundant

(continued)
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Table 2. (continued)

First-level indicators Second-level indicator Third-level indicators

The voice speed regulation of VPA is
abundant

Abundant Personality orientation The personality orientation of VPA is
abundant

The Interactive script of VPA is abundant

Natural Interaction Efficient Voice interaction experience Wake up Easily

Recognition Accuracy

Comprehension Accuracy

Feedback Quickly

Feedback Effectively

Intelligent Voice interaction experience Multi-region Speech Recognition

Voiceprint Recognition

Full Duplex natural dialogue

Active Voice Interaction

Pleasant Emotions Emotional gain Sense of Interest

Sense of Trust

Sense of Individualistic

Emotional identity Personified Identity

2.2 Phase II

According to the actual form of the product, the evaluationmodel also needs to introduce
professional suggestions. We invited the relevant personnel of vehicle VPA design to
have a group discussion on theV1.0model and produce theV2.0model after adjustment.

Participants. There were 10 participants in the discussion, covering 2 user experience
researchers, 5 designers, and 3 technicians; Their ages are between 25 and 40 years old,
including 4 males and 6 females. They had been engaged in vehicle VPA design for
more than half a year.

Method of Analysis. Focusing on the interaction scenario and business model of VPA
in the cockpit, we had a group discussion on the model of Phase 1, which mainly focused
on two topics: 1) which dimensions were not applicable and should be eliminated; 2)
Which dimensions should be added.

Based on the above discussion, we eliminated the dimensions with low importance
at present, such as Voiceprint Recognition and personality orientation of VPA. Concur-
rently, in combination with the current focus in the field of intelligent cockpit design,
new dimensions such as Innovativeness andDesign Integration had been added, and the
definition and location of some dimensions had been adjusted and corrected.

Research Results. According to the above discussion and adjustment, we outputted
model V2.0 as follows Table 3.
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Table 3. Content of model V2.0

First-level indicators Second-level indicator Third-level indicators

Sensory Comfort Auditory experience The voice of VPA is coherent and fluent

The tone of VPA is fluctuating and
comfortable

The voice of VPA is comfortable and
natural

The voice speed of VPA well situated

The tone and intonation of VPA are
emotional

Visual experience The interface of VPA looks good(Focus
on position)

The interface of VPA looks good(Focus
on size)

The layout of VPA is reasonable

The clothing and accessories of VPA are
satisfactory

The expression of VPA is natural and
interesting

The movements and posture of VPA are
harmonious

The expression, action, and command of
VPA are harmonious

The color matching of VPA is reasonable

Audio-visual integration VPA lip shape and dialogue are
synchronized

The audio-visual experience of VPA is
unified

Depth Assistance Abundant Function Voice of VPA Coverage Span

Voice of VPA Coverage Depth

Satisfaction of Resource Content

Abundant image resources The image of VPA is abundant

The clothing and accessories of VPA are
abundant

The expression of VPA is abundant

The action and posture of VPA are
abundant

Abundant voice resources The voice quality of VPA is abundant

The voice speed regulation of VPA is
abundant

Abundant Personality orientation The personality orientation of VPA is
abundant

The Interactive script of VPA is abundant

(continued)
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Table 3. (continued)

First-level indicators Second-level indicator Third-level indicators

Natural Interaction Efficient Voice interaction experience Wake-up Rate

Wake-up Speed

Wake up Easily

Recognition Accuracy

Comprehension Accuracy

Feedback Quickly

Feedback Effectively

Intelligent Voice interaction experience Multi-region Speech Recognition

Keep Listening

Continuous Dialogue

Active Voice Interaction

Pleasant Emotions Emotional gain Emotional Expression (Focus on body)

Emotional Expression (Focus on content)

Emotional Broadcasting (Focus on voice)

Emotion and broadcast match accurately

Emotional identity Personified Identity

Sense of Trust

Sense of Individualistic

Design gain Innovativeness

Design Integration

Design Style

Matching of design and brand

2.3 Phase III

Through an online quantitative survey of large samples, model V2.0 was quantitatively
verified, the structure adjustment was completed, and model V3.0 was outputted.

Participants. ThroughBaiduMapAPPandLynk&Co09vehicle information operation
platform, we collected 364 valid real users data (Focus on China’s emerging new energy
vehicle owners data represented byNIO(ET/ES/EC),XPENG(P5/P7), LiOne, Lynk&Co
09). Among them, there were 99 data of NIO(ET/ES/EC) owners, 91 data of Li One
owners, 85 data of XPENG(P5/P7) owners and, 89 data of Lynk&Co 09 owners.

The distribution of their gender, age, educational level, residence, marriage and
childbearing were as follows Table 4.

Method of Analysis
Questionnaire Design. The questionnaire was designed with the model V2.0 as the core
framework. The questionnaire scored 10 points, with 1 representing “very dissatisfied”
and 10 representing “very satisfied”. In addition, users’ sociological information (such
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Table 4. Demographic information distribution of participants

Demographic information Proportion of users (N = 364)

Gender Male 82.97%

Female 17.03%

Age 19–25 years old 10.71%

26–35 years old (included) 41.48%

36–45 years old (included) 39.84%

More than 46 years old 7.97%

Educational level Junior High Schools (Below) 1.65%

High Schools (and equivalent) 12.36%

College 23.63%

Undergraduate 48.90%

Postgraduate 13.46%

Residence Township/rural 4.00%

Small cities/Counties 17.82%

Capital city/Municipality 46.91%

Big Cities(Beijing/Shanghai, etc.) 30.55%

Marriage and childbearing Unmarried (no partner) 14.84%

Unmarried (partnered) 9.34%

Married without children 9.62%

Married with children 66.21%

as gender, age, education level, residence, marriage, and childbearing) would be added
for later analysis.

Questionnaire Reliability. To test the reliability of the questionnaire, we used the consis-
tency coefficient - Cronbach’s Alpha (α) to test the internal consistency of each module
of the questionnaire. The reliability of each module in the questionnaire was analyzed
by SPSS, and the results were as follows Table 5.

It is generally believed that when α is above 0.8, it means that the reliability of the
scale is very good; When α Between 0.7 and 0.8, the scale is acceptable; When α lower
than 0.6, it means that the scale should be revised, but still has some value; When α

lower than 0.5, it means that the scale needs to be redesigned. As shown in the table
above, the α of each module is greater than 0.8, indicating that the internal consistency
of the questionnaire is good and it is stable.

Questionnaire Validity. The validity of the questionnaire is used to measure whether
the item design is reasonable. We verified the corresponding relationship between vari-
ables and items through exploratory factor analysis. After factor analysis, when the
corresponding relationship between factors and items was consistent with expectations
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Table 5. Reliability statistics of each module of the questionnaire

The module of Questionnaire (Second-level
indicator)

Number of items Cronbach’s Alpha(α))

Auditory experience 5 0.951

Visual experience 8 0.961

Audio-visual integration 2 0.898

Abundant Function 3 0.906

Abundant image resources 4 0.97

Abundant voice resources 2 0.822

Abundant Personality orientation 2 0.939

Efficient Voice interaction experience 6 0.96

Intelligent Voice interaction experience 4 0.934

Emotional gain 4 0.95

Emotional identity 3 0.937

Design gain 4 0.948

basically, it indicated that the questionnaire has a good level of validity. For this reason,
we use the following indicators:

KMO > 0.6, usually indicating that the validity of the scale is reasonable (KMO,
Kaiser-Meyer-Olkin).

Characteristic root value (Rotated) > 1, usually indicating that the validity of the
scale is reasonable.

P (Bartlett’s test of sphericity)< 0.01, usually indicating that the validity of the scale
is reasonable.

Cumulative variance interpretation rate > 50%, usually indicating that the validity
of the scale is reasonable.

This study analyzed the overall questionnaire through SPSS exploratory factor
analysis, and the results were as follows Table 6.

Table 6. Validity statistics of each module of the questionnaire

KMO 0.979

Characteristic root value (Rotated) 1.775

P 0.00

Cumulative variance interpretation rate 84.68%



Evaluation Study of Intelligent Vehicle Virtual Personal Assistant 195

As shown in the table above, the validity indicators of this questionnaire met the
requirements, and we can carry out subsequent analysis.

Exploratory Factor Analysis. In exploratory factor analysis, we used principal com-
ponent extraction analysis and the maximum variance method to obtain the factor load
coefficient of each item. By comparing the factor load coefficients, we deleted the unreal-
istic items and adjusted the attribution of the items. In this study, SPSS software was used
for analysis and several attempts were made to classify factors. Finally, the total number
of extracted factors was 7. Meanwhile, KMO = 0.979, P = 0.00, and the cumulative
variance explained rate was 84.68%.

ResearchResults. Through the above analysis,wehave completed the structural adjust-
ment of model V2.0. According to the data results and the judgment based on the actual
logic, we have changed the attribution of dimensions. The model structure has been
adjusted from 4–12-47 to 5–7-45 (5 first-level indicators, 7 s-level indicators, and 45
third-level indicators). Concurrently, due to the abnormal factor load coefficients, the
two dimensions of “The layout of VPA is reasonable “and “The voice speed of VPAwell
situated “ have been deleted. Besides, the connotations of these two dimensions overlap
in other dimensions. After analysis and adjustment, our outputted model V3.0 was as
follows Table 7.

Table 7. Content of model V3.0

First-level indicators Second-level indicator Third-level indicators

Sensory Auditory experience The voice of VPA is coherent and fluent

The tone of VPA is fluctuating and
comfortable

The voice of VPA is comfortable and
natural

The tone and intonation of VPA are
emotional

Visual experience The clothing and accessories of VPA are
satisfactory

The expression of VPA is natural and
interesting

The movements and posture of VPA are
harmonious

The expression, action, and command of
VPA are harmonious

The color matching of VPA is reasonable

VPA lip shape and dialogue are
synchronized

(continued)
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Table 7. (continued)

First-level indicators Second-level indicator Third-level indicators

The audio-visual experience of VPA is
unified

Resources Abundant Function Voice of VPA Coverage Span

Voice of VPA Coverage Depth

Satisfaction of Resource Content

Abundant resources The image of VPA is abundant

The clothing and accessories of VPA are
abundant

The expression of VPA is abundant

The action and posture of VPA are
abundant

The voice quality of VPA is abundant

The voice speed regulation of VPA is
abundant

The personality orientation of VPA is
abundant

The Interactive script of VPA is abundant

Interaction Voice interaction experience Wake-up Rate

Wake-up Speed

Wake up Easily

Recognition Accuracy

Comprehension Accuracy

Feedback Quickly

Feedback Effectively

Multi-region Speech Recognition

Keep Listening

Continuous Dialogue

Active Voice Interaction

Emotional Emotional experience Emotional Expression (Focus on body)

Emotional Expression (Focus on content)

Emotional Broadcasting (Focus on
voice)

Emotion and broadcast match accurately

(continued)
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Table 7. (continued)

First-level indicators Second-level indicator Third-level indicators

Personified Identity

Sense of Trust

Sense of Individualistic

Design Design experience Innovativeness

Design Integration

Design Style

Matching of design and brand

The interface of VPA looks good(Focus
on position)

The interface of VPA looks good(Focus
on size)

After adjustment, the classification of the model was more clear and more intuitive,
consistent with the actual logic, and easy to understand. To reflect the differences in the
importance of each dimension,we invited 15 vehicleVPAexperts (including 8 designers,
5 product managers, and 2 marketing personnel; 7 males and 8 females, who were
engaged in the design of vehicle VPA more than 1 year)to assign weight to the model.
According to expert data, based on AHP (Analytic Hierarchy Process,) calculation, we
found that the fivemost important dimensions that affect the vehicleVPAuser experience
were Voice of VPA Coverage Span (weight value 13.02%), Comprehension Accuracy
(weight value 10.24%), Recognition Accuracy (weight 7.59%), Sense of Trust (weight
5.61%), Satisfaction of Resource Content(weight 5.52%).

3 Summary and Discussion

3.1 Summary

Pathway for this study: 1) By focusing on domestic Intelligent vehicle desktop research
and in-depth interviews, extracted the perception information of Chinese vehicle owners
and constructed a vehicle VPA evaluation model; 2) Discussed and optimized the model
in combinationwith the actual product form; 3)Then, through large-scale data (collection
of China’s emerging new energy vehicle owners’ data) to quantify and complete the
adjustment of the evaluation model, and to confirm the weight of the evaluation model
through expert empowerment scoring.

On the whole, the model construction method was rigorous and the process was
clear.We have obtained a vehicle VPA evaluationmodel focusing on real vehicle owners,
which included five modules: Sensory, Resources, Interaction, Emotional, and Design.
The weight calculation extracts the dimensions that highly affect the user experience as
Voice of VPA coverage span, Comprehension Accuracy, Recognition Accuracy, Sense of
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Trust, and Satisfaction of Resource Content, which provided powerful tool support for
the evaluation and design of the subsequent vehicle VPA.

3.2 Design Inspiration

Vehicle VPA is an important interface between drivers and intelligent vehicles, and it will
becomemore and more common in our life. According to the index system of the model,
we found that the vehicle VPA was not a single visual image in the user’s mind, but also
consists of voice capabilities, functions, resources, and other modules. Therefore, in
future designs, automobile manufacturers and automobile digital service providers can
evaluate its experience from five aspects as Sensory, Resources, Interaction, Emotional,
and Design.

According to the weight of each dimension, we found thatComprehension Accuracy,
Recognition Accuracywould greatly affect people’s evaluation of vehicle VPA. Based on
the actual situation of vehicle users, if the VPA cannot understand the user’s words and
give users the expected feedback, then its beautiful image is unattractive. For example,
although the overall image of Li One’s VPA was very simple, it had won praise from
users by its high comprehension accuracy, high recognition accuracy and humanistic
feedback.

Concurrently, many studies have shown that VPA with human images was more
trusted by users. For example, relevant experiments on VPA trust showed that in the driv-
ing situation, people, robots, and abstract images were the most suitable VPA images,
with the highest degree of perceived trust, while animal and mechanical images percep-
tion trust was lowest. The XPENG’S VPA in this study often appeared as a racing driver,
coupled with its very individual actions, so the satisfaction of trust is relatively high,
which inspired automobile manufacturers in terms of VPA image design.

Furthermore, in the driving situation, VPA is usually associated with many functions
(vehicle control, navigation, etc.) and network resources (multimedia, life services, etc.)
The experience of functions and resources will also bemigrated to theVPA experience in
the user’s mind. In this model, Voice of VPA coverage span and Satisfaction of Resource
Content had higher weight, indicating that they had a higher weight in users’ evaluation
of VPA. Therefore, the preferable VPA experience needs to consider its integration with
vehicle functions, as well as the richness of resources, whether resourcesmeet user needs
and the integration of resources and vehicle VPA.

3.3 Discussion

The purpose of this study is to explore the evaluationmodels,which suitable for emerging
intelligent vehicle VPA based on Chinese vehicle owners. It is hoped that it is reason-
able, representative, and can help business positioning problems. In the study, we found
that different user groups have different expectations for vehicle VPA, for example,
young users and groups living Tier 1 cities have low satisfaction with vehicle VPA.
They paid more attention to the dimensions such as voice interaction experience and
emotional experience. The next research will focus on different types of vehicle VPA
user groups, and explore their differences in vehicle VPA interaction and consump-
tion patterns through in-depth, qualitative, and exploratory research methods. Thereby,
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providing more deep and detailed insights into design and product marketing. This sug-
gested information will be used to improve user experience and business efficiency of
vehicle VPA.
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Abstract. Modern implementations of driver assistance systems are
evolving from a pure driver assistance to a independently acting automa-
tion system. Still these systems are not covering the full vehicle usage
range, also called operational design domain, which require the human
driver as fall-back mechanism. Transition of control and potential mini-
mum risk manoeuvres are currently research topics and will bridge the
gap until full autonomous vehicles are available. The authors showed in a
demonstration that the transition of control mechanisms can be further
improved by usage of communication technology. Receiving the incident
type and position information by usage of standardised vehicle to every-
thing (V2X) messages can improve the driver safety and comfort level.
The connected and automated vehicle’s software framework can take this
information to plan areas where the driver should take back control by
initiating a transition of control which can be followed by a minimum
risk manoeuvre in case of an unresponsive driver. This transition of con-
trol has been implemented in a test vehicle and was presented to the
public during the IEEE IV2022 (IEEE Intelligent Vehicle Symposium)
in Aachen, Germany.

Keywords: V2X · Transiton of Control · Minimum Risk Manoeuvre ·
Operational Design Domain · Connected Automated Vehicle ·
Infrastructure Assisted Driving · Vehicle HMI

1 Introduction

A modern car is equipped with a variety of safety and comfort features. Most of
the safety and comfort features from the last years are Advanced Driver Assis-
tance Systems (ADAS). Based on sensor information, these systems support the
driver (up to SAE Level 2). To achieve level 3 or higher levels of the SAE stan-
dardized levels of automated driving [8], the control capabilities of those cars
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have to increase. The biggest problem is not following a vehicle while keeping
inside of a lane. More of a problem are sudden and unexpected events that can
occur, like construction sites or accidents. One approach to handle such events
are wireless transmitted location information by the infrastructure to the vehicle
via a wireless interface. This is called a vehicle to infrastructure communication,
I2V, which is a subset of V2X (Vehicle to everything). In recent years, researchers
and industries have been working and are still working on standardisation of V2X
services [5]. First V2X enabled vehicles have been introduced in different mar-
kets using standardized message sets. Future automated cars should be able to
cooperate with each other, via V2X communication, which additionally could
be used to guide it. To enable the V2X supported vehicle control, a Framework
to collect sensor data and vehicle behaviour planning is required. The Univer-
sity of Applied Science Aachen, in cooperation with the Hyundai Motor Europe
Technical Center (HMETC), built up two vehicles to build a common platform
for automated driving research and development. The underlying software struc-
ture, is based on the architecture proposed in [14]. The joint work presented in
this paper is part of the European Hi-Drive project [1], where a set of different
cross border V2X scenarios are developed and tested by various project partners.

The scope of the Hi-Drive Project is to advance the state of the art of auto-
mated driving technologies, by testing and evaluating demonstrators for high
automation functions. The first generation of automated vehicles must manoeu-
vre in complex and challenging environments of mixed traffic. Such vehicles will
be able to drive within their specified operational design domain (ODD) [9]. But
what is to do when the vehicle is about to leave the operational design domain
it is designed for? If a Level 3 automated vehicle leaves its specified operational
design domain, the driver of the vehicle should take back the control over the
car. This process is called Transition of Control (ToC), where the car will first
initiate a Takeover Request (ToR). In the proposed demonstrator the vehicle
should alert the driver for a defined time period of 10 s (e.g. [11]). In this 10 s,
the car ensures to be able to further drive automated. If the driver does not
react, the vehicle has to ensure that it is capable to come to a safe stop. Making
a safe stop can be e.g. to drive to an emergency lane. This process is called
Minimum Risk Manoeuvre (MRM) as proposed in an earlier proof of concept by
[6].

A demonstrator was developed to show how V2X can help automated vehicles
with this transition by informing the vehicle upfront about a traffic situation. The
vehicle receives the information via its V2X interface, so the vehicle’s software
can decide if it will leave its ODD. The architecture of the base automated driv-
ing software, developed for the demonstrator, was extended to make decisions
after a V2X advice was received. The standardised ITS message for Decentralised
Environmental Notifications (DEN) [3] was used to populate information about
upcoming traffic situations like traffic jams, accidents etc. Further, the software
had to extract the information from the V2X message and control the manoeu-
vres of the vehicle, e.g., making lane changes and stopping.
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2 Related Work

Assisting Connected Automated Vehicles (CAV) by supporting infrastructure,
when leaving their ODD, was part of the research in the European TransAID
(’Transition Areas for Infrastructure-assisted Driving’) project. The TransAID
deliverable D7.2 [16] describes different use cases in which the infrastructure
supported CAVs to avoid a ToR or inform the CAV that it is about to leave
its ODD. Use case 4.1 presented earlier demonstrators that were evaluated by
[6] and is a foundation of the demonstrator described in this paper. The main
focus here was to evaluate if the triggering of ToRs can be distributed, to tackle
scenarios where multiple CAVs are about to leave their ODD and trigger ToRs
at the same time. By providing a designated safe spot for every car, the team of
[6] were able to show a safer execution of the MRM.

Based on the description by [10], a transition, in the context of automated
driving functionality, is defined as ‘The process of changing from one static state
of driving to another static state’. Hence, a state of driving can be an ADAS
function (like ACC) and another higher state can be a more advanced automated
driving function with less driver control. In this paper, the ToC process will just
transition between automated driving and human/driver control, like [6,7,12,
15,17] using the ToC process to transition between automated driving as either
on or off. The whole process of executing a ToC has to be modelled first, where
[12] proposed a state machine modelling scheme for. By using simulation, the
team behind [12] evaluated the effects of the ToC and MRM process in mixed
traffic work zones.

Where [6,15,17] also show a prototype demonstrator of a CAV that is about
to leave its ODD and therefore does a ToC. Their demonstrators focused on
the evaluation of the feasibility of infrastructure aided transition areas. In this
setup the infrastructure advises the vehicle to make a ToC instead of the CAV
deciding by itself. That is where the here stated demonstrator distinguishes
from others, the infrastructure does transmit a notification and the Automated
Driving Software does have a module to decide how to handle in the upcoming
situation.

3 Demonstrator Setup

The demonstrator was developed and evaluated on a proving ground near Darm-
stadt Griesheim. It was publicly shown on the proving ground Aldenhoven Test-
ing Center (ATC) near Aachen during the IEEE IV’22 [2]. The demonstrator
shows a highway driving scenario, where the proving ground segments were cho-
sen to have at least two or more driving lanes and an emergency lane, to emulate
a real highway.

In the beginning of the demonstration, the driver drives manually. When
the CAV is ready to drive automated the HMI (see sect. 3.1 for further details)
indicates that the automated driving function is available (step 1 in Fig. 1).
The driver enables the system and the CAV starts driving automated (step 2
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Step 1) Step 2)
Step 3)

Step 4) Step 5)

Fig. 1. Showing the demonstrator setup on the Aldenhoven Testing Center, with the
different steps in the demonstrated scenario.

in Fig. 1). The CAV is driving automated continuously and will receive a noti-
fication message (DENM) via V2X from the road side unit (RSU) as it drives
towards the variable message sign (VMS), where the RSU is mounted on. The
vehicle’s manoeuvre deciding module processes the information from the DENM,
which contains a warning of a stationary vehicle (step 3 in Fig. 1, VMS and RSU).
Arriving at the event position of the DENM based on the information transmit-
ted to the CAV, the automated driving software (ADSW) identifies that the
CAV will leave its ODD and starts the ToC (step 4 in Fig. 1). For ten seconds,
the HMI will keep alerting the driver with a ToR in three cascaded more and
more obtrusive audiovisual steps (step 4 in Fig. 1). In case, the driver does not
respond to the ToR within the ten seconds, the ToC fails and the CAV will
start to perform a MRM (step 5 in Fig. 1). The ADSW checks in the map, if an
emergency lane is available, if not it will initiate the MRM right away by slow-
ing down and stopping within the actual driving lane. If an emergency lane is
available the CAV checks for a free spot without any occupying traffic. It starts
to change to the emergency lane and to slowly stop safely at the free spot. The
CAVs remains in this safe position with hazard warning lights turned on until
the driver takes over again.

3.1 Vehicle

The vehicle (shown in Fig. 2) used in the demonstration was retrofitted with
sensors and other hardware, to cover the use cases during the Hi-Drive project,
and is totally separated from KIA’s serial development. The vehicle is equipped
with the required control units and sensors for automated driving. For locali-
sation, the vehicle uses a precise GNSS unit including an inertial measurement
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unit (OxTS RT3000). Further, the vehicle is equipped with a 360◦C radar sensor
system utilising multiple radar sensors to sense information about its environ-
ment. Installed on the roof is a V2X antenna connected to an On-Board-Unit
(OBU) to receive ETSI ITS-G5 messages. The prototype can be controlled by a
drive-by-wire system, that can be overwritten when the driver intervenes.

Fig. 2. Vehicle used as automated driving platform (KIA Niro).

The original instrument cluster was replaced, and a new cluster was devel-
oped for prototype use cases within the project. The new instrument cluster
was developed to give the driver information from the automated driving soft-
ware. For example, the cluster shows other detected vehicles and visualises lane
changes. To activate the automated driving functions, the steering wheel pedal
shifters of the car were repurposed to function as activation buttons. Figure 3
shows the driver pulling both pedals, after the cluster signalled, that automated
driving is available. For three seconds the cluster shows a visual indication of
the activating progress.

Fig. 3. Driver activates Automated Driving Function.
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3.2 Software Architecture

The automated vehicle is controlled by the software architecture developed by
a research team of the University of Applied Sciences, Aachen [14]. It was
extended to make decisions and handle different manoeuvres. A software module
here called, manoeuvre decider, is a state machine that was used to design the
decision-making for different scenarios. This manoeuvre decider creates a sub-
goal. A sub-goal consisting of three parameters: a specific driving lane, a specific
speed and information for the driver. Based on the sub-goal another software
module called motion planner has to make manoeuvres to reach the specified
lane and the specified speed, e.g. lane changes or speed adaptations.

Figure 4 shows a simplified representation of the software architecture.

Vehicle-unspecific

Path Control

Path

Motion Planner

Step Goal

Maneuver Decider

Constraints

Route Planner

Lanes

Vehicle- & sensor-specific

HMI

GPS (Driver) HW-Driver

Radar (Driver) HW-Driver

ROS2Vehicle
Vehicle Interface HW-Driver

Throttle/
Brake CMD

Vehicle Control

V2X (Driver) HW-Driver

AD ActivationDestination
Position

Driver
Information Set Velocity

Steering CMD

GPS

Object List

V2X Info

Fig. 4. Automated Driving Software Architecture.

The user interacts with the HMI, where he can select a destination and
a maximum speed. Once a destination is selected, the route planning module
generates a route to the destination, containing road segments that can consist
of multiple lanes and constraints like speed limits. For the route planning, the
map format Lanelet2 [13] is used.

When messages are received via V2X, the information is passed to the
manoeuvre decider module. A small snipped of the underlying state machine
is shown in Fig. 5, where every scenario is a state machine on its own and some
of them can trigger a MRM. In the demonstrator the CAV receives a DENM
warning about a stationary vehicle. Figure 6 shows the state machine for this sta-
tionary vehicle scenario. When receiving the warning about a stationary vehicle,
the CAV first should slow down to a predefined safe speed. According to the
DENM, if the message contains information about the location of the station-
ary vehicle, the CAV should change to a designated lane where it can continue
driving safely and should keep that lane until the event ends. If the message
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does not contain information about the stationary vehicle’s position, the CAV
is about to leave its ODD, will start a ToC and will therefore execute a ToR. In
the case the driver does not take over control during 10 s, the state transitions
to the MRM.

Stationary Vehicle MRM

Traffic Jam Ahead

[in_cause_code == CC_TJA]

[in_cause_code == CC_SV]

Idle State

Fig. 5. State Machine Overview

Stationary Vehicle

[in_designated_lane == any]

Slow Down

out_speed_limit = SAFE_SPEED;

MRM

[in_ad_level == 0]

[after(TOR_TIME,sec)]

ToR

do / out_driver_alert = true;
exit / out_driver_alert = false;

[in_current_lane == in_designated_lane]

Change Lane

out_designated_lane = in_designated_lane;

[distance_couter >= in_event_distance]

Keep

entry / distance_counter = 0.0;
do / distance_counter = distance_counter + in_current_speed / 3.6 * TIME_DELTA;

Fig. 6. Stationary Vehicle Sequence

Figure 7 shows the state machine for the MRM. First, the CAV should again
reduce its velocity. If no emergency lane is available, the CAV should stop imme-
diately, else the CAV should first change to the emergency lane before stopping.
The CAV should remain stationary until the driver takes over.
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MRM

[in_emergency_lane_availabile]

Slow Down MRM Speed

out_speed_limit = MRM_SPEED; 
ou_trigger_distance = 0.0;

[in_current_lane == EMERGENCY_LANE]

Change Lane

out_designated_lane = EMERGENCY_LANE;

[ad_level == 0]
Stop Vehicle

out_speed_limit = 0.0;

Fig. 7. MRM Sequence

Each state in the manoeuvre decider module creates a sub-goal in the ADS
The motion planner module has to execute those sub-goals. The motion planner
module has information about the surrounding environment of the CAV in the
form of an object list. Sub-goals are executed within the environmental restric-
tions, for example a lane change should only be executed when a gap exists that
is big enough to make the lane change safely. The motion planner module creates
a path and a set speed for the vehicle controller.

Two controllers execute the planned path and velocity-set-values. The lateral
controlling from [4] is used to calculate steering commands, while the longitudinal
controller calculates throttle and brake commands, that are passed to the drive
by wire module by the vehicle interface.

4 Evaluation and Discussion

The demonstrator was validated and demonstrated in a real world environ-
ment on a highway like proving ground, at the Aldenhoven Testing Center (ATC)
near Aachen during the IEEE IV’22 [2]. It was able to show that V2X can help
if a vehicle is about to leave its ODD. Further, the demonstrator proved that
the software architecture was able to handle the scenario and to stop the vehicle
safely when the driver does not take over.

As seen in Sect. 3.1 the cluster instrument was retrofitted to visualise informa-
tion from the automated driving software. For the takeover request, three differ-
ent phases were implemented, each with a duration of about 3.3 s. Figure 8(a-c)
shows the three different phases for the ToR. During the ToR a audible beep-
ing sound started that got more intrusive for each phase. Figure 8(d) shows the
cluster instrument when the vehicle executing an MRM, intentionally without
asking the driver to take over any more.

During the presentation guest were allowed in the vehicle (two guests per
ride, a ride consisting of two times the described scenario). A safety driver was
driving, the guests were not allowed to drive the car, hence they were not able to
perform a ToC themselves. Impressions of the guest were mostly positive, they
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(a) First ToR phase (b) Second ToR phase

(c) Third ToR phase (d) Signalising MRM

Fig. 8. Cluster instrument visuals for ToR and MRM

described the ride quality as very good and the smooth lane change and stopping
were often acknowledged in particular. Guest further gave the impression to be
comfortable at any time trusting the system in what it was doing. This paper
should point out, if a vehicle has already left its ODD it is too late for a safe
transition, so a vehicle should be able to decide upfront. This paper showed a
possible solution by transmitting notifications via V2X to the CAV upfront and
let the vehicle decide how to handle the situation.

5 Conclusion

This paper described how V2X technology can help automated vehicles when
leaving their intended operational design domain. A use case was presented in
which a CAV receives a decentralised notification message containing information
about a stationary vehicle, causing the automated vehicle to leave its ODD. The
authors of this paper recommend the following strategy to avoid further vehicle
incidents: A transition of control back to the driver should be initiated by an
automated vehicle when leaving the operational design domain. In case of an
unresponsive driver (no control take over), the vehicle should start a minimum
risk manoeuvre. The presented software architecture supports the described use
case, by e.g. taking decisions and controlling the vehicle until the full stop. The
demonstrator was also equipped with a human machine interface to show the
current system state to the driver.

After receiving the V2X messages the CAV triggered a takeover request and
the driver was informed to take over control by audiovisual notifications for a
time period of ten seconds. The demonstrator showed that in case that the tran-
sition of control failed, the CAV was able to execute a minimum risk manoeuvre
consisting of a lane change to the emergency lane and a full stop.

The authors received a lot of positive feedback during the demonstration from
drivers and guests. Visitors agreed to the approach of a warning cascade, which
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still allows the driver to intervene before entering the phase of the minimum risk
manoeuvre. Further research on the warning timings and the way how the driver
will be informed about the take over request, are subject of future research.
A haptic acknowledgement (e.g. pressing a button) of the driver to show full
awareness is mandatory.
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Union’s Horizon 2020 research and innovation programme under grant agreement No
101006664.
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Abstract. With the advancement of science and technology, the cabin of a car is
becoming increasingly intelligent. The design of audible, intelligible, conductive
and useful sounds in the audio-visual design of various interfaces in the cabin
of a car, to enable driving safety and experience, has become a new design issue
in the context of future smart mobility. Through literature research and analysis,
this paper summarises the human factors parameters and design methods for the
designof vehicle guidance sound.This study is basedon the lane departurewarning
scenario of the car’s intelligent cockpit and investigates the sound design in this
scenario. We conducted a case study of the warning cues of four mainstream car
brands in this scenario and explored the design method of the cueing sound in the
lane departure warning scenario.

Keywords: Sound Design · Intelligent Car Cockpit · Lane Departure Warning

1 Introduction

With the progress and development of science and technology, the car has become the
norm in people’s lives and the cabin of the car is becoming increasingly intelligent.
The intelligent cockpit gives the driver a new type of interactive driving experience.
With the development of various types of interactive interfaces in the intelligent cockpit
and the evolution of automated driving technologies, the driver often needs multimodal
sensory information rather than single-channel sensory information to quickly receive
and understand the information at hand and to improve driving performance and safety in
human-machine driving situations in order to achieve a rational distribution of attention.

The literature suggests that the auditory system can compensate for obscured objects
that the visual system cannot detect, objects that are not visible in the dark and objects
that are out of sight. The auditory senses are the second most important senses after
the visual senses, being more sensitive than the visual senses at the level of the time-
domain dimension, and therefore the auditory senses have an advantage when people are
confronted with the integration of audiovisual information [1]. The combination of the
audio-visual channels allows one to selectively ignore the transmission of information
through the visual channel. In certain situations, people can choose to transmit the
necessary information only through the auditory channel [2].
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Therefore, according to the information integration and processing characteristics of
human beings, the incorporation of auditory interaction elements in the various warning
scenarios of the intelligent cockpit of the car, and the design of information through the
sound channel to complement the information transmission through the visual channel,
allows the user to reduce the perceptual load on the visual channel and increase his trust
in the driving system. The integration of interactive information from both the audio and
visual channels is more effective in alerting drivers to signals of danger. In situations
where the level of danger is high, we can design the driver to be alerted by both audio
and visual channels.

Some studies have shown that auditory warning signals have an effect on driver
behavior and reactions during unforeseen events, and that designing auditory warnings
with a high sense of urgency is effective for driver safety judgement and feedback
[3]. Properly designed in-cockpit warning tones can help drivers determine the current
vehicle status and road conditions accurately and quickly, reducing the likelihood of
driving accidents [4, 5]. However, poorly designed in-cockpit warning tones can have
a startling effect on the driver, causing a range of negative driving effects. Depending
on the sound characteristics provided by the in-cockpit audible warning system, the
driver’s behavior and driving performance may vary. How to design audible, intelligible,
informative and useful sound in the audio-visual design of the diverse interfaces of the
car’s intelligent cockpit to empower driving safety and experience has become a new
design issue in the context of future smart mobility.

Among the application scenarios for intelligent cockpit automated assisted driving
technology, the lane departure warning scenario is one that is used more frequently by
drivers,with a higher degree of urgency in this scenario.Different brands of cars have also
designed different warning guidance tones based on this application scenario to assist
users in making safe and efficient driving behavior judgements, but this has also created
new problems and needs. There is an urgent need to address the issue of how to enable
drivers to receive and understand the meaning of the warning tones in this scenario more
effectively with minimal learning costs, to improve their driving safety performance and
to summarise the design principles of the warning tones in lane departure scenarios.

This paper defines the problem of guided sound in automotive intelligent cockpits
and investigates the principles of sound information processing in multimodal sensory
interaction. Based on the lane departure warning scenario, an auditory experience design
strategy is explored that incorporates both visual and auditory information. The human
factors parameters and relevant cases of the guiding sound are analysed, and a set of
guiding sound design principles and methods for the lane departure warning scenario in
the automotive intelligent cockpit are designed and summarised.

2 Materials and Methods

There are two main types of guidance tones in a smart cockpit, the first is a tone used to
convey UI interaction information, such as switch on/off. The second type is feedback
related to the driver’s driving of the vehicle, e.g. driving hazard sounds.

Lane Departure Warning (LDW) is an advanced driver assistance system (ADAS)
that is available in many newer vehicles. It warns drivers when they are unconsciously



Research on Sound-Guided Design of Lane Departure Scenarios 213

leaving the lane their vehicle is travelling in, for example by providing visual information
via a colour change of the lane lines on the HMI or HUD, or by emitting a warning sound
in the cockpit, or by vibrations from the seat belt and steering wheel.

LDWcan reduce some single-vehicle sideswipes and head-on collisions.When these
types of crashes do occur, LDW can reduce the incidence of injury. LDW is becoming
more common in the automotive industry. Some OEMs are even making it a standard
feature on many models.

Lane departure warning systems are generally visual devices that calculate the pre-
dicted moment of lane departure by looking at lane line markings and alert the driver
when an unintended lane departure is about to occur, thus avoiding false warnings due
to subtle lateral lane position changes. Starting with simple lane line detection video,
LDW has evolved into sophisticated lane marking recognition and lane boundary pro-
jection systems that warn drivers if a vehicle’s trajectory is about to deviate from the
lane. While most LDWS use video technology, sound, infrared, LIDAR, magnetic and
electronic mapping technologies are also being researched and developed. LDW gives
an audible, visual or acoustic warning when a car crosses or approaches a lane boundary
and the driver fails to activate the turn signal.

InLaneDepartureContext (LDW) scenarios,we usually design guide tones to deliver
the warning message. Figure 1 shows a model of the processing of auditory information.

Fig. 1. Auditory information processing model (from[1])

According to the literature, poorly designed timbre characteristics, loudness and their
delivery mechanisms may lead to cognitive overload, perceptual frustration and loss of
primary attention [3]. During auditory perceptual processing, individuals are unable
to consciously perceive and understand all sensory stimuli simultaneously and have
developed the ability to separate the flow of information, i.e. audiovisual asynchronous
processing.

Therefore, taking into account the five stages of sound information processing and
the perceptual characteristics of sound, we set the objectives for the design of inter-
active sound in the automotive cockpit as: audibility, intelligibility, intelligibility and
usefulness. In the different scenarios of an intelligent cockpit, we need to design sounds
that can be received and heard clearly by the driver (i.e. audibility), so that the driver
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can quickly understand the information conveyed by the sound with minimal learning
costs (i.e. intelligibility) and, later, so that the driver can make quick judgements and
actions (i.e. intelligibility and usefulness), while at the same time, we need to consider
the auditory comfort of the audible sound. Simultaneously, we also need to consider the
auditory comfort of the guidance sound.

In the warning scenario of lane departure in a car smart cockpit, we use the sound
of the Warning category for guidance [4].

The warning and intelligibility (the functional semantics of the sound) of the guide
sound is related to the constituent elements of the sound and the form of its arrangement.
Figure 2 and Fig. 3 show the details.

a) Interactive soundswith higher fundamental frequencies and higher loudness aremore
likely to alert audiences and thus get their attention more quickly.

b) Sounds with shorter duration and higher cyclic frequency convey more urgent
functional semantics, thus prompting the audience to quickly avoid danger.

Fig. 2. Components of sound-guided design

Fig. 3. Choreographic dimensions of the sound-guided design

We have divided the design of the guidance sound for the lane departure warning
scenario in the vehicle intelligent cockpit into the following levels.

The first level is the sound physical property level, the human factors parameters in
this level mainly include: frequency; Sound intensity; sound panning (spatial location
of the sound).

The second level is the interaction mode of the sound. The design factors of this
level include the triggering mode of the sound in the collision warning scenario and the
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urgency of the sound, where the triggering mode mainly includes the trigger time and
the trigger conditions.

The third level is the sound design method level, where the design factors include the
morphological characteristics of the sound signal, the duration of the sound, the number
of cycles and the degree of urgency.

We have studied the international standard literature published by NHTSA, ISO and
other organisations [6–9], and summarised the design methods of the guidance sound
in lane departure warning scenarios from the physical and psychological aspects of the
vehicle intelligent cockpit.

3 Results

We have studied the literature on international standards published by organisations such
as NHTSA and ISO at three levels: the physical properties of sound, how sound interacts
and how sound is designed, and the following are the results obtained.

3.1 Design of the Physical Properties of the Guide Sound

Frequency

1) The recommended frequency range for in-vehicle auditory signals is 200 Hz to
8000Hz and for tonal signals the predominantly audible frequency component should
be between 400 Hz and 2000 Hz, avoiding exceeding 2000 Hz in order to be inclusive
to accommodate elderly populations or the hearing impaired.

2) The audible warning fundamental frequency should be at least in the range of 500–
1500 Hz.

3) When using frequency as a code to differentiate warning levels, the chosen funda-
mental frequency should be widely distributed in the range 200 Hz–3000 Hz and not
concentrated in only a small range.

4) The frequencies selected should be those least affected by ambient noise. If frequen-
cies are used to code the warning level, the imminent collision avoidance warning
will have the highest fundamental frequency.

5) If a single sound is used for a collision avoidance warning, a composite sound should
be used instead of a pure sine waveform.

6) A broadband signal or a mixture of narrowband signals with clearly separated centre
frequencies should be used to improve signal position detection and driver attention
direction.

Sound Intensity

1) The recommended audible sound pressure level range for all driving conditions is
between 50 and 90 dB(A), with an ideal minimum acoustic signal of 75 dB(A)
depending on the parameters set for the playback side of the vehicle.
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2) At the driver’s ear, the default intensity value of the sound warning should be at least
20 dB but not more than 30 dB above the threshold for shielding based on ambient
noise under relatively noisy operating conditions.

3) The onset speed of the sound or tone used in the collision prevention warning should
be fast enough to alert the driver. However, the onset speed should not be too fast,
as this could cause a severe startle effect. It is recommended that the onset speed of
the sound is greater than 1 dB/ms but less than 10 dB/ms. To avoid the startle effect
of the sound, the steep increase in sound should be less than 30 dB increments over
0.5 s.

4) For critical warning sounds, the time from the start of the sound head to themaximum
loudness should be less than 30 ms. This is mainly to way the sound head is blurred,
resulting in a poor audible warning.

5) In addition, sound intensity should not be used to differentiate the level of urgency
of a warning due to poor perception and judgement of sound intensity.

Sound Panning

1) Sound Panning is a human factor parameter that reflects the spatial physical prop-
erties of sound, i.e. information about the orientation, distance and proximity of the
sound. It is known from the Simon effect that when stimulus and response are spa-
tially compatible (on the same side), the subject responds faster than in the case of
incompatibility. Therefore the auditory stimulus has to be spatially compatible with
the indicated spatial hazard information. If there is a hazard on the right and the
orientation information of the tone points to the right, the driver will respond faster.

2) Where appropriate, thewarning should elicit a directional response, causing the driver
to look in the direction of the hazard. The source of the auditory warning should be
consistent with the direction of the hazard.

3.2 Interactive Design of the Guide Sound

Trigger time

1) The brain’s integration of stimuli is delayed by about 30–50 ms in comparison to the
fast auditory conduction system, due to the electrochemical sensing system used in
the retina of the visual system.

2) Sound appears before the image and the response to the target stimulus is fast; sound
appears simultaneously with the image or with a delay in the appearance of the sound,
and the response time to the target stimulus is prolonged.

3) In order to synchronise the integration of audio and visual information, and to speed
up the response to the target stimulus, the sound information needs to precede the
visual information by more than 50 ms.

4) Under close proximity conditions of the hazard source, the propagation time differ-
ence between audio and visual signals can be ignored, while as the distance increases,
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the audio collision warning signal needs to be presented before the visual signal in
order to form audio-visual integration.

Trigger Condition
The combination of audible triggering conditions for collision warnings with visual cues
in the intelligent cockpit or the design of triggering modes associated with TTC levels
can go some way to improving driver performance in collision warning scenarios. The
TTC collision time is the value of the distance between the two vehicles/relative vehicle
speed.

3.3 Methodology for the Design of Guide Sound

Urgency

1) ISO 16352–2005 uses the following signal words as criteria for communicating the
intensity of danger: ‘DANGER’, ‘WARNING’ and ‘CAUTION’ respectively.

2) Both DANGER and WARNING are high emergency levels, while CAUTION is
generally a low emergency level.

3) Very urgent collision warnings must be presented through at least two modali-
ties: visual & auditory or visual & tactile modalities; the auditory channel is the
recommended channel to use in emergency collision warnings.

Sound Format Design

1) ISO 11429–1996 classifies the characteristics of auditory signals: Sweeps, Bursts
(quick-pulses sound),Alternating sounds andShort sounds are the four sound patterns
that express a hazardous situation.

2) Sweeps, bursts and Alternating sounds express a higher degree of hazard urgency,
while Short sounds express a lower degree of hazard urgency.

3) In a collision warning scenario, the Sweep, Bursts and Alternating sound patterns are
more appropriate as they convey a higher level of warning.

4) Pulse format and pulse interval time have a significant impact on the perceived
urgency. An emergency warning should have a higher signal repetition rate, higher
intensity and higher fundamental frequency than a warning alert.

Sound Duration

1) Temporal attributes are one of the most important features of tone signals. They
can draw attention to themselves and can also be used as discriminatory factors and
emergency cues.
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2) It is recommended that intermittent beeps or chirps are repeated at a frequency of 1
to 8 tones per second (i.e. single tones with a temporal value between 125 ms and
1000 ms) for warning alarms in vehicles.

Cycle Times

1) Use intermittent or continuous long repetitive tone signals only in exceptional
circumstances (until the driver or passenger takes appropriate action).

2) These include situations where very important information affecting the safety of
vehicle occupants or the ability to drive the vehicle is communicated.

4 Case Study

Wehave collected the audible signals from four car brandsBMW,Tesla, SERES andNIO
in the lane departure warning scenario through test drives, and analysed them in terms of
sound signal characteristics and spectrum. By comparing the principles of sound design
in the lane departure warning scenario with those summarised in the previous section,
we summarise the commonalities and discuss the shortcomings of the sound design in
the lane departure warning scenario for these four vehicle brands.

The recorded audio was noise reduced and analysed by Sonic Visualizer software.
The parameters analysed included the time value of the sound, the sound format, the
frequency and the number of cycles. We use T1 for single syllable time values, T2 for
syllable interval time values, T3 for loop interval time values and Td for the total duration
of the warning tone.

Figure 4 shows the sound signal waveform (left) and spectrum (right) of the Tesla
LDW and Fig. 5 shows the sound design parameter table of the Tesla LDW.

Fig. 4. Tesla LDW sound signal waveform (Left) and spectrogram (Right)

As can be seen fromFig. 4 and Fig. 5, the Tesla LDWsound uses a shortmonosyllabic
sound with a sound format of ‘Burts’. The Tesla LDW sound presents a non-variable
pitch, uniformly repetitive rhythm with no variation in intensity. The Tesla LDW sound
is designed to cycle through the number of cycles until a measure is taken, without
designing the orientation of the sound. In terms of urgency, the Tesla LDW scenes are
warned through a combination of visual and auditory channels, using only one tone.
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Fig. 5. Tesla LDW sound design parameter table

The Tesla LDW’s sound has a pulse frequency of 3.8 Hz, which is slightly below the
recommended value and may cause a slight lack of urgency in the listening experience.
Overall, the Tesla LDW’s sound matches the design human factors data summarised in
the previous section to an average degree.

Figure 6 shows the sound signal waveform (left) and the sound spectrum (right) of
the NIO LDW and Fig. 7 shows the sound design parameter table of the NIO LDW.

Fig. 6. NIO LDW sound signal waveform (Left) and spectrogram (Right)

As can be seen from Fig. 6 and Fig. 7, the NIO LDW sound is a short monophonic
compoundwith the sound format ‘Burts’, but the number of sound pulses is only 3, which
is below the recommended minimum of 5 and may result in a less urgent sound. The
fundamental frequency of theNIOLDWsound is not within the recommended range, but
slightly above the recommended fundamental frequency range. In terms of the number
of cycles, NIO LDW sound is designed to be played only once. The spatial orientation of
the sound is also not designed for NIO. In addition, in terms of the design of the urgency
level, the warning of the NIO LDW scene is achieved through a combination of visual
and auditory channels, using only one alert tone. Overall, the NIO LDW sound matches
the design human factors data summarised in the previous section to an average degree.
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Fig. 7. NIO LDW sound design parameter table

Figure 8 shows the sound signal waveform (left) and the sound spectrum (right) of
the BMW LDW under high deviation. Figure 9 shows the sound signal waveform (left)
and the sound spectrum (right) of the BMWLDWunder mid deviation. Figure 10 shows
the sound design parameter table of the BMW LDW.

Fig. 8. BMW LDW sound signal waveform (Left) and spectrogram (Right) under high deviation

Fig. 9. BMW LDW sound signal waveform (Left) and spectrogram (Right) under mid deviation

As can be seen from Fig. 8, Fig. 9 and Fig. 10, BMW divides the warning guidance
sound into two scenarios in the lane departure warning scenario, the high departure



Research on Sound-Guided Design of Lane Departure Scenarios 221

Fig. 10. BMW LDW sound design parameter table

scenario and the moderate departure scenario. In the high deviation scenario, the BMW
LDW sound uses a step sequence of 2 different pitches, i.e. a two-syllable sound with
varying intensity and a sound format of ‘Alternating’, the fundamental frequency of the
sound is not in the recommended range and is slightly thin on the ears. In terms of the
number of cycles designed for highly deviant scenes, the BMW LDW sound is played
in a loop until a measure is taken.

In medium deviation scenarios, the BMW LDW sound uses a short monosyllabic
compound sound with a sound format of ‘Short sound’. The fundamental frequency of
the sound is also out of the recommended range. In terms of the number of cycles, the
BMW LDW sound is designed to be played only once, which can serve as a cue in
moderate deviation scenarios, but is not very urgent.

For the spatial orientation information of the sound, neither the height nor themedium
deviation scenarios have been designed by BMW. For the degree of urgency design, the
warning for the BMW LDW scenario is achieved through a combination of visual and
auditory channels. Overall, BMW LDW sound matches the design human factors data
summarised in the previous section to a high degree.
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Figure 11 shows the sound signal waveform (left) and spectrum (right) of the SERES
LDW and Fig. 12 shows the sound design parameter table of the SERES LDW.

Fig. 11. SERES LDW sound signal waveform (Left) and spectrogram (Right)

Fig. 12. SERES LDW sound design parameter table

As can be seen fromFig. 11 and Fig. 12, the SERESLDWsound uses a step sequence
of 2 different pitches, i.e. a bisyllabic sound,with variations in intensity, the second sound
is louder, the sound format is ‘Alternating’, the fundamental frequency of the sound is
not in the recommended.The sound design of the SERES LDW has only 1 cycle in
terms of the number of cycles and no design for the orientation of the sound, which
may result in poor warning. In terms of urgency design, the SERES LDW scenario’s
warning is achieved through a combination of visual and auditory channels, using only
one alert tone. Overall, the sound for SERES LDW matches the design human factors
data summarised in the previous section to an average degree.

5 Discussion and Conclusion

We conducted a Case Study on four mainstream brands of cars and found that not all
brands follow the relevant international standards for the design of warning sounds, and
that some sound designs may be created by designers based on their own experience
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and subjective awareness. In general, in the lane departure warning scenario, the design
of the guidance sounds of the four car brands did not correspond to the human factors
constraints of the international standards, and the sound design was generally consistent
with the human factors parameters recommended by the international standards.

In terms of Frequency, the fundamental frequencies of all four vehicle brands are not
within the recommended frequency range of international standards, which may have
an impact on the audible urgency of the sound in lane departure warning scenarios.

On the basis of Sound Format, two brands of car chose ‘Bursts Sound’ and two
brands chose ‘Alternating’. The relatively more focused choice of categories for Sound
Format allows users to reduce the perceived barriers to in-cabin sound when using
cross-brand vehicles, reducing learning costs and adaptation time for users. Only BMW
divides the warning guidance sound into two scenarios in the lane departure warning
scenario, a high departure scenario and a medium departure scenario, which may be a
more efficient driving experience for the driver. In terms of the number of sound cycles
for LDW, bothNIO and SERES are designed for one sound cycle, which does not comply
with the provisions of the relevant international standards and may result in a poor sound
warning.

According to Sound Panning, none of the four vehicle brands have designed the
orientation of the warning sound. Through research into relevant international standards,
we have found that the driver’s avoidance response is accelerated when the orientation of
the sound of the warning tone is consistent with the spatial hazard information indicated.
Therefore, it is possible to include the orientation of the warning sound in the lane
departure scenario of the car’s intelligent cockpit.

In terms of the degree of urgency design, the warning for the LDW scenarios of all
four car brands is achieved through a combination of visual and auditory channels. This
shows that the information in the visual channel is also very important for the user in
the lane departure warning scenario.

During the Case study, due to the limited digital audio equipment used to collect the
sound footage, we were unable to make an accurate determination of the trigger time
(audio-visual synchronous or audio-visual asynchronous) and trigger conditions for the
four LDW warning sounds for the time being. We will investigate this issue in more
depth in our subsequent studies.
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Abstract. This research obtains the functional requirements by mining the needs
of the group of intelligent car owners, analyzing the relationship between user
needs and functional requirements, and based on the innovation diffusion theory,
using the online and offline diffusion channels, designs a service system that not
only meets the needs of the modified car owners, but also has good usability. The
innovation diffusion model was used as a research method for the availability
of customized intelligent vehicle modification services. Collect the user needs of
refitters through research, and analyze the user demand elements and their impor-
tance of refitting APP by using the diffusion group division method; Analyze and
dissect the user needs to obtain the corresponding functional requirements, take
the functional requirements as the design basis, combine the needs of the strong
diffusion group, and design the information architecture, interaction prototype and
visual interface of the modified service APP to optimize the contacts in the ser-
vice system, and use the O2O business model to enhance the diffusion efficiency.
It provides a solution for the optimization service system of China’s intelligent
vehicle modification industry.

Keywords: Intelligent vehicle · Innovation diffusion theory · O2O business
model

1 Introduction

Automobile modification refers to the modification of the external shape, internal shape
and mechanical properties of the prototype vehicle produced by the automobile manu-
facturer according to the needs of the vehicle owner, mainly including bodymodification
and power modification.

2 Current Situation of Refitting Industry

In recent years, the user group of smart cars has gradually shown a younger trend. The
refitting industry of smart cars has developed rapidly and has become an important part
of the after-sales service of modern cars. The auto refitting industry has developed from
the initial professional racing refitting to more and more customized smart car refitting.
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According to the current situation, China’s automobile modification industry is still
at the initial stage of development. In terms of specific modifications, most people
do not have a comprehensive understanding of the automobile modification industry.
They think that it is only a simple repair, and their understanding is relatively one-
sided. Common automobilemodification projects include lightmodification, appearance
modification, sound modification, internal modification, etc. Among them, the internal
modification includes engine intake, engine ignition system modification, oil supply
system hardware and software modification, etc. These modification projects require
relatively high technology level, and the general automobile modification department
can not achieve such high technology. In addition, consumers can not fully understand
the automobile modification industry, and the automobile modification companies also
have their own deficiencies in development, resulting in the automobile modification
industry in China still staying at some relatively low level of maintenance. It often costs
a lot of money to refit cars, and these funds can not be reasonably budgeted before
refitting. Due to different brands, prices will vary greatly.

With regard to refitting services, China’s automobile service industry has just started
and is basically still in the manual operation stage. Even in developed cities, the auto-
mobile service industry has only partially changed from the manual operation stage to
the current information-based technology service. Whether in hardware or software, the
gap between China’s automobile service industry and developed countries is still large.
The existing problems can be summed up in the following three points:

1. Weak service concept. With the automobile consumption market entering the era of
personal family, the characteristics of automobile consumption demand have changed
greatly. For example, the price elasticity of demand is large, the demand for quality
assurance is fine, and the after-sales service requirements are high, but the basic
cultural quality of the personnel engaged in the automobile service industry in China,
especially the cleaning, maintenance and repair personnel, is relatively low, resulting
in the poor service experience of some car owners.

2. Lack of intellectual talents. At present, there is a general lack of automotive mainte-
nance technicians with professional knowledge, understanding of principles, familiar
instruments, and certain practical experience in automotive after-sales service. Some
automotive service projects cannot be launched, and can only provide simple cleaning,
paint repair, and repair.

3. Challenges brought by the new four modernizations of the automobile industry. With
the progress of the “new four modernizations” (electrification, networking, intelli-
gence and sharing) in the automobile industry and the upgrading of user needs, the
automobile service field also ushers in the evolution of the whole field. How to use
advanced technologies such as internet and intelligence to provide customers with
better service experience is a difficult problem that automobile service enterprises
must face.
At present, with the gradual rise of 020 business model in China’s market, the auto-

mobile maintenance industry is developing in the direction of “Internet plus + auto-
mobile maintenance”, which has formed a new market pattern. As a link in the auto-
mobile third-party service industry chain, automobile refitting urgently needs to build a
multi-dimensional driven organic dynamic product service system in order to adapt the
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intelligent automobile refitting service to the development of new business types. If the
contradiction between design and demand in the above issues is defined as innovation
and innovation adoption, such issues can be discussed in the theoretical perspective of
innovation diffusion. This theory provides a certain basis for the study of the efficiency
process and the principle of action accepted in the general society or specific groups.
At the same time, the feedback of the receiver on innovation can also effectively guide
the direction of subsequent iteration innovation. Therefore, this paper selects the smart
car modification industry to explore the feedback of basic innovation patterns according
to different user groups. So as to clarify the demand characteristics of specific types
of users for different products, and then point out the iterative innovation direction of
subsequent products.

3 Relevant Theoretical Research

The innovation diffusion theory was proposed by American scholar Everett Rogers.
The audience can feel that some information is spreading in this process. This innova-
tion diffusion includes five stages: understanding, interest, evaluation, experiment and
adoption.

3.1 Research on Diffusion Mechanism

American scholar Everett M. Rogers believes that the degree of diffusion of an inno-
vation mainly depends on the understanding and acceptance of innovation methods by
the social system, and the imitation of the acceptance of this innovation behavior among
individuals in the social system, that is, the social system factor that allows innovation
to spread. The diffusion process of innovation diffusion is an “s” curve. From the “s”
curve, we can see that in the early stage of innovation diffusion, the number of adopters
is small, the development is limited, and the curve of diffusion speed is relatively flat.
When the number of adopters increases to 10%–25% of the residents, the innovation
diffusion rate reaches a certain standard, and the diffusion speed is rapidly improved.
In the process of follow-up development, the vast majority of people have accepted
this view. It is difficult to expand the number of adopters, and the diffusion of inno-
vation has reached saturation, and the diffusion speed has gradually decreased. From
the perspective of innovation diffusion, the innovation of a thing needs to first meet the
following two aspects: rich communication paths, which can attract a large number of
adopters, improve the compatibility of innovative content and audience, and consider
the audience’s requirements and tolerance for innovation.

3.2 Relationship Between Innovation and Diffusion

When innovation is put into the product service system, it will break the original service
link, establish new contacts and react on the product service system where it belongs,
and become an important driving force to promote its continuous diffusion within the
social system. At the same time, changes in the market also have a negative effect on
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the innovation behavior itself. Diffusion has an impact on the innovation efficiency, and
affects the innovation behavior through certain mechanisms such as market feedback.

To sum up, the innovation and diffusion of products present a trend of mutual influ-
ence. Product-oriented innovation behavior not only actively changes the environment
of innovation diffusion, but also changes due to the constraints of the environment. This
change is mainly reflected in the iterative method of innovation and the specific differ-
ences ultimately reflected in the products. First of all, innovation needs to take products
as the material form and be realized through the adoption and diffusion of social sys-
tems. Accordingly, product function upgrading, experience optimization, and even use
methods and concepts.

4 Research on the Optimization Path of Customized Intelligent
Vehicle Modification Service

First, based on the process of innovation diffusion, a reference system is established
based on the diffusion phenomenon and behavior of design innovation within a specific
social system, and the diffusion mechanism of service system and method innovation
is launched against the innovation in design activities. Explore the innovation methods
in the process of new technology diffusion, mainly including the innovation direction,
innovation process, innovation gradient, etc. Put forward the ideas and methods to guide
industrial product design and service system update under the environment of modern
technology and concept diffusion.

4.1 Basic Elements of Smart Car Modification Service

At present, China’s smart car modification services are concentrated in offline stores
such as auto stores and auto repair andmodification plants. Customers with modification
needs need to connectwith offline stores to handlemodification business. Online services
mainly include telephone consultation, WeChat group created by individual stores, and
other channels. Therefore, at present, the online modification industry has a narrow
service range and lacks an integrated platform to select and compare stores and online
consultation Operation costs such as appointment are high.

At present, the smart car modification service links are basically: telephone reserva-
tion consultation, selecting parts at the store, communicating with the service personnel
of the modification store, consulting inventory, ordering parts, understanding relevant
modification laws and regulations, price negotiation, determining the time of vehicle
collection, vehicle collection, after-sales service, etc.

From the service process contact point,we can see that smart carmodificationbelongs
to the traditional service industry. Some online operation processes can be carried out
by telephone reservation. However, when it is used, due to its comprehensive nature of
service. Users tend to classify them as traditional offline services in terms of concept
cognition, which to some extent limits the diffusion of their innovative forms among
users. In addition, due to the general idea that the adoption of traditional service systems
that rely on offline stores is age sensitive, and is generally applicable to the middle-
aged and elderly, who have limited understanding of smart car modification services.
Therefore, there is room for improvement in its diffusion efficiency among users.
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4.2 Diffusion of Smart Car Modification Service

In recent years, under the comprehensive influence of the new information technology
environment such as the mobile internet, the innovation (including core functions, user
experience, application scenarios and other aspects) and diffusion of the service system
have shown the characteristics of diversification of diffusion methods and diversification
of channels. This puts forward new requirements for the existing diffusion description
and prediction methods based on the innovation diffusion theory model. Accordingly,
the diffusion mechanism of innovation and service, as well as the specific performance
of each contact point in the service system, is more complex.

Restricted by the over-reliance of the traditional service industry on the offline service
mode, the diffusion efficiency of the smart car modification service has been affected. In
the current smart car modification service link, all contacts are roughly divided into three
stages: before arrival, when arrival, and when leaving the store. From the perspective of
the diffusion channel, the intervention of the mobile internet channel has a significant
impact on the product diffusion effect. Without considering the negative impact, Its dif-
fusion efficiency is far ahead of the traditional diffusion channels. The contact points
of mobile devices are only telephone reservation and consultation. The core links and
contacts of modification services are still offline. Therefore, the diffusion of modifica-
tion services is restricted by the diffusion channels. At the same time as China’s car
ownership is increasing, the smart car user group is also gradually showing a younger
trend. According to online research and interviews, from the perspective of the diffusing
population, the middle-aged car owners in China lack trust and acceptance in the auto
modification industry. From the perspective of interviews, most middle-aged car owners
are unwilling to invest in auto modification, On the contrary, young smart car owners
have a higher acceptance of innovation and better diffusion efficiency. At the same time,
young people also have more willingness and demand for modification.

4.3 Investigation on the Modification Needs of Smart Car Owners

Collect the needs of smart car owners for modification services by issuing questionnaires
and interviews to smart car owners, and summarize them as follows:

1. Within the legal scope, you can modify the vehicle at will according to your
personal preferences, and you can see the real-time 3D modification effect. 2. I hope
there are a large number of comprehensive and complete types of convertible models;
3. An online community sharing personal modification plans for public comment and
exchange; 4. Relevant refitted parts can be purchased according to the model; 5. I hope
you can easily query the nearby “wash, repair and change” stores; 6. I hope you can
give feedback on your own experience and follow-up problems in a timely and effective
manner. 7 Distribute a questionnaire to understand the user’s modification intention. 8.
The original factory sells modified products. 9. Officially participate in themodified auto
show. 10. Hold a modified auto show. 11. Share modification consultation and answer
users’ doubts (Fig. 1).
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Fig. 1. Potential demand distribution of customized intelligent vehicle modification users

At the same time, from the objective social environment, the refitting industry needs
to strengthen its propaganda and positive guidance; The government departments need
to further strengthen the laws and regulations related to refitted vehicles; The refitting
industry needs more professionals engaged in automobile refitting.

Starting from the summary of the above user needs, this study aims to innovate and
improve the above pain points from the design perspective.

4.4 Division of Diffusion System Group

The user group is divided according to the individual diffusion efficiency in the innova-
tion diffusion system, and different improvement routes are formulated according to the
product adaptability and improvement needs of different groups, and different structural
contacts are formed according to the corresponding iteration strategies.

According to the basic division principle of the adoption population based on the
innovation diffusion theory, combined with the characteristics and needs of the user
groups in the collected samples, the survey population can be roughly divided into
innovation adopters, early adopters and early adopters, late adopters and late adopters
according to their age characteristics and attitudes towards innovation.
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The follow-up design practice will consider the possibility of innovation adoption
and market launch, starting from the needs of innovation adopters and early adopters
and early adopters.

4.5 Specific Design Optimization Objectives of Modification Service

Starting from the design means and types, the specific design optimization objectives
are divided into three main directions: core functions, user experience, and application
scenarios. On this basis, the specific innovation path is drawn as follows: mobile end
product modification effect preview, service reservation, and performance prediction
function innovation; The specific model modification style recommendation, modifica-
tion regulation reference and personalized customization service innovation provided
during the vehicle modification process; The system innovation of online optional parts
and reservation service to offline stores.

According to the case product diffusion characteristics and the performance of the
key influencing factors in the diffusion process, the corresponding product iterative
design strategy was developed in this study. From the three points of product, service
chain and product service system, the feasible iteration paths are determined as three:

1. Independent innovation of products - positive planning of product innovation. At
present, in the smart car refitting industry, there are industry-related products such as
CAR++’s game-based refitting experience app and the matching applet based on the
brand car enterprise, and the analysis of similar products is carried out. CAR++mainly
provides online modification scheme preview andmodification consultation services,
while the matching app under the Porsche brand car enterprise mainly provides the
function of car matching effect preview and price display, Through the analysis of the
above twomodification service products, it is concluded that themain iterative factors
ofmobile software aremodification experience and online selection. By extracting the
iterative factors of similar products, a diffusion model is built, and the modification
experience and online selection of similar products are introduced into themechanism
category for quantitative analysis.

2. Path to promote innovation - fully consider the characteristics of the distribution path
of various elements in the system and use it reasonably to promote innovation and
improvement. When O2O mode is adopted in the field of smart car modification, in
terms of the online diffusion path, the mobile internet channel has faster diffusion
than the offline diffusion channel, shorter time to achieve stability, and relatively
ideal diffusion efficiency. As far as the offline dissemination path is concerned, it
can persuade people to accept and use innovation more directly and effectively, but it
also has the characteristics of slow diffusion and poor diffusion efficiency. Therefore,
in the field of customized retrofit service, we can establish a community of refitters
through mobile devices, provide lightweight virtual customized retrofit experience to
achieve good diffusion efficiency, and connect with the offline industry, expand the
third-party service of smart cars in the later stage, and expand the offline dissemination
path in this context (Fig. 2).

3. System iterative update - adjust the strategy according to social recognition, consider
and anticipate social effects, and form an iterative mechanism. In the system iteration,
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Fig. 2. Blueprint of customized smart car modification service

the social system and culture play a subtle role. In the field of smart car modification,
the recognition of modification culture varies greatly among different groups and
different social environments. In China, the audience of modification culture has been
small for a long time, but the rising trend is obvious. The recognition of modification
culture by society is also gradually increasing, In the system iteration, not only the
current concept needs to be considered, but also the future use concept needs to be
considered in advance and dynamically, thus forming the value identification and
community atmosphere.

5 Design Practice of Customized Modification Service App
for Smart Cars

5.1 Interactive Prototype

The interaction prototype is the basic framework formodifying the serviceAPP interface,
which has strong adjustability and lower cost compared with the visual interface. It will
determine the final form of the interface as the blueprint of the APP. The prototype of
the refitting service APP is to think about the operation task process on the basis of the
information architecture, and consider how to improve and improve the contact points in
the service link from the perspective of users, so as to solve the learning cost, time cost
and other problems that users pay when refitting the car to a certain extent. Design the
low-fidelity interaction prototype of the modified APP by combing the user’s operation
behavior in each task process (Figs. 3 and 4).
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Fig. 3. Customized smart car modification APP information architecture

Fig. 4. Low-fidelity prototype of customized smart car modification APP

5.2 Visual Interface

On the basis of modifying the interactive prototype of the APP, the potential users and
existing users are considered respectively, and themodifier community is set up to attract
potential users. At the same time, the APP can be integrated into the overall service link,
and connect users and stores at the same time. Secondly, the product availability of users
in three aspects of environment, process and operation is analyzed to improve the user’s
satisfaction with the use of the product, and the young characteristics of the population
with strong diffusion groups are targeted, Positioning the visual style of APP as young,
simple, warm and bright. Carry out visual design for the organization and layout of
elements such as status bar, content partition, navigation bar, function buttons, etc. in
the prototype, highlight important functions and main contents, weaken the level of
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Fig. 5. Visual design of customized smart car modification APP

secondary information, and reduce the interference of irrelevant information. Detailed
design is carried out for specific problems. See the Fig. 5. Determine the main color tone
of the interface to ensure that users can better adapt to different environments; Reduce
the interference of picture information on the task process, use abstract identification
to guide the process continuation and improve the operation efficiency; Strengthen the
visual influence and physical area of function buttons to ensure the effectiveness of
functions.

6 Conclusion

This study proposes an improvement method of customized smart car modification
service based on innovation diffusion theory, which effectively transforms user needs,
functional requirements and APP usability layer by layer, and achieves the ideal research
goal at each design stage. In the stage of user demand analysis, the diffusion model can
sort the demand qualitatively and get the real demand of the strong diffusion group. In
the expansion stage of functional requirements, integrate the requirements importance
ranking of strong diffusion groups to help clarify functional requirements. In the design
improvement stage, based on the functional requirements, the information architecture
is optimized by using the needs of the diffusion group, and the interactive interface
and service blueprint are output to provide usability reference for China’s smart car
modification industry.

Acknowledgment. This paper is supported by “The Fundamental Research Funds for the Central
Universities (WUT: 2002VI003–04)”.

References

1. Shuqing, Y.: The development and dissemination of Dongyang woodcarving – based on the
theoretical model of innovation diffusion. Popular Literat. Art 10, 191–193 (2022)

2. Gang, M., Shu, C., Yuan, W.: Research on the product design strategy of cervical pillow in the
perspective of innovation diffusion. Packag. Eng. 43(10), 257–264 (2022). https://doi.org/10.
19554/j.cnki.1001-3563.2022.10031

https://doi.org/10.19554/j.cnki.1001-3563.2022.10031


Customized Intelligent Vehicle Based on Innovation Diffusion Theory 235

3. Daofeng, D.: Promote the development of automobile customization andmodification industry
in an orderly manner. Auto Horizon 12, 27–30 (2021)

4. Hu, P.:Research on the diffusion ofDidiTravel under the innovation diffusion theory.Huazhong
University of Science and Technology (2016)

5. Wei, Z.: Countermeasures for the development of automobile modification industry. Autom.
Pract. Technol. 45(23), 249–251 (2020). https://doi.org/10.16638/j.cnki.1671-7988.2020.
23.082

https://doi.org/10.16638/j.cnki.1671-7988.2020.23.082


Research on Personality Traits of In-Vehicle
Intelligent Voice Assistants to Enhance Driving

Experience

Xinyi Zhou and Yangshuo Zheng(B)

Wuhan University of Technology, Wuhan 430000, China
zhengyangshuo@163.com

Abstract. Despite the rapidly expanding research on in-car intelligent voice assis-
tants, relatively little attention has been paid to the study of their personality traits
and how to improve the user’s emotional experience by cutting through from this
perspective. In this study, first, an exploratory interview-based study is conducted
to identify key traits that elicit driver emotions and five personality traits that can
be used in in-car intelligent voice assistants: emotional enrichment, emotional
expressiveness, persona congruence, empathic expressiveness, and user impres-
sions. Second, an online survey-based study is conducted to investigate how the
above five performance dimensions that focus on the degree of personification of
intelligent assistants can be incorporated into smart car voice interaction systems
in different scenarios. Finally, the ideal use cases for each personality trait are
investigated, as well as how in-car intelligent voice assistants can apply the cor-
responding trait dimensions according to the current real-time driving situation.
This study explores how the five personality trait dimensions can enhance driv-
ing users’ emotional experience and emotional connection with intelligent voice
assistants by adding a pleasant attitude, a sense of pleasure, and can accurately
grasp users’ emotional state and provide proactive services conducive to emotional
appeasement and safe driving in navigation.

Keywords: In-car intelligent voice assistant · Personality traits · Driving
emotional experience

1 Car Intelligent Voice Assistant Concept

Voice is the most commonly used interaction method in people’s daily life, and with
the development of intelligent AI technology, it is also gradually applied in car prod-
ucts. Voice assistants help to free users’ hands and eyes during the driving process,
thus enhancing driving safety and enhancing the emotional experience of driving users.
People increasingly rely on maps to navigate, check road conditions and find nearby
points of interest in their daily travels, while users use their hands to control or view the
screen while driving, which poses a great safety risk. The emergence of in-car intelligent
voice assistant greatly liberates the user’s hands and eyes during the driving process and
improves driving safety. It not only supports the whole process of voice wake up, but also
can quickly and accurately understand user commands and propose effective solutions.
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1.1 Voice Assistant Definition

A voice assistant is a human-machine dialogue program embedded in a hardware device
or APP software to assist users to use the functions on the host device or program by
voice. A complete human-machine dialogue includes the front-end processing of sound
signals, the conversion of sound into text for machine processing, and the conversion of
textual language into sound waves using speech synthesis technology after the machine
generates the language, thus forming a complete human-machine voice interaction.

1.2 Development Trend of In-Car Intelligent Voice Assistant

Smart cars are vehicles that can use ICT (information and communication technology)
and artificial intelligence to interact with users autonomously. With innovations in the
areas of electric vehicles, mobile connectivity and autonomous driving, smart cars have
captured the attention of many interaction designers. The importance of improving the
emotional experience of smart cars is reflected in its ability to improve driving pleasure,
efficiency and safety.

With the development of artificial intelligence and voice recognition technology,
intelligent voice is becoming the main vehicle interaction tool, in the car HMI, the car
voice assistant provides auxiliary functions for the driver. As the third living space, i.e.
another living space after home and work, intelligent voice assistant is the core content,
which helps users to control the whole intelligent cabin and provide services to users
through intelligent voice assistant. The development of AI technology and hardware
upgrade has given intelligent devices more and more perception channels, and also
continuously enhanced the ability to output information through various media. Based
on research results in the fields of intelligent remote technology speech, natural language
and machine translation, in-car voice assistant technology has been greatly improved
in fluency, quality, fidelity and naturalness. Beyond the perception and output layer, the
improvement of emotional computing capability has enabled the machine to make a
qualitative leap in the cognitive layer.

With the development of technology and hardware upgrades, smart devices are given
more and more perception channels, and also continue to enhance the ability to output
information through variousmedia. Beyond the perception and output layer, the improve-
ment of emotional computing capability enables machines to make a qualitative leap in
the cognitive layer. They understand users far better than before, and are far more artic-
ulate than before. Based on design understanding and practice, it is believed that the
voice assistant experience is showing three trends in terms of interaction channels and
interaction objects: the expression of information services incorporating multi-channel
experience, dialogue close to natural human instincts, and the ability to interact with
emotions.

Expression of Information Services Converge Multi-Channel Experience. In addi-
tion to voice channels, computer technology has expanded interaction channels such as
face and spaced gestures, while traditional interaction methods such as touch and knob
have their own advantages in terms of operation accuracy, information output efficiency
and technical cost. Multi-channel fusion can bring into play the advantages and scenario
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applicability of different channels to express information services more naturally and
maximize efficiency.

The navigation scenario is the most commonly used driving scenario. In the naviga-
tion scenario, based on the map speech of touch screen mobile devices, the collaborative
output of visual information can effectively compensate for the defects such as invisible
and not easily memorized by voice, and improve the user’s understanding of the voice
interaction experience. The first time the voice interaction capability was introduced,
the interaction form of map voice followed the industry’s common closed dialogue flow
in order to reduce cognitive costs. This form also has limitations with the expansion of
voice supported map functions: (1) The form is independent and closed and does not
integrate with the scene, which will interfere with navigation and affect driving safety.
(2) The original information expression of the map cannot be used, and the results need
to be presented separately in the conversation stream. This not only affects the expansion
of complex requirements such as road calculation, but also increases the maintenance
cost of design and development.

Dialogue is Close to Natural Human Instincts. Continuous dialogue and can be inter-
rupted at any time, in line with the instinctive awareness of daily communication, but
most of the current products voice interaction is still not natural enough: to initiate a
dialogue, you need to wake up first and then issue commands in a quiet environment, and
the main focus is on “One question and one answer”. With the emergence of full-duplex
wake-up-free voice technology, the user’s instructions can be predicted and judged by
contextual information, eliminating the intermediate wake-up process and achieving
more natural and smooth multi-talk. Before achieving natural dialogue, effective cog-
nitive education is a necessary way to lower the threshold for users to use speech. due
to the “invisibility” of voice information, there is the defect of weak discoverability of
skills, which makes users often ignore the use. At the same time, the basic research of
voice map found that the primary reason for not using voice is that users are not used to
the operation method.

In the user’s mental model, the concept of voice as a tool determines that users will
use it only when they have the intention, which inevitably affects the frequency and
regularity of practice required for learning and habit formation. Therefore, Map Voice
Skill Center proposes the concept of Xiaodu growth, completing daily tasks and using
rewards to help Xiaodu grow, so that users can learn skills and develop habits quickly.
The tasks are mainly organized in personalized, hot and level dimensions, for example,
in personalization, priority is given to displaying user error-prone instruction tasks and
solving the problem of instruction expression through repeated learning.

Ability to InteractEmotionally. Language is a symbol of human intelligence, andusers
will have an “Empathy” effect on voice products. emotion computing enables products
to process relevant data such as human facial expressions, body movements and various
psychological parameters such as heartbeat, pulse, brain waves, etc. Through machine
learning algorithms such as emotion analysis, and finally calculate the emotional state of
a person by combining external environmental information. Then give three-dimensional
emotional feedback from the hardware level, GUI and VUI level to realize emotional
interaction.
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Car intelligent voice assistant active service currently includes three main scenarios,
such as safety advice, road conditions and destination services. For example, when
the user drives for a long time at high speed, it provides the nearest rest service area;
when the road is crowded, it suggests a suitable route; and when the destination is near,
it recommends a convenient parking spot. We provide valuable proactive services at
key touchpoints during the driving process to improve driving safety and establish a
trustworthy emotional connection.

With more sensors to obtain human body-related data in the future, it can accu-
rately grasp the user’s emotional state and provide active services in navigation that are
conducive to emotional calming and safe driving.

2 Design Research

2.1 Exploratory Study

Objectives and Methods. An exploratory study was conducted to identify personality
traits of voice assistants applicable to smart car interactions, with the aim of identifying
key traits that elicit driver emotions and personality traits that can be used in in-car
intelligent voice assistants.

Sample. The study was conducted on 10 drivers, 7 males and 3 females, aged 23 to
55 years old, who had experience with in-vehicle voice-activated products. all had expe-
rience with frequent use of in-vehicle intelligent voice interaction products within three
months to one year.

Procedures. The study involved an interview process consisting of two parts. first,
contextual interviews were conducted in the participants’ cars to allow users to generate
design ideas. themobile app voice search for place names and voice navigation functions
were tested. the steps for testing the voice search place name function included: first
step: voice input the place name; second step: select the destination based on voice
prompts; and third step: start navigation. the voice navigation function test includes
voice announcement: route location, full road length, estimated time required, real-time
road conditions, monitoring reminders, service station reminders, etc. next, a structured
interviewwas conducted and the scenario should be needs-based. participantswere asked
to think in advance about what they imagined in-car intelligent voice interaction would
be like. seven driving scenarios were included: (1) entering the vehicle (2) waiting for a
traffic signal (3) receiving guided navigation (4) refueling the car (5) dozing off (6) in-car
entertainment (7) parking. questions in the contextual interviews included, “how would
you communicate with the in-car intelligent voice assistant in each situation?” and “how
would you like the in-car intelligent voice assistant to respond anthropomorphically?”
etc.

Results. For in-car voice interactive navigation, the needs of participants are as follows:
(1) basic needs: in-car intelligent voice assistant can meet the navigation function (2)
desired needs: in-car intelligent voice assistant can understand the driver’s needs and give
timely feedback (3) excited needs: in-car intelligent voice assistant can have personality
traits and communicate with the driver like a friend or familymember without hindrance.
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The structured interviews for in-car intelligent voice interaction resulted in the fol-
lowing conclusions: key traits that elicit driver emotions and five personality traits that
can be used for in-car intelligent voice assistants: emotional enrichment, emotional
expressiveness, persona consistency, empathic expressiveness, and user impressions.

With the advent of natural language interaction, the first human can use the tool
according to his or her customary needs, and it is important to create an appropriate
“personification”of the intelligent voice product during conversational interaction.These
results provide initial insights into how to use in-car intelligent voice assistants for
automotive interactions, which may be designed to bring more emotional experiences
to users.

2.2 Online Survey

Objectives and Methods. Second, an online survey-based study was conducted to
investigate how the above five performance dimensions that focus on the degree of
personality of the intelligent assistant can be incorporated into smart car voice interaction
systems in different scenarios. This resulted in the desire to elucidate the most desirable
use of each personality trait in smart car voice assistants and how each personality
trait can be applied to different instances. An online survey was therefore conducted
to investigate whether different in-car intelligent voice assistants are appropriate for
application scenarios in specific driving situations, and if so, why these scenarios are
preferable.

Survey Design. The survey was designed to evaluate five application scenarios using
two independent variables (different driving situations, different in-car intelligent voice
assistant personality traits). By using fictional scenarios to familiarize users with the new
situations in the survey, selective representations of real user scenarios can help unravel
the complexities and conflicts that exist in the real world.

By constructing a short narrative covering all aspects of car use, including task-
oriented situations (e.g., refueling, listening to music), specific contexts (e.g., first meet-
ing, return), or covering a period of use (e.g., adaptation), it is easier to imagine being
in these scenarios. Questions include “Does the assistant need to empathize with the
driver’s negative emotions when the vehicle is in an undesirable driving situation?”,
“How should the assistant respond when a human presents a need that cannot be met by
the current intelligent assistant?” and “How do you want the assistant to successfully
identify the user’s emotional state?” etc.

Five representative driving situations were selected based on previous studies: (1)
adapting to the car (2) listening to music (3) refueling (4) parking the car (5) returning to
the car. In selecting these situations, both realistic and common situations (e.g., parking)
were considered, rather than rarely encountered situations (e.g., dropping the car).

By creating different usage scenarios, these scenarios were specifically explained
and expressed in a familiar representation so that participants could easily understand
and immerse themselves in them. Testers used scales to indicate their preferences for
personality traits of in-car intelligent voice assistants in different application scenarios.
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Respondents were also asked to assess the usefulness of each scenario. These scores
were used to understand why scenario-specific personality traits were preferred.

Results. The test results showed that the most popular personality trait was empathic
expressiveness, while the next most preferred was emotional expressiveness and emo-
tional enrichment. This was closely followed by Personality Consistency. The user
impression personality traits of the in-car intelligent voice assistant were the least
important.

3 How In-Car intelligent Voice Assistant Personality Traits
Enhance the Driving Experience

3.1 Emotional Enrichment

Joy and sorrow examine the emotional richness of intelligent assistants, most of the voice
assistants nowadays are a tool-based product, on top of which personality is attached.
Take Gaode voice navigation as an example, the experience of using this product is
undoubtedly done pleasantly, and the interaction with them is full of fun: “There is a
sharp turn ahead, do you understand? It’s a sharp turn, probably the sharpest sharp turn
in the Eastern Hemisphere”. By using the voices of celebrities and internet celebrities
or using jingles that people are familiar with and orchestrated for the current driving
scenario, the driving fun is enhanced and the driver’s emotional experience is enriched.

But in the actual business, it is difficult for us to make a similar design when users
are interacting with the assistant. The reason is as follows: users have already managed
their expectations for the product when they choose the voice package of Gaode Map.
And if it is the first time to use the intelligent assistant users do not have an expectation
management. Some times using some jingle or slang, users who don’t understand it
will have an inexplicable feeling, and sometimes even because of regional and cultural
differences may produce offense to certain kinds of groups. Therefore it is safest to try
to choose a design that faces the general public.

Designed for themasses, meaning professional, only positive emotions can generally
exist, with little negative feedback, and often only the joy of a task being completed.
“If the Internet is stuck, does the in-car intelligent voice assistant assistant need to feel
the anger in sync with the user?” “If the user makes an unreasonable request, what level
of flirtation needs to be used?” These are all questions that will exist in the design.
Generally speaking, professional assistants do not have negative emotions and do not
flirt freely. Once you choose to design for the masses, often the design is more limited
and the safe thing to do is to keep only positive emotions. Moderate is safe, but it seems
to have less human light. And Gao De voice navigation processing solution is when the
user is familiar with, let the user make a choice, their own management of their own
expectations, perhaps a solution.

3.2 Emotional Enrichment

Emotional expressiveness here refers to the expressiveness and infectiousness of the
voice assistant in expressing emotions. Assuming that the direction of emotion is joy,
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anger, sorrow, sadness, fear and shock, how to express and what intensity is appropriate?
The computer expressions that can be listed are: text, expressions, voice, sound effects,
images, light effects, and even the robot’s body movements. The more of these ways
are overlaid, the richer their expressiveness. It is important to be able to demonstrate
the emotional expressiveness that you can show in order to impress the user on key
occasions.

3.3 Personality Consistency

Once the persona of the in-vehicle intelligent voice assistant is defined, its behavior
habits, timbre, speech speed, and language content expression should be guaranteed to
conform to the consistency. Different people have independent personalities as individu-
alswith very distinct personas. The performancewhen facing problems, values, language
expressions, logical sequence, and the position of interest they are in must be based on
the previous persona performance. Although each person is a complex individual, but
by and large also fluctuate within a certain range of values, so that it is a reasonable
character setting, will not give rise to a sense of dismay. The logic of the intelligent
voice assistant, timbre and speech rate towards is based on the same voice model setting,
is easier to ensure consistency, and the difficulty is in the presentation of the language
content level. “I’m sorry! I can do something else for you” “Hey, I can’t do this yet,
but I will try to learn to serve my master soon” This is the words expressed by different
personalities, if you frequently switch between different language styles, it is easy to
have The persona is inconsistent and fails in shaping the personality of the assistant’s
character.

3.4 Empathic Expressiveness

Emotional intelligence and empathy are high-level competencies - responding to the
user’s descriptions and corresponding content. “Empathy is a psychological phenomenon
in which people actively project their true feelings onto the things they see. “Empathy” is
a kind of feeling, standing in the perspective of others to think about the problem, is one
of the necessary communication skills. The act of empathy requires feeling and observ-
ing first, and then responding. How to successfully identify the user’s emotional state?
From the machine level, various components are responsible for collecting and various
technologies are responsible for analyzing. For example, visual recognition analysis,
audio track analysis, text understanding, and even brainwave signal acquisition technol-
ogy can do to analyze emotions and the corresponding degree. When the user is happy,
sad or anxious, how should the voice assistant do empathic feedback?

Users rarely have mood swings, and when they have violent mood swings (ecstasy,
anger, sadness), if the assistant can show some empathy and resonate with them with
the same frequency of emotions, it can enhance the user’s emotional experience. And
empathic performance, invariably considers the four dimensions of the previously
mentioned capabilities.
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3.5 User Impressions

The product is able to manage the psychological expectations of the user and success-
fully shape an image. In other words, what kind of brand impression the assistant has in
the user’s mind. In the past, branding required a lot of effort from various departments
such as product, operation, marketing, business, brand, and channel to expose and main-
tain. Nowadays, conversational interaction has more opportunities and personalization
is easier. At present, the most shipped voice products on the market is the smart speaker,
the user interaction with these smart speakers compared to traditional hardware prod-
ucts has changed fundamentally, because the anthropomorphic interaction form of voice
dialogue, it is easier to attach personality, and then to convey the brand impression. In
the actual use of the process, occasionally because of some playful words of the speaker
to make themselves laugh out, this use of the process to generate positive emotions,
the formation of pleasant memories, and then promote the user’s willingness to use, to
enhance tolerance and trust.

But in many smart speaker products, the performance of personality traits shaped by
much the same, most speakers are still functional, business, service state, once experi-
enced it is difficult to leave a deep impression on the user. And the design of the product,
if the user experience a period of time, but also can not leave any impression, it is a great
failure.

4 Research Conclusion

The purpose of this paper is to improve the in-vehicle voice interaction experience,
shape a voice image personality that is more emotional and more in line with user
expectations, highlight the humanization and intelligence of the voice assistant, improve
the intelligence of the in-vehicle assistant, and assist in optimizing the user driving
experience.

After describing what the definition of an in-car intelligent voice assistant is, I hope
to think further about, “Emotions need to be rich, how does the assistant handle &
apply negative emotions?” “Strong emotional expression is needed, how to grasp the
proportion of the assistant’s emotions?” “How to do the assistant’s persona selection and
how to ensure consistency in feedback?” “The empathic performance of the assistant,
how to identify as well as feedback?” “How does the product impress the user and shape
the brand?”. All five personality traits of the in-vehicle intelligent voice assistant are
interrelated and yet exist independently. It is easy to make requests, but difficult to have
a methodology to apply to specific examples. For example, when the alarm clock wakes
up the user, the content could be a cyclic alarm or a repeater voice announcement, or a
variety of flirtatious ways to stimulate the user to get up.

Benefiting from the further evolution of voice capabilities, information and services
continue to flow around the user rather than the medium. People’s demand for natural,
emotional and personalized is more prominent than in any previous era, and the voice
experience will be more real-time and versatile. However, with the advent of the smart
driving era, in-vehicle voice products are developing rapidly, but research on issues
related to in-vehicle voice interaction design is still relatively small. In addition to prob-
lems such as poor environmental network, improper user operation and environmental
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noise, existing voice assistants have serious homogenization, rigid language and lack of
personality in auditory experience, which cannot bring good emotional experience for
users. At present, the majority of products voice interaction is still not natural enough:
waking up in a relatively single way, you need to wake up the voice assistant in a quiet
environment by voice call and then issue commands. The voice assistant lacks the ability
ofmulti-round interaction, and it is difficult tomaintain the state of dialoguewith the user
after a wakeup, and the dialogue effect is not natural enough. Understanding the user’s
intention is basically only through the voice, but not through the multimodal informa-
tion acquisition to identify the user’s intention. Although the voice assistant has evolved
from “one question and one answer” to “continuous question and answer” and “emo-
tional dialogue”, the “emotional dialogue” relies on The “emotional dialogue” relies
on keyword recognition technology, and once it is separated from certain specific key-
words, it will return to the state of indifferent machine. In-car voice assistant is difficult
to understand human emotion and situation, give caring and compassionate response,
can not provide immediate emotional support and long-term emotional companionship.
Due to the “invisible” nature of voice information, there is a weakness of skill discov-
erability, resulting in users often ignoring the use. Users often have high expectations
of voice interaction, and people will unconsciously compare voice assistants with real
people when communicating with language, trying to understand voice assistants with
the thinking habits of the human brain, which will inevitably lead to many times users
feel that the results of human-computer dialogue do not meet expectations.

This paper focuses on the exploratory research of analyzing the personality traits
of in-car voice assistants to enhance user driving experience, and the subsequent
step-by-step advancement is needed to improve the interaction fluency and intention
understanding degree of in-car voice assistants intelligence.
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Abstract. A study is presented focusing on the set of variables associated with
the link between cognitive aspects, usability and fatigue in the context of the safe
operation of heavy vehicles in a surface coal mine, in order to understand how
driving performance is affected and the reduction of perceptual activity capacity in
the detection of tasks associated with driving. Method: A multi-method approach
was used where human activity recognition (HAR) was incorporated to analyze
data from different sensor sources to identify activity-related features of a person.
The study was developed in a surface mine with the participation of 37 drivers
with a mean age of 37.4 years (STDV. 9.6), the study covered a shift design of
12 h duration and in sequence 3Day, 4 Night by three recovery shifts. Systematic
observation sessions and data recording were carried out. Results: The various
data recorded show that the usability possibilities of the cabins in terms of driver
performance is closely related to the influence of aspects of geometry and com-
position of the cabs on the one hand and on the other hand with the cumulative
effects of working time, i.e. it is not only to understand the impact of the 12-h
shift and its effects on the modification of metabolic aspects and sleep hygiene of
drivers, to explain the problem of driving performance, it must also consider an
aspect that influences performance such as sleep debt.

Keywords: Human activity recognition · Inertial sensors · Usability · Fatigue ·
Use

1 Introduction

1.1 Literature Review

This study focused on the set of variables associated with the link between cognitive
aspects, usability and fatigue in the context of the safe operation of heavy vehicles in a
surface coal mine, for the construction of the context of the analysis, a literature review
was conducted in the domain of fatigue and usability, for this bases were consulted as:
Sciencedirect, PubMed,Web of science and Springer Link, a search string was used with
terms in the subject of countermeasures for fatigue and for usability of heavy vehicle
cabins; this search allowed the location of 1872 articles, for the final analysis 44 articles
were selected that met the characteristics required within the research, this review is
published in another document.
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The analysis of the literature allowed establishing that this type of studies have
mostly been carried out in European, Asian and North American countries [1]. To a
lesser extent, studies were located in Latin America, where the ways of driving heavy
vehicles and work are developed in a substantially different way due to the parallels that
exist, ranging from the geographical to the cultural.

In the results of the studies analyzed on fatigue, it was found that fatigue affects
driving performance as it reduces steering ability and decreases perceptual activity of
secondary task detection [2]. Fatigue also caused aberrant behaviors within driving
and driving generating an increase in the possibility of events and near-events [3]. This
burnout appears as the result of different intersecting elements, amongwhich areworking
overtime, not having enough breaks, unbalanced schedules, stress, sleep deprivation,
lifestyle on personal and social level, economic retribution and workplace environment
[4].

1.2 Study on Driver Fatigue

For the study of fatigue, both in LatinAmerica and in other countries that report studies of
this type in the field of heavy vehicle driving, the use of subjective (PS), psychological
(PP) and performance (PR) tests are among the most frequently cited [1, 5–8], also
among the most recommended countermeasures for fatigue control are fatigue warning
systems, which are used so that workers can easily recognize when they have symptoms
related to drowsiness and fatigue [9], Fatigue Warning Systems (FWSs) [10].

The relationship between driving tasks, fatigue and usability is relevant to driving
tasks, a systematic review of 208 articles found that there is a detriment in driving
performance when performing a secondary task. Specifically, studies that included cell
phone use were 16% more likely to have this performance detriment [11]. Workers
report as a “need” to perform certain secondary tasks and also use these actions as
measures to stop fatigue such as looking at the cell phone or being distracted by the
radio [12]. Many of these tasks are important for the control of equipment such as air
conditioning, communications such as the operational radio band. When performing
these secondary tasks fatigue is being induced, but the decrease in performance by
workers is not recognized, and, in this sense, no actions are taken to counteract fatigue
[2].

Concerning the link between fatigue, performance and usability, it was found that in
Latin America there is still no exact regulation of working hours vs. rest hours for the
transport sector; this is evident in the high number of accidents and accidents recorded
in southern countries compared to the figures for countries in the global north where
there are stricter regulations [13]. In Latin America, out of 17 countries, only 9 have
regulations on daily hours of service and only 5 mention the limitation of the number
of consecutive days that must be worked. Only 8 of the 17 countries have policies that
establish the duration of the amount of time that can be driven continuously, ranging
from 3 to 5.5 h. As a consequence, it can be evidenced that there are still gaps in this type
of regulations, in addition to the fact that it is possible to contribute with the recording of
information to nurture research that can contribute to the creation of private and public
strategies.
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1.3 Study Context

Because of the lack of regulation in the countries of the global south, driving workers
can work an average of 90 h during a week (12.8 h/day), DVS: 30 h; this generates high
rates of tiredness and fatigue since, in addition, they only sleep an average of 5.4 h per
day with a DVS of 2.3 h, while the desirable would be 8 h of sleep per day [14]. Under
thesework circumstances, approximately 62%ofworkers report that at least once aweek
they work “nodding off”. This establishes the importance of regulating work incentives,
since by attempting to meet goals outside the standard objectives, workers may be over-
demanding, which can be detrimental to their health [3]. The aforementioned may be
accompanied by additional health and operational performance complications, if it is
considered thatmostworkers report obesity and high bodymass indexes, given the eating
habits and sedentary lifestyle characteristic of this type of profession.

In order to better understand the problem of fatigue, use and performance of drivers,
a study was designed and developed with experienced drivers (average of 10 years) in
heavy vehicles used in open pit mining, in order to understand the relationship between
the variables of habitability and usability of cabs, the associated cognitive processes and
the links with fatigue, the study was carried out in a controlled and regulated context
with agreements on duration, intensity and order of work shifts.

2 Methods and Tools

This study includes human activity recognition (HAR) as an analytical tool, this is
a combined aspect approach, which consists of analyzing data from different sensor
sources to identify features related to a person’s activity [15].

This study was designed with a multi-method approach developed in three parallel
scenarios, the first scenario focused on the study of the specific needs of the participating
production units, the second scenario concentrated on the records of specific aspects of
the drivers’ performance in the truck cabs, in the third scenario on the analytics of the
data obtained from the literature and the data from the records made with the workers.

In HAR research, wearable sensor based approaches including inertial measure-
ment units (IMU) have been developed, in this approach multi-sensor based systems
increase the effectiveness of activity recognition by combining data from multiple sen-
sors, under this approach heavy vehicle drivers were instrumented with measurement
devices (Capture U-Vicon for Kinematics; Empatica-E4 wristband for physiological
measurements).

2.1 Procedure

Data recording was performed in 12 sessions in three observation cycles in both night
and day shifts. In each work session with the operators, the purpose of the study was
explained, the systematic observation of the cabin’s habitability in natural working con-
ditions was carried out, with analysis of distribution, frequency of use and usefulness of
each piece of equipment.

For the instrumentation process, each participant was asked to identify his or her
dominant hand, record his or her age and sex, and was given a registration number; this
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information was stored in a coded file. In the natural conduction operations, monitoring
and storage of data was performed for 5-min periods, every 30 min during the operation
cycles for each team examined. For the purposes of this study it was considered that
driving taskswith path control, loading and unloading, are complex activities that usually
combine physical and cognitive characteristics that represent the driver’s daily task.

This study was included 37 drivers (31 men, 6 women) of heavy vehicles (Electric
Truck, Tractor, Excavator, Motor Grader), with an average age of 37.4 years (STDV.
9.6), with a seniority in the position of driver/operator of 10 years (STDV 6. 5) in heavy
equipment; theseworkers performeddriving tasks in 12-h shifts, organized in 3Dx4Nx3R
rotation, with an accumulated 84 h of work per 7 days (3 day shifts, followed by 4 night
shifts and 3 recovery shifts).

2.2 Ethical Aspects

In accordance with the General Data Protection Regulation (GDPR), written informed
consent was obtained from all participants prior to the start of data collection in order
to obtain permission for the processing of personal data. All participants received
information about the study and the type of data collected prior to any data capture.

They were given the opportunity to continue or withdraw from the study at any time
without further questions. This process was carried out following the ethical protocols
established by the ErgoMotion-lab laboratory. In addition, the data were stored anony-
mously, the identity of the participants is not disclosed, nor can this information be
obtained from published data.

3 Results

The study began with the application of two questionnaires designed to determine the
perception of visual fatigue and fatigue associated with the work activity in the par-
ticipating drivers, two self-completed questionnaires were used. Two self-completed
questionnaires were used; these questionnaires were applied during the operation. The
first one, the H. Yoshitake Questionnaire (30 items), of the 36 participants, 15 (41%)
reported discomfort or signs of cognitive fatigue. The second examined the aspects of
perceived visual fatigue developed by Francois Calais,2017. Which examines the per-
ception of visual fatigue on and off the job, the results indicate that 16 participants (14
males, 2 females), reported feeling visual discomfort, tingling and blurred vision.

In the second stage, a driver profile was constructed by examining the driving style,
compliance with standards, road rules and mental adaptation to the driving task. From
this analysis it was found that 100% of the participants had a prudent driving style,
presented a low risk of non-compliance with standards and road rules, and 4 of them
presented a medium risk of mental adaptation to the job. This first part showed the
presence of fatigue indexes that would affect the drivers’ performance, it also showed
the importance of measurements in the different shifts that the drivers work.

Knowing these profiles, the analysis of the activity of the driverswas carried out using
recording devices, first of all, an average variation of illumination in the cab during the
day equivalent to 780 lx was obtained, with peaks of 1000 lx (glare), in summary, the
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obtained records of illumination in LUX inside the cabs found values ranging from 250
lx to 700 lx, depending on the time of day and the atmospheric state outside the cab.
According to the standard for secondary driving tasks (control of equipment and data
reading) these values should be between 300 lx and 700 lx, with an average of 500 lx,
when there are values above the average, glare may occur, whichmakes reading difficult,
increases eye strain and may be at the origin of visual fatigue.

The other determining aspect of cab habitability is the ratio of the internal and
external temperature at the driver’s place of operation. In themorning and night shifts, the
average temperature is lower, 29.9 °C and 29.84 °C respectively, while in the afternoon
it is 31.17 °C. In these vehicles, the thermal environment in the cab can be adjusted
according to the worker’s comfort thanks to the air conditioning installed in all the
equipment. However, there were cases in which workers made temporary use of this
element, establishing hot-cold periods, i.e., they turn off the air conditioning until the
heat sensation generates discomfort and turn on the air until the cold sensation also
begins to generate it.

Additionally, records of physiological variables such as heart rate, electrodynamic
activity of the skin (EDA), accelerations in the driving position were made, finding that
in the records made the variation of heart rate, are above 90 Ppm, which indicates the
presence of effort, which may be related to the cardiovascular conditions of workers
who present these values. The EDA records show peaks that refer to maneuvers inherent
to the operation that capture the operator’s attention and require control; however, the
data shows that a continuous or elevated state of excitation is neither present nor likely
to be present, which is at the origin of sustained stress states. This analysis allowed the
identification of some drowsiness control strategies associated with cabin temperature
management, the peripheral temperature data indicate a decrease in temperature that is
associated with periods of wakefulness (Fig. 1).

Fig. 1. Shows the records in the late afternoon shift change period.

The summary of graph 1, effectively indicates acceleration changes that are perceived
by drivers with modification of control attention, which is manifested with changes in
heart rate and electrodermal activation states, in general a variation behavior is observed
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with stress states that affect the performance of theworker. This also implies the presence
of fatigue events associated with numbness or loss of attention.

In this order of ideas, themonitoring of events associatedwith fatigue in driving tasks,
which includes the recording of slow blinking, closing of eyelids for more than 2 s and
changes in the focus of attention to control the vehicle’s trajectory, it was observed that
the highest number of events occurs at night, specifically in the first part of the morning.
(Fig. 2) This is associated with an indicator of fatigue that affects the performance of
the vehicle operator.

Because of the shift rotation design, the events are distributed throughout the week
with different frequencies. The analyzed record indicates that the highest number of
events is recorded on Saturday (54 events), followed by Tuesday (47), Friday (36) and
Monday (32), these events occur after having accumulated at least 70 h of driving activity,
following the sequence of shifts designed. (Fig. 3.)

Fig. 2. Record of events over a period of 16 months. 95.4% (1302 events) occurred during the
night shift.

Fig. 3. The points of the diagram represent the events greater than 2 s, where “X” is the date, “Y”
is the hours of work accumulated by the worker, the colors represent the days of the week.
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The different data recorded show that the problem of cab usability in terms of driver
performance is closely related to the influence of aspects of geometry and composition
of the cabs on the one hand and on the other hand with the cumulative effects of working
time, i.e. it is not only about understanding the impact of the 12-h shift and its effects
on the modification of metabolic aspects and sleep hygiene of drivers, to understand the
problem of driving performance, must also consider an aspect that influences perfor-
mance as is the effect of the sleep debt. In fact, during recovery times, workers present
changes in behavioral patterns, with intermittent periods of sleep, which is reflected in
the records of events and in the number of events.

In fact, shift transitions can involve states ofwakefulness in drivers that can reach 23 h
in the workers participating in this study, which definitely has effects at the physiological
level, concentration and cognitive availability for the effective development of the control
tasks of driving heavy vehicles, including the control of body temperature, following
instructions and the execution of work plans, in addition to the use of the working cab.

3.1 Contribution to the Industrial Performance

This study helped the company to analyze the relationship between the composition of
work shifts, the annual composition of shifts and the working hours calculated for each
year for the group of participants, allowing them to identify the intensity of the shifts,
the cumulative duration per worker, the patterns of recovery and working time, focusing
on the accumulated sleep debt of workers, which would explain the number of events
recorded and the quality of life of these workers.

In fact, it was recommended that in this type of shift work organization models,
whether 8 or 12 h, it is necessary to examine the worker’s sleep debt status before the
shift, this helps to understand the problems of use and utilization of the room resources
for the worker’s performance and for the productivity objectives of the organizations.
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Abstract. The present study investigated the potential of using gestures to guide
and control unmanned automated heavy vehicles in underground mine contexts,
as well as the effects of adding external human-machine interfaces (eHMIs) to
provide feedback during the gesture interaction. A study with 12 professional
operators was conducted in a simulated mine environment, utilizing a Wizard of
Oz methodology. The subjects used gestures to guide and control a heavy vehicle
in three different scenarios in themine, and different aspects of the user experience
(UX) were assessed. The results support the notion that there is high potential in
using gestures when operators stand in close proximity to the vehicles. Moreover,
the results suggest that eHMI solutions can enhance the operator’s acceptance and
feelings of safety. The selected gestures seemed appropriate for the investigated
scenarios, which should be valuable insights for practitioners intending to develop
and implement gesture interaction for similar applications.

Keywords: Natural user interfaces · Gesture interaction · Interaction design ·
Autonomous vehicles · Self-driving vehicles

1 Background

In future confined industrial contexts (hubs), unmanned highly automated vehicles (AVs)
and human operators may work in shared spaces (mixed traffic environments). Since a
driver will no longer be available, new interaction models need to be developed to
facilitate useful, satisfying, and safe human-vehicle interactions.

In recent years, gesture interaction has attracted great interest in both academia and
industries, such as the gaming and automotive industries. The development of different
gesture detection technologies has enabled this type of interaction.However,most studies
have focused on the technical development of gesture recognition and the use of small
hand gestures [1–3], and in entertainment or relaxing contexts, such as TV watching
[4]. A few studies have also investigated gesture control’s potential in safety-critical
applications [5] and when controlling vehicle movements [3, 6]. However, the suitability
of using arm gestures to interact with AVs has been largely unexplored.
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The present study aims to investigate the potential of using gestures to interact with
AVs in underground mines. The study examines the following main questions:

• What are the general attitudes among human operators toward using gesture interac-
tions to control automated heavy vehicles? Are people comfortable using gestures to
control the movements of the vehicles?

• How do human operators experience the selected gestures in terms of understand-
ability, efficiency, and acceptance?

• Would it be valuable to use external human–machine interfaces (eHMI) to provide
feedback during gesture interaction?

Procházka et al. [7] wrote that there are several aspects to consider when developers
design their control mechanisms based on gestures. Key among them is simplicity; the
gesture should neither be long nor complicated. Additionally, the gesture should be
natural for the user, such as turning a book page. Furthermore, if possible, the gestures
should not be designed by the developer, but by the target user group. Finally, good
performance is an important factor; if there is no immediate feedback on whether the
gesture was correctly done, the user will become confused.

There are limited opportunities to provide detailed feedback fromvehicles to humans.
In recent years, however, much research has been conducted into new types of vehicle-
mounted eHMIs [8]. These interfaces aim to communicate, for example, intentions
and actions of self-driving vehicles (e.g., that it will stop at a pedestrian crossing).
By utilizing an eHMI, the vehicle can convey more advanced information and feedback
to its environment.

2 Scenarios and Concepts

During the concept development, we focused on generating user stories for future under-
ground mines. We identified three use cases where gesture interaction might be useful.
Based on these use cases, we created three scenarios for the study. All these scenarios
concern deviations from the normal autonomous operation, where humans provide input
and guidance to solve the situation and uphold high levels of production efficiency and
safety. Each scenario was implemented in a virtual environment for the study.

• Stop an autonomous vehicle: autonomous vehicles should be able to stop automati-
cally when they approach a human. However, the possibility for humans to manually
stop a vehicle can be an additional safety solution. For instance, humans may detect
some issues (e.g., fire) that require an immediate reaction. The situation may for
instance occur when maintenance people are working on a broken machine in a mine
ramp. In this scenario, a humanoperator is standing in amine ramp.AnAVapproaches
the operator, and the operator stops the vehicle using a gesture.

• Adjust a vehicle’s position: human operators in underground mines may need to
adjust the position of AVs. The situation may for instance occur in complicated traffic
situations that the automation can’t handle, and where human situation awareness is
needed. Opportunities to move the vehicle on-site can also be useful in situations
where remote control operators (in a control room) for some reason cannot control
the vehicle (e.g., due to a system failure). In this scenario, an AV is standing still in
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a narrow part of the ramp and is blocking traffic. The operator uses gestures to guide
the vehicle to a wider pocket in the ramp to leave room for other upcoming vehicles.
The operator shows where the vehicle should stand, and the vehicle drives there and
stops.

• Guide a vehicle to pass around an obstacle: In mixed traffic situations, AVs may
stop if they don’t know how to handle the situation in a safe way. In such situations,
human operators may guide the vehicle and allow it to continue the operation. The
situation may for instance occur if maintenance people are working on a broken
machine in a ramp, and an operator allows the vehicle to drive around the machine
and continue. In this scenario, an AV is approaching an operator in a partially blocked
ramp. The operator uses gestures to guide the vehicle to drive around the obstacle
and continue driving.
We developed interaction model concepts consisting of gestures (see Table 1) and
feedback (eHMI) for each scenario. The design of gestures was based on an analysis
of current common gestures used in traffic, as well as police and aircraft-marshaling
gestures. We also consulted a literature review [1] on the classification of gestures.

Table 1. Description of the gesture concepts and their features according to Aigner et al.’s
classification [1].

Scenarios Stop Adjust position Navigate around

Gesture concepts

Stretch your arm
in front of your
chest
Palm faces
towards the
vehicle

Arm bends on one side
and one palm faces
towards the vehicle
Hand goes down and
the arm stretches
straight

Arm waves toward the
direction that you
would like the AV to
continuously move in

Features Semaphoric

Static Single stroke Dynamic

The eHMI (see Table 2 and Fig. 1) consisted of LED light strips on all sides of the
vehicle, which indicated the vehicle’s intentions (e.g., that it will stop) or emphasized
current vehicle dynamics, to provide feedback for gesture input. The design of the eHMI
was not a focus of the study, so a concept developed and tested in other scenarios from
another research projectwas used.However,we adapted the light design to fit the position
and length of the specific vehicle.
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Fig. 1. A The cabless automated vehicle with eHMI to signal vehicle’s intentions in the
underground mine simulation.

Table 2. Description of the external signals and light behaviors for the three scenarios.

Scenarios Stop Adjust position Navigate around

eHMI messages Intent to stop Intent to take off Decelerating Accelerating

Light behavior

3 Method

3.1 Participants

Twelve participants took part in the study. Nine of them had experience working in
mines, and three of them were tow truck drivers. Their ages ranged from 22 to 51 years
(Mean = 36.2, SD = 10.1). Three of the participants (25%) were female. The level
of work experience varied among the participants. The average years of experience in
different tasks near heavy vehicles was 16.1 years (SD = 10.5).
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3.2 Experimental Setup

We conducted the study in a lab with a large cloth display that showed the virtual envi-
ronment of an underground mine (Fig. 2). We utilized a Wizard of Oz (WoZ) simulation
method to move the vehicle in this virtual environment. WoZ is a widely used approach
for evaluating user interfaces in various domains, such as robotics [9], mobile appli-
cations [10], and automotive industry [11, 12]. This approach is rooted in the idea of
simulating a functioning technical system by a human operator – a wizard [13]. It is
often used to collect data from users who think they are interacting with an automated
system. In our experiment, the wizard, who was controlling the vehicle movements, sat
in an adjacent room and was not visible to the test participants. He observed the subject’s
gestures and controlled the actions of the vehicle.

Fig. 2. A demo of how the participants acted in the study.

3.3 Procedure

Each trial included two rounds: one with eHMI and one without eHMI. The three scenar-
ios were presented in the same order and the controlling gestures were the same in both
rounds. The subjects conducted the rounds in a counterbalanced order. A video presented
specific gestures for each scenario before the two rounds. Each scenario was introduced
tomake the subject aware of the context and situation that were to take place. The subject
stood about two meters from the cloth, on a marked spot, for the entire scenario, which
lasted approximately 0.5 to 1 min. When the subject performed the control gestures,
the vehicle reacted with a slight delay (due to the wizard), and in the eHMI round, the
feedback from the LED light strip started to change just before or simultaneously as any
noticeable action from the vehicle. After each round, the participants answered ques-
tions and statements related to their trust in the system, acceptance and efficiency of the
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interaction, and other aspects of their user experience (UX). The session was concluded
with a follow-up interview.

3.4 Measurements

UX was assessed using a combination of quantitative ratings and a short interview.
Acceptance of the concepts was evaluated using the method presented by Van der Laan
et al. [14],which consists of nine scaleswith oppositewords (e.g., useful – useless). These
scales are summarized into two dimensions of acceptance: usability and satisfaction.
The usability dimension pertains to whether the solution supported the user in their task
(e.g., effectiveness), whereas satisfaction relates more to the emotional aspects of the
interaction (e.g., annoyance). The scales range between -2 and + 2. Trust towards the
system was assessed using the method presented by [15], which consists of 12 scales
focusing on different aspects of trust. The subjects also answered statements regarding
whether the interaction felt efficient, natural, collaborative, and appropriate for real-
world work. The scales ranged from 1 (do not agree at all) to 7 (completely agree). To
gain further insights into the UX, a short interview was conducted with each subject
after performing both conditions. In addition to UX, the subjects’ behaviors while doing
gestures were observed and recorded on video.

4 Results

4.1 User Experience

Table 3 demonstrates the results of the acceptance ratings evaluated using the method
proposed by Van der Laan et al. [14]. Both concept variants yielded high mean ratings of
usefulness and satisfaction. Paired Student’s t-tests revealed no significant differences
between conditions at the 0.05 alpha level.

Figure 3 shows the results of the statements related to UX. Overall, the statements
yielded high mean scores, indicating that the solutions were perceived as efficient, natu-
ral, collaborative, and suitable for real-worldwork. Additionally, themajority of subjects
indicated a preference for gestures, or gestures and eHMI, over a physical control or touch
screen. A Paired Student’s t-test revealed no significant differences between conditions
at the 0.05 alpha level.

4.2 Trust and Concerns

The results of the 12 scales focusing on different aspects of trust in human-machine
systems are shown in Fig. 4. In general, the two concepts got about the same mean
scores and always on the side of the scales indicating higher levels of trust. Student’s
t-tests revealed no significant differences between conditions using the 0.05 alpha level.

When asked directly in the interview, all subjects responded that they felt that they
had control over the vehicle and that they did not perceive the AV as threatening, which
could reflect the high scores.

The statement “I´m wary of the system” had the lowest scores in both concepts. This
was raised in interviews of some saying that they would be on their guard regarding the
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Table 3. Mean acceptance scores for both conditions, Van der Laan et al. [14].

Gestures and eHMI Gestures

Usefulness 1.5 1.5

Useful - Useless 1.8 1.6

Bad - Good 1.6 1.4

Effective - Superfluous 1.3 1.5

Assisting - Worthless 1.4 1.7

Satisfaction 1.6 1.4

Pleasant - Unpleasant 1.4 1.3

Nice - Annoying 1.7 1.5

Irritating - Likeable 1.5 1.3

Undesirable - Desirable 1.7 1.5

1 2 3 4 5 6 7

I can imagine working with self-driving
trucks on a daily basis in the future that

you can communicate with via [condition]

Communicating with the truck via
[condition] feels natural to me

I would have preferred to communicate with
 the truck via a "physical" control or touch

 screen (eg ipad) rather than via [condition]

Communicating via [condition] with a self-
driving truck would be effective in a mine

or similar environment.

Communicating via [condition] is a good
way to cooperate with the truck

Statements

Gestures and eHMI Gestures

Fig. 3. Mean scores for each statement and condition. Error bars show standard deviations.

vehicle, which would also be the case if there was a driver, for example to be positioned
with a certain margin of safety and the possibility to step away if the vehicle does not
stop. In other words, these are regular safety precautions in the mining context.
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1 2 3 4 5 6 7

The system is decep ve

The system behaves in an underhanded
manner

I am suspicious of the system´s intent,
ac on or outputs

I am wary of the system

The system´s ac ons will have a harmful or
injurious outcome

I am confident in the system

The system provides security

The system has integrity

The system is dependable

The system is reliable

I can trust the system

I am familiar with the system

Trust

Gesture and eHMI Gesture

Fig. 4. Mean scores for each statement. Error bars show standard deviations. Scales ranging from
1 (do not agree at all) to 7 (completely agree).

The concept combining gestures and eHMI got slightly higher scores for the state-
ment “The system provides security”. This is also reflected in the interview that eHMI
increases the feeling of safety since it provides confirmation (see Sect. 4.4 below).

For the statement “I am suspicious of the system´s intent, action or outputs” the
concept with eHMI also has somewhat higher scores. It was mentioned in the interviews
that feedback is important, for example that the AV has received a command or noticed
an obstacle. Above all, they thought it was most important that the vehicle indicates that
it has registered that you are nearby, and that it provides a direct response.

In the interviews, some participants expressed concerns regarding the technical
reliability of the proposed technology (gesture detection and eHMI) in harsh mining
environments.

https://doi.org/10.1007/978-3-031-35678-0_4
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4.3 Gesture Behavior Analysis

Even though all participantswatched the same gesture instruction videos, they performed
the gestures in slightly different ways, especially in terms of gesture repetition and the
number of different gestures performed in a single scenario (see Table 4).

Table 4. A comparison of the test participants’ gesture behavior during the three scenarios.

Scenarios Stop Adjust position Navigate around
object

Summary All subjects gestured
in a manner very
consistent with our
original concept

Had the most
discrepancies
compared to our
original concepts

All subjects did the
gestures similarly to
our original concept,
but with different
waving times

Performed in the same
way by all subjects

Palm facing towards
the vehicle

Point to one
direction with one
arm

Wave with one arm

Variations between
subjects

Curve of the elbow Some pointed
several times;
some ended with a
stop gesture

Differences between
subjects in terms of
waving frequency and
duration

As Table 4 shows, for the Stopping scenario, participants did quite similar to the
instructions. There were only slight differences in the curve of the elbow. Some stretched
their arms very straight, while others had a bit of bend. This is probably due to different
comfort for individuals.

For the Navigate around scenario, all participants did the gesture similarly to our
original concept, but with different frequency and duration. Some participants waved one
time, but most of them waved several times. Most participants waved until the vehicle
came close, while a few waved until the vehicle passed. This shows that while using
certain gestures seem to be intuitive for people, the exact way they are performed are
different for different individuals. For instance, some participants felt it natural to use
the predefined gesture as a single stroke while some preferred using it as a dynamic
gesture (waving several times).

Participants did gestures with the most varieties for the Adjust position scenario.
Some participants pointed two or three times. This, again, shows that how many times
gestures should be performed (single stroke or dynamic) has individual preferences. A
few ended with a stop gesture as used in the Stop scenario. In the test, it was mentioned
that there was an auto-parking function. A few participants still used the stop gesture.

4.4 External HMI as Feedback

The addition of eHMI did not result in any major differences in ratings related to accep-
tance or interaction efficiency. This may indicate that external interactions in this context
probably rely a lot on vehicle kinematics than light eHMIs.
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However, eHMI could still bring value in the sense that it can easily visualize the
feedback from the system, once it has recognized the gestures. Our study implies that
gesture control should be combined with feedback, 1) to confirm that the system has
taken the command or recognized the gestures; 2) to inform users of which actions it is
about to take. This could be done through eHMI. In our test, most subjects expressed
positivity toward eHMI in the interviews. For instance, 10 subjects (83%) stated that
gestures together with eHMI are perceived as safer than gestures alone as you receive
confirmation via eHMI, and 9 subjects (75%) expressed that they would prefer to work
with eHMI because of the confirmation and since it would feel safer.

The addition of eHMI did not result in any major differences in ratings related
to trust, acceptance or interaction efficiency. However, from interviews it appeared that
eHMI added other values within UX. For instance, 10 subjects (83%) stated that gestures
togetherwith eHMI are perceived as safer than gestures alone as you receive confirmation
via eHMI, and 9 subjects (75%) expressed that they would prefer to work with eHMI
because of the confirmation and since it would feel safer.

Nine (75%) subjects described the eHMI experience in positive terms, since they got
feedback from the vehicle. Seven (58%) participants answered that they felt like they
understood the eHMI´s signals. Yet fewer could express how they interpreted the signals
when asked to give examples. There are a few mixed comments about the eHMI signals,
the response time and some about the fact that there could also be different colors of
eHMI to further clarify the meaning of the signals.

5 Discussion

The present study investigated the general attitudes of human operators towards using
gestures to guide and control automated heavy vehicles. Specifically, it sought to under-
standwhether people are comfortablewith using gestures to control themovements of the
vehicles, and how they experienced the selected gestures in terms of understandability,
efficiency, and acceptance.

Overall, the participants were positive about using gestures to interact with the vehi-
cle. They found the selected gestures to be natural and logical to perform, and they rated
the interactions high in terms of both acceptance and efficiency. The subjective ratings
also suggest that the operators found the gesture interaction suitable for real-world use.
The selected gestures were considered appropriate for the selected scenarios, which
provides valuable insights for practitioners intending to develop and implement gesture
interaction for similar applications. In sum, the study indicates that there is good poten-
tial for gestures to facilitate interaction and collaboration between human operators and
heavy automated vehicles in mines.

The study also exploredwhether an eHMI solution could provide beneficial feedback
during gesture interaction. The eHMI was utilized to confirm the system’s received
commands and to inform users of its intended actions. However, the results did not
demonstrate any considerable differences in ratings of UX or trust. This may indicate
that usersmainly depend on the vehicle kinematics to receive feedback (the user sees that
the vehicle changes its behavior). However, most subjects stated that an eHMI would
increase their feeling of safety since it provides confirmation of the interaction, and
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a majority expressed that they would prefer to have eHMI since it would feel safer.
The findings support the notion that eHMIs can be a useful complement during gesture
interaction, helping users to feel safer and more comfortable.

While eHMImayprovide valuable feedback during gesture interaction, further inves-
tigation is needed to determine how to design eHMI for this specific purpose and if
necessary to communicate the vehicle’s intentions in addition to direct feedback of the
received command. For instance, it is necessary to investigate which animations and
colors are appropriate. The color should be consistent with the existing communication
systems in mines. The color cyan was used for the solution in the present study. In the
development and research of driverless vehicles today, cyan is commonly used for exter-
nal communication between highly automated vehicles and other road users on public
roads. However, further investigation is needed to determine if this is the most suitable
color for eHMI in the mining industry.

The study investigated the use of gesture interaction in a limited set of scenarios in
an underground mine. Considering the positive results found for these three scenarios,
the study suggests that gesture interaction may be suitable for situations where emergent
actions by humans in a close vicinity of the vehicle are needed. Our study showed that
participants considered it useful and satisfying to interact with gesture in the selected
scenarios in underground mining contexts:

1. stop an approaching AV when a human is working in a mine
2. guide a stationary AV to move to the side to leave room for other AVs in the mine

ramp
3. guide an approaching AV to pass around a big obstacle (e.g., a broken vehicle or

machine)

All these scenarios belong to deviations, which might not occur every day. They all
need the personnel on site to act towards the vehicle based on their understanding of the
situation so that the human beings feel safe, and the operation could continue.

The analysis of gesture behavior revealed variations in how the subjects performed
the gestures, despite having watched instructional videos before the scenarios. As we
employed aWoZmethodology, these variations did not pose any problems for the study.
Nonetheless, the observed variations emphasize the need for future implementations
to accommodate how different people naturally perform gesture commands. End users
may need to be trained on how to correctly execute the commands, or the machine
learning models handling the command recognition need to be able to accommodate
the variations in order to understand the user’s intentions. The analysis carried out in
the study reveals some of the types of variations that can be expected for the specific
gestures used in the evaluated scenarios.

Some participants expressed concerns regarding the technical reliability of the tech-
nology in harsh mining environments. This highlights that future implementations must
offer reliable solutions that can handle dust, vibrations and other challenges to enable
smooth interactions with gestures and avoid frustrations. This requires the technology
to reach a certain level so that gesture control can function well, and that immediate and
reliable feedback can be provided to the user.

The present study focused on scenarios for mining, but gesture control has the poten-
tial to be used in other contexts and situations. For instance, future automated vehicles
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running on public roads might be able to detect and understand the gesture by traffic
police and follow their instructions. Thus, more research should be carried out to explore
how gesture interaction can be employed to facilitate human-vehicle collaborations.

The results of the study should be interpreted with caution, as it was conducted
in a simulated environment. The user experience and feeling of trust may differ when
interacting with heavy vehicles in a real context. Additionally, while the study involved
actual end-users, the sample size was rather small.

6 Conclusions

In summary, the study shows that there is good potential for gestures to facilitate inter-
action and collaboration between human operators and heavy automated vehicles in
mines. The results also support the potential of combining gestures with eHMI solutions
to enhance the operator’s acceptance and feelings of safety. The observed variations in
gesture performance between subjects highlight the importance of developing future ges-
ture recognition technology that accommodates differently performed gestures. Future
researchers should integrate gesture interaction and eHMI and evaluate these interactions
using a real vehicle.
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Abstract. Insufficient operator engagement poses danger to public safety. Iden-
tifying and validating the factors that influence Control Room Operator (CRO)
engagement and choosing suitable research methods for collecting interview data
is a crucial element of informing user experience design (UXD) interventions for
enhancing engagement. However, this knowledge has been largely neglected.With
the goal of filling this gap, a total of 18 CROs in twomotorway control roomswere
recruited. They were asked to participate in a two-stage interview to capture the
influential factors of operator engagement. The findings corroborate that the fac-
tors influencing engagement in non-safety-critical domains still apply in the more
safety critical control room context. This helps build a solid theoretical foundation
for designing UXD interventions for enhancing operator engagement. In addition,
this paper describes some inherent obstacles in using interview-based techniques
for collecting the operator working experience -- especially engagement --, and
makes suggestions for alleviating these obstacles.

Keywords: Operator engagement · engagement influential factors ·
interview-based methods

1 Introduction

Operator engagement in highly safety-critical control rooms is closely linkedwith system
safety.However, the vastmajority of the literature on enhancing performance has focused
on technological improvement e.g., [1–3], human factors e.g., [4, 5] and elimination
of risks e.g., [6, 7], whereas user experience (UX) has been largely overlooked. This
research contends that it is essential that knowledge about how operators experience
their work and engage emotionally should also be considered, when seeking to enhance
operator engagement [8–10].

Operator engagement can be defined as a positive, fulfilling, confident, concentrated
and even enjoyable experience related to immediate work. Furthermore, an increasing
amount of evidence supports the positive link between workforce engagement, well-
being and organizational outcomes, such as work performance [11].
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Many studies argue that individual engagement plays a crucial role in ensuring high
operational standards in control rooms, for example, operator engagement can alleviate
lapses in vigilance during air traffic control monitoring [12]. Operators experiencing
engagement in a railway control room reported a sense of personal growth and increased
competence [8]. Similarly, operators who reported positive engagement in a power plant
control room said they had a sense of achievement and a more responsible attitude to
their work [9]. However, engagement of operators in highly safety-critical control rooms
is generally insufficient, such as for CCTV control [13], nuclear power control [14].
Motorway control rooms [10, 15] are not an exception, and this poses a hidden danger to
public safety. Effective UXD for enhancing engagement, requires understanding of the
factors that influence operator engagement and then choosing suitable research methods
for collecting data to contextualize these. This paper describes a study an interview-based
study, designed to identify these factors in the motorway control room context.

1.1 Factors that Influence Operator Engagement

Previous research has found engagement to be influenced by organizational factors (psy-
chological meaningfulness, psychological safety, psychological availability [16, 17] and
individual factors (personal traits and personalities [18]). Psychological meaningfulness
can be as achieved when the work performance of employees brings them emotional,
financial or physical benefits, so that they sense that have achieved something that is valu-
able, worthwhile and significant. Psychological safety allows an employee to behave and
react naturally without fearing that this will result in undesired consequences in terms of
career prospects or social relationships. Psychological availability enables an employee
to believe that (s)he has the physical, emotional and psychological strength to cope with
work assignments [16]. These four factors were all identified or validated in environ-
ments that were not highly safety-critical, such as the offices of an insurance firm [17], a
summer camp and architecture practice [16]. These work contexts and associated tasks
are very different from safety critical monitoring domains, undermining confidence that
these four factors are relevant to operator engagement. To date, there are no reported
studies that validates these influential factors in the actual context of highly safety-critical
control rooms.

1.2 Methods for Collecting Data on Operator Engagement

The highly safety-critical control room context brings new challenges to the self-reported
methods traditionally used for investigating engagement-related experience, especially
interviewing. For example, in the study of operators’ emotion [9], no operators said
that they were bored when doing monitoring or operational work, and the researchers
speculated that maybe this was due to the unacceptability of expressing a sense of
boredom when doing this safety-related work. As interviews are frequently used in
engagement related studies, e.g., [15, 19].Morework is needed to clarify where attention
should be focused when interviewing operators in highly safety-critical control room
contexts when the topic may be considered sensitive.

When being interviewed, operators can only describe past experiences of engage-
ment. However, memory is not always reliable [20], and engagement, because it is an
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immersive and absorbed experience [11], may be difficult to recall. Therefore, a related
concern is how to elicit from operators’ reliable memories of engagement.

1.3 Aim and Questions

The overarching aim of this research was to evaluate the factors that influence oper-
ator engagement, and to identify the concerns needing attention regarding interview-
based data collection techniques when collecting data on engagement relating to CRO
experience in highly safety-critical control rooms.

The research questions addressed by this study were:

1) Are the factors identified in the literature effective in highly safety-critical contexts?
2) What are potentials of these factors for enhancing operator engagement?
3) What should attention be paid to when interviewing operators about sensitive topics?
4) How to improve these interview-based techniques?

This paper answers these questions by reporting on an empirical study based on two
Chinese motorway control rooms (Fig. 1) where operators must remain vigilant as they
observe and respond to a continuous stream of data regarding conditions on a motorway
and be ready to respond to incidents.

Fig. 1. A Chinese motorway control room investigated in this study.

2 Methodology

The interviewwas in two stages. Firstly, the three step process [21] of transferring knowl-
edge, was used to inform the participants about engagement. The specific procedures
follow the sequence of ‘perception, conception and abstraction’. This was to provide
the participants with the necessary vocabulary and verbal expression for them to be able
to articulate their experience of engagement, and to make sure that participants were
able to identify the target experience before describing it, because engagement is a vast
concept and hard to articulate [22].
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Secondly, after the participants possessed sufficient understanding and vocabulary
to describe their work engagement, the interview proceeded to next stage, which was
to understand what factors from the perspective of the operators influenced operator
engagement. A key premise for asking operators to articulate their engagement experi-
ence is that participants are able to recall relevant memories. Becausememories are often
unreliable [20, 23, 24], and also because engagement is an unconscious and immersive
experience, participants will most likely forget detail when recalling past engagement
with work tasks. Therefore, this research adopted a systematic approach to enhance
recall of engagement. The cognitive interview (CI) method [20] was used to understand
engagement in relation to critical incidents. Critical incidents including high engaging
tasks and subtasks identified had been identified through review of control room operat-
ing procedures, card sorting (CS), fieldwork in the control room and task analysis [15].
The CI method ask respondents about the same target event through different paths to
help them recall credible information [20]. This technique is often used to help police
interview witnesses to recall details of incidents. After this, an open-ended interview
was used to understand more holistically what characteristics influence engagement in
the control room context and to build an understanding of ideal engagement from the
point of view of the CROs. The interviews were audio recorded transcribed and stored
in QSR NVivo software for qualitative analysis, and all data was subject to thematic
analysis [25].

3 Methods

3.1 Sample

The recruitment of participants for this study was undertaken in two motorway control
rooms in a southwestern China province. The researcher developed two criteria for the
selection and recruitment of operators in traffic control rooms:

1. Interviewees should havemore than one year’s experience and an operator in a control
room

2. Operators should be willing to take part in this study.

Thegender of the operatorswas not included in the criteria.A total of 18participants –
thirteen participants in control room A and five participants in control room B – were
recruited. All participants were aged between 29 and 55. There are two steps in current
study. There were 13 operators in control room A who participated in all aspects of Step
one, and 10 operators who participated in all aspects of in Step two. In addition, three
operators participated in parts of Step two. In control room B, five operators participated
in all aspects of both steps.

3.2 Procedure

Participants were asked to participate in two-step interviews to help them recall their
memories related to engagementwhen performingwork tasks. In addition to the recorded
comments, the attitudes of the participants during the interviewswere also recorded, such
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as whether they were willing to participate in the interview, and if they were not willing
to participate in aspects of the interview, what caused the reluctance.

Step One. At the start of the interviews, participants were informed by the researcher
about the definition of work engagement [26] that was also used to help inform partici-
pants the concept of engagement. Three concepts: absorption, dedication and vigor [26],
are clearly illustrated. Then each participant was asked to explain his or her understand-
ing of operator engagement to the researcher so that the researcher could ensure that their
understanding of engagement was identical to the concept specified in this study, while
enriching their vocabularies related to operator engagement so that they could explain
their relevant experiences in the next step.

Step Two. The interviews progressed in the following three stages to help them recall
their experiences related to operator engagement and disengagement.

1. Each operator was asked to rank tasks according to the degree of associated engage-
ment by sorting cards, and she or he was required to describe their typical experience
of each task in their own words (Fig. 2).

2. An operator was then asked to describe each step of each task in detail including their
experience, thoughts, conditions and behaviors.

3. Each operator was then asked to suggest what kinds of task characteristics could
increase or decrease the level of engagement while performing each task, and what
kind of task they thought would create the ideal degree of engagement.

All research steps were carried out in the two actual motorway control rooms. Only
when the operators were idle could researchers had the opportunity to interview. Some-
times the interview would be interrupted by the operators’ sudden work. A complete
interview may therefore take more than one day to finish.

Fig. 2. An operator was selecting cards in this study
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3.3 Analysis

This study focuses on analyzing the understanding of engagement from the perspectives
of the operators. Interviewswere recorded, transcribed and imported intoNVivo software
11. Codes were assigned to the following major themes that emerged from the data:

1) Engaging tasks and their corresponding characteristics.
2) Engaging parts of tasks and their corresponding characteristics.
3) Unengaging tasks and their corresponding characteristics.
4) The ideal engaging task and its characteristics.
5) Description of the experience of engagement.
6) Operators’ feedback and attitudes relating to methods used for data collection.

4 Results

This study presents the characteristics that influence the engagement of operators in the
context of Chinesemotorway control rooms, and the obstacles CROs encountered during
data collection. Influential factors are clustered in two main streams: organizational
factors, and individual factors. Obstacles to data collection are also reported.

4.1 Factors that Influence to Operator Engagement

Organizational factors.
Psychological availability. It was found that psychological availability is strongly linked
with operator engagement. They could feel engagement when they felt they possessed
sufficient resources (e.g., competence and time) to cope with job demands. For example,
operator C stated that, “the ideal state is that when something happens, everyone will
work together to complete it, instead of leaving it to one person”. Another illustration
is that two operators reported that an ideal example of a very engaging task was the
experience of detecting the cause of a traffic jam by using CCTV cameras along the
road. In such tasks, operators were sufficiently competent to successfully overcome
difficulties. For instance, operator F reported, “I checked the camera along the direction
of the traffic jam to explore the cause of the traffic jam. This feeling was like finding a
watermelon somewhere along a melon vine, or it was like a cat playing with a string
ball… I felt interested, serious and had a sense of achievement. My mood was positive, it
was difficult to extricate myself, and I felt that the time went by quickly”. This competent,
enthusiastic, meaningful and absorbing CCTV detecting experience is a good example
of a high degree of operator engagement. This confirms the influence of psychological
availability on operator engagement; a high psychological availability means that even
if operators feel that a situation is somewhat difficult, they believe they are competent
to overcome the challenges.

Psychological Meaningfulness. In the example above, the CRO also believed that what
they were doing is contributing to road safety. Psychological meaningfulness is therefore
another important predictor of the degree of operator engagement. Operators preferred to
pay more attention to tasks which they thought were important for road safety. In terms



274 L. Jin et al.

of road safety, one example is that Operator G said, “I pay particular attention to how
I can express the information that is to be released on information boards in different
locations to guide traffic flow effectively”. Another example was reported by Operator
H who said, “I think detecting traffic jams during festivals by CCTV or on the TV wall
is very engaging. When I had to do this recently, I felt very engaged, because detecting
accidents by checking CCTV along the roads can help solving problems that affect
many people. And I’m willing to invest effort in doing such tasks”. Tasks that impacted
personal growth were also perceived as meaningful and engaging. CROs reported that
they felt much more engaged and significant at work when they met new unfamiliar
tasks, because there was much to learn. For example, operator F said, “Once I had to
deal with an accident that I had never encountered before. The road patrol told me that
a mud and rock flow had occurred in a tunnel. Because this was a big accident, I dared
not report it directly to the superior department, for fear of making mistakes. So, I asked
my manager, who went online to enquire about the nature of the accident. It took about
an hour. Finally, we found out that it was not a mud and rock flow but a pipe explosion in
the tunnel. I felt very committed when dealing with this matter. Although I resolved this
situation with the help of others, I learned the importance of checking the facts before
passing on information. I understood that, as an operator, I not only need to transmit
information, but also that it is very important to use my own judgement.”

In contrast, operators felt unwilling to execute tasks when the purpose of the task
was unclear. This happened when some tasks were perceived as dull and repetitive and
without challenge, making operators feel very bored. For example, Operator M said,
“watching the CCTV for incidents on roads is very inefficient, because most incidents
are not discovered by continuous CCTV surveillance. I feel insignificant and bored
when frequently transmitting repeat information… After completing such tasks I couldn’t
remember anything about what I had been doing.” In line with that, a few operators
reported little engagement in tasks which cannot reflect their own values or give them a
sense of personal development. These included taskswhich don’t require any assessment
or judgement. As operator E described, “I’m required to record information and check
the correctness of information repeatedly every day, I feel very bored and insignificant
when doing tasks that could be completed by a five-year old boy, but I have to force
myself to complete them seriously. No mistake is permitted, otherwise I will be held
accountable.” This implies in addition to psychological meaningfulness, the fear of
being reprimanded or penalized at work could also seriously influence an operator’s
experience at work.

Psychological Safety. During the interviews, the fear of punishment was mentioned
frequently as the motivation for operators to force themselves to conduct their tasks
seriously. However, because of this externalmotivation, they have a sense of being forced
to work seriously, and they could not feel positive or fulfilled during the execution of
such tasks. Rather, they feel stressed, worried and afraid. For example, operator C said:
“I must be very serious about collecting road information in an emergency, because this
step is a prerequisite for subsequently submitting a correct report. I will be punished
for an inaccurate report…to be honest, I just want to complete my duty correctly, and I
do not feel engaged in this…how can I feel engaged about something that scares me”.
Another example was reported by operator D who said: “I forced myself to concentrate
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on releasing information for the information boards, and guiding motorway patrols to
cope with accidents, because I had been punished for mistakes before… The punishment
is very serious, including salary deduction and blame from supervisors”. The absence
of psychological safety has cast a shadow on the operators’ engagement, because of the
pressure caused by the threat of punishment, operators work seriously, but it is difficult
for them to feel operator engagement. These insights confirm that psychological safety
is an important predictor of operator engagement in this context.

Individual Factors. One of the conclusions from the interviews is that an operator
who expressed a comparatively high sense of responsibility was more likely to feel
engagement at work. It was found that a very small number of operators who expressed
a very strong sense of responsibility could even find meaning in very repetitive and
boring tasks and would force themselves to engage with them. For example, operator
P mentioned: “I think it’s possible to find meaning in daily CCTV monitoring in the
control room; even if it’s very hard I will still insist on checking the CCTV, because I
believe it can contribute to our monitoring work”. These responsible operators would
like to pay more attention to the job. One example is operator F, who said: “I would be
worried about unfinished tasks after leaving work, and I would sacrifice my own time to
finish tasks; for example, once there was a major accident which occupied the road for
many days and had not been resolved properly. I was feeling very worried and nervous
about it, so that I couldn’t even sleep well at night.”

4.2 Obstacles Encountered in Data Collection

Almost every operator said repeatedly that it was difficult to describe the feeling of
operator engagement, because they rarely experienced this feeling in their work, and
only two operators reported experiences close to the theoretical definition of positive
work engagement. Furthermore, one operator reported that the full engagement only
happened in his personal hobbies, and eleven operators directly said that they usually
felt bored and insignificant at work. Additionally, sixteen operators said that they did not
enjoy most of their tasks, but they persisted in carefully completing the tasks because
that is what they were expected to do. For example, operator F said, “I don’t like to
repeatedly send the same information about the roads to my superiors, because I think
that they don’t respond to it, but because this is part of my job, I must do it.”

Four operators passively participated in the interviews because they questioned the
significance of this study. They thought it was meaningless to ask them about their
views on engagement at work. This may have been because they did not believe that
any interventions could facilitate an experience of engagement in their work; they might
have thought that their work was supposed to be boring. For example, operator A always
answered questions passively and said to the researcher from time to time, "I really don’t
understand. What’s the point of asking me this? I do this because it is my job that’s all.
I don’t expect my job to be very enjoyable."

Furthermore, operators were very worried that their participation in this study would
result in a negative impact on their work or others’ opinions of them. This was clearly a
concern because every operator repeatedly checked with the researcher about whether
the researcher would pass on their comments about their work to their supervisors, and
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they all emphasized that they should participate anonymously in the study, because they
thought that their frank evaluations of the work were often negative and did not meet
the expectations of the managers.

What’s more, the operators generally complained that the interview process was too
cumbersome and repetitive. In the interviews, 16 participants complained many times
about why they were asked to answer questions again and again about their experiences
in performing their tasks. For example, operator G said: “Didn’t you ask this question
yesterday? Why do you have to ask again?” Three of operators refused to answer ques-
tions that seemed similar to what had been asked previously. For example, operator M
said: “You asked me yesterday. Please ask someone else”.

5 Discussion

The findings from the qualitative study described in this paper supported the conclu-
sion from the literature, that operator engagement in motorway control rooms usually
depends on two broad groups of indicators: one is organizational factors, the other is
individual factors (e.g., personal characteristics and traits [18]). Influential organiza-
tional factors include psychological safety, psychological availability and psychological
meaningfulness [16, 17]. Individual factors are employees’ personal characteristics and
traits that can also influence their engagement at work [18].

In terms of the matters needing attention for interview-based data collection tech-
niques, the participants’ enthusiasm for participating in the interviews was generally
not high, this is may have been due to three potential obstacles in the interview-based
methods used to collect data in the current study: one is Social Desirability, the other is
Naive Realism. Firstly, Social Desirability is the tendency of an individual to attempt to
ensure that his or her behavior conforms to social norms and standards, and they seek to
hide their socially undesirable actions [27]. Secondly, one of the central manifestations
of Naive Realism is that people understand the world largely according to their own
experience and think that this subjective view of the world is the real world. In addition
to that, and repetitive questions asked according to the CI technique [20] also hinder the
willingness of operators to participate in interviews.

Influential Factors Impacting CRO Engagement
Psychological availability. Operators who exhibit psychological availability were most
likely to feel engagement. This is in line with previous research, operators who seek
engagement want to be competent to overcome uncertainties at work (e.g., high equip-
ment failure rates, blind spots, and unpredictable driver and passenger behaviors [8]),
and operators who are familiar with work procedures generally show similar experience
or behaviors relating to engagement, they have a positive attitude towards their work
and perform well [28]. However, when operators cannot control their work situations,
they usually have a negative and stressful experience, resulting in incompetence and
resignation (not caring) [9], and this can therefore damage work performance. This is
similar to the situation in the current research when motorway CROs described an ideal
working state as when they have the capacity to complete work or overcome difficulties.
As described by operator D, “I hope there can be a balance in work, not too busy and not
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too idle.“ The current study also found that a certain degree of work stress and demand
can stimulate work performance. This resonates with the work about railway operators
[29], which found that an appropriate level of stress can optimize the performance of
operators, but excessive or insufficient stress may damage their performance. Therefore,
it is recommended that creating “just the right stress and competence requirement” for
operators should be further explored in this context.

Psychological Meaningfulness. Psychologicalmeaningfulness is another factor that can
significantly influence CRO engagement, the findings in the current study show that
operators are willing to carry out the tasks they think are meaningful in an engaged
manner. This is consistent with one study based on power plant control rooms where
power plant operators said that they generally worked seriously and very hard, because
they thought their work was significant to public life [9]. However, the majority of
the operators in the two Chinese motorway control rooms stated that they felt their
work was often mundane and meaningless. They thought much of their work related
to transmitting information repetitively to different organizations. This shows that the
lack of psychological meaninfulness in this context is a problem which needs further
research to inform the design of interventions that aim at improving engagement.

Psychological Safety. Although it appears that studies that specifically focus on investi-
gating factors that influence CRO engagement were not found in mainstream literature,
some studies concerning safety-critical control rooms confirm indirectly the rationality
of applying these influential organizational factors in the context of motorway control
rooms. Regarding psychological safety, a qualitative study based on a railway control
room showed that operators whose managers tolerated mistakes that impacted only
system efficiency rather than system safety showed positive attitudes towards making
mistakes. They regarded making mistakes at work as a means of learning, and reported
that they could experience engagement in their work [8]. However, motorway operators
observed in the current study generally suffered from a lack of psychological safety and
were always afraid of being punished for mistakes. Even when working conscientiously
they rarely felt engaged [15].

Individual factors. Like the conclusions drawn for other work environments, individual
factors, e.g., personality traits and characteristics, are also one of the important factors
influencing engagement [30]. As in current study, operatorswho showed a comparatively
high sense of responsibility seemed to sometimes experience engagement. For example,
among the eighteen operators, operator F was one of only two operators who explicitly
mentioned that they had experienced engagement at work. In the interview, she showed
a stronger sense of responsibility than most of the other operators; for example, unlike
most operators who considered monitoring work as a routine, without the need of ini-
tiative, she was one of the few operators who said she would still care about completing
unfinished tasks, even after the end of her shift. However, this study only summarizes
the influence of personal characteristics on engagement based on the operators’ attitudes
towards their work as they expressed them during the interviews. Amore systematic and
in-depth approach may be beneficial. In future research, it is recommended to systemat-
ically consider the influence of an operator’s personality on his/her work. For example,
somewidely recognized scales related to engagement, e.g., Core Self-Evaluations (CSE)
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[31] and the Five-factor model (FFM) [32], could be used to assess the personality of
an operator, so that the impact of the operator’s personality on engagement could be
determined.

The above information suggest that the factors impacting operator engagement in
highly safety-critical control rooms could be largely consistent with those impacting
individual engagement in other work environments [30]. Clarifying the factors that can
influence operator engagement contributes to identifying the possibilities for influencing
operator engagement from a psychological perspective, and it also suggests a promising
path for optimizing operator performance and working experience, and for enhancing
well-being in the workplace. However, due to the general lack of UXD related research
in the field of highly safety-critical domains [9, 28], there exists insufficient guidance on
how to collect data on CRO working experiences. Reducing the obstacles to collecting
data on operator working experience was therefore also a focus for this research.

Methodological Issues with Interviewing. Interviewing is one of most important and
practical methods for collecting experience-related data. The two main obstacles facing
interview-based data collection are Social Desirability andNaive Realism. Firstly, Social
Desirability may lead to operators of highly safety-critical systems being reluctant to
give their true thoughts on some safety related issues. For example, when it came to
the reasons that made them feel a sense of disengagement at work, some operators
always chose their words carefully, and some of them sometimes denied that they had
such experiences, especially when they were unfamiliar with the researcher. Similar
situations have been reported in other types of highly safety-critical control rooms e.g.,
[9].

In order to mitigate these negative effects brought about by Social Desirability when
collecting interview data, the researchers in future studies should take time to build
rapport [33] with the operators, for example, chatting with operators and trying to build
trust with them and reassuring them about confidentiality. Another possible intervention
that could alleviate Social Desirability is to use more empathic methods [34] because
it is believed that interviewees are more willing to express themselves when they feel
understood by others. Future studies could, for example use videos that portray similar
situations to operators, such as similar problems encountered at work, to stimulate amore
honest and unguarded sharing of information. In addition, generative techniques that aim
to encourage the exchange of latent information could also be considered [35], such as
asking operators to make a drawing to illustrate their experience, and then encouraging
them to describe and explain their drawing.

Secondly, because of Naive Realism, it may be difficult for the motorway operators
to describe in detail their specific experiences of engagement at work because they have
experienced engagement only rarely. Therefore, it is recommended to expand the sample
sizes in future work to address the impact of Naive Realism. This could be achieved by
collecting data in other control rooms where operators report experiences of operator
engagement, such as the case of operators in a power station control room who said they
felt pride and contentment and worked seriously, because they regarded their work as
significant to public life [9]. Another case was reported in one study about a railway
control room, where the operators said that they felt highly engaged in some tasks,
and they had a sense of motivation, concentration, time passing quickly, psychological
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safety and satisfaction [8]. Furthermore, due to Naive Realism, many participants might
be unable to imagine a solution that could improve their engagement, because they
think their work should be depressing. Possible alleviations to Naive Realism could be
illustrating some achievements that can help improve operators’ working conditions and
experience successfully. For example, technology that enables motorway operators to
effectively identify hazardous road conditions e.g., [1, 3]. This may allow them to see
the possibilities for improving what is often tedious and inefficient monitoring work.

In addition to the above two obstacles, the high degree of participation required
by current interview-based research methods may make participants feel tired which
further hinders data collection.Almost all operators complained that theywere repeatedly
asked the same questions, perhaps caused by the three step process for transferring
knowledge [21] andCI [20]. Indeed, these approacheswere effective in helping operators
recall related experiences of engagement, because as discussed above, the findings about
factors affecting operator engagement collected from operators are supported by many
existing related studies. But relatively speaking, CImay bemore practical and applicable
in situations where the interviewees can easily see the purpose of the interview, such
as when the police are questioning witnesses. In this work context however, the largely
interview-based technique CI was found to be complicated and laborious because the
repetition in this approach greatly reduces the enthusiasm of participants and consumes
their patience. In future research, it is therefore recommended to consider research
methods that are less time intensive or at least less intrusive, such as observation, or
reduce the difficulty of participation by letting operators choose from a list of possible
answers instead of requiring them to create their own answers.

Observation-based methods less intrusive, in the sense that they hardly disturb the
operator’s work. However, the effectiveness of this method as a means to understand
engagement largely depends on the researcher having a deep understanding of the tasks
and work context. A video-based observation method could alleviate some of, disadvan-
tages as it can be analyzed repeatedly and deeply. However, the approval of filming in
the highly-safety critical systems is usually complex, and asking operators to participate
in being filmedmore difficult than being interviewed. In addition, from a video the wider
context of the work could easily be lost, for example, the nature of the incident being
dealt with and the role of others in addressing it. Therefore, researchers are advised
to have an immediate understanding of CRO work before observation. In general, it is
recommended to use multiple methods for collecting engagement. For example, firstly
use interviews systematically understand operator tasks and then use observation in the
control room context to broaden understanding but also to objectively identify signs of
low or high engagement through monitoring of body posture or heart rate e.g., [36].
Further work by the authors (under review) has gone on to explore the use of Machine
Learning as a way to augment understanding of engagement using video analysis of
working posture.

The choice of methods for collecting data on operator experience in the context of
highly safety-critical domains should therefore be in accordance with the conservative
culture common to safety critical environments [28].
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6 Conclusion

The four influential factors impacting work engagement: psychological safety, psycho-
logical availability, psychological meaningfulness and individual factors, have been con-
firmed as relevant to the CRO context by this study. These provide a solid theoretical
basis for guiding future experience design interventions from a theoretical perspective.
In addition, some inherent obstacles to using interview-based techniques for collecting
CRO work experience, especially engagement, have been described. These can be used
in related studies to avoid obstacles in the collection of data on sensitive work expe-
rience by improving interviewing techniques. Furthermore, the overall findings of this
study indicate that CRO’s in this cultural context are likely to experience low levels of
engagement. There is therefore great potential to explore the potential to use experi-
ence design to enhance work engagement in this context, and consequently enhance the
overall performance the safety critical motorway system.
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Abstract. As a counter to the continuous increase in size of passenger cars and
the share of sport utility vehicles in traffic, we focus in this paper on the segment of
fine means of transport that can be classified below the classic passenger car/small
car.We have calledmobilitywith these finemeans of transport “finemobility”. The
broad spectrum of means of transport of fine mobility has not yet been perceived
as a coherent segment and cannot be captured by any existing vehicle categoriza-
tion. Therefore, a new classification was developed to define fine mobility, which
classifies all road-based means of individual transport according to their (urban)
spatial effects into the seven classes XXS to XXL. The classification makes it pos-
sible to clearly distinguish fine mobility means of transport - from micro mobiles
to mobility aids, bicycles of all kinds to light electric vehicles - from coarse means
of transport - from mid-range cars to off-road vehicles - on the basis of the char-
acteristics of the spatial dimension (cuboid around the external dimensions of
vehicles) and the turning circle. In this context, the classification builds on various
use cases that may condition the promotion of fine mobility through its preference
in moving and stationary traffic. The diversity of fine mobility means of transport
in terms of their possible uses and transport capacities illustrates the shift potential
of many urban as well as city-regional car trips to finer alternatives.

Keywords: fine mobility · vehicle size · vehicle classification · vehicle
categorization

1 Fine Mobility: The Relevance of the Size of (Road-Based) Means
of Transport

How can the sustainable turnaround in traffic be advanced? The priority areas of action
discussed are the avoidance of motorized individual transport (MIT) (including enabling
home offices), the shift from MIT to the environmental network, the transition from
private car ownership to vehicle and trip sharing (car sharing, carpooling), and the drive
system turnaroundby switching fossil drives to electric drives. In addition, it is sometimes
explored whether and to what extent the digitalization and autonomization of vehicles
reduce the environmental impacts [1] and the accident causation risk of privatemotorized
transport [2].
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Grant-aided by the German Federal Environmental Foundation (Deutsche Bundes-
stiftung Umwelt DBU) we look into one important factor of the negative effects of
car-oriented traffic that has so far been largely overlooked: the size of the vehicles we
use to get around. Even if we share vehicles or drive electrically, it makes a difference
for our quality of life and urban life as well as for environmental and climate protection
whether we use agile or bulky, small or voluminous vehicles.

There are three parallel negative developments here. First, passenger cars have
become larger and heavier from model series to model series over the past decades
[3]. Figure 1 shows by way of example how the VW Golf (and an average man) grew in
size in the first three decades and extrapolated what the car will look like after another
three decades in 2040 if there is no change in the current trend.

Fig. 1. The size growth of passenger cars using the example of the VW Golf [4].

Secondly, more and more car users are switching from their previous models to
larger models (vans, crossovers, SUVs, off-road vehicles). The share of SUVs in new
registrations has been rising steadily for years in Europe and is now just under 30%
in Germany [5]. Third, more cars are hitting the roads and car density (cars per 1000
inhabitants) continues to rise: In the last decade alone, from 2010 to 2019, it increased
by twelve percent in Germany [6]. The Forschungsgesellschaft für Straßen- und
Verkehrswesen e. V. (German Road and Traffic Research Association), responsible for
setting the technical regulations for traffic engineering, is responding by increasing the
size of the design vehicle for passenger cars, so that, among other things, the dimensions
of parking spaces are also increasing [7].

At present, the impression is growing that car manufacturers are supporting the trend
by thinning out their range of so-called mini and small cars in order to give priority to
selling larger vehicles. These generate a higher profit margin. Very small cars are often
only presented as trade show vehicles or for image campaigns [8].

In contrast, startups and companies that develop small, lightweight vehicles for fine
mobility and bring them tomarket have a hard time: quite a fewhad to give up before their
vehicle reached the mass market [9]. The German government supports the purchase of
battery electric as well as fuel cell vehicles, but not light electric vehicles [10].

Motor vehicles are categorized by different approaches. Among passenger cars, a
distinction is made between small, medium and luxury cars (see Sect. 1.3). Since the
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spread of pedelecs and cargo bikes as well as electric pedal scooters and Segways,
bicycles and mini electric vehicles have also been subdivided. However, there is as yet
no comprehensive classification of all road-based means of private transport in Germany
and Europe.

1.1 Counter Design: Fine Mobility

The fact that, contrary to the development described above, there is a finer way of
individual transport is shown by the already existing and currently growing sector below
the scale of today’s automobiles: fine, small, light and maneuverable means of transport
(i.e., mobility aids and vehicles) of the so-called micro mobility, bicycles and cargo
bikes of all types, velo mobiles, mobility aids such as wheelchairs and senior citizens’
mobiles, electric light vehicles for transporting people and goods, and electric minicars.
These are means of transport with a more human size in mind.

This spectrum ofmeans of transport is currently virtually imperceptible as a cohesive
segment. It is fragmented in terms of manufacturers, industry sectors, trade shows,
trade magazines, distribution channels, sales outlets, and maintenance-, repair-, and
aftermarket services. Vehicles and mobility aids in this segment can be found among
sporting goods, toys and recreational products or motorized two-wheelers, in medical
supply stores, sports markets, parent & child stores, bicycle and specialty bicycle stores,
car dealerships, light vehicle/electric vehicle dealers, or industrial logistics shops.

We summarize this segment under the term “fine mobiles” and call mobility with
these means of transport “fine mobility”. The concept of fine mobility is aimed at select-
ing the smallest, lightest, finest option in the spectrum of all vehicles for the respective
area of application. It thus is mobility that is both economical, and ecological. According
to this, mobility needs and transport purposes are met with the

– smallest, lightest, most energy-saving and cost-effective as well as
– lowest emissions, most space-saving, quietest and most resource-efficient

Transportation option [11].

1.2 What is Fine Mobility Supposed to be Good for?

In order to replace a large proportion of today’s car trips, fine mobility must not be
limited to urban traffic, local and neighborhood mobility, or the so-called “last mile”.
If we want to move from “coarse” to fine mobility and if the turnaround in traffic is to
be environmentally effective, there must be viable “fine mobility options” for distances
of up to 100 km. After all, 75% of the annual mileage of passenger cars in Germany is
accounted for by journeys of less than 100 km. [12].

Furthermore, vehicles of the fine mobility must take into account the main trip
purposes of car trips: Just under half of car mileage is for commuting to work and for
business activities. One quarter of the mileage is for leisure activities [12].

Driving routes for the aforementionedmain travel purposes include the use of country
roads and highways. To be allowed to operate on German autobahns, vehicles must have
a maximum design speed of at least 60 km/h. The range of fine vehicles should therefore
include those that can travel at speeds of at least 60 km/h.
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Under the banner of fine mobility, means of transport and vehicles are to be defined
as small, flexible, environmentally friendly, climate-friendly and moderately or expedi-
ently motorized, so that they can replace today’s passenger cars to a significant extent.
It is therefore not a matter of once again praising individual modes of transport, such as
walking and cycling, or individual vehicle types, such as electric scooters, as alternatives
to the car, but rather of taking a much more comprehensive approach that includes the
aforementioned modes of transport: for almost everyone and for almost all travel or
transport purposes in urban and regional transport, a fine alternative is being offered to
the coarse mobility that prevails today. In order to make the variety of fine mobility com-
prehensible and to clearly distinguish it from the conventional, ever-growing passenger
cars, a new classification is proposed for all road-based means of individual transport.

1.3 Existing Vehicle Categorizations

The vehicle segments defined by the European Commission and the German Federal
Motor Transport Authority (KBA) with relevance for marketing and retail are listed in
Table 1 with English translation. The segmentation does not include any vehicles below
the smallest car and therefore no means of fine mobility. Rather, it shows by way of
example how extensive and differentiated the European and German market for large
passenger cars is

In contrast there is the EC classification, which is the basis for type approval in Ger-
many and thus takes into account technical and functional characteristics. This comprises
the following vehicle classes [15]:

– Category M: passenger transport, divided into classes M1, M2 and M3 according to
the number of seats and the number of wheels.

– Category N: Carriage of goods, subdivided into classes N1, N2 and N3 according to
permissible total mass and number of wheels.

– Category O: Trailers, subdivided into classes O1 to O4 according to maximum
permissible mass.

– Category L: Light single and multi-track motor vehicles subdivided into classes L1e
to L7e according to the number of wheels, maximum design speed, engine power, in
some cases empty weight and maximum net power.

When looking at the subdivisions and characteristics of the classification, it is notice-
able that only one classM1 is defined for conventional passenger cars for individual use -
regardless of their size or dimensions, weight, engine power or maximum design speed.
In contrast, light motor vehicles are differentiated and regulated according to a large
number of (technical) features. Vehicles below the L class segment are not included in
the EC classification [16].

It becomes apparent that the existing vehicle categorizations are not suitable for
classifying all road-based means of transport according to their “fineness”. They neither
include all means of transport of fine mobility nor do they take into account the relevant
characteristics for classification according to (urban) spatial and ecological effects. They
are thus neither suitable as a basis for defining fine mobility nor for promoting it with
regard to possible applications street design or in the form of monetary incentives for
turning to humanly scaled means of transport.
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Table 1. Vehicle segmentation of the European Commission and the German Federal Motor
Transport Authority [13, 14].

European
Commission

english translation German Federal
Motor Transport
Authority

english translation

Kleinstwagen mini Minis
(Kleinstwagen)

minis (smallest car)

Kleinwagen small Kleinwagen small car

Mittelklasse medium Kompaktklasse compact class

Obere
Mittelklasse

large Mittelklasse middle class

Oberklasse executive Obere Mittelklasse upper middle class

Luxusklasse luxury Oberklasse upper class

Sportwagen sports Sportwagen sports car

Multivan multi-purpose Minivan,
Großraumvan

minivan, multi-purpose
vehicle

Sport Utility
Vehicle

sport utility (including
off-road vehicles)

Sport Utility
Vehicle

Sport Utility Vehicle

Geländewagen off-road vehicle

2 New Classification of Road-Bound Means of Transport

In order to define and promote finemobility, a new classification of vehicles is necessary,
on which

– technical regulations of infrastructure planning,
– road law and traffic regulations,
– the design of structural infrastructure,
– municipal traffic area designations as well as
– fiscal instruments such as road user or parking fees.

can be based.
According to this, the developed classification includes all road-based means of

transport of individual passenger transport and light freight transport and not only motor
vehicles in the current definition, and is oriented towards (urban) spatial and ecological
compatibility. This means that not the technical-constructive characteristics of the regis-
tration law and the functional qualities for the occupants, but the qualities for the people
in the roadside environment and the environment are considered. This includes effects
on the following functions:

– Orientation in the roadside environment,
– Perception of safety in the roadside environment,
– Well-being and social interactions of people in roadside environment,
– Encounter traffic in narrow streets,
– Space requirements of moving equipment when stationary and in motion.
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Accordingly, the aimof the classification is to distinguish betweenmeans of transport
that enable mobility with a more human scale for more urban and quality of life as well
as environmental and climate protection and vehicles that exceed the limits of (urban)
spatial and ecological compatibility. For this purpose, the relevant characteristics have
to be determined, which are suitable for the comparison and (classification) of all road-
based means of transport with regard to the use cases already mentioned above and
explained in more detail in Sect. 2.2.

2.1 (Urban) Spatial and Ecological Characteristics of Means of Transport

In a first step, any characteristics that could be relevant for the classification of means of
transport under (urban) spatial and ecological aspects between “fine” and “coarse” and
for different use cases of the new classification were compiled:

Size:

– Length
– Wide
– Floor space
– Height
– Space occupation (external volume)
– Turning circle

Weight:

– Empty weight
– Maximum permissible total weight
– Payload

Speed:

– maximum design speed

Weight and speed (in combination):

– kinetic energy (Ekin = m * v2, with m = maximum permissible total weight and
v = reference speeds to be set)

Environmental and resource impact:

– Material and energy consumption during production
– local emissions and energy consumption during operation
– Road and tire abrasion

For as large a number of reference vehicles as possible (selection of around 100
vehicle models as examples of vehicles andmeans of transport of their kind) in the broad
spectrum of means of transport from unicycles to all-terrain vehicles, the corresponding
characteristic values were determined for each of the above-mentioned features and



288 S. E. Kahnt et al.

- where not available - qualified assumptions were made on the basis of comparison
vehicles with similar technical and physical characteristics.

The list presents opportunities to rank the means of transport by different character-
istics and test for similarities and differences of these characteristics of different vehicle
types. It is evident, that there is a clear order of means of transport of all sizes according
to their space occupation and related characteristics.

The analysis of the characteristic values by their respective ascending order shows
a very strong, positive correlation of ,946 between the characteristic values of the space
occupation and the maximum permissible total weight (gross vehicle weight) for the
studied means of transport as seen in Table 2.

Table 2. Correlation between space occupation and gross vehicle weight (GVW)

Correlations

SPACE GVW

SPACE Pearson Correlation 1 .946**

Sig. (2-tailed) .000

N 94 89

GVW Pearson Correlation .946** 1

Sig. (2-tailed) .000

N 89 90

**Correlation is significant at the 0.01 level (2-tailed).

Strong correlations between two or more features simplify the development of a new
classification for means of transport, since it is possible to avoid looking at superfluous
features that have little or no influence on the result.

2.2 Use Cases

In a second step, (urban) spatial and ecological use cases were defined for the formation
and justification of a plausible, functional and as easily understandable as possible clas-
sification for means of transport. For each use case, the relevant characteristics of means
of transport were recorded. The minimum consensus from the relevant characteristics of
all use cases was then used to develop the calculation formula for the classification (see
Table 4). The procedure ensures that each means of transport is assigned exclusively
to one class and that each of the named use cases can refer to the same classification.
Features that go beyond theminimum consensus and are relevant for individual use cases
can optionally be added by the implementing actors for additional differentiation.

Table 3 shows that the minimum consensus of relevant characteristics across all the
use cases considered are the characteristics of space occupation and turning circle. The
two vehicle characteristics are able to reflect above all the (urban) spatial and, due to land
use, also parts of the ecological compatibility of means of transport and thus the above-
mentioned effects for people in the road space and for the environment. The developed
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Table 3. Use cases and relevant vehicle characteristics.

Use case Characteristics of the
classification (minimal
consensus from all
application cases)

Features that can be
added as additional
regulation(s)

Exemplary
implementation to
promote fine mobility

Designation of staggered
size parking stalls in
public street space,
parking areas, and
parking garages or
underground parking
garages

Space occupation,
turning circle

Width, length, drive type Means of transport of fine
mobility obtain parking
areas in the immediate
vicinity of
public-intensive facilities.
This allows more people
to park closer to
important facilities, and
less land is sealed overall.
If the type of drive is
added as an additional
characteristic, vehicles
with combustion engines
can be excluded, for
example

Staggered pricing of
parking spaces in public
areas according to the use
of urban space

Space occupation,
turning circle

Drive type Fine mobility vehicles
may park free of charge.
The parking of coarse
vehicles is charged (in
ascending order). This
creates a monetary
incentive to use fine(r)
vehicles. If the type of
drive is added as an
additional characteristic,
vehicles with combustion
engines, for example, can
be priced higher than
electric vehicles

Differentiated ban on
entering/passing through
sensitive and special
urban areas

Space occupation,
turning circle

Width, local emissions,
maximum permissible
gross weight

Vehicles assigned to
“coarse mobility” are not
allowed to enter or pass
through sensitive or
special urban areas. This
makes these urban areas
less car-dependent, more
traffic-calmed down and
safer. If further
characteristics are added,
the selection of excluded
means of transport can be
further differentiated
according to the type of
sensitive urban area

(continued)
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Table 3. (continued)

Use case Characteristics of the
classification (minimal
consensus from all
application cases)

Features that can be
added as additional
regulation(s)

Exemplary
implementation to
promote fine mobility

Differentiated fiscal
treatment in the context
of (city) tolling

Space occupation,
turning circle

local emissions, weight Vehicles assigned to
“coarse mobility” are
priced in ascending order
within the framework of a
(city) toll. This can create
monetary incentives to
use finer(r) vehicles. If
local emissions are added
as an additional feature,
vehicles that are more
harmful to the
environment and health
can be priced higher

Speed-based traffic areas
(road space design in
flowing traffic through
speed limit per traffic
area)

Space occupation,
turning circle

Maximum design speed
(necessary additional
regulation)
Maximum permissible
total weight (possible
additional regulation)

Vehicles are classified
according to their class
and maximum design
speed on the various
traffic areas with different
speed limits (including
roadway, bicycle path,
sidewalk) to ensure
compatibility between
different means of
transport on the same
traffic area

classification thus particularly considers the spatially relevant factor of size (G) and is
therefore called “G classification” in the following.

2.3 Selection of Characteristics for G Classification

The finding of strong correlations between several feature values and the minimum con-
sensus with regard to the proposed use cases leads to concentrate the new classification
on the most characteristic features for the street space, the space occupation and the
turning circle. Other features, as far as necessary or useful for certain use cases, can be
or have to be considered additionally (see Sect. 2.2).

Space occupation as a cuboid around the dimensions of a means of transport illus-
trates the occupied external volume and thus the space that cannot be used by people.
Although calculated in a simplified manner and not corresponding to the actual exter-
nal volume of the complexly designed vehicle bodies, the multiplication of the longest,
widest and highest dimensions of a vehicle - i.e. the fiction of a tightly fitting cuboid
around the vehicle - is plausible and useful as an indicator of space occupation. The
actual occupation of space by a vehicle and the resulting strain on the physical and
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psychological environment follows the extreme values of length, width, and height. The
areas and spaces within these extreme values are effectively lost to other road space use,
particularly due to the need for provisioning.

The turning circle of means of transport, which is often given little attention, has
an impact on the agility of vehicles and the design and layout of roads. The turning
circle is included as a feature in the G classification because the maneuverability of a
vehicle dictates the minimum amount of infrastructure required. The smaller the turning
radius, the smaller the vehicle swept path, and the smaller sized the infrastructure and, in
particular, parking maneuvering areas and curve radii at intersections and interchanges
can be. In small-scale encounter traffic between vehicles among themselves or a moving
vehicle and a human being, the turning radius represents a safety feature, since evasive
maneuvers are relevant in avoiding accidents.

2.4 Class Differentiation, Thresholds and Calculation Formula

We propose to classify the entire range of movement means according to the seven
classes that are familiar to everyone from the product world, such as the textile industry:
XXS, XS, S,M, L, XL, XXL. The division into seven classes is sufficiently differentiated
to reflect the variety of characteristic values of the selected features.

Threshold values for the classification of vehicles into the seven classes were defined
for the characteristics of space occupation and turning circle (see Table 4). The lowest
threshold value for the classification is based on human dimensions. In the case of space
occupation, it is approximately one cubic meter, which is outlined in DIN 33402 as a
person standing with arms outstretched upward and forward. In the case of the turning
circle, we also orient ourselves to the meter, which is approximately the diameter of the
movement area of a walking person.

The top threshold between the XL and XXL classes is based on upper limits of street
space compatible dimensions. For the feature of space occupation, the combination of
the dimensions of a parking space in vertical position without lateral boundaries with the
average eye height of aGerman adult decides on the urban space incompatible dimension.
Beyond this threshold, it can be interpreted that MIT vehicles take up additional space
and the field of vision of pedestrians and cyclists is obstructed too much. For the turning
circle feature, the outer diameter of themini-roundabout, as defined by the German Road
and Traffic Research Association is defined as the upper limit of urban compatibility.
Turning circles of individual means of transport above this limit require additional space
that is not available for the urban space for other use.

The thresholds between the respective lower and upper thresholds are linearly inter-
polated for the sake of comparability, under the condition that the distances between the
class boundaries are identical.

The threshold values result in the classes XXS-XXL with class values between 1
(XXS) and 7 (XXL). The calculation rule for assigning a means of transport to a final G
class with the class values in the calculation is as follows:

G Classification = (1)

0.75 * the class value for the characteristic “space occupation”

+ 0.25 * the class value for the characteristic “turning circle”,
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Table 4. Derivation of thresholds.

Threshhold between classes Characteristic Criteria for thresholds

Human measure

XXS and XS Space occupation The space taken by the 95th percentile of a
German male corresponds to about one cubic
meter at the largest possible extension
according to DIN 33402 for the
multiplication of length, width and height:
0.815 m as the reach of the arms forward
(length) [17]
* 0.555 m as width over the elbow [17]
* 2.205 m as the reach of the arms upward
(height) [17]
= 0.988 cubic meter

XXS and XS Turning circle The square meter is the area required
approximately by a walking person who can
move freely in all directions

XS - XL
XS - XL

Space occupation Formation of thresholds by equal, numerical
distances: 3800 cubic decimeters each
Formation of thresholds by equal numerical
distances: 240 cm each

(urban) spatial and ecological incompatibility

XL and XXL Space occupation The multiplication of the footprint of a
parking stall in vertical position with
12.5 m2 as the upper limit of land use with
1.6 m as average eye height of a German
adult results in 20 m3

XXL Turning circle The mini-roundabout according to the
Guidelines for the Design of Urban Roads of
the German Road and Traffic Research
Association offers with an outer diameter of
at least 13 m an acceptable and usable
guideline for what turning circle vehicles of
the MIT should have at most [18]

where the final result of the G classification is between 1 (XXS) and 7 (XXL).
Consequently, the threshold values between the g classes are at x.5.

The stronger weighting of the feature of space occupation is based on our assessment
that the (urban) spatial and ecological impact of the vehicle’s exterior volume is particu-
larly high. The spatial dimension can also be understood figuratively in such a way that
the length, width and height characteristics are each included in one characteristic and
the proportions of means of transport are not restricted in each class, but the overall size
is. Whenever necessary single characteristics of the means of transport can be restricted
for use cases individually, but the basic g classification is not further influenced by this.
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3 Definition of the Fine Mobility

Finemobility is mobility with all the smallest possible, maneuverable, road-basedmeans
of transport that can be used by almost everyone to accomplish almost all transportation
purposes.

By fine mobility we mean mobility with vehicles of classes XXS, XS and S. Fine
mobility is thus everything that bears an “S”: XXS, XS and S. It seems logical, plausible
and in line with the classifications according to the individual characteristics to define
class “M” as “medium”. “Coarse” are thus vehicles of the L classes: L, XL, XXL.

As a rule of thumb (see also Fig. 2):
Fine = XXS, XS, S
Mean = M
coarse = L, XL, XXL

Fig. 2. Exemplary classification of movement means to the G classes (own representation).

Fine mobility vehicles can have up to four seats and a maximum design speed of
up to 120 km/h. This is the case for some e-scooters, e-motorcycles, three- or four-
wheeled light e-vehicles and minicars. Fine-mobility vehicles are thus basically suitable
for distances of up to 100 km, are suitable for long-distance roads and for commuter,
business and leisure trips, and could provide a relevant share of the mileage, as also
shown in a DLR study on the potential of small and light electric vehicles [19].

A selected list of different means of transport for fine and coarse mobility is shown
in Table 5.

The requirement to prefer the “finest possible” individual or transport vehicle is
accompanied by the postulate of not buying andmaintaining one vehicle for all purposes,
the size of which is usually oriented to only a few trips a year (e.g., vacation trips,
DIY store shopping). Instead, the variety of means of fine mobility opens up (initially
theoretically) the possibility of always choosing the smallest, lowest-emission and most
space-saving means of mobility for the specific purpose of travel. First of all, people
must be made aware of the diversity of fine or finer means of transport and the relevance
of vehicle sizes from an (urban) spatial and ecological point of view. The developed G-
classification contributes to this. It can promote opportunities for equal use (and sharing)
of finer-mobility vehicles and reduce the focus on pure electrification of any passenger
car class. In the spirit of downsizing vessel sizes, fiscal preference to quantity and quality
in the supply of fine-mobility vehicles should be given.
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Table 5. Example list for means of transport of fine and coarse mobility.

G classes Examples

XXS Onewheels, Segways, Electric Wheelchairs

XS Bikes, Pedelecs, Electric Scooters, small Cargo Bikes

S Cargo Bikes, Velo Mobiles, Cabin Scooters, Mini Cars

M Small City Cars

L Compact Cars, Station Wagons

XL Minivans, small SUVs, Crossovers

XXL Vans, SUVs

The classification helps to use objective factors to assess the spatial impact of all
means of individual transport and to use this classification to apply comprehensive
measures of a regulatory and financial nature against coarse mobility on the one hand
and for a more human level of individual mobility on the other.
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Abstract. Urban air mobility (UAM) has gained increased attention
as a promising new solution to tackle issues such as traffic congestion.
This study aims to assess users’ perception and usage intentions and
identify and weigh success-critical acceptance factors against each other.
Further, user-related differences in the underlying decision patterns are
analyzed. A mixed-methods approach was employed, including a prior
interview study with laypeople and experts (N = 16), calculations of
feasible prices via agent-based śımulations, and the main survey study
(N = 135) – a Choice-Based Conjoint (CBC) with the attributes: envi-
ronmental impact, costs, placement of take-off and landing stations (ver-
tiports), automation level, and onboard benefits. Results indicated that
environmental impact, costs, and vertiport placement were the top three
factors influencing user acceptance. The relative importance of these
attributes differed, however, depending on the user group. Based on the
results, three user segments were identified: automation-skeptical users,
environmentally-conscious users, and cost-conscious users. The findings
provide valuable insights for UAM providers and policymakers to under-
stand the attitudes and needs of potential users and to design effective
strategies for promoting the adoption of UAM.

Keywords: urban air mobility (UAM) · choice based conjoint ·
acceptance · air taxi

1 Introduction

Mobility is an important research area from several different perspectives. For
one, there is the need to reach different places as a person. On the other, ever-
increasing numbers of wares need to be transported to and from sometimes
remote locations. What used to be provided via cars, delivery vehicles such
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as trucks, and public transit has gained negative attention on many bases. One
major challenge of future mobility is avoiding unwanted pollution and emission of
greenhouse gases [46]. While alternative fuels are being developed and researched
(see, e.g., [34,42]), their active use is still off and therefore uncertain [37]. In
addition, individual traffic, meaning the ownership of a car, especially if it is
only used by a single person, is sought to be limited or at least decreased as,
most of the time, this car is parked somewhere. Especially in cities and urban
areas, space is a precious commodity, thus, sharing a vehicle with others might
be a better solution [29]. However, car sharing and public transit cannot provide
all mobility needs either. For one, pollution is still an issue. As is availability [4].
So, another attempt to reduce the number of cars and vehicles on the streets is to
utilize a yet seldomly used area for traffic, namely airspace. Urban air mobility
(UAM) could be a possible solution to reduce not only people but also wares
transportation on streets [35,45]. This could also be another step toward the
electrification of mobility. While other countries are already actively offering,
for example, last-mile delivery via drones (e.g., [23]), this is only the first step.
Passengers might also profit from short-distance traveling via so-called air taxis.
While still in development, several start-ups have already begun to build working
drones that are big enough to carry 1 to 6 passengers (e.g., [45]). Testing has also
commenced [1]. However, even if such developments and tests are successful, their
deployment is doubtful if people are unwilling to use them. Therefore, an early
understanding of potential users’ acceptance is important, and a first insight will
be provided with this paper.

First, some background on the technological aspects of urban air mobility
(UAM) is given. This will then be supplemented with insights into the acceptance
of technologies, especially in the mobility concept. Based on this, the study
design and empirical approach will be provided. The results will be detailed
before they are discussed, and a final outlook will be given.

2 Background

This section will provide insight into the current state of research of urban
air mobility by giving a short overview of current models in development for
passenger air transportation. Afterward, a short synopsis of current acceptance
research regarding drones and small aircraft, especially in urban areas, will be
given.

2.1 State of the Art UAM

With the development of vertical take-off and landing (VTOL) vehicles, consider-
ing future UAM scenarios has gained importance. This potential of UAM systems
is mainly based on shorter travel times compared to ground-based mobility, an
on-demand service model, lower operating costs compared to complex helicopter
systems, and electrically powered vehicles [26,36]. The latter is often defined as
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eVTOL (electric vertical take-off and landing) vehicles that can operate on verti-
ports near city centers or in rural areas [33]. In recent research, the overall UAM
system is divided into aspects of eVTOL vehicles, infrastructure, social accep-
tance, certification, safety, and operations [17,18,36,47]. Regarding eVTOL vehi-
cles, different technical configuration approaches are in focus to enable optimal
fleet operations, namely wingless multicopters, lift and cruise configurations and
tilting systems [3,33]. Firstly, multirotor configurations, such as Volocopter 2X
and E-Hang 184, have a rather short range with mostly intracity implementation
potentials due to the missing fixed wing and the resulting lack of aerodynamic
lift in cruise flight and higher energy consumption in horizontal flight segments.
Secondly, lift and cruise systems, such as Wisk Cora and Boeing Passenger Air
Vehicle, are hybrid systems combining VTOL and longer range properties due
to the additional fixed wing. With a travel speed of around 200 km/h, these
configurations seem applicable in intracity and city-to-city transportation ser-
vices, with a rather slow time to market. Thirdly, tilting concepts with tilting
wings or rotors allowing VTOL capability are also applicable to both intracity
and intercity services, as the cruise speed is relatively high. Disadvantages are
the increased system complexity and the later time to market. Tilting air taxi
configurations currently regarded in research are the Airbus Vahana, and the
Lilium Jet [3,22,33]. Based on possible UAM scenarios, market potentials of up
to 1% of demanded mobility were calculated using agent-based simulation, and
fleet operational decisions such as charging approaches, station placement, and
pricing were further analyzed [22,36].

2.2 Acceptance of UAM

Technology acceptance has been established as an important part of the future
use of technologies [48]. While different technology acceptance models have
been developed over the years, e.g., the Technology Acceptance Model (TAM)
by Davies [14], or the Unified Theory of Acceptance and Use of Technology
(UTAUT) by Venkatesh et al. [49], they have always had to be adapted to new
technologies as those include aspects or intricacies that had not been present
in the original acceptance models’ technology [48]. However, the basic idea of
central aspects such as intention to use or perceived usefulness can be translated
well into new technologies and use cases.

In the context of mobility, especially with the addition of autonomous prop-
erties, factors influencing acceptance can stem from multiple sources. For one,
there is trust [6], which goes hand in hand with safety [7]. This is also likely to
hold true for air traffic as well [21,27].

Other aspects that might impact the acceptance of these small aircraft can be
environmental factors. Here, not only gas emissions [13] but also noise emissions
can lower the acceptance [17,41]. Perceived barriers to acceptance can also be
found in the routes such aircraft are allowed to use and the locations they are
allowed to land [24], as bystanders might perceive a loss of privacy or fear injury
by a malfunctioning aircraft. Further, the willingness to share a flight, ticket
pricing [44], and travel time in comparison to other modes of transportation
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affect the user acceptance [36,41,45]. For a more detailed overview of potential
factors influencing the successful deployment of passenger drones, see, e.g., [1,
17,45].

While various factors affecting the acceptance of UAM have been identified
by prior studies, little is known about which factors are ultimately decisive for
(user) adoption when weighed against each other. Thus, the present study aimed
to fill this gap by employing a holistic investigation of potential users’ decisions
for or against using urban air mobility and the underlying decision patterns. The
research was guided by open-ended questions:

RQ1 Which acceptance attribute is most relevant for acceptance: costs, environ-
mental impact, onboard benefits, automation level, or vertiport placement?

RQ2 Which attribute levels impact acceptance positively or negatively?
RQ3 Are there any differences in the decision patterns between different user

profiles, and how do they differ?

3 Empirical Approach

In this section, the empirical approach is explained, starting with the overall
research concept, followed by an explanation of the conjoint methodology. Subse-
quently, the selection of acceptance relevant attributes, levels, and the empirical
study design are described. Finally, data preparation, analysis, and the sample
are summarized.

3.1 Research Concept and Study Input Parameters

For this study, a three-step approach, combining a qualitative interview pre-
study, an already conducted UAM cost optimization based on agent-based sim-
ulation [22], and the main study, an online survey – including a choice-based
conjoint experiment, was used.

Simulations. Considering the UAM costs and scenario parameters, the results
of Husemann et al. are used [22]. Here, the authors used the Multi-Agent Trans-
port Simulation (MATSim) extended with UAM simulations (see Rothfeld et
al. [36]) to determine the UAM demand in relation to both ground-based trans-
portation and the time of day. As a simulation scenario, Husemann et al. consid-
ered the metropolitan region Rhine-Ruhr with a distribution of 100 vertiports.
Further, input values in the base case were a horizontal cruise speed of 150 km/h
for the air taxis, a hovering time of the vehicles for take-off and landing of 60 s,
a minimum turnaround time of 3 min, a complete linkage of the UAM station
network and a passenger capacity of up to 2 passengers per vehicle [22]. The sim-
ulated UAM trips were then applied in an optimization model using a total cost
of ownership approach and other input data such as charging infrastructure,
battery technology, and several cost-specific parameters. Including sensitivity
studies for uncertainties in technological developments and UAM system design,
resulting costs per passenger kilometer has been calculated to be around 1.50
euros [22].
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Interview Pre-study. Guided interviews with laypeople (N = 13) and experts
(N = 3) were conducted to identify UAM acceptance factors. The interview con-
tained an introductory part about the reasons people use their current transport
modes and a part about the requirements for air taxis (autonomous and piloted).
For analysis, qualitative content analysis was used [25]. The identified topics and
statements informed the development of the main studies’ conjoint design.

3.2 Conjoint Analysis Method

A choice-based conjoint methodology was used to quantify and weigh the rel-
evance of different decision factors against each other. Conjoint analysis is
commonly used in technology acceptance research as it allows for examining
individual preferences, decision patterns, trade-offs between decision-relevant
attributes, and segmenting groups with distinct decision patterns [2]. Compared
to traditional survey methods, choice-based conjoint (CBC) offers a more holistic
view of complex decision patterns by mimicking real-world decision trade-offs.
In CBC, participants are asked to make trade-off decisions between different
product configurations, simulating realistic decision processes. This enables a
calculation of how respondents’ decisions are influenced by different product
attributes and their corresponding levels. The choices are then decomposed into
relative importance and part-worth utilities of attribute levels, providing insights
into the overall impact of attributes on decisions and identifying tipping points
of acceptance [30] [5,12]. For the present study, we included a dual response
“none” query to assess the likelihood of participants opting for none of the
offered product configurations [38].

3.3 Conjoint Attributes and Levels

The selection of relevant attributes was based on an initial literature review
and a qualitative pre-study with laypeople (N = 13) and experts (N = 3). In
total, five attributes (price, environmental impact, automation level, vertiport
placement, and onboard benefits; cf. Table 1), were selected.

Table 1. Overview of attributes and levels for the CBC.

Attributes Levels

Price 56.25 e [ -25 %] 67.50 e [- 10 %] 75 e [baseline] 82.50 e [+ 10 %] 93.50 e [+ 25 %]

Environmental impact 50 % less identical 50 % more 100 % more

Automation level piloted remote controlled autonomous

Vertiport placement downtown nearest airport nearest train station city centre next to house or apartment

Onboard benefits radio wi-fi comfortable seats free carry on luggage

Attribute levels were based on the interview insights and the results from the
MATSim simulation with the aim to display realistic choices. In the following,
the included levels are explained.
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The Price per trip was included, as it was seen as a key requirement and
exclusion criterion if too high [31] [44]. The base price was set at 1.50 euros per
km, resulting in a ticket price of 75 e[22]. To limit complexity, the respondents
only saw the total cost of the trip. The lowest price point was estimated, taking
optimization potential into account. Based on the calculations, we included two
low price points, which were 10 % and 25 % cheaper than the base price. Addi-
tionally, two price premiums (+ 10 % and + 25 % compared to the base price)
were included. All included prices are listed in Table 1.

The Environmental Impact was included due to some concerns – voiced in
the interviews and reviewed literature – regarding UAM’s energy consumption
and its impact upon the environment [13]. In light of recent energy crises and
climate change, this is a highly relevant attribute when designing new transport
solutions. However, operationalizing the impact on the environment is slightly
tricky since respondents also indicated that they lack a feeling for judging energy
consumption values. The matter becomes even more complex when, apart from
the mere extent of power consumption, the power source (e.g., renewable vs. fos-
sil fuels) is considered. For this study, environmental impact was operationalized
as a rather abstract increase or decrease of the harmful effect on the environ-
ment. More precisely, the environmental impact represents a relative increase or
decrease in the consumption of non-regeneratively sourced electricity compared
to an average electric car.

The Automation Level was included since there were some reservations
regarding the autonomous option in the interviews. For the CBC study, three
automation levels were included: [1] a piloted option, meaning that a trained
pilot would be on board; [2] a remote control option, meaning that the air taxi
was remotely monitored by trained staff; and [3] a fully automated option where
human supervision was no longer necessary and the air taxi was equipped to
handle all situation by itself.

The Vertiport Placement as interviewees indicated that part appeal of air
taxi services was that they might be closer, more easily reachable, and, thus, more
flexible than conventional passenger flights. However, there might be concerns
about noise [20,41] or visual pollution (visual density) [43] that could hinder
acceptance when vertiports are too close to homes or city centers.

The Onboard Benefits were included to capture a whole assortment of
comfort-related aspects mentioned in literature and interviews. For this study,
we chose the most mentioned extras (comfortable seats, WI-FI, radio, and free
carry-on luggage) and included them in the study design.

3.4 Online Survey Design

All used survey items were developed according to the interview insights and
measured using 5-point likert scales. To avoid misunderstandings, the design
was tested for comprehensibility and completion time by four pre-testers before
distribution. In total, the survey consisted of four parts. First, an introductory
part in which participants were informed about the study’s purpose. It was
stressed that, first and foremost, their personal opinion mattered. Further, it
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was explained that participation was [1] voluntary, [2] not compensated, and [3]
could be canceled or interrupted at any time during the survey. Additionally,
participants were informed that their data would be analyzed anonymously, i.e.,
none of their answers allowed conclusions about their person.

The second part was a warm-up in which respondents filled in their socio-
demographics, such as age or gender. Additionally, we asked about mobility-
related habits. Lastly, respondents stated their familiarity (i.e., perceived knowl-
edge) with air taxis on a 5-point likert scale.

The main part contained the CBC experiment. To ensure every respondent
had the same knowledge about the topic, information on air taxis and their
use was given. Additionally, respondents received a detailed scenario description
and descriptions of all attributes and attribute levels. Respondents were asked
to imagine they would consider using a new air taxi service for a work or school
commute (50 km), which would take 23 min and save about 22 min compared
to commuting by car. Thereafter they were asked to choose the air taxi service
configuration they would prefer out of a set of three. At the top of each choice
task, an abbreviated version of the scenario was displayed. During the choice
experiment, participants were offered an info button for the automation level,
and benefits attribute levels to re-check their definitions. The choice tasks were
a forced response with a dual-response none format. Thereby, we provided the
respondents with the option to indicate if they would use their chosen alterna-
tive in real-life without limiting the precision of collected choice data [9]. With
dual-response “none” the interpretation of utilities for all attributes apart from
the “None of these” alternative remains unaffected. In Fig. 1, an example of a
decision task is displayed.

Combining all possible profiles would have led to 1.200 (5 × 4 × 4 × 3 ×
5) choice tasks. The conjoint analysis software offers a function to reduce the
number of choice tasks. For this study, respondents completed 15 random and
two fixed tasks (median efficiency = 93.37 %).

Lastly, we queried the respondents’ willingness to use air taxi services (3
items, α = .72, [13]), their current flight behavior (i.e., frequency, fear of high
and flying), their automation concerns (4 items, α = .76, adjusted from [10]),
and their technology openness (7 items, α = .92, based on [13,28]).

3.5 Data Preparation and Analysis

All constructs were checked for internal consistency (Cronbach’s α), which was
above the critical threshold of 0.7 for all used constructs. Additionally, analyses
were performed to check for assumption violations. Participants with completion
times under 10 min (below 35 % of the median) were removed. Based on the
Hierarchical Bayesian (HB) analysis of the responses, a root-likelihood score
(RLH) can be estimated for each participant. This fit statistic is higher the
better the model fits the observed data, with the maximum being a value of
1. Random response behavior is generally poorly predictable and results in low
RLH scores. Responses with an RLH threshold below 0.44 were removed, in line
with the suggestions by Chrzan & Halversen (2020) [11].
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Data were analyzed using descriptive (i.e., mean scores (M ), Median (Mnd),
standard deviations (SD), and interference statistics. The level of significance
(p) was set at 0.05. For the analyses of the conjoint experiment, relative impor-
tance scores and part-worth utilities of each attribute level were calculated via
HB using the Sawtooth Software [39]. The former indicates how important an
attribute is for the overall decision in relation to every other included attribute.
The part-worth utility scores hold information about the – positive or negative
– contribution of each attribute level to the recorded decisions. Part-worth utili-
ties cannot be compared between different attributes. To identify user segments,
latent class analysis (LCA) was conducted. For the LCA analysis, information
on the respondents’ propensity to choose the “none” option was excluded from
the calculations.

3.6 Sample Description

The survey was distributed in August 2022 online using snowball sampling and 135
complete responses were obtained. The sample is relatively young and highly edu-
cated compared to theGermanpopulation.Most participants live in cities (71.8%),
nearly all (94.1%) hold a driver’s license, and most (80.7 %) also own a car. Addi-
tionally, just over half the sample own a public transport ticket (cf. Table 2).

The technology openness was, with M = 3.79 (SD = 0.89, min = 1, max = 5),
higher than the center of the 5-point scale, indicating a rather technophile sam-

Fig. 1. Examplary choice task of the CBC experiment.
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Table 2. Characteristics of the sample (N = 135).

Gender Male n = 56 (41.5 %)

Female n = 79 (58.5 %)

Age M 31.96

SD 13.01

Residential area City center n = 60 (44.4 %)

Outskirts city n = 37 (27.4 %)

Suburban n = 24 (17.8 %)

Rural n = 14 (10.4 %)

Occupation Student n = 67 (49.6 %)

Vocational training n = 2 (1.5 %)

Employed n = 59 (43.7 %)

Retired n = 5 (3.7 %)

Seeking work n = 2 (1.5 %)

Drivers license Yes n = 127 (94.1 %)

No n = 8 (5.9 %)

Car ownership Yes n = 109 (80.7 %)

No n = 18 (13.3 %)

Public transport ticket ownership Yes n = 79 (58.5 %)

No n = 56 (41.5 %)

Distance of regular commute M 17.76 km

SD 28.82

Frequency of flying (trips per year) M 1.96

SD 2.90

ple. Automation concerns were neutral (M = 2.94, SD = 0.97), and knowledge
of air taxis were relatively low (M = 2.19, SD = 0.90).

4 Results

In this section, results are presented – starting with a section about the general
attitude of participants toward an air taxi service, followed by the results of the
conjoint analysis. Lastly, the user group segmentation is presented.

4.1 General Attitude

Overall, participants were somewhat undecided on the question if they would
use air taxi services (M = 3.05, SD = 1.15). This willingness, however,
changed depending on the automation level. For air taxis with a pilot on board,
72 % stated they could imagine using such a vehicle. For remote-controlled or
autonomous air taxis, this share decreases to 57 % and 58 %, respectively (cf.
Fig. 2).
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4.2 Preferences for Air Taxi Services

On average, the environmental impact (30.04 %, SD = 15.60) was most impor-
tant for participants’ decisions, followed by the price (24.73 %, SD = 13.12), the
placement of vertiports (20.30 %, SD = 8.79), and the automation level
(16.82 %, SD = 14.24) (cf. Fig. 3). Least important were the offered onboard
benefits (8.11 %, SD = 5.32).

Fig. 2. Participants’ willingness to use air taxi services with different levels of automa-
tion.

Fig. 3. Relative importance scores (with standard deviation) of the attributes in the
CBC study.

Additionally, part-worth utilities were examined (cf. Fig. 4). For the attribute
‘‘environmental impact,’’ the “50 % decrease” and the “identical” level were
acceptable, contributing both positively to the participants’ decision (– 50+%:
+65.18, SD = 49.47; identical: +40.61, SD = 27.20). Overall, the results show
that the more the consumption of non-regenerative energy increases, the less
likely people are to choose the option. Consequently, an increase of 50 % (–
35.03, SD = 27.48) and 100 % (–70.76, SD = 49.11) both deterred respondents
from choosing the air taxi.

For the price the results indicate that the more affordable, the more posi-
tive the effect on the decision. The two cheapest price levels of 56.25 e (+52.38,
SD = 43.67) and 67.50 e(+25.47, SD = 22.53) had high positive contribu-
tions. In comparison, the 75 eprice point only slightly positively impacted deci-
sions (+1.37, SD = 19.25). Both price premiums showed large negative effects
(93.50 e: –59.84, SD = 37.44; 82.50 e: -19.38, SD = 18.72).
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For the ‘‘vertiport placement’’ attribute, nearly all levels showed posi-
tive effects. The airport placement is the only exception (–58.12, SD = 39.77).
Most positively contributed the “close to own home”-level (+29.61, SD = 20.91),
followed by the placement at the closest train station (+14.52, SD = 21.21). The
effects of the levels “downtown” (+8.58, SD = 16.92) and “city center”(+5.41,
SD = 22.12) were comparably slight.

Within the attribute ‘‘automation level’’, both levels without a pilot on
board had negative contributions, while the piloted option was deemed accept-
able (+37.96, SD = 53.26). Here, the autonomous option had the highest nega-
tive impact (–21.00, SD = 35.51). However, the “remote controlled” option was
only slightly less negative in its impact (–16.69, SD = 29.31).

In contrast to the other attributes, the utility scores of the benefit levels
varied only marginally between the radio option with a slightly negative con-
tribution (–9.2, SD = 20.89) and the wi-fi with the highest, but still small,
positive contribution (4.31, SD = 16.80). The contributions of the carry-on lug-
gage option (+3.25, SD = 16.76) and the comfortable seats (+1.64, SD = 16.10)
were also slightly positive. After each choice task, we asked participants if they
would use the selected option to commute. The results show a high positive util-
ity for the ‘‘none’’ option, indicating that only an attractive combination of
levels represents an air taxi service that would actually be used.

4.3 User Segmentation

Fig. 4. Part-worth utility scores (zero-centered diffs) for each attribute level included
in the CBC study. Note: Levels cannot be compared across attributes.
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To identify clusters of respondents with differing preferences, latent class seg-
mentation (LCA) was used [40]. In this analysis, utility scores for each found
cluster and a probability score (i.e., the probability that this respondent belongs
to the cluster) are calculated. To identify a suitable number of clusters, the cri-
teria “percentage certainty”, “consistent Akaike information criterion” (CAIC),
and “relative Chi-square” were examined [40]. For the acquired data, a three-
group solution showed the best fit.

Table 3. Overview of attributes and levels for the CBC.

Respondent characteristics
Group 1
“Automation sceptics”
(n = 22)

Group 2
“Eco-conscious”
(n = 53)

Group 3
“Price optimizers”
(n = 60)

level of
significance (p)

effect size

Age
M = 35.68,
SD = 13.17

M = 31.23,
SD = 14.05

M = 31.23,
SD = 11.95

n.s η2 = .02

Gender
36.36 % male
(n = 8)

56.60 % male
(n = 30)

30.00 % male
(n = 18)

p ≤ .05 Cramér’s V = .25

Technology openness
(min = 1; max = 5)

M = 3.64,
SD = 0.75

M = 3.93,
SD = 0.89

M = 3.73,
SD = 0.93

n.s η2 = .02

Automation concern
(min = 1; max = 5)

M = 3.83,
SD = 0.82

M = 2.58,
SD = 0.90

M = 2.93,
SD = 0.88

p ≤ .01 η2 = .19

Willingness to use air taxis
(min = 1; max = 5)

M = 2.36,
SD = 0.1.03

M = 3.23,
SD = 1.12

M = 3.14,
SD = 1.14

p ≤ .01 η2 = .07

perceived knowledge
(min = 1; max = 5)

Mdn = 2.00,
SD = 0.87

Mdn = 3.00,
SD = 0.95

Mdn = 2.00,
SD = 0.83

p ≤ .05 Cramér’s V = .26

To interpret the characteristics of the found clusters, demographics, and atti-
tudinal characteristics were compared [2] via MANOVA and Chi2-tests. The
results are listed in Table 3. For the MANOVA, Tukey Post Hoc tests were
performed.

The one-way MANOVA showed a statistically significant difference between
the groups F(8, 258) = 4.51, p ≤ .01, partial η2 = .12, Wilk’s λ = .77. Over-
all, differences were found for gender, automation concerns, willingness to use,
and perceived knowledge (cf. Table 3). The share of male respondents was signifi-
cantly lower in groups 1 (automation skeptics) and 3 (price optimizers). Further,
group 2 (eco-conscious) showed a higher perceived knowledge. Automation con-
cerns were significantly greater in group 1 (automation skeptics) than in the two
remaining groups. Likewise, group 1’s (automation skeptics) willingness to use
air taxis was significantly lower than the willingness of groups 2 and 3. There
were no significant differences regarding age or technology openness.

The relative attribute importance of each group was as follows (cf. Fig. 5):
in group 1, the automation level was the most decisive decision criterion
( 55.18 %), followed by the vertiport placement (18.11 %), and the environmen-
tal impact (14.60 %). Offered benefits (5.75 %) and price (6.35 %) only played
a minor role in group one’s decision. For group 2, the most important factor
was the environmental impact (54.59 %). Vertiport placement (15.70 %), price
(16.07 %), and automation level (10.84 %) affected the decision less. Offered
benefits only had a relative importance of 2.80 %. For the decisions of group
3 respondents, the price was most decisive (43.43 %); but the vertiport place-
ment also played a crucial role (27.28 %). Less influential were the environmental
impact (16.82 %), the benefits (6.88 %), and the automation level (5.59 %).
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Fig. 5. Relative importance of the attributes for each identified preference group.

In Fig. 6, the average zero-centered diff part-worth utilities for each attribute
level and all three groups are visualized. For the environmental impact
attribute levels, the general preference tendencies are much the same across
the three groups, with the “identical” and “50 % better” levels resulting in pos-
itive utilities. However, the range between the attribute levels is much more
pronounced for group 2 than for both other groups. Especially for group 1, the
“50 % worse” (–7.12) condition only had a slightly negative impact.

For group 3, the price level utility scores follow a linear line, following the
principle of “the cheaper, the better”. Here, acceptance tips into rejection after
the 67.50 eprice point. In contrast, for group 2, prices of 56.25 e(+24.49),
67.50 e(+17.15), and 75 e(+22.59) were all nearly equally (positively) affecting
the decision. Lastly, for group 1, the price did not matter much, as indicated by
the small range of utility scores. Still, lower prices were preferred slightly.

The preference pattern for the vertiport placements looks similar across
groups. Notable is, however, that for group 1, a vertiport placement in the city
center (–23.15) was not acceptable, while it was for groups 2 and 3 (group 2:
+9.23; group 3: +8.36).

In group 1, the piloted option (+179.20) was highly preferred, and both
automated options – remote controlled (–96.72) and fully autonomous (–82.49) –
were equally highly rejected. For group 2, the preference pattern reflects the “the
less human control, the worse” mindset and views the remote-controlled option
(–0.72) rather neutrally while rejecting full automation (–26.74). Group 3 shows
positive utility scores for both the piloted (+27.46) and the fully autonomous
(+7.84) option but rejects the remote-controlled option (–26.74).

Differences between the preferences regarding the included benefits were
observable for the “wi-fi” and the “comfortable seat” levels. Here, the wi-fi option
was slightly negatively affecting the decision of group 2 (–2.57), while it had a
positive impact on the decisions of group 1 (+10.15) and 3 (+8.29). Comfortable
seats had a slight positive effect on the decisions of groups 2 (+4.93) and 3
(+8.20) and a slightly negative effect on group 1 (–5.41).
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Fig. 6. Part-worth utility scores (zero-centered diffs) for each identified preference
group.

5 Discussion

The present study aimed to investigate the user acceptance and acceptance influ-
encing factors of air taxis for regular commute trips in Germany via a conjoint
experiment approach. Before conducting the CBC, a literature review, a quali-
tative interview study, and a MATSim simulation were performed to ensure the
relevance and accuracy of included attributes and levels. The obtained results
are discussed in the following sections.

5.1 Insights on Decision Behaviors for Air Taxi Use

The present study assessed people’s willingness to use UAM services. Results
showed that the respondents are still undecided about using air taxis. While 72 %
could imagine using air taxis if a pilot was accompanying the flight, this share
dropped to only half for the remote and fully autonomous options, which still is a
higher willingness than found in comparable recent studies [16,50]. Additionally,
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the high share of respondents choosing the “none” option indicated that most
people are (as of yet) unwilling to swap from their current transportation choice
to UAM. An attractive combination of service features may be needed to change
this.

The results also confirm the dependence of acceptance on automation levels,
as both options without a pilot onboard had negative utility scores and deterred
people from using UAM services. The lacking trust in the automated options
poses a challenge for introducing UAM, as staff wages substantially increase
operating costs and make it difficult to offer competitive prices, which, how-
ever, are crucial for widespread acceptance as underlined by the high relative
importance of the price attribute.

One key finding was that the environmental impact was most decisive for peo-
ple’s decisions. Here, little non-renewable energy use was preferred. Acceptance
was tipped when environmental impacts became worse than alternative trans-
portation choices. Several aspects might have contributed to the observed high
importance of the environmental aspect. Possibly the level descriptions made the
issue more tangible to respondents than it would have been in daily life, where
people often only have an abstract idea about the environmental impact of their
transportation choices. Additionally, the study was conducted during an energy
crisis, when the media frequently covered energy shortages and volatile prices.
This might have increased people’s awareness of the issue.

Regarding the location of vertiports, respondents preferred locations close to
their homes or easily reachable locations such as train stations. This finding is
somewhat surprising as prior research suggests that concerns about noise and
visual pollution caused by UAM are high [20,41,43] and that acceptance of
UAM in people’s immediate environment is limited [16]. This phenomenon is
called NYMBY (“not in my backyard”) and is typical for new and large-scale
technologies deployed in public spaces [15,32].

One explanation that the NIMBY effect did not play a role in the current
study might be that we looked at user acceptance rather than public acceptance.
From a customer’s point of view, travel time and effort are essential factors when
choosing how to travel. Easily reachable locations are, thus, preferred. Especially
since one of the perceived advantages of air taxis is their presumed flexibility and
time savings, and far away or hard-to-reach locations might negate all expected
advantages, as indicated by our pre-study. Lastly, the onboard benefits played
only a neglectable role.

5.2 Explaining Divergent Decision Patterns

A high standard deviation could be observed for the level utility scores, which
usually indicates diverging decision patterns due to user diversity factors. Indeed,
an LCA revealed three preference subgroups differing in gender, automation
concerns, willingness to use, and perceived knowledge: the automation skeptics,
the eco-conscious, and the price optimizers. One of the major outcomes of the
present study is that, even for a more or less homogeneous sample in terms of
age and education, trade-off decisions are heterogeneous.
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The first identified group, whose decisions were heavily influenced by the
automation level, is not very likely to be at the forefront of adoption. Compared
to the other user segments – even if they were less price sensitive – they were
more unwilling to use it than the other groups. Their high automation concern
and low perceived knowledge might explain this finding. Prior research shows the
relationship between expertise and risk perception; i.e., higher domain-specific
knowledge reduces risk perceptions [8].

In comparison, group 2 was more willing to use air taxis and also more
willing to pay slightly higher prices if their environmental impact was better or
at least identical to an electric car which makes them an attractive group for early
adoption. Concerning the environmental impact, however, the question remains
whether this is achievable by optimizing the aircraft or employing measures
such as ride-pooling. Compared to the attributes mentioned above, the eco-
conscious group placed little importance on the automation level. However, some
preference for human-controlled UAM was observed. Remote-controlled aircraft
were viewed neutrally, though full automation was rejected.

For the last group (prize optimizers), UAM has to be, above all, affordable
and easily accessible. The automation level only played a minor role in their
decision. Interestingly, the price optimizer group was the only group where full
automation positively affected their task decision. In fact, the utility score of the
fully autonomous air taxi was nearly as high as that of a piloted version which
underlines how unconcerned this group is about flight automation. Interestingly,
the remote-controlled option was rejected. At this point, it is unclear what might
have contributed to this finding. Group 3 neither displayed a higher level of
knowledge than the automation skeptic group nor were they more unconcerned
about automation than the eco-conscious group. Their technology openness was
also at the same level as for both other groups.

5.3 Limitations

Although this study provides valuable first insights into perceptions and decision
patterns for air taxi use, some methodical limitations should be considered when
interpreting the results.

Firstly, due to the early stages of UAM development, a scenario-based app-
roach was adopted. The respondents lacked experience with the technology.
Thus, like any social science study that examines attitudes and perceptions,
the reported values do not allow an accurate prediction of consumer behavior –
even if attitudes and behavior are, in most cases, closely linked, there still is a
gap between them, especially for sustainability-related behavior (e.g., [19]).

Secondly, convenience sampling was used. The sample size was relatively
small and homogeneous in terms of demographics. Still, even in this relatively
homogenous sample, attitudinal and differences in the underlying preference
patterns were observable. These might be even more pronounced in a larger and
more diverse sample. Thus, further research should validate the findings with a
larger census-representative sample.
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Moreover, the chosen operationalization of the “environmental impact”
attribute might need some adjustments to mimic a real-world scenario more
closely, as directly showing a simplified score might have made the issue more
salient and, thus, more decision-relevant. In a realistic situation, indications
about ecological impacts are rarely tangible and almost always complex to asses.
When considering the environmental impact of a transport choice prevailing
mental models and consumer (mis-)conceptions play a crucial role. In other
words: rather than the actual environmental impact, what people expect the
environmental impact of air taxis is, might be more relevant for their transport
decisions.

6 Conclusion – What Did We Learn

Overall, there was still a fair amount of skepticism, as indicated by the high share
of respondents opting for the “none”-option. However, even if some skepticism
about the use of air cabs is prevalent and the concept is still unfamiliar to most,
most respondents were generally willing to use them if the price and environmen-
tal impact are right and vertiport locations are easily accessible. In other words:
The new mobility option has to offer the user a tangible economic, time, or eco-
logical advantage. In the present study particularly, the environmental impact
played the most critical role in influencing usage intentions. This suggests that
people increasingly consider the environmental impact of their transport mode
choice. Recent developments, such as the uncertain energy supply in Germany
and the increased salience of environmental issues, might fuel this finding. Espe-
cially for one group, the eco-conscious, the environmental factor plays a crucial
role in their decision. Since this group is promising as an early adopter due to
their general openness towards UAM and slightly larger price range acceptance,
the environmental impact of new UAM technologies should be considered when
designing such technologies. Furthermore, our results show that autonomy is
still met with apprehension and skepticism by most user groups, especially so
by automation skeptics, which after all, made up 16 % of this study’s sample.
Human-piloted air cabs are preferred overall. The observed apprehension most
likely stems from missing trust in the system and has to be considered, especially
during the early implementation phase.
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Abstract. This paper reports on research on responsible innovation for last-mile
urban delivery. We designed, developed and tested a fleet of autonomous electric
vehicles that operate in a new urban district developed as part of the federal hor-
ticulture exhibition 2019 in Heilbronn, Germany. Hereby not only the technical
aspects play an important role but also the acceptance of the stakeholders. Thereby,
the technical and technological innovation of the entire system is guided by the
interactivity with the users. They are able to interact with the system by plan-
ning, modifying and monitoring their delivery requests in real time. All different
usage scenarios together with the human machine interfaces were co-designed in
a participatory way with users from the new neighborhood by an interdisciplinary
team of engineers, logistics experts, behavioral scientists, designers, and develop-
ers. In this context, the research deals with both social and technical innovation.
The ability to identify and describe processes that can be used as models for the
implementation of such innovations and that can be reproduced in similar contexts
is crucial to meet the challenges of digitalization and automation in mobility with
regard to demographic change and the trend towards reurbanization.

Keywords: Co-creative participatory research · last mile logistics · autonomous
driving

1 Introduction

Up to a third of urban inland traffic is commercial traffic, this means it serves for goods
transportation [1]. In many cities, delivery vehicles parked in the street, while the driver
is busy with the delivery, are now treated as a traffic violation. Also, the delivery vehicles
are mostly equipped with internal combustion engines, which poses another problem,
namely CO2 emissions as well as noise pollution. One of the greatest potentials for
improvement in urban logistics is therefore seen in the use of highly automated, small
electric transportation vehicles [2, 3]. Cities in particular have become a place where the
demands on logistics are characterized by a particular heterogeneity: the individualiza-
tion of customer requests, online ordering options (with the expectation of short-term
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readiness for delivery in connection with a precisely defined delivery time), a changing
society (“sustainable city”), increasing economic pressure on logistics service providers,
in particular due to a lack of space and delays caused by traffic jams, but also increasingly
due to limited staff availability, and political design wishes, e.g. to react to exceeding
limit values for air pollutants and noise,meet in a small space. Urban logistics is therefore
considered to be a particularly challenging future field [4].

Autonomous electric transport vehicles offer great potential for urban logistics of
the last mile, but this is a solution that can only be successfully implemented if there
is acceptance of the stakeholders, particularly the citizens populating the urban area,
working or living there. Therefore, it is important to design and develop systems suited
for their needs and wishes. Relevant stakeholders for the development of technologi-
cal systems for last-mile delivery thus include residents, customers of stores, visitors
of restaurants, citizens working in the urban area, traffic participants like pedestrians,
drivers or cyclists, parcel delivery provider or courier express staff (CEP) – but also
the municipality or the rescue services. One way to increase acceptance logistics with
autonomous vehicles would be to ensure that the system offers features that might be
laborious for conventional existing systems, but desired and useful.

The purpose of the research presented here was to identify possible features and
develop a customized delivery system with autonomous vehicles rooted in the stake-
holder’s wishes. The result was a novel interactive system in which the user can specify
the desired date, time, and delivery place, track the delivery in real time, as well as cancel
and reschedule existing delivery requests. The system was implemented for four sce-
narios for parcel deliveries, neighbor to neighbor deliveries, return deliveries and waste
disposal. The developed system and its acceptance were evaluated in a real-world use
over a period of almost 6 months.

The outline of the paper is as follows: Sect. 2 presents a brief state of the art regarding
living labs. Section 3 describes the living labBUGA:log. In Sect. 4 and 5 the participatory
research approach and resulting scenarios are presented. Section 6 offers a technical
insight of the developed system based on the co-creative research. Section 7 deals with
the evaluation of the system regarding user acceptance. Conclusion and further work are
expounded in Sect. 8.

2 Living-Lab Research

Living-labs are a research infrastructure that can ensure “that science and innovation
are carried out in the public interest by integrating methods to promote more demo-
cratic decision-making through greater involvement of major stakeholders who may be
directly affected by the introduction of new technologies.” [5]. Living labs are located
at the interface between science and society and at the same time addresses the issue of
sustainability. Living labs have emerged as an approach to support transitional processes
at the interface of science and society [6].

The benefits of living labs are multi-faceted: they have the ability to drive societal
change and transformation, serve as a platform for both scientific and societal learning,
and generate transformation knowledge that can be applied [7]. Their research method
employs transdisciplinary techniques with an eye towards scalability and transferabil-
ity of findings. The research process is experimental, using real-world laboratories to
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perform transformation experiments, leading to the systematic evaluation of the entire
project [8]. This experimental approach distinguishes itself from other experiments in
several ways [9] and [10].

First of all, real-world labs are driven by hypotheses, however, these hypotheses
may not always be clearly stated and new knowledge can be presented through various
means, such as newspaper articles or art exhibitions [11]. The experimental aspect lies
in the constructive use of uncertainties to generate new knowledge [12], with an empha-
sis on incorporating local knowledge and involving the community [13]. The research
conducted in these labs is centered around the concept of sustainability and sustainable
development, and researchers engage with values and normative ideas in a way that sets
them apart from researchers in other disciplines [14].

Additionally, while someone must initiate the experiment and play a role in formu-
lating hypotheses, designing the approach, evaluating results, and drawing conclusions,
this person does not necessarily have to be a scientist. Non-scientists can be part of
the team conducting the experiment and may even conduct experiments without the
involvement of scientists. Practitioners and researchers collaborate to generate knowl-
edge that is robust and anchored in a specific cultural, social, and geographical [15]. This
democratizes the research process and acknowledges the impact of partial perspectives
[16].

Finally, real-world experiments are not isolated from society; they take place in the
real world, which means they have an immediate impact on society [17]. The “labo-
ratization” of the world means that failures must be expected, as it is not possible to
control all conditions, leading to an unpredictability of outcomes. This has significant
ramifications for the social environment, requiring openness and a societal culture that
is willing to accept failures. Society must be willing to embrace new practices and the
experiment may generate resistance and opposition. Neither the interventions nor the
outcomes can be fully controlled [18], so dealing with contingencies and being prepared
for unexpected outcomes is a fundamental aspect of real-world labs [19]. This opens up
opportunities for breaking past structures but also highlights the importance of consid-
ering consequences and responsibilities [9]. Thus, iterative and reflexive monitoring and
evaluation must be a key component of real-world labs to facilitate continuous individ-
ual, organizational, and societal learning and support the broader systemic transition [8]
and [10].

Real-world labs have evolved from their roots in technology-based innovation
research and have expanded from a primarily technology-focused approach to encom-
pass more socially-centered research [20]. Research on real-world labs is conducted in
multiple fields, with a shift from a technology-focused perspective to a more general-
ized focus on innovation. Real-world labs play a role in transforming a production-based
economy into an innovative service economy by involving users as co-creators in real-
life environments [21]. A wider view of real-world labs goes beyond the development
of specific products and adopts an action research approach that engages local people in
an open, participatory process of improving their living spaces [20] and [22].
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3 The BUGA: log Living Lab

The state of Baden-Württemberg (BaWü) has one of the largest collections of living labs
in Europe funded by the state [7, 23] and [24] including seven living labs focusing on
cities as experimentation areas for transformation [25]. BUGA:log is one of these living
labs and was funded by the state of Baden-Württemberg in Germany between 2015 and
2019. It was coordinated by the University of Heilbronn and involved researchers from
the fields of logistics, engineering, social sciences and HCI, who worked within the area
of developing an automatic transport system for urban areas. Stakeholders from politics
and business were also involved.

BUGA:log used the federal horticulture show 2019 (Bundesgartenschau 2019) in
Heilbronn, Germany. The biennial federal expo covered both gardening and architecture
and the grounds of the expo also included a new urban quarter, build on wasteland
in the center of the city that had been fallow since the Second World War. This new
residential area was part of the expo and designed to set a good example of sustainable
urban development. In this context, the research project BUGA:log fits into an open and
integrative environment to develop solutions for urban logistics in a responsible process.

Together with representative of the city of Heilbronn, representatives from the fed-
eral expo, other project partners from industry, residents and visitors of the expo, we
developed and tested an autonomous transport system for the last mile of city logistics
during the expo (April to October 2019). The aim of the research was to reduce traffic
in urban districts and the transport demands of residents in the medium to long term,
thereby making urban logistics more sustainable. Many of the supply processes that can
be defined in the newly built “Neckarbogen”, the residential area that was part of the
expo, are exemplary for the logistical challenges already faced by existing downtown
areas. These include supplying restaurants and stores as well as making deliveries to
offices and households. In particular, supply processes on the last mile, i.e. delivery and
collection in urban (residential) areas, remain a challenge regarding a more sustainable
and thus more responsible urban development. The research format of a living lab inte-
grates different perspectives regarding autonomous delivery in the development process.
This way, we tried to achieve the greatest possible sensitivity and perception of different
interests – including those by marginalized groups that are often overlooked - on this
important subject.

We followed a living-lab approach to create an autonomous transport system [26].
A trans- and interdisciplinary team developed an electrically powered transport vehicle
and a progressive web app, which we implemented and tested during the course of the
expo. Our approach to the living lab comprised the four dimensions stakeholder/user
space, methodological space, creative space, management space [25] and [27]. Research
activities took place in four iterative phases. We used an iterative approach with four
phases of co-creation, namely understand, co-design, implement, and evaluate (Fig. 1).

The development and construction of the “Neckarbogen” district at the expo presents
typical logistical challenges that are comparable to processes that we already find in
inner cities today. These include traditional supply processes such as the delivery of
goods and waste disposal processes such as return deliveries, waste disposal. The use of
autonomous vehicles within the scope of the project should provide insights into logistic
processes, for example into the optimal handling of consignments in a district. Together
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Fig. 1. Methodological space: Co-creation phases.

with relevant stakeholders we have identified, developed and implemented the logistical
possibilities at the expo.

4 Methods Used in the Living-Lab Process

The BUGA:log living lab was designed as a participatory technology development pro-
cess. The co-creation process of the autonomous electric delivery vehicles and the
human-technology interaction was based on a broad bundle of quantitative and qual-
itative methods to ensure participation of the stakeholders. Some methods were used
at the beginning of the project, some were used throughout the whole living-lab pro-
cess, and some were used only during the six-month period during which the automatic
transportation system was tested on the premises of the expo.

At the beginning of the three-year project, exploratory interviews were conducted
with a variety of stakeholders. Parcel service providers, residents, city administration,
pedestrians, etc. were interviewed in guide-based narrative interviews. The aim was
to find out in an open and non-directive conversation which needs, ideas, concerns,
etc. they had regarding urban logistics. The plan to incorporate autonomous transport
vehicles into the expo to showcase a different type of urban logistics to be tested in a
real environment was discussed with them. The audio recordings of the interviews were
transcribed verbatim. The transcripts were subsequently analysed bymeans of a thematic
analysis [28]. Based on this, items were developed for a quantitative survey of Heilbronn
citizens and the results were fed into the co-creative process and the development of
scenarios.

The following methods were used throughout the whole project spanning two
iterations of the co-creation cycle from 2017 to 2019:

Third-space workshops [29] with citizens of the municipality as a space for mutual
learning in which potential users became co-researchers and co-designers collaborating
with the design team on equal terms. Between 2016 and 2019, eight third-space work-
shops were conducted with 4–12 participants. The content of the workshops was based
on the four phases of the development process (understand – co-design – implement –
evaluate) (Fig. 2).
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Fig. 2. Overview of the methods used in the two iterations.

Core team meetings took place once a month in 2017 and 2018, and weekly in
2019. The core team was an interdisciplinary team of researchers from engineering,
logistics, behavioral sciences, design science, and software engineering. The design
team consisted of 5 to 10 researchers, additionally, there were between 5 and 10 students
involved working on their theses or as student assistants. There were approximately
40% women in the core team and among the student assistants. The core team was
in charge of the coordination of the activities and the stakeholders. The core team not
only co-designed the process but also initiated and managed the different task forces
(development of software, hardware, exhibition, stakeholder involvement) and supplied
relevant information to the different stakeholders and arenas [30].

Stakeholder workshops took place every three months. There was a fixed group
of representatives of the municipality, the researchers, and the officials of the expo
participating. Other stakeholders were invited and involved as needed throughout the
living-lab process, e.g. the regulating traffic authority, representatives of urban planning,
city development, traffic authorities, emergency services, politics, citizens’ initiatives,
the communication and marketing departments of the organizations involved, future
inhabitants, exhibitors, event organizers, and business owners of the expo etc.

A representative acceptance survey of the general population was conducted
using the “Heilbronn Barometer”, a yearly panel of the citizens of the city of Heilbronn.
Participants (938 respondents were surveyed in three consecutive years (2017: 500 par-
ticipants, 2018: 477 participants, 2019: 938 participants). Participants were all over
18 years old, approximately half men and half women, 20–25% had a migration back-
ground. The participants were surveyed regarding their attitude towards autonomous
transport vehicles in general, the attitude towards the use of autonomous vehicles in
town, and the intention of use (in general and on the expo).

Qualitative interviews were conducted in every phase of the project. During selec-
tion of the interviewees, we took care to represent a varied cross-section of the population
of Heilbronn in terms of geographical location, gender, age, migration background and
different work and life phases. All interviews were conducted by phone or face-to-face.
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Each interview lasted between one and two hours. In a total of 25 interviews, the per-
spectives of representatives of different stakeholder groups were elicited and fed back
to the core team and the different task forces.

In the second iteration, during and before the testing phase of the autonomous
transportation system at the federal expo, the following methods were employed:

Usability and user experience studies of the BUGA:log app took place before it
was used during the expo. The development team used a cognitive walkthrough with
personas to tailor their evaluation to the specific needs and goals of each target user
group, helping to ensure that the product meets the needs of all its users. Additionally,
a usability test of the app was conducted with 10 users, ranging in age from 20 to 68,
half of them were women. The participants were asked to complete tasks based on the
scenarios to test the app’s usability and UX, such as navigation, completion of specific
actions, etc. Participants may be asked to think aloud while they complete the tasks to
provide insights into their thought process.

In-situ user studies with residents captured the context and the actual use of the
BUGA:log transportation system during six-month period of the expo in 2019. A total of
20 households and 4 businesses in the Neckarbogen, the new quarter that had been built
as part of the expo and that residents couldmove into starting in the summer of 2018, par-
ticipated. They tested the different scenarios that had been developed for the co-creative
process (some of the residents had participated in the third-space workshops from the
beginning and had thus co-designed the scenarios for the BUGA:log autonomous trans-
port system). Feedback from the residents was collected after each use of the BUGA:log
system and in interviews at the end of the testing period.

Long-term visual brainstorming took place in the exhibition space onsite at the
expo for the whole six months: The visitors of the BUGA:log showroom on the expo
were encouraged to participate and brainstorm through several low-threshold methods:
They received trigger cards to voice their opinions or ideas, these could either be handed
in to the staff of the BUGA:log showroom, they could throw them in a mailbox or put
them up on a wall that was specifically designed for this. They could participate in
creating word clouds that were displayed in the showroom in real time. They could give
input via tablets that were installed in the showroom. In addition, the staff of the show
room took notes on relevant interactions with visitors.

An onsite quantitative acceptance and acceptability study [31] of visitors of
the expo was conducted from April to October 2019 on the premises. The participants
were either in the exhibition room featuring a model of the BUGA:log autonomous
transportation vehicle or onsite the expo close by where the vehicle was driving. In total,
416 participants took part by filling out a digital questionnaire on tablet computers, six
datasets had to be excluded during analysis, leaving a sample size of 409 participants
(female 47,8%, male 47,8%, diverse 1,2%, not indicated 3,1%). All participants were
older than 18 years old. Approximately 10% had a migration background.

5 Understanding and Co-design: Scenarios

In the first two phases of the first iteration, understanding and co-design, four scenarios
were developed in the co-creation process: parcel deliveries, neighbor to neighbor deliv-
eries, return deliveries, and waste disposal. These scenarios were further developed and
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fine-tuned in the first two phases of the second iteration and then implemented in real
use at the expo.

Parcel delivery was the first scenario to come to life in the living lab: As soon as the
parcel service delivers parcels to the parcel box integrated in the vehicle, residents can
select the date, time and place for delivery of their parcel via the BUGA:log web app
(Fig. 3 a). Similar to the parcel delivery scenario, we elaborated and implemented other
scenarios, the neighborhood courier (neighbor to neighbor) and waste paper disposal for
organizations. In this scenarios, residents can request a vehicle and access the parcel box
in order, to send a delivery to another client, e.g. to send a birthday gift or a borrowed
item (garden tool) to another recipient or neighbour (Fig. 3, b, c).

Fig. 3. Initial designs and GUIs of the client application: (a) selecting a delivery date and time;
(b) overview with all possible scenarios; (c) two confirmed neighbor to neighbor deliveries.

In the participatory process with the relevant stakeholders searched for solu-
tions the typical logistical challenges that were found in the Neckarbogen district and
that are comparable to processes that we already find in inner cities today. These include
traditional supply processes such as the delivery of goods and waste disposal processes
such as return deliveries, waste disposal. The use of autonomous vehicles within the
scope of the project should provide insights into logistic processes, for example into the
optimal handling of consignments in a district. Together with relevant stakeholders (par-
cel service providers, residents, city administration, pedestrians, etc.) we have identified,
developed and implemented the logistical possibilities at the expo.

The term “autonomous transport system” implies a system that acts independently
and without human intervention. As a result, communication for users takes place via
the desiged application, which allows the participants of the real experiment a flexible,
independent and especially an intuitive handling of such a novel transport system. As
soon as a parcel is delivered at the entrance of the expo site into the vehicle, the recipients
receive a notification via the BUGA:log application and can the list with their open
appointments (Fig. 4, a).

The residents must then click on the respective package to determine the desired
delivery location and time of delivery (Fig. 4, b) and send the request. The system
confirms the request if the vehicles is available and can make it in time (Fig. 4, c). If
the vehicle cannot make it in time for the appointment, three alternative proposals are
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  (a)          (b)          (c) 

(d)         (e)          (f)  

Fig. 4. User interfaces for request client application: (a) request list; (b) order interface; (c) con-
firmed order; (d) denied order with alternatives; (e) vehicle in waiting position notification; (f)
vehicle is delayed notification.

suggested (Fig. 4, d). As soon as the vehicle arrives at the desired location of delivery,
the users receive a message that the parcel is ready for collection (Fig. 4, e). In case of
confirmed appointments, where the vehicle is delayed the client is also informed (Fig. 4,
f). The parcel box, supplied byErwinRenzMetallwarenfabrikGmbH&CoKG (RENZ),
can be opened by entering a PIN as well as by using a previously assigned token (Fig. 5,
f). The desire of the clients was also to be able to use the BUGA:log application on
any device (smartphone, tablet, laptop, pc etc.). Therefor we decided to implement the
BUGA:log app as a progressive web application.
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Fig. 5. A resident identifying with her PIN on the screen of the parcel box.

6 Implementing the Scenarios: Vehicles and Mission Planning

Based on the co-creative collaboration the interactive planning and delivery system
depicted in Fig. 6 was developed.

The system consists of the BUGA:log client application (progressive app) designed
for the customer to make requests, receive status information and register to the system.
The user data together with the request data are stored on a database connected via a
client & service management server. The implemented system is designed to work for
different type of services. Therefore, the database stores also for each service type a list
of possible vehicles designed for the service type. Every request is forwarded, after a
database update to the planning & supervision of service execution server. A request
consists of an ID, the client ID, a status information, the list with vehicle IDs designed
for the requested type of service, requested date and time for task execution, the ID of the
locationwhere the service has to be executed, a comment used for information update for
the client and an ID correlated to a previous request, generated by the planning system
in case a request could not be executed and alternative solutions were generated. The
request date and time were added to the request definition as a result of the co-creative
process. Also the ID correlated to a previous request is the result of this process and is
needed to link a new request to a previous rejected request.

The package delivery scenario designed in the co-creative process was the most
used one and generated the also the life cycle of a request. A request is introduced in the
system either by the client itself via the BUGA:log app or by an auxiliary subsystem.

The auxiliary subsystem in the current work was the RENZ box (Fig. 7, a) mounted
on the vehicle (Fig. 5). The interface of the RENZ system allows clients to log in via a
token or a pin (Fig. 7, b) and choose between two options: introduce or collect packages
(Fig. 7, c). When introducing a package into the box, the recipient out of a list (Fig. 7,
d) and the size of box (Fig. 7, e) can be chosen. A box will open automatically (Fig. 7,
g) and the client is guided to insert the package into the box (Fig. 7, f). After closing the
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Fig. 6. Workflow of the implemented system.

opened box, the client is informed that the request has been successfully introduced into
the system (Fig. 7 h). For the package pick up scenario the box(s) will open automatically
after login and choosing the collect option (Fig. 7, c).

The status information of the request has the value STATION when a package is
introduced into the box on the vehicle and PENDING after the user makes/answers a
request using the client application.

The planning & supervision of service execution subsystem is the main component
of the system and responsible for ad-hoc planning, direct communication and command
of the vehicle fleet as well as for updating schedule data and sending out vehicle status
information according to the current mission state. After receiving the request, a formal
validity check is made. If the request is new a planning process starts. The planning
algorithmwas implemented according to the wishes desired in the participatory process.
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Fig. 7. User interfaces of theRENZ system: (a) RENZbox; (b) login interface; (c) option interface
(pick and send package); (d) customer list; (e) box size options; (f) information interface regarding
next user action; (g) opened box; (h) information interface regarding the request registration.

In case the request can be executed it’s added to the data base and schedule of the vehicle
and a confirmation to the client is send out (Fig. 4, c). The status of the request changes
to ACCEPTED. Otherwise the planning process searches for three alternatives. The first
alternative is the fastest delivery time after the requested one. The other two alternatives
are the fastest delivery possibility in the following two operation slots. The status of the
request is set to REJECTED and the client has one-minute response time to pick one of
the proposed alternatives (Fig. 4, d), but also has the choice to cancel them and make
a new request. A detailed technical description of the planning algorithm can be found
in [32] and [33]. Planned requests can be canceled at any time by the client or by the
system if for technical reasons they cannot be carried out. In this case, the status changes
to: CANCELD_BY_CLIENT of CNACELD_BY_VEHICLE.

A separate process on the planning & supervision subsystem oversees the generated
schedule of the autonomous vehicles and sends commands to execute the specific task
at the scheduled time. The vehicles send information about their state in a 5 s cycle.
Thus, it is possible to track the execution of the requests and inform the clients about
the status of the request, e.g. in case of delays and when the vehicle is in waiting
position (Fig. 4, e, f). Possible request status is DRIVING, DELAYED and WAITING.
Also, clients can permanently view the location of the autonomous vehicles on a map.
The entire mission planning and execution process is overseen by a human operator
from a logistic center for monitoring (Fig. 8). The operator can view the schedule of
each autonomous vehicle, their current state and location on a map, prioritize tasks and
intervene by sending commands with a higher priority to the vehicle. The scope of the
operator was to analyze the dealing with extraordinary situations e.g. blocked paths
or technical difficulties. This is important in following research interest regarding the
preparation in operating autonomous vehicles on level 4 of driving automation.

Since, at the beginning of the study, no autonomous vehicles for execution of logis-
tics services existed, this had to be developed first. In order to not start this development
from scratch existing vehicles were transformed. For the current study, three vehicles



328 N. Marsden et al.

Fig. 8. Logistic center for monitoring with human operator.

were transformed and homologated in order to operate in the pedestrian area of the living
laboratory. The criteria that are taken into account when choosing the vehicle depend
not only on the services that have to be performed and the operating environment, but
also on a high acceptance for pedestrians. For acceptance of such vehicles in pedestrian
areas, according to the clients wishes, low emissions and reduced noise pollution are
essential. In order to meet these criteria, electric vehicles are clearly superior to those
with internal combustion engines. First, they pollute less, and second, the transformation
process, from a technical and homologation point of view, is easier. As the introduction
of autonomous vehicles into pedestrian environments is still at the beginning, current
acceptance by the population is difficult to assess. This criterion can be only assessed by
tests of interaction of autonomous vehicles with pedestrians as traffic partners. For the
selection and transformation of an existing vehicle into an autonomous vehicle, a design
methodology was developed, which, in addition to meeting the functional requirements
imposed, also aimed at developing modular architectures by implementing open-source
subsystems, ensuring increased interchangeability and reduced costs [34]. The selected
vehicle for transformation was an electric golf cart of type EZGO RXV (Fig. 9, a).
Golf carts are being used for person/luggage transportation in densely populated envi-
ronments, such as airports or railway stations. Moreover, in some Asian countries, this
vehicle is often used for person transportation in urban areas. It is thus assumed that the
use of this vehicle, transformed into an autonomous vehicle in pedestrian environments,
will not be rejected by the public.

In order to homologate the vehicle after transformation a safety concept for vehicles
operating in pedestrian areas, with the unique characteristic of an integrated bumper
(Fig. 9, b), was developed [35]. The selection and integration of the box occurred after
discussions with parcel delivery or courier express staff and manufacturers of parcel
stations. The RENZ box fitted best the CEP demands. These kind of boxes are already in
use, e.g. by DHL, and the process for a reliable delivery was already defined. Figure 9,
c shows the first integration of this kind of boxes on the vehicle. Since the weight of
the initial box was too high, and a homologation required a less weight, new lighter
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          a                   b 

c          d          e 

Fig. 9. Vehicle development cycle: (a) chosen vehicle; (b) bumper integration; (c) parcel box
integration; (d) final vehicle at charging station; (e) vehicle fleet.

boxes out of aluminium had to be manufactured. The final vehicle is depicted in Fig. 9,
d, at a charging/waiting station and Fig. 9, e shows the entire fleet. For pedestrian not
only the safety of the autonomous vehicles plays an important role but also a smooth
and predictable movement. Therefore, navigation strategies were taken into account
in the process of path and trajectory planning. This ensures generation of predictable
trajectories for the traffic participants [33].

The co-creative collaboration with the stakeholders determined not only the services
and the interaction concept used for development of the planning system, but also the
design and the development of the autonomous vehicles together with the autonomous
software stack development.

7 Evaluation: Results from Acceptance Research

Besides the functional evaluation of the implemented autonomous transportation sys-
tem, the social, attitudinal, and intentional/motivational aspects of the innovation and the
process of implementation were evaluated. The results of the acceptance research show
a differentiated picture of high acceptance and comprehensive suggestions for improve-
ment. They have been continuously incorporated into the further development of the
hardware and software, the science communication and the trans-disciplinary process
of the real laboratory as well as into the scientific community.

The analyses show that the assessments of the respondents who actually saw or
used the autonomous transportation system at the expo were more positive than those of
respondents to the representative panel. The annual panel also showed a positive change
in attitude and acceptance among the population over the years.

In order to gain differentiated insights, migration background, gender, and age of
the respondents were taken into account in the analysis. This showed, for example, that
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the assessment of autonomous vehicles is significantly more positive for women when
they associate a concrete use case with it. The more positive assessment of the people
surveyed at the expo compared to the representative panel of citizens is reflected in
all areas. For example, there was a more positive assessment of the topic “Sharing is
Caring”: The people participating as residents or visitors at the expo appreciated the
idea of sharing seldom-used everyday objects with the help of the autonomous delivery
vehicles with other people in the neighborhood. In the iterations of the participatory
process, a corresponding scenario (“neighborhood courier”) had been implemented, i.e.
the residents could send their neighbors things they wanted to borrow. This suggests that
the living-lab approach might not only enable a development process, which is oriented
towards the needs and interests of those affected, but it can also increase the acceptance
of new developments, as the practical benefits can be experienced and are based on
realistic usage scenarios.

The novel developed interactive planningmethod considered parameters that existing
algorithms did not take into account. For example, the BUGA:log transport system, users
could select the date and time of delivery, the response to requests happens right away
and the users can change the request data anytime. Another benefit of this real-time
interactivity is the availability of customers at the requested destination for delivery. In
the case of deliveries made by domain companies (DHL, UPS, etc.), it often happens
that customers are not available at the time of delivery, and they are usually notified
to collect the package from a post office. With these benefits, the system acceptance
for using autonomous vehicles for delivery services increased by 15% (from 76% to
91%) [36]. This increase comes at a cost of performance loss regarding the planning
time needed to execute the deliveries. Our evaluation shows that the loss in terms of
planned/executed time is 36.39% [33]. This loss is “compensated” at quality level from
the customer point of view. Also 97% of the deliveries were made on time or with a
delay of less than 10 min [33], which is in the participants’ threshold of acceptability.

8 Conclusion and Further Work

BUGA:log was one of seven real laboratories supported in the German state of Baden-
Württemberg. As transdisciplinary research, the project was a co-creative collaboration
between researchers and stakeholders from the municipality, the stakeholders from the
expo, industry, and citizens. With the new residential quarter on the grounds of the expo
and the six-month event of the federal horticultural and architectural show as a living
lab, an automated transport system in a public urban space was developed and evaluated.
We followed a participatory research approach of co-creative phases in two iterations.
Citizens and potential users were involved from the very beginning and throughout the
entire human-centered design process.

The living lab BUGA:log showed the necessity of a participative design process as
a prerequisite for a well-designed system and the acceptance of logistics innovations in
urban space. In this context, the living lab dealt with both social and technical innova-
tion. The ability to identify and describe processes that can be used as models for the
implementation of such innovations and that can be reproduced in similar contexts is
crucial to meet the challenges of digitalization and automation in mobility with regard
to demographic change and the trend towards reurbanization.
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Moving forward, the research results can be reused for other applications customized
to new and today’s demands. Since the pandemic, the growing competition from online
retail poses major challenges for inner cities. A large, still underutilized potential lies
in the cooperation between actors in the city center and research institutions. Struc-
tures such as real-world and innovation laboratories offer a special opportunity to jointly
develop innovative approaches for the attractiveness of inner cities and stationary trade
and to test them in an application-oriented environment. This significantly strength-
ens the cooperation between trade and science and provides targeted digitalization
and innovation impulses in small and medium-sized trading companies. The devel-
oped fleet of autonomous vehicles together with the management system for interactive
mission/service planning has since been fulfilling other transportation tasks in the city
center of Heilbronn within the project Urban Innovation Hub [37]. With the Urban Inno-
vation Hub, an inner-city center of attraction and exchange for different customer and
target groups is being created in Heilbronn. It offers demonstrators, exhibits, and theme
worlds, as well as events, lectures, and workshops to continuously engage the different
target groups with attractive contributions – and continues the living lab research on
co-creating innovative technologies.
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Abstract. Autonomous shuttles can extend the flexibility of micro-
mobility to small groups, families, and persons with mobility limita-
tions and impairments. When integrating autonomous shuttles into pub-
lic transportation systems, the challenge is to shift the tasks of the driving
personnel to the operators in the traffic control center. From there, the
autonomous shuttles are centrally monitored and controlled. At the same
time, the service quality for the passengers should be fully maintained.
This leads to the research question, “Which new tasks arise for opera-
tors in the traffic control center in the dispositive control of autonomous
shuttles?” A task analysis of the previous tasks of the driving personnel
was conducted to answer the research question. The analysis consists of
a method mix of inductive and deductive methods to compensate for
the disadvantages of both. The result is a systematic of tasks that have
to be shifted to the operators in the traffic control center. Furthermore,
the technical potentials to support these tasks by assistive systems are
described. The results mean a human-centered design of autonomous
shuttles for passengers and a basis of task design for operators in the
traffic control center for public transport companies.

Keywords: Autonomous Shuttles · Operator · Driving Personnel ·
Traffic Control Center · Task Analysis

1 Introduction

The autonomous driving technology is still in development with the ultimate
goal that vehicles move safely in traffic without driving personnel. This level of
autonomy corresponds to level 4, “High Driving Automation,” and level 5, “Full
Driving Automation,” according to the SAE International categorization, shown
in Table 1. In this state of development, the system takes over all aspects of the
dynamic driving task in all scenarios that can be handled by human drivers [3].
According to recent studies, autonomous shuttles are already being used on over
300 test routes in more than 30 countries worldwide [1].

Autonomous shuttles complement the public transportation system and can
be used in both scheduled and on-demand services. The shuttles can increase
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Table 1. SAE Levels of Autonomous Driving [3].

SAE Level SAE Name Definition

0 No Driving Automation The performance by the driver of the
entire dynamic driving task, even when
enhanced by active safety systems

1 Driver Assistance The sustained and operational design
domain-specific execution by a driving
automation system of either the lateral or
the longitudinal vehicle motion control
subtask of the dynamic driving task (but
not both simultaneously) with the
expectation that the driver performs the
remainder of the dynamic driving task

2 Partial Driving Automation The sustained and operational design
domain-specific execution by a driving
automation system of both the lateral and
longitudinal vehicle motion control
subtasks of the dynamic driving task with
the expectation that the driver completes
the object and event detection and
response subtask and supervises the
driving automation system

3 Conditional Driving Automation The sustained and operational design
domain-specific performance by an
automated driving system of the entire
dynamic driving task with the expectation
that the dynamic driving task
fallback-ready user is receptive to
automated driving system-issued requests
to intervene, as well as to dynamic driving
task performance relevant system failures
in other vehicle systems, and will respond
appropriately

4 High Driving Automation The sustained and operational design
domain-specific performance by an
automated driving system of the entire
dynamic driving task and dynamic driving
task fallback without any expectation that
a user will respond to a request to
intervene

5 Full Driving Automation The sustained and unconditional (i.e., not
operational design domain specific)
performance by an automated driving
system of the entire dynamic driving task
and dynamic driving task fallback without
any expectation that a user will respond to
a request to intervene
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the variety of mobility offers and make an essential contribution to improv-
ing the connection of the rural population to towns and cities [8]. The aim
is to make public transport services more flexible and open new routes. In
this way, public transport can attract new target groups who have previously
preferred private cars.

The acceptance of autonomous shuttles is a crucial factor for this resource-
efficient mobility. However, this acceptance depends not only on the passengers
but also on the possibility of integrating autonomous shuttles into the central
traffic control center of public transport companies.

The challenges for driving personnel has to be addressed to integrate
autonomous shuttles into the regular public transportation system. To this end,
the tasks previously performed by the driving personnel must be transferred to
the operators in the traffic control center. The driving personnel consists, e.g.,
of a person who drives the vehicle or is carried in a vehicle as part of his duties
to be available for driving if necessary. Until now, the driving personnel has pre-
pared the trip by, e.g., checking the vehicle’s safety. During the trip, the driving
personnel has to respond to stop requests, inform passengers, and assist them
with boarding and alighting. However, the driving personnel was also responsible
for ensuring that rules of conduct were followed in the vehicle. For example, to
ensure that no passengers were being inconvenienced. In emergencies, the driv-
ing personnel was responsible for providing appropriate assistance to passengers.
Driving personnel also provides passenger and fare information. From the passen-
ger’s point of view, certain services were vital, such as recovering lost property.

Table 2 lists the typical tasks of the driving personnel and divides them into
three phases: trip preparation, trip, and post-processing. It is not intended to
be exhaustive, because it is a first approximation.

The operators of a traffic control center were previously responsible for dis-
positive traffic control. The tasks of the operators in the traffic control center
are now enriched. They are to take over the tasks of the driving personnel in the
vehicle, i.e., they are connected to the vehicle via sensors and video and have
to perform tasks previously done on-site. Therefore, autonomous shuttles have
a strong impact on the operator’s tasks. To optimize the user-oriented design
of autonomous shuttles, the perspective of the driving personnel, the operators
and the passengers is also highly relevant. The paper, therefore, contributes to
the systematization of the tasks of the driving personnel, which must be shifted
to the operators in the traffic control center.

These tasks have not been adequately described so far, but their description
is relevant for successfully integrating autonomous shuttles into public trans-
port. The roles and tasks have been empirically determined and systematized
for selected scenarios in extensive studies in test fields and regular operations.
This paper aims to answer the research question:

Which new tasks arise for operators in the traffic control center in the
dispositive control of autonomous shuttles?

The study results are the basis for designing generic technical information
interfaces between the traffic control center and the autonomous shuttles.
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2 Background and Related Work

The scientific reappraisal of integrating autonomous shuttles into traffic occurs
against the background of entirely different disciplines, such as computer science,
human-machine interaction, shuttle technology, safety engineering, or even traffic
science, in widely scattered publications of varying depths. The activities on
autonomous driving [13], as a young research field, are loosely assigned, e.g., on
different levels [4] as shown in Fig. 1. The research in the presented project is
in the area of human factors. Human factors influence not only the design of
technology but also ecological, legal, and social issues, as illustrated in Fig. 1. In
particular, social acceptance is closely related to legal regulations and economic
issues, such as the frequency of use of autonomous shuttles.

Fig. 1. Different Topic Areas of Autonomous Driving According to VDI [4]

It is first essential to analyze the existing definitions of the tasks of driving
personnel and operators, respectively, dispatchers in the traffic control center,
to answer the research question raised in Sect. 1. For Europe, these tasks are
mainly laid down in country-specific regulations.

2.1 Driving Personnel

The European Regulation No. 561/2006 defines the driving personnel as “any
person who drives the vehicle, even for a short period of time, or who is carried in
a vehicle as part of his duties in order to be available for driving if necessary” [5].
In addition to driving, driving personnel performs many other activities before,
during, and after the public transport service. For example, before the passenger
transport, the driving personnel must check the operational and roadworthy
condition of the vehicle, start the vehicle systems, and, if necessary, disconnect
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the vehicle from the loading system. During passenger transportation, the driving
personnel takes over the control of the vehicle and the concentrated perception
of the road traffic. The driving personnel has the primary responsibility for the
safe transportation of passengers. However, driving personnel is also responsible
for providing passenger and fare information. The personnel is also responsible
for delivering boarding assistance and communicating with passengers and the
control center in an emergency or accident [6]. Table 2 lists typical tasks of the
driving personnel and divides them into the phases of preparation, passenger
travel, and post-processing.

2.2 Traffic Control Center and Operator

The staff of a traffic control center is responsible for traffic control. The staff
is responsible for ensuring smooth traffic flow by monitoring regular operations.
In the event of planned deviations or unplanned disruptions, they try to restore
smooth operations as quickly as possible. They are also responsible for inci-
dent and emergency management. Another essential task is the dissemination
of information about operational procedures to passengers. Timetable data, fare
information, disruption, real-time information, and additional messages are pro-
vided to meet the information needs of passengers [2]. The traffic control center
dispatcher, respectively, operator constantly monitors operations and intervenes
in the event of disruptions to ensure that the schedule is met as best as possible.
Part of the dispatcher’s tasks is to set up detours or organize additional trips in
the event of major incidents. The dispatcher can also arrange the replacement
of vehicles or request substitute driving personnel. Finally, the dispatcher can
communicate with individual driving personnel or a group of driving personnel
[12].

This section defined the central objects of the research field. The next chapter
describes how the driving personnel’s tasks are methodically recorded to shift
them to the operators in the traffic control center.

3 Methodology

The mobility domain has a heterogeneous nature and autonomous shuttles are
mainly used in test fields. Therefore, there are no established processes to inte-
grate autonomous shuttles into public transportation system.

In order to describe this heterogeneous field a structured analysis of the
transformation process is required. Analyzing the transformation of tasks for
operators from manual to autonomous driven shuttles requires a combination of
established inductive and deductive methods to compensate for the disadvan-
tages of both [9].

An explorative study of the application field was conducted with the quali-
tative method of interviews. A qualitative content analysis of the interview pro-
tocols reveals very detailed information on a few aspects of the operator’s task
in autonomous shuttles. Therefore, the results are extended by the structural
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Table 2. Task of Driving Personnel in Non-autonomous Vehicles.

Task Description

Phase: Trip Preparation

Checking the vehicle Inspection of operational and traffic safety, vehicle
condition [6]; The vehicle is to be inspected for
defects, damage and completeness of equipment [6]

Activating Start of systems, separation of vehicle/power supply
(E-buses) [6]

Signing on Logon with driver ID or circulation ID/retrieval of
schedule data [6]

Phase: Trip

Driving The driving personnel must concentrate on driving
the vehicle and road traffic during the journey. [6]

Arriving at a stop If necessary, check whether passengers are standing at
the stop or want to leave the vehicle at the stop (stop
request)

Ticketing Issuing and checking tickets [6]

Informing passengers Answering questions from passengers, e.g., about the
route, stops, etc

Supporting to get on/off If necessary, assistance with boarding and alighting
(folding out the ramp, etc.) [6]

Departing from a stop Checking the door area, the vehicle surroundings and
the route when leaving the stop; departing from the
stop according to the timetable [6]

Monitoring behavioral codes The driving personnel pays attention to the
observance of rules of conduct in the vehicle

Making emergency calls Direct communication with passengers; Immediate
report to the control center [6]; coordination of
measures and further procedure [6]

Helping passengers Care of helpless or injured persons inside and outside
the vehicle until they are taken over by the rescue
service[?]

Emergency stopping Checking the condition of the vehicle, the emergency
situation, etc. Execution of the emergency stop as well
as evacuation of the vehicle [6] if necessary fire
fighting [6]

Offering services Securing of lost property, control of the vehicle
condition, if necessary removal of smaller impurities

Phase: Post-Processing

Parking the vehicle Approach of the specified parking place

Signing off If necessary, connecting the vehicle with a loading
device

Checking the vehicle Checking the condition of the vehicle (cleanliness, lost
property, remaining passengers), if necessary technical
check and forwarding error messages or problem
reports
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and contextual information from established usage scenarios in public transport
[14]. In contrast to the structured approach of a hierarchical task analysis [7],
the synthesis of the applied method mix allows a faster derivation of the tasks
and a better use of the results in unknown application areas.

The analyzed data for the qualitative, inductive study consists of 15 expert
interviews [17] with stakeholders of pilot projects with autonomous shuttles in
German public transport. The interviews are conducted by telephone from May
to August 2022 and reveal changes in typical tasks and touchpoints of operators
in the handling of autonomous shuttles. The interview guideline includes

– open-ended questions about personal opinions on and experiences with
autonomous driving,

– detailed questions about the experienced changes in operators’ tasks and
workloads with autonomous shuttles,

– descriptive questions about the perception of user-oriented quality factors.

The deductive analysis extends the data from the current pilot projects with
the typical system usage of public transport. Therefore, scenarios [16], which
describe typical usage situations from the passengers’ perspective, are adapted
to autonomous shuttles.

Scenario “Standard”. This scenario describes a typical journey, which runs
as planned and expected. Nevertheless, the passengers need clear information
about travel times and stops, which the system usually provides automatically.

Scenario “Service”. This scenario represents service cases, such as requests
for additional passenger information, requests for cleanliness, or lost property.
Usually, service requests can be solved directly by the driving personnel, or the
personnel forwards them to the traffic control center.

Scenario “Event”. This scenario represents both planned and unplanned, pos-
itive and negative events that influence the journey’s course and the passengers’
feelings. In this situation, dispatching actions need to be taken, and passen-
gers need to be informed about the impact on their journey and possible trip
alternatives.

Scenario “Emergency”. This scenario represents emergencies on the shuttle,
such as an accident or fire, and emergencies within the shuttle, such as medical
emergencies or crime. Emergencies require a quick analysis of the situation and
a decision about the required interventions. Clear instructions must be given to
the passengers, and the success of interventions must be monitored.

The concluding description of the tasks follows informal documentation,
including typical usage contexts [10]. The tasks represent a first structured app-
roach that does not aim at a complete description.
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4 Results

As a first step, the transformation of tasks for autonomous driving is described
based on the classical tasks described in Table 2. Second, opportunities for assis-
tive technologies for operators of autonomous shuttles are derived to reduce their
workload. Finally, potential integration strategies for different mobility systems
with different complexity of transport and traffic systems are presented.

4.1 Tasks for Operators of Autonomous Shuttles

A task distribution exists between humans and machines, in which specific tasks
taken over by humans can be systematized. As a prerequisite for the description
of the operator’s tasks, the following assumptions about the task execution of
autonomous shuttles are considered:

– driving tasks on defined routes with traffic signs and crossroads,
– arriving at, waiting at, and departing from stations with defined waiting

times,
– automated door controlling and automated boarding aids.

Table 3 shows the shift of handling tasks in real-world situations to moni-
toring and decision tasks for technical systems via digitally perceived informa-
tion, which might be incomplete, inconsistent, or even inaccurate. This situation
causes higher uncertainties of effects and consequences of decisions and also
increases the mental workload of operators.

4.2 Assisting Technologies for Operators of Autonomous Shuttles

Assistive technologies are required to reduce the estimated workload for mon-
itoring and decision-making. According to the identified scenarios for deriving
the tasks from Sect. 3, the following recommendations are developed for the
operators of autonomous shuttles.

Scenario “Standard”. It is recommended that the monitoring tasks of oper-
ators for multiple autonomous shuttles are supported by an intelligent support
system bundling a large amount of sensor data to a focused status information
of each shuttle and even a holistic status for a mobility area.

Scenario “Service”. Additional services have high relevance for the user
experience of passengers in the service-oriented mobility sector, e.g., for feel-
ing comfortable and safe. It is recommended to transfer existing services,
e.g., for accessibility aid, lost properties, or cleanliness, to autonomous shut-
tles. For this reason, additional digital communications requests or channels
for services have to be introduced which do not overlay safety-critical and
operation-related information.
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Table 3. Tasks of Driving Personnel in Autonomous Shuttles.

Task Description

Phase: Trip Preparation

Checking the vehicle Checking shuttle functions and additional status
information on infrastructure and route

Activating Starting systems, Initiating data transfer

Signing on Assigning trip information to shuttle

Phase: Trip

Driving Monitoring of shuttle status and operations

Arriving at a stop Monitoring of waiting and boarding persons

Ticketing No task

Informing passengers Answering passenger requests via additional
communication system

Supporting to get on/off No task

Departing from a stop Monitoring of waiting and alighting persons

Monitoring behavioral codes Monitoring passenger behavior in case of abnormality

Making emergency calls Communicating directly with passengers and traffic
control center, coordinating of measures and further
procedure

Helping passengers Taking decision about the appropriate measures for
taking care of helpless or injured persons inside and
outside the shuttle

Emergency stopping Taking decision about appropriate measures for
emergency situation, if necessary initiating emergency
stops and passenger evacuation

Offering services Taking decision about the appropriate measures for
service calls, e.g. securing of lost property

Phase: Post-Processing

Parking the vehicle Assigning parking information to shuttle

Signing off No task

Checking the vehicle Checking shuttle status and taking decision about the
appropriate measures, if necessary technical checking
and forwarding of error messages or problem reports

Scenario “Event”. It is recommended that standardized information and mea-
sures are implemented, between which the operator can easily choose in case of
an event, such as delays, route changes, or cancellations. A decision support
system might facilitate these decisions and tasks for informing passengers and
adapting system information.

Scenario “Emergency”. In an emergency, bi-directional flexible communica-
tion between operators and passengers is required. On the one hand, the operator
needs additional video data to analyze the situation, and on the other hand, syn-
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chronous voice communication can help to make decisions and take action more
quickly. In addition, voice communication can directly instruct the passenger
to take the necessary action, ask for more details, or calm the situation. When
transmitting video data, it is necessary to consider not only the privacy of the
passengers but also the emotional health of the operators, who must not be
exposed to cruel scenes.

4.3 Integration Strategies

Another result of the investigation of the test fields is that in some countries,
there is a three-phase transition, as shown in Fig. 2, from the driver-controlled
bus to the autonomous shuttle. Specifically, this means that the autonomous
shuttles are accompanied by driving personnel in the first introduction phase.
The manufacturers of autonomous shuttles do not foresee this phase, i.e., there
is no workplace in the autonomous shuttle for the driving personnel, as shown in
Fig. 2a. In the second phase, the operator is already located in the traffic control
center and monitors the trip of one or more autonomous shuttles from a special
workstation, as shown in Fig. 2b. Only in the third phase are the operator’s
tasks completely integrated into the control center, as shown in Fig. 2c. Next to
the monitoring, communicating, and decision-making tasks, the operators may
conduct other tasks in the traffic control center or may be supported by other
operators of the control center in the case of emergencies. The integration in
the traffic control center also enables a further specialization and distribution of
tasks for autonomous shuttles, e.g., in a specialized communicating operator.

In practice, there are also mixed forms of these roles, which communica-
tion interfaces must support and consider in the long run. The identified roles
illustrate an integration strategy for autonomous shuttles in the public trans-
portation system. The generic results for the operators’ tasks can also be trans-
ferred to future strategies for controlling autonomous shuttles by passengers
in private transport.

5 Discussion

The research question stated at the beginning could be answered completely:

Which new tasks arise for operators in the traffic control center in the
dispositive control of autonomous shuttles?

A generic classification of driving personnel tasks could be extracted, ranging
from trip preparation to trip and post-processing as shown in Table 3.

The literature review shows no comprehensive studies yet on developing and
evaluating the human-machine interface for autonomous shuttles in a human-
centered way. This gap in the literature is unexpected, as it is crucial to the suc-
cess of the technology. Therefore, existing definitions from technology-oriented
standards had to be used to systematize the research field.
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(a) Operator on Board :
One or more safety drivers
accompany the trip as op-
erators in the shuttle. A
connection to the control
center is provided on de-
mand via additional com-
munication devices and
a manufacturer-specific in-
terface.

(b) Operator on Standby :
A teleoperator accompa-
nies the trip of one or more
shuttles from a separate,
specially equipped work-
station outside the shut-
tle. The required data con-
nections from the shuttle
are proprietary provided
by the manufacturer.

(c) Operator on System:
A control center operator
monitors the movement of
multiple shuttles from a
workstation in the con-
trol center, which may be
connected to other con-
trol center tasks. Real-time
data and voice connections
to and from the shuttle are
provided via a standard-
ized interface.

Fig. 2. Integration Process for Operators of Autonomous Shuttles.

The young research field was explored using qualitative social research meth-
ods. The interview results of the 15 experts were subjected to qualitative content
analysis and generalized according to defined rules. Even if the generalization of
statements is criticized from the point of view of the theory of science [11,15],
Nevertheless, qualitative content analysis is currently one of the few methods
that allow access to new fields of research and hypothesis generation. Examples
for hypothesis may include:

– Operators have an increased mental load due to the increased amount of
information and increased stress due to the large number of decisions that
would have to be made.

– Assistive systems compensate the reduced opportunities for intervention.

Methodological limitations also included limited access to test sites and the
fact that autonomous shuttles are still very little used in everyday life. However,
the results provide a basis for a more detailed elaboration of the usability and
user experience factors in further research projects.

6 Conclusion

This paper provides a basis for structuring the research field of operator tasks
for autonomous shuttles. The presented tasks, recommendations for assistive
systems, and integration strategies reduce the complexity of the challenges and
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point to future research fields. It is necessary to link the worldwide research
results of the test fields of autonomous shuttles in public transport more closely
to optimize the operator’s workplace regarding usage-oriented qualities and stan-
dardize the interface between autonomous shuttles and the traffic control center.

The paper provides principles for assistive systems for operators in the con-
text of autonomous driving. In future research, usage-oriented methods, such as
user journeys and experience maps, can be used to refine the requirements of
the operators. Further, disciples can conclude the organizational development
of the traffic control center regarding economic and technical aspects. At least,
the results provide information for staff development to train future operators
of autonomous shuttles.
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Abstract. Delivery robots can contribute to efficient transportation and
handover of goods in urban areas. To realize the full potential of this
technology, users need to accept these novel systems. One possibility
to increase acceptance is adapting the design of robots. The design of
delivery robots, which are meant to function as tools but also inter-
act closely with humans during transportation and delivery, presents
both challenges and opportunities for increasing user acceptance. Specif-
ically, anthropomorphic framing, or ascribing human-like characteristics
to the robot, may influence acceptance. In addition, the type of goods
being transported by the robot may also affect user acceptance. We used
a video-based online experiment, to investigate how anthropomorphic
framing and product value affect the individual and general acceptance
and intention to use robots for transporting goods. In addition, we oper-
ationalized the perceived value of the robot’s service through the will-
ingness to pay for this delivery service. The data of 189 participants
were retrieved in our between-subjects online study. The study revealed
no differences in general acceptance, intention to use, and willingness to
pay for the service robot. However, anthropomorphic framing and the
prize of the transported goods mattered for the individual acceptance
of the delivery robots. In particular, anthropomorphically framed robots
and robots transporting inexpensive goods were accepted significantly
more. As the services of transporting inexpensive products were accepted
more, the successful implementation and actual usage could lead to an
extension of the acceptance of more expensive goods transportation. This
result could be the basis for a gradual market entry strategy that starts
with low-cost product transportation like food delivery.

Keywords: Mobile Robots · Anthropomorphism · Human-Robot
Interaction

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
H. Krömker (Ed.): HCII 2023, LNCS 14048, pp. 347–357, 2023.
https://doi.org/10.1007/978-3-031-35678-0_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35678-0_23&domain=pdf
http://orcid.org/0000-0002-7243-4882
http://orcid.org/0000-0002-5082-1419
https://doi.org/10.1007/978-3-031-35678-0_23


348 E. Roesler et al.

1 Introduction

The ongoing Covid-19 pandemic has led to increased measures for reducing close
contact and maintaining distance. As a result, contactless home delivery has
become a crucial tool for preventing the spread of infection [1]. In addition to
reducing the risk of infection, robots also have other benefits in delivery services,
such as being available at all times. This has led to the deployment of mobile
robots for deliveries by various companies in many cities across the United States
and Europe [6,16]. However, the implementation of these new technologies in
everyday human life poses new challenges for the collaboration and coexistence
of humans and robots [27]. From a psychological perspective, it is particularly
interesting that people do not just treat these robots like technical machines but
interact with them in unexpected ways. As one example, food delivery robots
that were launched at an American university were embraced by students (e.g.,
dressed up for holiday, or coined as “marshmallows”) [12].

It is not unusual for people to assign human-like characteristics to service
robots. For example, in the early research on vacuum cleaning robots, one inter-
viewed family stated, that they named their vacuum cleaning robot Manuel
because it has a personality [8]. This early observation of anthropomorphizing
robots can still be observed today, as a quick google search reveals inspiration
for robot naming such as Clean Elisabeth or Cleanardo Di Caprio. What we see
well illustrated in these examples is the human tendency to anthropomorphize
non-living objects like robots [29]. This tendency is the basis for the effective-
ness of anthropomorphic robot design [7], as purposely designed appearance,
communication, movement, or context of robots can further increase the ascrip-
tion of human-like features [20]. In the examples above, people applied linguistic
framing via names and personality ascription bottom-up. However, an anthro-
pomorphic linguistic framing can also be used to appeal top-down to the mental
models of the human that is interacting with the robot [13].

Interestingly, the effect of such anthropomorphic framing in the service area,
although anecdotally reported quite often, is not well understood [22]. Espe-
cially for appearance, it is evident that the desirability of anthropomorphism is
dependent on the application domain and the specific task of the robot [9,14,22].
Whereas anthropomorphism seems to be desirable in the social domain and for
tasks with higher sociability, a reciprocal preference can be found in the indus-
trial domain and for tasks requiring lower task sociability [9,24]. Considering
that service robots are supposed to fulfill their task as a tool, but can still ben-
efit from social aspects when interacting with humans, anthropomorphism is
both a challenge and an opportunity [22]. It is therefore not surprising that the
few existing studies on anthropomorphism in the service domain do not provide
a comprehensive picture of the desirability and effectiveness of anthropomor-
phism [14,24]. Nevertheless, the lack of generalizability is also related to the
lack of research especially in the service domain and in regard to anthropomor-
phic framing [22], which thus underlines the importance of the current study.

In line with the results concerning anthropomorphic appearance, earlier
studies on anthropomorphic framing in social human-robot interaction (HRI)
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showed mainly positive effects [2,17], whereas the effects in task-related settings
were mixed [13,19]. Moreover, most studies focused on the effects on empathy
[2,17,19]. Whereas empathy seems to be especially important in social HRI, atti-
tudes like acceptance are assumed to be important in more task-related settings,
as acceptance determines the intention to use and actual usage of service robots
[15]. Due to the task-relatedness of delivery robots, we hypothesized that a tech-
nically framed robot is accepted more than an anthropomorphically framed one.
In addition, we assumed that the intention to use and to pay for a technically
framed service robot is higher compared to an anthropomorphically framed one.

However, not only the framing but also the transported content of a deliv-
ery robot is important to answer the question of acceptance. Delivery robots
can carry many kinds of goods, from low-cost food items to expensive high-tech
[10,11]. One of the few studies that investigated the role of the transported good
in the usage of follow-me robots showed that people were less stressed and more
comfortable with the robot if it transported a low-value item [26]. In line with
this study, we hypothesized that transporting low-priced goods leads to a higher
acceptance as well as intention to use and pay for the robot compared to trans-
porting high-priced goods. In addition, research in the industrial domain showed
that anthropomorphism can reduce the perceived reliability of robots [18,25].
Therefore, we had the hypotheses that, as product value increases, the decline
in acceptance, intention to use and pay for the robot is more pronounced for
anthropomorphically framed delivery robots than for technically framed delivery
robots. All proposed hypotheses were investigated in a video-based experiment,
which was conducted online due to the Covid-19 pandemic [4]. Each participant
was introduced to a commercially available Starship delivery robot via a video
and self-recorded audio description, as well as subtitles. The robot was framed
either anthropomorphically or technically, and transported either a cheaper or
more expensive product. After the exposure to the video clip, we asked partici-
pants how much they would accept and intent to use the robot for the respective
scenario, as well as how much they would be willing to pay for the service.

2 Methods

This research complied with the tenets of the Declaration of Helsinki, and the
experiment was controlled by a checklist of the local ethics committee. The
checklist as well as the preregistration can be obtained via the Open Science
Framework (https://osf.io/6sje2/).

2.1 Participants

We conducted an a priori power analysis to determine our sample size using
G*Power [3]. The calculation was based on an ANOVA without repeated mea-
sures with an alpha level of .05 and a medium effect size of f = .25, resulting in
a targeted sample size of N = 179. We recruited N = 204 participants, predomi-
nantly from a local university participant pool. However, 15 participants needed
to be excluded from further analysis as their audio output was not working.
After exclusion, the remaining data set resulted in N = 189 participants. The
study sample had an average age of M = 24.16 (SD = 5.13) with the majority
being female (141 female, 46 male, 2 non-binary).

https://osf.io/6sje2/
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2.2 Task and Materials

The introduction was the same for all conditions and stated the relevance of
service robots for the future as following: Robots will play an increasingly impor-
tant role for humans in the future as they are increasingly used in areas close
to everyday life, for example as delivery robots. The task of a delivery robot is
to deliver packages. You will see a video of such a robot on the following page.
This is followed by further instructions. The following video (i.e., introducing
the robot and framing) and vignettes (i.e., describing the product value) were
different for the respective conditions.

Video. The original video we used was uploaded under the Creative Commons
(CC) license [21]. It shows a delivery robot from the company Starship Technolo-
gies (Fig. 1). The video was edited by separating and deleting the audio track
from the video. Then the video was cut into a 25-second clip which included
scenes showing the robot in motion. The video was dubbed with self-recorded
audio (and subtitles) to frame the scenario that followed. One audio commentary
framed the robot anthropomorphically and the other framed the robot techni-
cally. The audio of the anthropomorphic and technical framing conditions were
described as follows:

Anthropomorphic: This is Karl. Karl is a modern delivery robot that trans-
ports packages through the city. To do this, he knows the road traffic regulations
and consistently follows them. He can communicate with people through natural
language and perceive his environment to deliver packages to their destination.
Karl works during the week from 8 a.m. to 4 p.m. However, he needs a break
after 4 h to recover from work. Karl is free on weekends.

Technical: In the video, you can see the modern X30 series delivery robot
transporting packages through the city. Part of the programming is consistent
compliance with road traffic regulations. X30 is equipped with a display and var-
ious types of sensors to deliver packages to the destination. X30 is in service
Monday through Friday from 8 a.m. to 4 p.m. and requires a charging break
after 4 h to recharge the batteries. On weekends, the robot is switched off.

Vignettes. The vignettes were mainly used to manipulate the value of the
transported product. However, the vignettes also contained aspects of anthro-
pomorphism as the robot was further referred to as Karl or X30. They describe
the delivery robot’s procedure for delivering goods. In the low-priced conditions,
a low-cost novel technical electronic product is supplied, while under the high-
priced conditions, the financial value of the electronic product was higher. In
particular, participants were asked to imagine buying a product that is deliv-
ered via the robot. In the high-priced conditions, they were asked to imagine that
they would buy a new, high-priced technical electronic product, e.g., a smart-
phone or a laptop, which cost over 1000 Euro. In the low-priced conditions, they
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Fig. 1. One scene of the video used in this study without subtitles.

were asked to imagine the purchase of a low-priced technical electronic product,
for example, headphones or a power bank, which cost less than 50 Euro.

Dependent Measures. Acceptance was measured via two single items. First,
the general societal acceptance of the robot was assessed via the item How much
do you accept the robot as part of the society?. Second, the individual acceptance
was examined via the item How much do you accept that the robot delivers the
ordered technical device to you?. Both items were rated on a scale from 0–100%.
Intention to use the robot (i.e., How often would you choose the robot? ) was
examined on a 5-point Likert scale (i.e., from never to always). In addition, the
willingness to pay for the service was assessed via the item How much money
would you spend for this service [in Euro]?. Participants could enter an amount
with two decimal places as an answer to this question.

We included two control variables. First, the affinity towards technology was
assessed via two subscales (i.e., cognitive and affective) on a six-point Likert
scale [5]. Second, we asked participants to fill in a 5-item short version of the
Interindividual Differences in Anthropomorphism Questionnaire, which had to
be rated on an eleven-point Likert Scale [29]. Both control measures were used
to check for possible confounding effects with regard to participants’ attitudes
toward technology. To test whether the manipulation of anthropomorphism was
successful we incorporated a questionnaire with ten items that addressed aspects
of anthropomorphic context (e.g., the character, task, and preferences of the
robot). All items were rated on a 0–100% human-likeness scale.
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Procedure. The study was conducted as an online survey using the platform
SoSci Survey. Participants completed the study on their private computers with-
out any oversight by an experimenter. All participants were randomly assigned
to one of the four conditions. First, participants were requested to activate their
sound output and a corresponding question checked whether this was success-
ful. Subsequently, participants received corresponding written and video-based
instructions including the framing of the robot and the price of the transported
product. After the respective introduction of the robot via text and video, par-
ticipants had to answer the questionnaire consisting of the dependent variables,
followed by control and sociodemographic variables. The entire procedure lasted
around 20 min, and participants received course credit after they finished the
survey.

Design. The study consisted of a 2× 2 between-subjects design with the two
between-factors robot framing (anthropomorphic vs. technical) and product
value (low vs. high).

2.3 Results

Control Variables. First, the variables regarding the individual attitude con-
cerning affinity for technology and the tendency to anthropomorphize were ana-
lyzed between the four conditions using one-way ANOVAs. The analyses revealed
no significant differences between the four groups in the affinity to technology
(F (3,185) = 0.66, p = .575), as well as no difference in the tendency to anthro-
pomorphize (F (3,185) = 0.83, p = .481).

Manipulation Check. To check whether the intended experimental anthropo-
morphic framing was successful the context anthropomorphism was compared
between the anthropomorphic and technical conditions via an independent t-
test. The analysis revealed that the anthropomorphic framing (M = 36.63; SD
= 15.51) was perceived as significantly more anthropomorphic than the technical
one (M = 31.61; SD = 12.72) (t(187) = 2.43, p = .016).

Dependent Variables. Acceptance, intention to use, and willingness to pay
were analyzed by 2 (robot framing) x 2 (product value) between-subjects
ANOVAs.

The analysis of general acceptance revealed neither a significant main effect
of framing (F (1,185) = 2.12, p = .147) nor of product value (F (1,185) = 0.09, p
= .760). Moreover, no significant interaction effect was found (F (1,185) = 1.94,
p = .165).

The means and standard errors for individual acceptance are displayed in
Fig. 2. The analysis of individual acceptance revealed a significant main effect
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of framing; F (1,185) = 4.18, p = .042. Surprisingly, the anthropomorphically
framed robot (M = 79.66; SD = 26.42) was accepted significantly more for the
delivery of products than the technically framed one (M = 71.53; SD = 31.31).
In addition, the analysis revealed a significant main effect of product value;
F (1,185) = 10.56, p = .001. As expected, the delivery of low-priced products
(M = 82.10; SD = 24.59) was accepted significantly more than the delivery of
high-priced products (M = 68.84; SD = 32.04). Moreover, the analysis showed
no significant interaction effect of robot framing and product value; F (1,185) =
0.93, p = .337.

Fig. 2. Participant’s individual acceptance for robot framing and product value con-
ditions.

The analysis of intention to use the robot showed neither a significant main
effect of framing (F (1,185) = 2.37, p = .125), or product value (F (1,185) =
1.85, p = .175), nor a significant interaction effect (F (1,185) = 0.04, p = .837).
Furthermore, no significant main effects of robot framing (F (1,185) = 0.12, p =
.727) and product value (F (1,185) = 2.58, p = .110) were revealed for the analysis
of willingness to pay for the service. In addition, no significant interaction effect
was found for the interaction effect (F (1,185) = 0.70, p = .403).

Exploratory Analysis. Even though there were no differences in affinity for
technology between the groups, it can still be assumed that interindividual differ-
ences in this variable might be relevant for the acceptance of novel technologies
like delivery robots. To investigate this assumption, multiple linear regressions
were conducted. The results of the regression for general acceptance indicated
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that the two predictors affective and cognitive component of affinity for technol-
ogy significantly explained 5.91 % of the variance (F (2,186) = 6.90, p = .001).
Interestingly, only the affective component (β = 6.15, p = .049), but not the
cognitive component (β = 3.71, p = .113) significantly predicted the general
acceptance of the robot. In line with these results, the regression for individual
acceptance showed that the two predictors affective and cognitive component of
affinity for technology significantly explained 5.43 % of the variance (F (2,186)
= 6.39, p = .002). Again, only the affective component (β = 8.92, p = .003),
but not the cognitive component (β = 0.12, p = .958) significantly predicted
the acceptance of the robot. For the intention to use the robot, the analy-
sis revealed a comparable pattern. The two predictors significantly explained
8.41 % of the variance (F (2,186) = 9.63, p < .001). The affective component
(β = 0.35, p < .001) significantly predicted the intention to use the robot. This
was not the case for the cognitive component (β = 0.03, p = .668). However, the
willingness to pay for the service was not predicted by the affinity of technology
(F (2,186) = 0.75, p = .472).

2.4 Discussion

The objective of the presented study was to examine the joint effects of anthropo-
morphic robot framing and product value for the acceptance of delivery robots.

Based on previous research in task-related HRI [19,25], it was hypothesized
that anthropomorphic framing negatively affects the acceptance, intention to
use, and willingness to pay for service robots. Surprisingly, the results did not
confirm this assumption. In fact, participants accepted the anthropomorphically
framed robot significantly more for their imagined delivery than the technically
framed one. However, the positive effect of anthropomorphic framing was only
present on an individual attitudinal level, as neither the general acceptance,
the intention to use the robot nor the willingness to pay for the service was
significantly related to the anthropomorphic framing. As intention to use and
willingness to pay were operated as hypothetical behavioral indicators, the lack
of evidence may be explained by the online nature of the study. Past research
already illustrated that depictions of robots are a suitable approach to investigat-
ing perceptions and attitudes. However, behavior and even possibly behavioral
indicators seem to be less influenced by anthropomorphism in depicted com-
pared to embodied HRI [23,28]. Given these findings, it is important to note
that the online format of our study may have limitations and could impact the
validity of our results. Even though the video-based approach represents the
possible interaction more dynamically than a static depiction, the experience
remains limited. In terms of future research, it would be useful to extend the
current findings by examining the acceptance and actual behavior towards dif-
ferently framed robots in real-life delivery scenarios. Nonetheless, our findings
further highlight that the effectiveness of anthropomorphism is depending on
the interaction context [9,22,24]. Our results represent the first indication that
anthropomorphic framing can facilitate the acceptance of service robots.
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Besides anthropomorphism also the price of the transported product influ-
enced individual acceptance. The result that the delivery of less valuable prod-
ucts is accepted more is consistent with earlier research [26]. On a practical side,
this is good news for the acceptance of already implemented delivery robots,
as they are currently used predominantly for (low-priced) food deliveries [12].
However, the incorporation of these robots to more diverse and maybe also more
expensive product ranges [11], poses challenges to the acceptance of delivery
robots.

A possible starting point for enhancing the acceptance of robots might be
addressing more hedonic aspects of service robots. Instead of purely focusing
on performance-based robot attributes, which might address the cognitive level,
advertisement and exposure can be also used to facilitate the fascination for
robots. On the one hand, this assumption is based on the finding that anthro-
pomorphic framing leads to higher acceptance compared to purely technical
framing. On the other hand, the affective component of affinity for technology
predicted the individual and general acceptance as well as the intention to use
the delivery robot. Having in mind that the affective component of affinity for
technology includes fascination of and desire to own technologies [5], this might
be a reasonable strategy for the market introduction of delivery robots.

The present study aimed to enhance our understanding of user acceptance
of delivery robots. Despite the limitations of using a depicted exposure to the
robot and not being able to assess actual behavior, the study yielded several
key findings. Firstly, it was found that anthropomorphic framing can be used to
increase the acceptance of delivery robots. Secondly, the acceptance of delivery
robots was found to be higher for low-priced products compared to high-priced
products. Thirdly, the affective component of affinity towards technology was
identified as a crucial predictor for acceptance and intention to use delivery
robots.

References

1. Abrar, M.M., Islam, R., Shanto, M.A.H.: An autonomous delivery robot to
prevent the spread of coronavirus in product delivery system. In: 2020 11th
IEEE Annual Ubiquitous Computing, Electronics and Mobile Communica-
tion Conference (UEMCON), pp. 0461–0466 (2020). https://doi.org/10.1109/
UEMCON51285.2020.9298108

2. Darling, K., Nandy, P., Breazeal, C.: Empathic concern and the effect of stories in
human-robot interaction. In: 2015 24th IEEE International Symposium on Robot
and Human Interactive Communication (RO-MAN), pp. 770–775. IEEE (2015)

3. Faul, F., Erdfelder, E., Lang, A.G., Buchner, A.: G*power 3: a flexible statistical
power analysis program for the social, behavioral, and biomedical sciences. Behav.
Res. Methods 39(2), 175–191 (2007). https://doi.org/10.3758/BF03193146

4. Feil-Seifer, D., Haring, K.S., Rossi, S., Wagner, A.R., Williams, T.: Where to next?
The impact of Covid-19 on human-robot interaction research (2020)

5. Feuerberg, B.V., Bahner, J.E., Manzey, D.: Interindividuelle unterschiede
im umgang mit automation-entwicklung eines fragebogens zur erfassung des

https://doi.org/10.1109/UEMCON51285.2020.9298108
https://doi.org/10.1109/UEMCON51285.2020.9298108
https://doi.org/10.3758/BF03193146


356 E. Roesler et al.

complacency-potentials. In: In L. Urbas and C. Steffens (Hrsg.), Zustandserken-
nung und Systemgestaltung. 6. Berliner Werkstatt Mensch-Maschine-Systeme.
(Reihe 22, Fortschrittberichte VDI, Nr. 22) (S. 199–202). Düsseldorf: VDI (2005)

6. Figliozzi, M., Jennings, D.: Autonomous delivery robots and their potential impacts
on urban freight energy consumption and emissions. Transport. Res. Procedia 46,
21–28 (2020)

7. Fischer, K.: Tracking anthropomorphizing behavior in human-robot interaction. J.
Hum.-Robot Interact. 11(1) (2022). https://doi.org/10.1145/3442677

8. Forlizzi, J., DiSalvo, C.: Service robots in the domestic environment: a study of the
Roomba vacuum in the home. In: Proceedings of the 1st ACM SIGCHI/SIGART
Conference on Human-Robot Interaction, pp. 258–265 (2006)

9. Goetz, J., Kiesler, S., Powers, A.: Matching robot appearance and behavior to tasks
to improve human-robot cooperation. In: The 12th IEEE International Workshop
on Robot and Human Interactive Communication, Proceedings. ROMAN 2003,
pp. 55–60. IEEE (2003)

10. Hwang, J., Choe, J.Y.J.: Exploring perceived risk in building successful drone food
delivery services. Int. J. Contemp. Hosp. Manag. (2019)

11. Jung, S., Kim, H.: Analysis of amazon prime air UAV delivery service. J. Knowl.
Inf. Technol. Syst. 12(2), 253–266 (2017)

12. Kim, M.J., Kohn, S., Shaw, T.: Does long-term exposure to robots affect mind
perception? An exploratory study. In: Proceedings of the Human Factors and
Ergonomics Society Annual Meeting, vol. 64, pp. 1820–1824. SAGE Publications
Sage CA: Los Angeles, CA (2020)

13. Kopp, T., Baumgartner, M., Kinkel, S.: How linguistic framing affects factory work-
ers’ initial trust in collaborative robots: the interplay between anthropomorphism
and technological replacement. Int. J. Hum Comput Stud. 158, 102730 (2022)

14. Li, D., Rau, P.L., Li, Y.: A cross-cultural study: effect of robot appearance and
task. Int. J. Soc. Robot. 2(2), 175–186 (2010)

15. Lin, H., Chi, O.H., Gursoy, D.: Antecedents of customers’ acceptance of artificially
intelligent robotic device use in hospitality services. J. Hosp. Market. Manag. 29(5),
530–549 (2020)

16. Mims, C.: The scramble for delivery robots is on and startups can barely keep up.
Wall Street J. (2020)

17. Nijssen, S.R., Müller, B.C., Baaren, R.B.v., Paulus, M.: Saving the robot or the
human? Robots who feel deserve moral care. Soc. Cogn. 37(1), 41–S2 (2019)

18. Onnasch, L., Hildebrandt, C.L.: Impact of anthropomorphic robot design on trust
and attention in industrial human-robot interaction. ACM Trans. Hum.-Robot
Interact. (THRI) 11(1), 1–24 (2021)

19. Onnasch, L., Roesler, E.: Anthropomorphizing robots: the effect of framing in
human-robot collaboration. In: Proceedings of the Human Factors and Ergonomics
Society Annual Meeting, vol. 63, pp. 1311–1315. SAGE Publications Sage CA: Los
Angeles, CA (2019)

20. Onnasch, L., Roesler, E.: A taxonomy to structure and analyze human-robot inter-
action. Int. J. Soc. Robot. 13(4), 833–849 (2021)

21. Richards, G.: Starship Campus Delivery Service with Robots (2019). https://www.
youtube.com/watch?v=Ftc0AVQEF6s

22. Roesler, E., Manzey, D., Onnasch, L.: A meta-analysis on the effectiveness of
anthropomorphism in human-robot interaction. Sci. Robot. 6(58), eabj5425 (2021)

23. Roesler, E., Manzey, D., Onnasch, L.: Embodiment matters in social HRI research:
effectiveness of anthropomorphism on subjective and objective outcomes. ACM
Trans. Hum.-Robot Interact. (2022)

https://doi.org/10.1145/3442677
https://www.youtube.com/watch?v=Ftc0AVQEF6s
https://www.youtube.com/watch?v=Ftc0AVQEF6s


Investigating the Impact of Anthropomorphic Framing and Product Value 357

24. Roesler, E., Naendrup-Poell, L., Manzey, D., Onnasch, L.: Why context matters:
the influence of application domain on preferred degree of anthropomorphism and
gender attribution in human-robot interaction. Int. J. Soc. Robot. 1–12 (2022)

25. Roesler, E., Onnasch, L., Majer, J.I.: The effect of anthropomorphism and failure
comprehensibility on human-robot trust. In: Proceedings of the Human Factors
and Ergonomics Society Annual Meeting, vol. 64, pp. 107–111. SAGE Publications
Sage CA: Los Angeles, CA (2020)

26. Shanee, H.S., Dror, K., Tal, O.G., Yael, E.: The influence of following angle on
performance metrics of a human-following robot. In: 2016 25th IEEE International
Symposium on Robot and Human Interactive Communication (RO-MAN), pp.
593–598. IEEE (2016)

27. Sheridan, T.B.: Human-robot interaction: status and challenges. Hum. Factors
58(4), 525–532 (2016)

28. Wainer, J., Feil-Seifer, D.J., Shell, D.A., Mataric, M.J.: The role of physical embod-
iment in human-robot interaction. In: ROMAN 2006-The 15th IEEE International
Symposium on Robot and Human Interactive Communication, pp. 117–122. IEEE
(2006)

29. Waytz, A., Cacioppo, J., Epley, N.: Who sees human? The stability and importance
of individual differences in anthropomorphism. Perspect. Psychol. Sci. 5(3), 219–
232 (2010)



Let’s Use VR! A Focus Group Study
on Challenges and Opportunities for Citizen

Participation in Traffic Planning

Marc Schwarzkopf(B), André Dettmann, Adelina Heinz, Melissa Miethe,
Holger Hoffmann, and Angelika C. Bullinger

Chemnitz University of Technology, 09126 Chemnitz, SA, Germany
marc.schwarzkopf@mb.tu-chemnitz.de

https://www.tu-chemnitz.de/mb/ArbeitsWiss/

Abstract. Processes in urban planning are predominantly based on laws and
regulations rather than user experience, potentially leading to low acceptance and
usage of completed infrastructure projects. An evaluation of the completed project
is usually not within the project’s scope, making it difficult to identify and address
any issues in the process or design of completed measures – and hence device
learnings for future projects. In this paper, we describe the current shift in local
urban planners’ objectives and processes to be able to include citizens into the
planning process and evaluate the results of infrastructure projects to learn for
future endeavors. To foster a deeper understanding for their work we conducted a
structured workshop with urban planners (N = 7) with a focus on facilitation of
citizen engagement and evaluation of infrastructure measures. Using the specific
scenario of a cycling infrastructure project, we identified challenges, opportunities
and requirements to support the planning process using digital tools and evaluated
a virtual reality (VR) application as a potential digital support method. Our results
indicate that urban planners are eager to increase citizen participation, but are
limited by regulations and resources. They see digital tools as a way to increase
engagement and present planning content in a more accessible manner.

Keywords: VR · urban planning · traffic planning · citizen participation ·
requirement engineering · focus group study · workshop

1 Background

Urban development and inner-city mobility are undergoing changes driven by social
and technological trends such as demographic shifts [1] and digitalization [2]. For the
future (re)design of cities, this means adjustments in urban development and inner-city
mobility [3, 4]. Addionally, there is also a need to adjust mobility behavior of citizens.
This has been the focus of many research projects and has been influenced through
gamification [5], financial incentives and political marketing measures to increase the
use of alternativemodes of transportation likewalking, cycling, and public transportation
[6, 7].
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Measures to increase the use of alternative modes of transportation can be divided
into two categories: soft and hard policies [8]. Soft policies focus on improving access
to information, motivation, and communication, while hard policies involve physical
changes to infrastructure, increased costs for car use, or control of road space. Research
shows that soft policies have a short-term impact on behavior, while hard policies have a
higher potential for long-term change [7, 9]. Studies have found that well-designed bike
lanes separated from roads can increase cycling trips by 55% and reduce car commuting
[10]. Factors such as safety, comfort, and overall satisfaction with the infrastructure
are important indicators of usage [10]. A positive relationship has been found between
satisfaction with the availability of bike parking spaces, and actual bike usage [11].

Evaluating infrastructure and its impact on safety, comfort, and satisfaction is often
done through on-site inspections of roads, traffic intersections, and surrounding areas.
This process is resource-intensive and limited by factors such as the time of day, weather,
season, traffic conditions, and availability of participants for interviews. With these
limitations, only a snapshot of the current state of the infrastructure can be captured. This
is also true for pre-assessment or longitudinal studies, which are particularly challenging
due to the complexity, resource requirements, and duration of implementation of new
interventions [12].

Therefore, from the perspective of urban planners, problems for pedestrians, cyclists
or people with impairments regarding safety, comfort and satisfaction of existing infras-
tructure implementations are rarely identified and corresponding recommendations for
action are not derived for future projects. For example, infrastructure measures for
cyclists in Germany are only planned according to recommendations (ERA 10) [13], not
according to concrete specifications. As a result, infrastructure measures for the same
planning challenge vary from city to city and rarely consider factors such as perceived
safety, comfort experience, and, building on this, satisfaction.

Another approach besides the direct assessment of the infrastructure measure is
citizen participation. Citizens in Germany are, in theory, able to directly participate in
planning processes and give feedback on infrastructure solutions. The same problems
arise here as with the evaluation approach, since citizens are in reality rarely or not
at all involved in the planning processes [14]. In addition to regulations and scarce
governmental resources, the reason could be a lack of low-threshold support methods for
participation processes for planners. This further limits the ability to identify problems
from the user’s perspective during the planning phase.

City infrastructure projects in Germany are conducted using a Design-Bid-Build
(DBB) approach, which is often used as a standard for infrastructure projects around the
world, e.g. the United States [15]. DBB projects are conducted along a linear process of
one task following the completion of a previous task without overlap (refer to Table 1).
For Germany, this process is well documented in a directive of the Federal Government,
the “Honorarordnung für Architekten und Ingenieure (HOAI)” [16]. In the HOAI the
tasks to be completed are defined as well as the billable fees for the individual tasks as
a percentage of the overall cost for different types of projects.
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Table 1. HOAI fee percentage distribution over project phases in different project types [15]

In general, project phases 1 through 5 can be attributed to the design stage of the
project, where basic requirements are collected, designs are drawn up and building
permits are requested. Phases 6 through 9 are less creative and more of a procedural
nature, dealing with the bidding process as well as supervision of the building process
and acceptance of the structure.

One of the major shortcomings of this process felt by urban planners is the late
involvement of different target groups in the process. Current practice based on the legal
directive is to only involve citicens in phase 5, when all object planning and designs
have already been finalized, a construction permit has been applied for and depending
on the project type more than 55% of the labor-cost have been spent. This limits the
involvement of citicens as the everyday users of public buildings and traffic installations
mostly to a passive role of being informed about pre-fixed facts. Other officials, like city
councilpersons approving or disapproving the project as well as employees of the build-
ing authorities are only involved at marginally earlier stages where again most creative
work in phases 2 and 3 have been completed. As a result, the Design-Bid-Build pro-
cess can turn into what practitioners sometimes refer to as Design-Bid-Redesign-Rebid
loop [17], where prior research has shown the detrimental effect of change orders on
project cost and project schedule in many different areas, including public transportation
infrastructure [18].

Another drawback of DBB processes is the lack of resources for evaluating the
outcome. There is no mechanism in place to ensure the final implementation is accepted
by its users and to understandwhy it may be rejected. This makes it harder to identify and
fix mistakes, and may lead to the continuation of faulty processes, or implementations.
To overcome this, involving potential users in the design stage (phases 1 through 3) is
essential to produce a user-friendly result. However, resources in these early stages are
limited, so the participationmethodsmust be cost-effective, easy to use for both planners
and users, and presented in a way that appeals to the target group. A possible solution
to the problem could be the use of intuitive, low-threshold technologies, such as VR
applications. These can, for example, help users to evaluate infrastructure measures in
an effective, easy and cost-effective manner [19].
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To solve the issues of inadequate citizen involvement in planning, inadequate eval-
uation of infrastructure projects, and insufficient resource allocation, we conducted a
study to gain more detailed insights into the work practices of urban planners and citizen
participation experts. The main objective was to identify opportunities for digital tools
to help planners engage citizens in the planning process. This includes promoting early
citizen participation in infrastructure planning and evaluating completed projects from
the user’s perspective. We hence conducted a requirements analysis through a structured
workshop to gather insights on the functionalities and requirements of digital support.
Finally, wewill present a discussion on themethods for involving citizens and evaluating
infrastructure to assist urban planners and authorities.

2 Method

The requirements analysiswas carried out in the formof aworkshopbased on a structured
guideline. Also, a demonstration of an VR application was included.

2.1 Participants

N = 7 experts in urban planning and citizen participation were involved in the study.
The subjects were directly acquired from the city administration of Chemnitz. Partici-
pants had at least five years of working experience in the field of urban planning e. g.
traffic infrastructure & leisure facilities (n = 6) and/or citizen participation (n = 7). The
respondents rated their experience in conducting citizen participation processes as high.
According to the ATI technology affinity scale [20], four respondents are not technology
affine, two respondents have a low technology affinity and one respondent has a medium
technology affinity. One participant had minor experience in the field of virtual reality,
all other participants had none. The experts took part in the study during their work hours
and received no further compensation for their participation.

2.2 Workshop Objectives

The workshop focused on two main points: getting to know the everyday work of urban
planners and participation experts with the focus on citizen participation and finding
possible points of contact in this everyday work for digital support methods to derive
requirements for such tools. A specific goal of this workshopwas also to find out whether
an existing prototype of a VR application is considered suitable for the application area
of citizen participation and which functions such a tool would have to contain from the
perspective of urban planners and participation specialists.

2.3 Material and Procedure

One week before the workshop started, a short questionnaire was sent to the participants
by mail. This questionnaire contained questions about the work activity and whether it
included planning processes and citizen participation. Next, the participants were asked
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to rate their experience in conducting citizen participation and about their affinity for
technology and their previous experience with VR technology.

The two interviewers conducted the workshop based on a structured guide. This
guide was divided into six phases (refer to Table 2) and was derived from a requirements
analysis based on Zimmermann et al. [21]. This requirement analysis was chosen as it
focuses on the work processes of a specified target group and obtains insights for the
creation of a particular system/method through a structured workshop with the target
group. The authors initially examine the daily work routine and specific work procedures
to generate suggestions for the future system.

The phases were proposed by Zimmermann et al. [21] and adapted to the recom-
mendations by Renner and Jacob [22] by a focus group of N = 4 experts from the
field of urban planning and user-centred design. The guide was created with the goal
of gaining insight into the everyday work of urban planners and those responsible for
citizen participation, including approach to project planning, regulations, experiences
in the implementation of planning and participation processes, the evaluation of these
processes and the identification of potential starting points for digital support methods.
Details are displayed in Table 2.

Table 2. Summary of the contents of the guide

Phase and objective Content & Questions

1 Introduction
Warm-up and get to know

� Introduction of the participants
� Privacy and consent
� Presentation of the schedule

2 Citizen participation in
Urban Planning
Insights into the daily process of citizen
participation

� How are planning activities carried out?
� How is the term “successful” participation
defined?
�What is important for planners in citizen
participation?
�What factors do urban planners have influence
on?
�What is important for citizens in public
participation from the perspective of planners?
�Which tools are used for participation
processes?
� From the perspective of urban planners, what
are the problems with citizen participation?

3 Evaluation
Gaining insights into the evaluation of
infrastructure measures.

� How are planning activities evaluated?
� How are finished projects evaluated?
�What competencies for conducting an
evaluation are available?
�Would urban planners like to see more
evaluations of completed measures?

(continued)
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Table 2. (continued)

Phase and objective Content & Questions

4 Example digital support method
Start a creative process to find possible
starting points for a support tool.

� Demonstration of a VR Tool which was
designed to evaluate the subjective safety of
infrastructure measures.
� Could such a tool be used in participation
processes?

5 Requirement analysis: digital support
tool
Identification of the needs for support tools

�Which funcionalities should be included in a
digital support tool for citizen participation?
�Where would these tools be applicable?
� How could the tool be integrated into the daily
work of planners?

6 Conclusion
Clarify open questions, close workshop

� Summary of the workshop findings
� Farewell to the participants

The implementation of all phases followed the same scheme with the exception of
phase 4. Here, a technology demonstration of a potential support method for participa-
tion processes took place. AVR applicationwas presented via a VR headset (HTCVive).
The purpose of the application is to evaluate the subjective safety of cycling infrastruc-
ture [19]. In the application, 360° images of various cycle paths from different safety
categories are shown and subjects are asked to evaluate perceived safety via a mixed
method approach (refer to Fig. 1). The basic functionalities of the applications can also
compare or visualise other infrastructure measures and projects, digital surveys can be
implemented as well. The application requirements were extracted from the literature
[19]. It will be presented to the target group of urban planners and participation experts
for the first time during the workshop. The purpose of this technology demonstration
was to start a creative process to identify possible links and functionalities for digital
support methods.

The workshop took place over a period of three hours. There was a break after 80
minutes. At the end of phase 3, two experts had to leave the workshop due to work. In
addition to the questions displayed in Table 2 after each phase the interviewers summa-
rized the answers and asked the questions “did we miss anything” and “is there anything
you want to add”? The auditory content of the workshop was recorded with three tablets
(Samsung Galaxy). There was no video recording. The transcription was carried out by
student assistants, the evaluation was based on qualitative content analysis according to
Mayring [23].
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Fig. 1. Methodological structure of the VR-Demonstration [18]

3 Results

To present theworkshop results in a structuredmanner, only responses that have received
consensus from all participants will be included in this section. The answers are cate-
gorized based on the phases (excluding phases 1 and 7, as they are the introductory and
farewell phases and contain no valuable information for this paper). The presentation
will emphasize the key areas of interest:

1. Gaining an understanding of the daily work of urban planners and participation
specialists, with a focus on citizen participation,

2. identifying potential points of interaction and requirements for (digital) support tools
and

3. and the potential applicability of a VR application for the field of citizen participation.

The evaluation is based on the questions listed in Table 2 under “Content and
Questions”. The responses provided here are summarised extracts.

3.1 Phase 2 - Citizen Participation

How are planning activities carried out? The planning process follows the DBB pro-
cedure of the HOAI (refer to Table 1). The length of the planning phases may vary
based on the complexity of the project, and multiple offices may be involved. Citizen
participation can occur at any stage, but is sometimes mandatory in stage 5 (depending
on the project type). The aim is to initiate participation as early as possible, though this
is primarily dependent on available resources. In some cases, planning activities may be
outsourced to external planning offices, who may take over the complete planning pro-
cess, including citizen participation, depending on the budget. City-employed planners
serve a supervisory role in these scenarios.
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How is the term “successful participation” defined?. Successful participation is defined
by reaching as many citizens as possible, especially the target audience (e.g. direct
residents), and selecting an appropriate format (analog, digital or hybrid). It is also
crucial to clearly communicate the purpose of the participation, whether it involves
actual participation or simply providing information. This sets the foundation for a
mutual understanding between citizens and authorities, reducing misunderstandings and
promoting calm, informative participation. Ideally, participation should begin in the early
planning stages (HOAI phase 2 or 3, refer to Table 1), and as many citizen concerns as
possible should be incorporated into the plans.

What is important for planners in citizen participation?.The priority is to ensure accessi-
bility for all citizens andmaximize their involvement. It has been observed that presenta-
tion of planning projects can be overly complicated, with toomuch technical information
(such as planning data and maps). It is crucial to simplify the content and make it easily
understandable, without the need for extensive explanation.

What factors do urban planners have an influence on?. Citizen participation is purely
optional inGermany and only partially required in phase 5 of theHOAI (refer to Table 1).
The planning and execution of participatorymeasures, aswell as the selection of formats,
are entirely the responsibility of the planners, given that each project is considered
unique. The limiting factors for such measures include resources, time, and knowledge,
including moderation, digitalization strategies, and ease of understanding.

What is important for citizens in public participation from the perspective of planners?. It
is crucial to keep citizens informed, provide updates on project progress, and communi-
cate any changes or cancellations with clear reasoning. Transparency in communication
is essential and requires addressing the reasons behind decisions, even if they are com-
plex. Effective communication must also be tailored to the target audience, considering
factors such as age, digital access, and proximity, and must be presented in an easily
understandable format. Participation should be time efficient, as it is carried out in the
citizens’ free time and should use motivating formats (e.g. in connection with district
festivals). Above all, citizens must feel that their opinions are valued and heard.

Which tools are used for participation processes?. The tools used are oriented towards
the planning project. Common methods include mailers, physical events like temporary
venues (for around a week), citizen interviews, on-site inspections, and digital surveys
using government-provided tools. Traditional methods like newspaper ads and posters
are still widely used. The use of innovative technologies is limited and mostly restricted
to private planning offices.

From the perspective of urban planners, what are the problems with citizen partici-
pation?. The major issue is that not all demographic groups are adequately engaged.
Typically, participation formats attract individuals from the age group 60 and above,
while young people and those with a migration background are seldom represented. To
enhance the sense of ownership and empowerment among citizens, it is necessary to
increase the direct involvement of residents and encourage discussion of their proposals.
These problems are also due to the limited digitalization of participation processes. There
is a need for more resources and planning to establish a stronger digital infrastructure,
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including the use of online surveys, the ability to propose initiatives, and the integration
of digital technologies.

3.2 Phase 3 – Evaluation

How are participation processes evaluated?. A structured evaluation of participation
processes is not carried out. Personal impressions and reactions in the form of letters,
telephone calls and e-mails are used as a basis for deciding whether the respective
participation process is considered a perceived success.

How are finished projects evaluated?. Completed infrastructure measures are not evalu-
ated in a structured manner, as no resource allocation is provided for this in the process
(refer to Table 1).Whether completed infrastructure measures are "successful," i.e., used
in the intended sense, is determined in rare cases via on-site inspections. In addition,
in individual cases urban planners carry out subjective observations in their free time.
Increasing use is being made of a digital government survey tool, which is still only used
in specific cases. Personal opinions and feedback in the form of letters, phone calls, and
emails are also used as a form of evaluation.

What competencies for conducting an evaluation are available?. The participants com-
petencies with regard to conducting and evaluating an evaluation are described as funda-
mental. The urban planners and citizen participation experts who were interviewed have
the capability to create basic questionnaires (mainly consisting of quantitative, yes/no
answers), but for more in-depth evaluations and analyses, expert support is necessary.

Would urban planners like to see more evaluations of completed measures?. Subjective
observations or binary responses were considered enough for evaluation, but it was
expressed that there was a desire to gain deeper insight into citizens’ behavior, such as
the reasons behind their usage, non-usage, or altered usage of implemented measures.

3.3 Phase 4 - Example Digital Support Method

Could such a tool be used in participation processes?. The tool is envisioned to be
useful in engaging the public in urban planning processes. Urban planners and citizen
participation experts believe that it can present best practices in infrastructure solutions
and create a sense of inclusion for participants. This would also be ideal for visualizing
various planning options and comprehending the reasoning behind decisions made. The
tool is also seen as appealing and motivating, particularly for younger people, and as a
way to easily visualize accessibility issues and consider the perspectives of children.

The participants agreed that it can also evaluate implemented measures effec-
tively and efficiently and help to persuade political decision-makers to support planned
implementations.

3.4 Phase 5 – Requirement Analysis: Digital Support Tool

Which funcionalities should be included in a digital support tool for citizen participa-
tion?. A user-friendly digital tool is required that both urban planners and citizens can
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understand easily. Urban planners should be able to easily add and modify content (e.
g. surveys). The tool should provide fun and encourage participation. Desired features
include

• conducting and evaluating surveys
• visualizing existing models and planning views in an easy way
• considering accessibility aspects (different visual filters, perspective of wheelchair

users, etc.)
• comparing different planning models
• displaying videos or allow movements in the model.

Where would these tools be applicable?. Possible areas of application would be:

• Preparation of citizen surveys
• Support for on-site events
• Simplified visualisation of complex planning data
• Sensitisation to the needs of children, people with disabilities and the elderly
• Support with data collection and evaluation
• Sharing ideas within the planning office
• Convincing decision-makers

How could the tool be integrated into the daily work of planners?. The tool must be
user-friendly for both urban planners and participation specialists, requiring no external
assistance. The interface should be intuitive to use, with a low learning curve. Ideally,
the tool should offer customizable content (e.g. surveys) to simplify its use.

4 Discussion

Urban planners and experts in citizen participation highlight the lack of resources for
participation and evaluation in their daily work. This limits the scope for citizen involve-
ment and the ability to assess infrastructure measures from a user-centric perspective.
Although workshop participants perceive this as an issue, only the limited participation
was seen as a problem. A thorough evaluation of completed infrastructure measures,
such as perceived safety, was considered desirable, but is regarded as beyond the avail-
able resources according to the planners, also the complexity of potential survey formats
was seen as a crucial factor.

The participants also agreed that partizipation processes should take place as early
as possible, ideally during HOAI phase 2 (refer to Table 1), and it is also their endeavour
to initiate these processes as early as possible. However, the available methods of citizen
participation were often criticized as inadequate, as the content is often too complex for
citizens (e.g. planning maps), the approach is mostly analogue and not very targeted,
and the methods currently used are not very attractive to all social groups.

Unsurprisingly, the expected characteristics for potential (digital) support methods
in citizen participation and user-centered evaluation of infrastructure measures are sim-
plicity, efficiency, and appeal. The two emerging key issues are how urban planners and
specialists in citizen participation can be assisted in

a) a way that enhances the output of participation and evaluation processes, which
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b) does not consume excessive time and financial resources.

Both issues are not easy to address, as they require a more complex analysis of
typical participation formats, appropriate methods as well as a dedicated investigation
of the potential of user-centered infrastructure evaluation. However, first proposals can
be defined by extracting the answers from the workshop, which reduces the scope of
future investigations.

First of all, potential solutions to both questions would need to build on existing
processes anddigital infrastructure.Major invasive interventions in both structureswould
possibly require a reorganization of everyday work and existing processes and would
therefore have little chance of success.

According to the participants, to address issue a), the scope of participation must be
expanded and directly impacted citizens should be involved in a targeted manner, using
digital, analog, and hybrid channels. Another issue was the lack of consistent commu-
nication, with gaps often occurring between information, participation, and implemen-
tation processes or inadequate notification of project stops or termination, leading to
a decrease in citizens’ motivation for participating. Thus, continuous communication
should be maintained, combining past information and current updates, for example,
through a simple blog site or similar digital medium, though it may not be accessible for
older people. On-site events were also considered as challenging. Firstly, because not
all age and social groups are represented at this type of event and the content presented
is often complex and not very attractive. Accordingly, such events would have to be
designed more attractively for a broad target group. For example, by using innovative
technologies, haptic models or mock-ups to make changes comprehensible in a low-
threshold way. Furthermore, presented content would have to be edited to make it easily
accessible as well. For both proposals, however, there is a need for best practice solutions
that can be easily used in a slightly modified way in different participation formats in
order to consider the requirements of issue b). In order to enable user-centered evalua-
tion of infrastructure measures, it must be considered that the method knowledge of city
planners and experts in the field of citizen participation is often rudimentary. Therefore,
it also requires the use of adaptable methods, such as questionnaires or questions, as well
as a mostly automated evaluation of these methods. Those evaluation formats may be
also combined with the innovative technology used at on-site events. In line with plan-
ners’ requirements, the long-term perspective for planning projects would be for citizens
to shape participation in part by themselves and to discuss proposals with the city or
among themselves independently of already planned projects. This may be achieved by
providing a platform where citizens can be informed about individual projects and also
have the ability to share their suggestions within feasibility limits. For designing support
methods, its also important to consider the needs of people with disabilities. These meth-
ods should provide accessible features for all stakeholders in public life, e. g. including
wheelchair users and children, and account for any potential visual limitations.

To address question b), it’s necessary to implement prototypes that meet the require-
ments from question a). These implementations should ideally be intuitive systems or
existing systems/methods that have been adapted or expanded to minimize learning
efforts, considering time and financial aspects. Ideally, planners should have access to a
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toolkit for participation and evaluation that includes easily adaptable templates or digi-
tal applications. We have tried to outline what such a system might look like through a
technology demonstration and to gather additional requirements.

In the technology demonstration, we showed the VR application presented in
Sect. 2.3 to the urban planners and participation experts and asked for an assessment
regarding its applicability. The experts were convinced that such an application could
make participation measures more motivating for citizens and better conveyed the plan-
ning project. The demonstration featured only 360° photos of various infrastructuremea-
sures, but this basic implementation was deemed helpful for communicating potential
plans, comparing different options, understanding physical constraints, and preparing
information for decision makers. The technology was also considered a foundation for
evaluations. The workshop participants also appreciated the ability to implement digital
questionnaires and directly record citizen feedback. Both urban planners and partici-
pation experts rated the tool and its potential highly, seeing it as a valuable support in
future participation initiatives. Accordingly, such a tool can be a part of the proposed
toolbox for participations and evaluations if it is adapted to the mentioned requirements
of urban planners and participation experts.

4.1 Limitations

The basis for the workshop and requirements analysis was a guideline created by 4
urban planning and user-centered design experts, so not all relevant aspects may have
been included. The sample of 7 experts interviewedduring theworkshop is small andmay
not be representative, as participation was voluntary, participants may have a heightened
interest in the topics discussed. Accordingly, real requirements could differ. Another
important point is that the survey was only conducted in one city, Chemnitz, and accord-
ing to the participants, this city has implemented little digitization in the area of citizen
participation so far. Other German cities are already significantly advanced in this area
and might have different requirements. Only answers agreed upon by all participants
were used, potentially leading to distorted results, but this was mitigated by the absence
of conflicting statements, only abstentions due to non-existing experience arose. During
the workshop, various disciplines also came together, from public transportation plan-
ning, road planning, to child and youth participation. Therefore, a dedicated study of the
requirements of the individual areas would make sense. In addition, the presentation of
the VR app in phase 4may have influenced all subsequent statements by the participants.

4.2 Future Work

The results of this paper provide a foundation for enhancing user-centered participation
processes, meaning they consider both, the perspective of urban planners and citizens
alike. Therefore, participation processes need to be further investigated in order to select
appropriate methods and to adapt these processes to the reported requirements. For this
purpose, analog (mock-ups, miniature models, classical surveys, etc.) as well as digital
methods (VR application, citizen platforms, etc.) will be investigated and adapted or
developed in the following studies and tested directly in the field. The goal is to develop
a form of participation that is jointly designed by public authorities and citizens and that
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gives both actors the feeling of communicating requirements and needs in a way that is
appropriate for the target group.
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Abstract. Purpose - With the increasing integration of car functions, as well as
the increasing operation and information on the central control screen,we explored
how to improve the user interface, in order to reduce cognitive load and improve
reading efficiency. Methodology - This paper applied the neural network-based
eye-tracking prediction model to analyze the eye-tracking data of mainstream
smart electric vehicle center control screens. Through analyzing and discussing
the attention map, clarity map, regions of interest, etc., we assess the usability of
user interface and propose design guidelines. Conclusion - In a landscape central
control screen, dock bar is more visually significant on the left side. The layout
should avoid scattering, the shape of the function card should avoid using long
stripes, and the information should not be too concentrated. Important information
should be designed with high contrast and distinctive colors, and filled types icons
should be used. Important text should be succinct, enlarged, bolded, and not be
too dense. Concentrated text is more likely to attract users’ attention, but it will
also cause higher cognitive load.

Keywords: vehicle user interface · eye-tracking predictive technology · electric
car · visual effects

1 Introduction

Automobiles are gradually developing towards intelligence, and the functions of human
machine interface(HMI) are continuously integrated, with more and more information
and complex interface relationships. The car’s center console has also transformed from
physical buttons such as keys, knobs and switches to virtual touch screen buttons.

Lacking the tactile feel of physical buttons, drivers are forced to look at the screen
during operation, which affects driver performance, increases cognitive and workload,
and can even lead to driver distraction, causing road safety problems [1]. According to
statistics, 87.5%of themajor traffic accidents inChina are caused by drivers’ own factors,
of which 14%–33% are caused by distracted driving [2]. In order to reduce the driver’s
operational difficulty, improve operational efficiency, and enhance the driver’s driv-
ing comfort experience, a more applicable human-machine interface for smart electric
vehicles needs to be designed.
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2 Literature Review

In a study of the information structure of automotive interfaces, Engström J et al. [1]
systematically investigated the effects of visual and cognitive demand on driving perfor-
mance and driver state, founding that visual load lead to reduced speed and increased lane
keeping variation. Castellano et al. [3] studied the visualization ofmassive data structures
in a limited screen space in order to improve user cognitive efficiency. Schmidt et al. [4]
studied the automotive interactive interface and proposed the correlation between the
design of automotive interface and driver distraction combined to safe driving.

SunB. et al. [5] studied the automotive humanmachine interface hierarchy, identified
elements such as color, shape, text, layout, navigation, and transition, proposed the
principles of hierarchical design. Through eye-tracking technology, Ren H. et al. [6]
explored the influence of dock bar’s position and interface layout on driver, founding
that signal-column display is better than double-column display in cognitive efficiency,
and the dock bar bottom-left layout is more efficient than the left layout. Sun B. et al.
[7] analyzed the color elements of the automotive human machine interface and derived
the most comfortable color scheme through eye-tracking experiments. Jin X. [8] et.
Evaluated the size of button in interface through user testing, and concluded that the
proposed size of center touch screen button is 9–15mm,which can be adapted to different
sizes after formula conversion. Xi J. [9] derived usability design guidelines for in-car
interface icons through eye-tracking analysis and satisfaction questionnaires. TanH. [10]
analyzed themulti-screen interaction experience of car navigation and derived the design
guidance of multi-screen interface. Guilei S. et. [11] and Ping Z. et al. [12] provide a
reasonable layout and color scheme for the car dashboard through eye-tracking analysis.

As the journal reviewed, in terms of research subjects, intelligent networked vehi-
cles are the hot spot that scholars have focused on in recent years. The studies for the
dashboard are more than the center control screen. It’s because the dashboard has been
applied for a long time, while the center control screen has just emerged in recent years.In
terms of research content, many scholars have conducted subjective and objective studies
on various layers of HMI, including color, text, buttons, icons, etc. In terms of research
methods, eye-tracking experiments are still the main means of HMI research.

In this paper, for the center control screen of smart electric vehicles, by using an
eye-tracking prediction model based on neural networks, we obtain the eye-tracking
data of the first 3–5 s when users view the interface of the center control screen, eval-
uate the usability of the interface layout, and propose design guidelines for the center
control screen to improve the cognitive and operational efficiency of drivers, reduce the
distraction while driving, and optimize the interaction experience of the interface.

3 Method

The eyes are a window into user’s behavior and assessment of the subconscious mind.
Eye tracking experiments can capture user’s gaze behavior; which usually takes several
days and requires expensive eye-tracking instruments. With the development of artificial
intelligence technology, some scholars have trained machine learning models to predict
users’ eye tracking data by artificial neural network (ANN), which is fast and reliable,
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does not require any instrumentation, and can obtain eye tracking analysis data in sec-
onds by uploading images. In the field of cognitive psychology in China, scholars have
already applied it to the eye-tracking analysis of text reading [13]. Eye-tracking predic-
tion models have been commercialized and have been applied in software engineering,
medical, and gaming fields [14]. Relevant companies providing eye-tracking prediction
services include EyeQuant (UK), Neurons (Denmark), etc.

This eye-tracking prediction model works by analyzing nearly one million data from
hundreds of participants to train ANN eye-tracking prediction models for quantifying
people’s gaze patterns and eye movements, such as sweeping (fast tracking), gazing
(steady gaze), and smooth pursuit (following a moving object), to detect which design
features (luminance, architecture, saturation, structural, edge density. etc.) attract atten-
tion in the first 3–5 s of attention. The accuracy of this prediction model can reach more
than 90%.

Eye tracking prediction models generate attention maps, clarity maps and regions of
interest. It can help UX designers, product managers, and marketers to quickly under-
stand how users react when they see an interface. It can help us make data-driven deci-
sions andoptimize the interface to increase conversion rates and improve user experience.
This study used EyeQuant’s eye-tracking prediction model to obtain eye-tracking data
from the center control screen of smart vehicles.

4 Material

4.1 Subject

At present, the brands that produce electric vehicles are traditional brands such as Volk-
swagen, Mercedes-Benz, BMW and Audi, as well as new brands such as Tesla, NIO,
Xpeng andLi. Due to its purely electric feature and “future” positioning, electric vehicles
tend to use more and bigger screens than traditional gas cars, and the operation button
are also highly integrated in the central control screen. In recent years, Tesla and other
new brands have become the choice of more and more young people, but there is little
research on them. In this paper, the central control screen of Tesla, NIO, Xpeng, and
Li, which are the mainstream electric vehicle brands in China, are selected for study. In
order to get close to the car scene in most cases, the navigation state is selected as the test
interface. The selected vehicle models are the latest models in 2022, and the interface
information of the center control screen is summarized in Table 1.

Table 1. Interface Information.

NO. Model Orientation Size Dock position Function card

A Tesla Model Y Landscape 1920 * 1200 Bottom Switch display

B Xpeng P7 Landscape 2400 * 1200 Left Fixed left

C NIO ES7 Portrait 1600 * 1400 Bottom Fixed bottom

D Li ONE Landscape 2608 * 720 Lower left Switch display
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4.2 Interface Analysis

Tesla. The interface of Tesla Model Y is selected as a study case, and the interface
is shown in Fig. 1. As Tesla canceled the dashboard, it’s center screen is displayed in
partitions, with the left 1/3 area as the car information page, the right 2/3 area as the car
system page. The navigation is used as the main page, and the dock bar is located at the
bottom.

Fig. 1. The navigation page of Tesla model Y center screen.

Xpeng. The Xpeng P7’s dashboard screen and the center screen are designed in a
crossover style, and the center screen is shown in Fig. 2. The Xpeng P7’s center screen
interface is divided into threemain parts: the dock bar, the function cards, and the content
display page from left to right. The content will be displayed as a pop-up window on
top of the map when tapped.

Fig. 2. The navigation page of Xpeng P7 center screen.

NIO. The interface of the NIO ES7 is displayed on a vertical screen, as shown in Fig. 3.
The interface uses navigation as the main page, with two cards hovering above. Near
the driver’s side is the music card, while the right side is the rest of function cards. The
dock bar is located at the bottom of the interface.
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Fig. 3. The navigation page of NIO ES7 center screen.

Li. The main page of Li ONE adopts a card-like function cards design (Fig. 4). The left
side of the central control screen displays common functions such as time, music, voice
assistant. There are five shortcut keys in the bottom. The right side is the card area of
each common function. The cards are arranged horizontally, and display switched.

Fig. 4. The navigation page of Li ONE center screen.

5 Result and Analysis

Input the pictures ofA. Tesla, B.Xpeng, C.NIO andD. Li into the eye tracking prediction
model, and the attention map, hot spots, clarity score and clarity map are calculated by
model. After dividing the area, the regions of interest can be obtained, which showing
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the visual significance difference of each region. The analysis of these eye-tracking data
can helping analyze the influence of interface layout, color, shape and text on user’s
cognitive load and recognition efficiency.

5.1 Attention Map and Hot Spots - Recognition Efficiency

Analysis of the attention map can provides an objective view of the elements that users
are most likely to notice. If users can’t find what they’re looking for in a few seconds,
taking their eyes off the road for long periods of time can create a host of dangers. The
attention map and hot spots shown what the user sees in the first few seconds (Fig. 5,
Fig. 6).

The analysis results are as follows: (1) In the horizontal center screen, the dock bar
is easier to see on the left side than on the bottom side. (2) The eye-saccade distance of
A in L-shaped layout is significantly larger than B in left-right layout, which will result
in higher cognitive load and require more attention. (3) A square dock bar is easier to
be noticed than a long dock bar. (4) High contrast, complex images, large bold text and
focused information are easier to be seen by users.

Fig. 5. Attention map.

5.2 Clarity Score - Cognitive Load

The clarity score measures the degree of clutter or clarity of the interface design. A lower
score indicates more clutter and a higher score indicates more clarity, and the results of
the analysis are shown in Table 2. In the clarity map (Fig. 7), the areas highlighted in
red caused a higher cognitive load than the green areas.

(1) B has the lowest clarity, due to it’s amount of dense text and on the function
cards. The text of the C’s map is less, so the definition is higher. (2) The filled type icon
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Fig. 6. Hot spots.

is clearer and has a lower cognitive load. (3) Compared the function cards of A and C,
it can be found that the color of dense text information such as song name and singer is
more red, and it can be inferred that dense text will causes higher cognitive load.

However, the different sizes and appearance of maps will affect the clarity score,
which is the limitation of this paper. In future research, more variables can be controlled
to obtain more objective data.

Table 2. Clarity score comparison.

5.3 Analysis of Regions of Interest - Division is More Significant

The regions of interest measures the average significance of pixels within the selected
region and compares it to the average significance of all areas on the entire page, which
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Fig. 7. Clarity map.

shows the visual significance of the region compared to the entire interface (Fig. 8).
And Table 3 shows the scores of different regions in percentage. We can find out by
comparing the score of the dock bar that B and D performs better with their dock bar
positions on the left. It can be tentatively concluded that the more it tends to be square,
the higher the visual significance.

Fig. 8. Regions of interest
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Table 3. Regions of interest comparison.

NO. Model Navigation page Dock bar Function card Status bar

A Tesla Model Y 0 −21 14 –

B Xpeng P7 −9 12 29 −19

C NIO ES7 −6 −6 34 –

D Li ONE −9 15 51 12

5.4 Discussion

Through the analysis and inference of attention map, clarity score, clarity map and
regions of interest, the following design guidelines can be initially derived. It can pro-
vide a reference basis for the design of the smart electric vehicle’s center screen inter-
face, reduce the cognitive load of users in driving, improve recognition efficiency and
operation efficiency, improve user experience and driving safety.

(1) In landscape screen interface, the dock bar should be laid out on the left side.
According to the analysis results of attention map and area of interest score, the dock
bar on the left side has higher visual prominence than on the bottom side, which is
easier to be noticed by users and thus can reduce the time spent by users in cognition.

(2) The layout of each area should avoid scattering, and the shape of the area should
avoid using long stripes.According to the attention map, it is inferred that a square
dock bar is easier to be noticed than a long dock bar, and a centralized layout is more
efficient than a scattered layout. Therefore, common functions should be distributed
as centrally as possible. However, it should be noted that the information in the area
should not be distributed too centrally in order to ensure clarity.

(3) Important information should be designed with high contrast and distinctive
colors, and icons should be chosen as filled type. In the interface design, graphic
logo design with intuitive image is needed to effectively convey information to users
and avoid users spending too much attention on text recognition.

(4) Important text should be succinct, enlarged, bolded, and not too dense.Concen-
trated text is easier to attract users’ attention, but it will also cause higher cognitive
load. Therefore, the layout of the text should be reasonably arranged according to
the importance of the text.

5.5 Limitation

In this paper, a comparative study of the center screen interfaces of four models is
conducted and the general design direction is analyzed. However, the size of the four
center screen interfaces, as well as the position of the center screen in the car, are
different. In the actual driving process, these factors will affect the user’s viewing effect.
In addition, Tesla integrates the dashboard and the center screen together, which is quite
different from the others. The NIO has a HUD in addition to the dashboard, which may
not require looking at the center screen during actual driving like the Tesla does.
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Overall, this paper uses an eye-tracking prediction model to make a general com-
parison of the center screens of four mainstream electric vehicles models, which is a
relatively new attempt. In future research, the design of centre screen interface can be
optimized for the results of this eye-tracking analysis, and eye-tracking analysis can be
used again to make comparative comparisons.

6 Conclusion

Aiming at the current situation of highly integrated, complex functions and increasing
information of the center control screen on smart electric cars, we analyzed the eye-
tracking data of the screen interfaces through eye-tracking prediction model, which
based on neural networks. Through in-depth analysis of data such as attention map, hot
spots, clarity score, clarity map, and regions of interest etc., discovered the problems
in the existing interface and proposed the relevant principles of interface design, which
helps to reduce the cognitive load of users during the driving process and improve the
recognition efficiency, user experience and driving safety.
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Abstract. In our study, we aim to provide a sustainable route for tourism by con-
sidering the carbon emission by different transportation methods in an attempt
to create a sustainable travel itinerary for each user. A model for route optimiza-
tion between selected travel spots using an actual dataset of popular tourist spots
in Tokyo, the road network, and available train connections is proposed. We try
different vehicle routing algorithms such as Dijkstra’s algorithm and genetic algo-
rithm. This is followed by creating clusters for close points and providing a walk-
ing/bicycle route option. We test our model by comparing it with Google Maps.
The result of this paper shows the relationship between time and carbon emission,
and the improvement in terms of carbon emission between different routes.

Keywords: Route Optimization · Genetic Algorithm · CO2 emissions · Travel
and Tourism

1 Introduction

The mobility and transportation industries have significantly improved as a result of
global development and technological innovation. At the 26th Conference of the Parties
of the United Nations Framework Convention on Climate Change in Glasgow in 2021,
the currently growing issue of climate crisis was discussed. It was noted that the tourism
industry among others is to play a crucial role in achieving net zero emissions [1].

When considering factors such as population growth, rising incomes, and increased
access to variousmodes of transportation such as cars, trains, and airplanes, it is clear that
transportation demand is going to experience significant growth in the upcoming years.
According to the International EnergyAgency’s Energy Technology Perspectives report,
the global demand for transportation, measured by passenger kilometers, is expected to
double. Additionally, car ownership rates are predicted to rise by 60%and the demand for
passenger and freight aviation is estimated to triple by the year 2070 [2]. This substantial
increase in transportation demand will inevitably lead to a substantial rise in transport-
related emissions.
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In recent years however the scale of traffic growth has been reduced as a result
of policy initiatives, especially in urban centers. However, congestion and transport
carbon dioxide (CO2) emissions continue to rise in various areas around the world.
Transportation modes such as walking, cycling, and bus use are usually static at best and
often still in long-term decline.

The growing concern over climate change and the implementation of policies aimed
at reducing carbon emissions have made it necessary for the transportation industry,
including the tourism sector, to consider the impact of their operations on the environ-
ment. The low-carbon concept, which promotes low energy consumption, low pollution,
and low emissions, has gained prominence. The transportation industry consumes a sig-
nificant amount of energy and is a significant contributor to carbon emissions. As such,
the tourism sector must take into account the costs associated with new environmental
policies as well as fuel consumption costs when developing operations strategies.

In this context, there is a need for tourism route optimization that considers CO2
emissions. By optimizing the routes taken by tourists, it may be possible to reduce
energy consumption, lower carbon emissions, and reduce the costs associated with these
emissions. Additionally, by reducing the environmental impact of tourism, the industry
can demonstrate its commitment to sustainability and help to mitigate the effects of
climate change.

Google Maps is a popular site that is used by travellers and tourists for planning their
travel, generating travel routes, and coming up with a travel itinerary. It provides users
with route recommendations from their selected origin spot to their destination. If users
wish to add other destinations, they can search and add locations manually to their route.
Users can create a travel itinerary of upto 10 spots manually and this generates a route
for them. However, they do not get route recommendations to more than one destination
at a time from Google Maps. The users must instead organize their itinerary in a suitable
way that allows them to visit as many places as possible. Therefore, there is a need to
optimize these results to provide users with a route recommendation that allows them to
visit as many places as possible without the limit of 10 spots.

Our research goal is to provide the best route recommendation for tourists and trav-
ellers once they select their destination spots. In addition, we propose to provide sus-
tainable route recommendations by combing transportation modes such as walking and
cycling. To achieve this goal, we consider travel locations in Tokyo that tourists would
be interested to visit. In order to provide an optimized route recommendation, we look
into typical methods to solve vehicle routing problems such as the Dijkstra’s algorithm
and Genetic Algorithm. Once an optimized route is generated, different modes of trans-
portation are considered and a travel route recommendation considering the combination
of different transportation modes is provided.

2 Literature Review

The vehicle routing problem (VRP) is a generic name given to a set of problems in which
the VRP aims to form a route with the lowest cost to serve all customers. The VRP is a
major problem in distribution and logistics and was first described in 1959, by Dantizg
and Ramser, and was called The Truck Dispatch Problem [3].
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Zhang et al. studied the VRP with the consideration of fuel consumption and carbon
emission, specifically incorporating the idea of fuel, carbon emission, and vehicle usage
costs into the existing VRP [4]. Similarly, Pu et al. considered a multi-depot VRP with
minimized logistic, fuel, and carbon emission costs [5]. Palmer established an integrated
routing and carbon dioxide emission model for vehicle routes and highlighted the role
of speed in reducing CO2 emission [6]. Xiao et al. proposed a hybrid optimization
model that combines a genetic algorithm to study time-dependent VRP to create vehicle
scheduling plans with lower CO2 emissions and fuel consumption [7].

In recent years, multimodal transportation has been recognized as an effective solu-
tion for being able to reduce carbon emissions. However, the idea of multimodal trans-
portation is still in its infancy and has not been widely accepted by the public [8]. Xu
et al. discussed how this concept can effectively solve travel demand by proposing a
personalized multimodal travel service based on the concept of Smart Product Service
System (SPSS).

Recommendation systems have been widely used in our daily life these days from
movie recommendations on Netflix to music recommendations on Spotify. These rec-
ommendation systems can also be applied in the tourism and travel industry to provide
users with travel route recommendation. Gunawan et al. carried out research on creating
a recommendation system for tourist attraction places in Indonesian cities, specifically
Malang where they give the shortest path for selected spots [9].

Based on the literature review, we propose to implement a route recommendation
for travelers by looking into VRP and optimizing it considering CO2 emissions and
multimodal transport.

3 Route Optimization

Several studies have been carried out on finding routes using various algorithms, such
as the Dijkstra’s algorithm, the Floyd-Warshall algorithm, the Johnson’s algorithm, the
genetic algorithm, etc. Dijkstra algorithm and genetic algorithm are commonly used for
vehicle routing problems [10]. Bagheri et al. compared Dijkstra’s and Genetic algorithm
in their paper and found that the genetic algorithm finds the shortest path faster than
the Dijkstra’s algorithm [11]. However, this is used for a different purpose and different
dataset. In our research, we look into the Dijkstra’s algorithm and genetic algorithm for
developing our model using our dataset. Both algorithms are briefly described in the
following subsections.

3.1 Dijkstra’s Algorithm

Dijkstra’s algorithm is an algorithmcommonly used for finding the shortest path fromone
node to another based on aweighted graph. It returns the shortest path tree, containing the
shortest path from a starting vertex to each other vertex, but not necessarily the shortest
route that visits all other vertices. It is commonly used in research related to VRP and
even recommendation systems. The algorithm has been used to plan the optimal path for
an automated guided vehicle that was eventually able to minimize energy consumption
and decrement of operation time [12].
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However, our problem is not in finding the shortest way between two points, but in
making a route between all the optimal points. Once we have the optimal route, we can
use Dijkstra’s algorithm to find the shortest path between each point in the route.

3.2 Genetic Algorithm

A genetic algorithm is a type of search strategy that takes inspiration from Charles
Darwin’s theory of evolution. The algorithm was first proposed by J.H. Holland, which
mimics the process of natural selection where the fittest individuals are selected for
breeding to produce the next generation [13]. Chromosomes hold an individual’s genetic
information and consist of genes that determine their traits. These traits are passed down
to offspring through breeding. Individuals with advantageous genes will survive and
pass on their traits to future generations, improving the overall traits of the population.
Genetic algorithms apply this concept by combining existing solutions to find the optimal
answer. Like other optimization algorithms, a genetic algorithm begins by defining the
optimization variables, the cost function, and the cost It ends like other optimization
algorithms too, by testing for convergence.

Pseudocode for Genetic Algorithm. The Code Below Explains the Pseudocode for
the Genetic Algorithm [11].

Repeat
Select two routes, route 1 and route 2 from R
Crossover the route 1 * route 2 to C1, C2
For each child path C do
Mutate C with a small probability
Replace one solution path in R with C

End of for
Until the stopping criterion is satisfied

Genetic Representation. The Cost MatrixW= [Wij] specifies the costs or the weights
which represent the cost of transmitting a packet on the link (i, j) [11]. The cost matrix
can be defined as shown in the Eq. (1).

Wij = N (if exists the link from node i to j is positive)
Wij = 0(otherwise)

(1)

In a genetic algorithm, all the results or solutions are stored as an individual chro-
mosome. An example of a routing path encoded from a starting point to a goal is shown
in Figs. 1 and 2.
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Fig. 1. Example of our routing path [11]

Fig. 2. Example of how a route is stored as a chromosome [11]

Fig. 3. Example of the crossover operation [11]

Figure 3 shows an example of the crossover operation. Crossover examines the
current results by partially exchanging two routes to find better ones. This is carried out
and is followed by mutations which randomly flip some of the paths in the route until
the stopping criterion is met.

4 Methodology

This section presents our methodology for data collection and model construction to
solve the VRP and recommend a suitable route path. The details are described next.

4.1 Data Collection

Travel Spots. For our travel spots, we randomly selected popular tourist locations in
the area of Tokyo, Japan as shown in Fig. 4. These locations were used as the destination
points in the model to be constructed in the next step. The origin and final spot is set as
spot (1) which is Roppongi Hills. A total of 13 selected spots are (1) Roppongi Hills,
(2) Hachiko Statue, (3) Mansei Bashi, (4) Yebisu Beer Brewery, (5) Asakusa Shrine, (6)
Imperial Palace, (7) Tsukiji Outer Market, (8) Tokyo Station, (9) Akhibara, (10) Meiji
Jingu Shrine, (11) Kanda Myoji Shrine, (12) Tokyo Skytree, and (13) Tokyo Tower.
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Fig. 4. Distribution of the 13 selected spots around Tokyo.

Calculation of a Travel Cost Matrix. A travel cost matrix is also known as the origin-
destination (OD) cost matrix. It is a table or matrix that contains the cost such as travel
distance or travel time frommultiple spots to one another. In this study, we used ArcGIS
to map out the different locations and create a matrix. The travel cost matrix ranks
the destinations that each spot connects to in ascending order based on the lowest cost
required to travel between the two spots. Similarly, we also considered the train routes
by creating a dataset of existing train stations and their transit points, with each node
considering the distance between each station. InArcGIS,we canmake use of parameters
such as travel mode that considers transportation modes such as driving a car/truck or
walking.

4.2 Route Optimization

Model Construction using Dijkstra’s and Genetic Algorithms. Using the collected
travel spots and the calculated travel cost matrix, we implemented themodel as discussed
in the previous section using Dijkstra’s and genetic algorithms.

For the Dijkstra’s algorithm, travel spot 1 (Roppongi Hills) was selected to be our
initial and destination nodes. The cost between each node was obtained from the OD
cost matrix.

For the genetic algorithm, each of the tourist spots (1 to 13) represents the gene
as explained in the previous section. The chromosomes have many possible solutions
which are randomly composed of the genes (i.e., tourist spots), one of which includes our
optimal path. These chromosomes were randomly initialized. Crossover and mutation
probabilities were set as 0.6 and 0.2, respectively. The genetic operation was repeated
until the best path was found.

Model Comparison. As a result, the models constructed by Dijkstra’s and genetic
algorithms gave the same route since the cost matrix was the same. Figure 5 shows the
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result of the best route obtained, which represents the route as follows: (1) Roppongi
Hills → (4) Yebisu Beer Brewery → (2) Hachiko Statue → (10) Meiji Jingu Mae →
(6) Imperial Palace → (3) Mansei Bashi → (11) Kanda Myoji Shrine → (9) Akihabara
→ (5) Asakusa Shrine → (12) Tokyo Skytree → (8) Tokyo Station → (7) Tsukiji Outer
Market → (13) Tokyo Tower → (1) Roppongi. The starting point and end goal is set to
be the same in this case as Roppongi hills.

Fig. 5. Model result for the best route from the selected 13 travel spots.

4.3 Sustainable Route Recommendation

Overview. During traveling, the generation of a huge amount of CO2 is due to trans-
portation. To minimize the environmental impact of traveling, we try to find solutions
that can evaluate the amount of CO2 emission. Literature review suggests that consid-
ering multimodal transportation is a key factor to satisfy the increasing travel demand
while also considering sustainability. It is said that the most efficient ways of travel are
via walking, bicycle, or train. By using a bike instead of a car, CO2 emission can be
reduced by 75%, while taking the train for a medium-length trip can reduce CO2 emis-
sion by 80% [14]. We thereby considered different transportation modes and kept in
mind the CO2 emission generated by each method of route, then used genetic algorithm
to optimize the route. According to Navitime, the carbon footprint for trains is 20g/km.
Table 1 shows the transportation modes and their related information.

Clustering. To incorporate sustainable approach into our research, we applied cluster-
ing method to the list of travel spots based on distance and transportation modes such as
using walk or bicycle rental services instead. The k-means clustering algorithm, which
is a method of vector quantization, originally came from signal processing, was used
in this step. It is used to partition n observations into k clusters in which the observa-
tions belong to the cluster with the nearest mean (i.e., cluster center). A cluster center
represents the cluster.

In our research, we have selected 13 spots hence the number of observations (n) is
13. In order to choose the appropriate number of clusters, there exist various methods
such as the elbow method and the silhouette method. We did a preliminary trial using
the number of clusters (k) ranging from 2 to 12. We use the inbuilt feature in ArcGIS to
determine the optimal number of clusters. This is done using the Davies-Bouldin index
if k value isn’t specified, which optimizes it based on the similarities within a cluster
and the differences between them. For the given data we use 2 and 4 clusters.

4.4 Model Verification

Google maps is a popular site for generating routes and travel plans among tourists after
they decide on what places they want to visit. We use Google Maps to compare our
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Table 1. Transportation modes and their related information.

Transportation Mode Average Speed
(km/hr)

CO2 emission
(kg/km)

Walk 4 0.012

Bicycle 15 0.003

Motorcycle 27 0.03

Car 35 0.07

Bus 28 0.05

Train 36 0.02

model and test it. It tends to provide the user with a route from origin to destination. If
the tourists want to add other locations, they can add them one by one with a maximum
limit of 10 locations. However, it does not consider the best route plan and one would
have to organize the itinerary. Using the results obtained for different transportation
methods, we compare it with our models optimized result.

5 Results

Google Maps is used to obtain the general travel route. It provides a travel route with
a distance of more than 50 km for just 9 spots as shown in Table 2. After applying
the genetic algorithm to the same travel spots, we obtained a total distance of 45.6 km.
Figure 6 shows the optimized route for the selected 13 spots. By applying the sustainable
approach, although the time increased for the total travel, the CO2 emission was reduced
significantly depending on the modes of transportation.

Tables 2 and 3 show travel distances, times, andCO2emissions as the results obtained
from the optimized routes by different transportation modes based on Google Maps and
our proposedmethod, respectively.However, sinceGoogleMaps has a limit of generating
routes only for 10 locations, we generated the route for spots 1 to 9 and back to spot
1. Also, Google Maps does not have the option for providing a train route for multiple
locations. So, this value was not included in our result.

We generated sustainable route recommendation by combining different transporta-
tionmodes. To do this, we selected transportationmodes that yielded the least CO2 emis-
sions. In this order, the transportation modes such as car were removed, and we focused
only on train, walking, and cycle. We employed the clustering method as described in
Sect. 4 to generate the optimized routes while considering the distance and transporta-
tion modes. Figure 7 illustrates the generated routes using 2 and 4 clusters. We then
generated the routes using two combination of transportation modes: (1) train + walk,
and (2) train + cycle as seen in Tables 4 and 5.
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Fig. 6. Amap that shows the optimized travel route for 13 randomly chosen popular tourist spots
in Tokyo.

Table 2. Travel details for the optimized route of 9 spots using Google Maps.

Transportation Mode Distance (km) Time (hr:mins) CO2 emission (kg/km)

Walking 55.8+ 12:10 0.67+

Cycling 60.6+ 4:31 0.18+

Car 71+ 2:24 4.24+

Table 3. Travel details for the optimized route of 13 spots using our proposed method.

Transportation Mode Distance (km) Time (hr:mins) CO2 emission (kg/km)

Walking 45.6 9:48 0.55

Cycling 45.6 4:45 0.24

Car 49 1:53 3.43

Train 61 3:49 1.22
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Fig. 7. Clustering of locations based on distance with the routes formed using 2 clusters (left)
and 4 clusters (right).

Table 4. Distance details for recommended routes by different transportation modes.

Transportation Mode Distance (km)

Train Walk Cycle Total

Train + Walk (2 clusters) 57 4 - 61

Train + Cycle (2 clusters) 57 – 4 61

Train + Walk (4 clusters) 51 7 – 58

Train + Cycle (4 clusters) 51 – 7 58

Table 5. Carbon emission details for recommended routes by different transportation modes.

Transportation Mode CO2 emission (kg/km)

Train Walk Cycle Total

Train + Walk (2 clusters) 1.14 0.05 – 1.19

Train + Cycle (2 clusters) 1.14 – 0.01 1.15

Train + Walk (4 clusters) 1.02 0.08 – 1.10

Train + Cycle (4 clusters) 1.02 – 0.02 1.04

6 Discussion

The comparison results between our proposed method using the model constructed
by genetic algorithm and the Google Maps for optimizing travel routes are presented.
Google Maps provided a travel route with a walking distance of more than 55.8 km for
just 9 spots (Table 2), whereas our proposed method was able to generate a route that
visits all 13 spots within a walking distance of 45.6 km (Table 3) which is more efficient
reducing the distance by 9.4 km.

The model was also tested for walking, cycling, and train routes, which yielded
the distances of 45.6 km, 45.6 km, and 61 km, respectively. The model created two
sustainable routes by forming clusters of points close together and using the combination
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of walking, train, and cycle. For the transportation method of train + walk the 2-cluster
hybrid route had a distance of 61 km (Table 4) and a CO2 emission of 1.19 kg/km
(Table 5), while the 4-cluster hybrid route had a distance of 58 km (Table 4) and a CO2
emission of 1.10 kg/km (Table 5). Similarly for train + cycle, the 2-cluster hybrid route
had a distance of 61 km (Table 4) and a CO2 emission of 1.04 kg/km (Table 5), while
the 4-cluster hybrid route had a distance of 58 km (Table 4) and a CO2 emission of
1.10 kg/km (Table 5). In both hybrid routes, we see that the routes significantly reduced
the total CO2 emissions and distance when compared to google maps. In addition, the
4-cluster route of train + cycle reduced C02 emissions and distance.

The comparison results between our proposed method and Google Maps show that
the optimized route created by our model constructed by genetic algorithm significantly
lowered the distance compared toGoogleMaps result. The optimization not only reduces
the distance but also leads to a decrease in CO2 emissions.

The results of the recommended route after optimization show us that consider-
ing sustainable modes of transportation while generating routes can help reduce CO2
emissions in the travel and tourism industry.

7 Conclusion

This research focuses on the recommendation of travel routes that provide an efficient
way of travel in term of distance and CO2 emission. Our goal was to create a sustainable
route recommendation for travelers using a dataset of actual spots in Tokyo.We explored
different route optimization algorithms and literature reviews and found the genetic
algorithm to work the best. To improve the existing route recommendation, we formed
clusters of nearby spots and recommended using sustainable transportation modes such
as cycling or walking around to get to these locations. As a result, our proposed method
for route recommendation suggests a better route than Google Maps in term of distance
and CO2 emission which contributes to a sustainability in travel and tourism industry.

For our future work, we will compare more route optimization algorithms and con-
sider different methods for implementing a sustainable approach other than clustering.
Furthermore, we will continue to create a travel recommendation system which also
considers user preferences for generating the route.
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Abstract. Mobility as a Service (MaaS) has been hailed as a new ecosystem that
is transforming transportation systems and individualmobility behavior. However,
due to new phenomena such as Covid-19, adoption in the mobility industry has
stagnated, and not all ecosystems, i.e., novel partnership networks, could scale.
The most important component of both ecosystems in general and MaaS is the
platform that combines all other building blocks and enables exchanges between
the supply and demand sides. This research therefore aims to design the platform
of a minimum viable MaaS ecosystem using academic MaaS as an example, with
a qualitative content analysis of supply-side interviews and demand-side focus
group discussions and workshops. The focus lies on an academic offer, as MaaS
is typically targeted at young individuals and persons with high education. The
results show that the standardization of programming interfaces and the provision
of user data for all participating institutions are key drivers.

Keywords: MaaS · Platform · Student Mobility · Germany

1 Introduction

Transportation is being transformed by digitalization [1]. In the form of information and
communication technologies (ICT), it enables the provision of newmobility services via
a platform [2]. Thus, ICT facilitates the entry of new service providers into the mobility
market [3] and is changing the entire market in the direction of ecosystems [4].

Against the background of this change, Mobility as a Service (MaaS) has been dis-
cussed in academia and industry in recent years. First proposed in 2014 by Hietanen [5],
MaaS is viewed as an ecosystem, a novel partner network with an overarching value
proposition. The ecosystem perspective of MaaS has also been formulated in academia
[6]. This is partly reflected in the most commonly used definitions: according to Hen-
sher [7], MaaS consists of the definitional elements of budgets, bundles and brokers
(plaform ecosystem orchestrators). Kamargianni and Matyas [8] defined MaaS as a
“a user-centric, intelligent mobility distribution model in which all mobility service
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providers’ offerings are aggregated by a sole mobility provider, the MaaS provider, and
supplied to users through a single digital platform” (p. 4). Jittrapirom et al. [9] compiled
the key characteristics of MaaS, focusing on multiple players, demand-responsiveness,
and one platform, among others. According to the analysis of Jovic and Baron [10],
MaaS is classified by integration, individualization, collaborative consumption, and a
platform. All these definitions have in common user-centricity (i.e. human interaction)
and the presence of a digital platform, which requires a focus on human-computer inter-
action. MaaS was hit hard by Covid-19 [11], so many MaaS offers did not survive the
pilot phase. A thorough analysis of how to design the platform of a minimum viable
MaaS ecosystem is therefore essential for future success.

One user group of particular interest, due to their specificmobility behaviour [12] are
university members, consisting of young students and academics [13] as the former are
less interested in owning a car [14] and are more open to new sharing technologies [15].
To date, research on MaaS for students has focused only on the potential integration of
carpooling in Brasil [16].

Therefore, a research gap becomes evident in terms of a) exploring platform design
as an enabler of the MaaS ecosystem and b) focusing on an academic MaaS offer. This
research gap is addressed by this contribution: The MaaS platform as a building block
for designing the minimum viable ecosystem is explained in terms of strategy science
and applied to an exemplary MaaS offer.

The contribution is organized as follows: Sect. 2 provides a background on the plat-
form in a minimum viable ecosystem. The qualitative content analysis as methodology
is described in Sect. 3. The results are presented and discussed in Sect. 4 before the
contribution finishes with a conclusion and outlook in Sect. 5.

2 Background: Platform in a Minimum Viable Ecosystem

Ecosystems, a new form of value network in strategy science, are an emerging topic in
academia and industry [17]. The concept of ecosystems was transferred from biology
to business by Moore [18]. More recently, a unified understanding of ecosystems has
emerged in strategy science: ecosystems are now understood as partnership networks in
which an overarching value proposition (joint customer solution) is tailored by firms’
individual value streams [e.g. 19, 20]. Jacobides et al. [17] defined ecosystems as “a set
of actors with varying degrees of multilateral, non-generic complementarities that are
not fully hierarchically controlled” (p. 2264). An emphasis is placed on modularization,
and non-generic complementarities from complementarity resources must be present in
both consumption and production. Adner [21] defined ecosystems as structure as “the
alignment structure of the multilateral set of partners that need to interact in order for a
focal value proposition to materialize” (p. 42). The importance of structural ecosystems
is increasing exponentially in the literature [22]. Since not all ecosystems survive, it is
important to create a minimum viable ecosystem [23], i.e., an initial liveable version of
the ecosystem, and thus to think in advance about the precise design of focal building
blocks [23–25]:

1. Focal value proposition;
2. Operating model;
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3. Value drivers;
4. Governance mechanisms; and
5. Platform (see Fig. 1).

All five building blocks serve to create joint value and to capture it by the ecosys-
tem players. The starting point for the design of the minimum viable ecosystem is the
focal value proposition based on customer information [25] according to the service-
dominant logic [e.g. 26], which states that individualization and integration in particular
are part of a focal value proposition [27]. The customer learns the value proposition
through the platform.

To deliver the proposed value to the customer, the required value elements are
arranged in a particular way, dictating the operating model [24], with financial flows
and relationships between multilaterally aligned partners [18, 23] and the platform at
the center of the operating model [22, 28].

The platform is an intermediary for the direct exchange of information and resources
to achieve platform effects through value drivers [23, 29]. Such value drivers are com-
plementarities in production as supply-side economies of scope and complementarities
in consumption as demand-side economies of scope [17]. In addition, modularization
through standard interfaces [30], network effects as demand-side economies of scale
[31] and price effects through cross-subsidization in multi-sided markets [32] are value
drivers. A specific value driver for digital platforms is data-based learning enabled by
artificial intelligence [33].

The interdependencies inmultilateral ecosystem relationships are beyond the control
of a single actor [21]. Therefore, governancemechanisms [17, 34] are needed to regulate
platform access and control [21]. If the minimum viable ecosystem has demonstrated
that the design phase has been successful, it enters the alignment phase; otherwhise,
redesign is required.

Design Alignment

Customer information Blueprint of
the minimum 

viable ecosystem for joint 
value creation and value 

capture
Focal value proposition

Platform

Value drivers

Operating model Governance

Fig. 1. Building blocks of the blueprint of a minimum viable ecosystem [Based on 20, 23–25]
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3 Methodology: Qualitative Content Analysis

Information about the platform of a MaaS ecosystem and the categories of building
blocks that influence or are influenced by the platform were obtained through qualita-
tive research to identify how and why things happen [35]. The MaxQDA software was
used for coding following the qualitative data analysis model by Kuckartz [36]. Strate-
gies suggested by Merriam [35] to promote reliability and validity were used, such as
triangulation using multiple sources, variation in sample selection, and peer review [37].

Since fully functionalMaaS ecosystems are not yet available [38], it was not possible
to evaluate a real-world application. Therefore, the study hypothesizes how an academic
MaaS ecosystem should be built [39], using information from individuals and institu-
tions with initial experience with MaaS applications. Therefore, the data collection was
conducted as part of the research project “InnaMoRuhr” (Integrated Sustainable Mobil-
ity for the University Alliance Ruhr), which investigates the mobility of members of
the three universities University of Duisburg-Essen, Ruhr-University Bochum and the
Technical University of Dortmund in the metropolitan Ruhr region, Germany [40]. The
qualitative data collected is composed of the sources shown in Table 1.

Table 1. Data sources for the qualitative analysis

Data source Platform side Participants No. of participants

Semi-structured interviews Supply-side Bike-sharing (BS), car
sharing (CS) and e-scooter
sharing (ES) providers,
public transport association
(PTAs) and one public
transport operator (PTO)

7

Workshops Demand-side Students and university
employees in one scenario
and one prototyping
workshop on sustainable
mobility on the campus

58

Focus group discussions Demand-side Students commuting
between the campuses in
two discussions

16

4 Results and Discussion

4.1 Platform

The platform for interaction was mentioned by many participants. In particular, the
exchange of information between providers was mentioned: “They get reports from us
and can see where the bikes are, howmany rentals have beenmade at which stations, and
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then they can also see exactly where the customers who register as [PTO] customers
are traveling” (BS provider). Information provision should be “non-discriminatory”
so that all partners are equally visible (PTA1). Visibility was named as a benefit of
participating in the platform (PTA1). This digital visibility was also considered by the
scenario workshop participants. The importance of the software to the overall solution
was also pointed out (CS provider). The shared information should be made available
to the customer also (PTA2).

It was mentioned that resource sharing via a platform was already taking place to
provide a complementary product betweenBS and public transportation, but without fur-
ther specifying (BS provider). Scenario workshop participants said that “collaboration
with stakeholders” in “fleet allocation” was a prerequisite. In this sense, collaboration
leads to the ability to “ultimately evaluate when is the station empty and when do we
need to fill it up, when are too many lanes coming, when are too few coming”. A link
between software and available hardware is essential, as one focus group participant
reckoned, “because the main problem, I think, is the availability of the transportation
modes”. The data generated by a MaaS app should be used for resource planning by the
sharing providers: “The goal is to study where the main commuting flows are, which we
can then individually incorporate into our network planning, station planning, and also
the further expansion of the system, especially at the university locations” (BS provider).
Among the other mentions, the technical architecture of the platform was cited as the
biggest issue (PTA1, scenario workshop participant), especially with regard to recent
updates (CS provider).

4.2 Other Building Block Categories Interacting with the Platform

With regard to the focal value proposition, the platform appeared primarily in the con-
text of the integration value proposition of multimodal mobility apps (BS provider). In
this context, different levels of integration were mentioned (ES provider, see [41]) and
the possibility of “[integration at a] collection point […], even if the app then might
not have all depth integrated, that this way you have the ideal solution: one account
for everything” (BS provider). It is necessary for the integration value of the services,
formulated as “reservation, commissioning, payment, schedule information and route
planning are handled via apps and smartphones” (scenarioworkshop participant). Addi-
tional considerations for universities only could be the integration of students’ semester
and weekly schedules into route planning, as well as integration with existing university
apps that also provide other information, such as about the libraries or the canteens and
how to get there, as well as general routing on university campuses, as expressed by the
focus group participants. The need to have multiple apps (“multi-homing”) for the above
steps should be avoided as this reduces the user experience for the customer (PTA1, ES
provider, BS provider). This cannot be clearly confirmed in the literature [42]. However,
the PTAwould consider a necessary app change between the steps as competition and not
complementarity. Subsequently, market research should be conducted among the univer-
sity members themselves to determine if multi-homing is acceptable when full platform
integration is not technically feasible. The BS provider expressed concerns about feasi-
bility because deep integrations present technical difficulties: Integrating payments and
invoices into an app is difficult, as are tax regulations. Partial integration already exist
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for other platforms. A filter should be implemented into the platform to increase individ-
ualization (prototyping workshop participant). Also, the app should be cleanly designed
(ES provider). “Usability plays a strong role in how well I can use it […]” (protoyping
workshop participant). In terms of platform integration, only a few MaaS platforms can
be classified as highly integrated so far [41].

Regarding the operating model, different platform orchestrators were mentioned
as ecosystem leaders, e.g. the PTA would take on this role (PTA1), which was also
requested by the participants of the prototyping workshop. The orchestrator should
control the data and access to APIs (Application Programming Interfaces). PTA1 stated
that a subscription for all modes is not desirable because it would reduce revenue and/or
remain mostly with the PTO. This is inconsistent with the focal value proposition of
an integrated offer. The CS provider stated that platform costs need to be redistributed
across all partners. According to the ES provider, a small contribution or percentage
could be paid if the orchestrator produces valuable data for the businesses. The value
should be equitably redistributed based on the percentage of modes used (ES provider).

In terms of value drivers, modularization in joint value creation was stated as open
sources (BS provider) for open data to provide APIs. The provider also mentioned the
value added by this adaptability to other platforms. API integration was also named by
the ES provider in relation to GoogleMaps, stating that “such aGoogleMaps integration
is a no-brainer, you just need to take some time for such a mini project”. Modularization
thus lowers transaction costs. PTA1 also mentioned their open API: “This is our daily
business, we have an open interface. There is both an interface that points directly to our
information and to an open data portal, our information is made available again via a
different format”. Furthermore, PTA1 said that integrating other services into their own
platform is preferred because of the speed, because “the added value at this point would
simply be if you had a system that already has several other partners integrated into it,
that if youonly have to connect that one system, it’s significantly less effort than if youonly
have to connect each one individually”. Private mobility service providers are less likely
to use standards, which increases costs for PTOs: “They say “here this is my interface”
and then, the respective transport company has to pay for the effort, so to speak, to
integrate that again” (PTA2). In this context, the CS provider mentioned the need for
willingness to cooperate: “There is always a lack of interest from several sides to merge
the individual software”. It is important to “break new ground” (CS provider). According
to PTA3, standardization is a key issue in digitalization. The need for open APIs was
also expressed in the prototypingworkshop.Amodular physical change of transportation
modes is already given by certain cooperation models: “We are also together at some
stations. At mobile stations, so there is a logical connection to public transport, which is
often also a partner of ours […]. And then there’s also car sharing, which is also together
with the [PTO] and then that’s a complete package. And that’s another place where it’s
worth sharing data.” (BS provider). Complementarity in production is high between
PTO resources and cooperating sharing services, as noted by the PTO. PTA1 mentioned
that the added value is only given “if the additional traffic fills gaps that currently
exist”, contrary to the opinion of the BS provider who also emphasizes complexity.
Complementarity in consumption is already partially implemented in other apps, as
PTA1noted: “With the newdevelopments thatwe have, we are nowdeviating fromour old
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way, towards an information system where basically pure public transport information
is offered and other transportation modes are added only at the request of the user.”
Hence, it is the user who actively expresses the desire to use certain other transportation
modes. This was also stated by the ES provider as a prerequisite for increasing the
integration value for the user. Co-creation is hence a prerequisite for individualization.
The ES provider suggested an in-app customer survey to decide whether routing features
should be integrated based on the potential benefit to the customer. Co-creation was also
desired by the prototyping workshop participants: “We imagined the app like Google
Maps, only better. […]”I only want to use mobility XY”.” This aspect also shows a link
between the individualization value and co-creation, as complementarity in consumption
drives value co-creation. Data-based learning was also mentioned by one participant of
the second focus group as a nice-to-have. The need for open standards for MaaS to
thrive has also been widely discussed in the literature [43]. In this regard, Germany is a
progressive country in terms of API standardization, especially through initiatives such
as the Mobility Data Space [44].

Governance was mentioned only in terms of the legal requirements that must be
met. The influence of external governance is obvious: “But there are now, for example,
also system architectures that MaaS players could/should follow […], the described
standards for open mobility platforms” (PTA2). Open data legislation must therefore be
demanded at the state and federal level (PTA2): “Especially when it comes to mobility
andmobility data, a hugemountain of legal regulations has accumulated in recent years”
(PTA2). PTA3 corrobated this information: “Legal requirements in the EU requirements
are then implemented in national laws […]. There has been a lot of movement in this
direction, in the direction of the platform economy”.

The BS provider mentioned that the participation should lead to new knowledge and
that all participants have to share their data. Open data as modularization thus interacts
with knowledge-sharing routines. PTA1 saw a conflict here: “It’s simply because sharing
service providers oftenwant the customerdata themselves,while the transport companies
want to see the customer data.” PTA1 would define success if “it moves our systems
forward”. Non-disclosure agreements by the firms to safe company data must also be
adhered to (ES provider) while transparency is also required for customers (PTA1). Data
compliance is an important aspect, especially due to customer privacy concerns [45].
Data governance is therefore important regarding data ownership [43]. All platform
requirements of the ecosystem building blocks are summarized in Table 2.

Table 2. Platform design requirements for an academic MaaS ecosystem

Building block Definition of platform requirements

Platform Establishment of supply-side customer information exchange

Digital visibility of suppliers to users

Transparent information provision for customers about data shared

Data analysis of commuter flows

(continued)
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Table 2. (continued)

Building block Definition of platform requirements

Matching physical transportation modes with data

Fleet allocation through cooperation with stakeholders

Updated technical platform architecture

Focal value proposition Integration via a collection point to have one account for everything

Integration of university-specific information

Campus routing

Absence of multi-homing for specific customer groups

Filter implementation in mobility service selection for route planning

High usability

Operating model Equal platform cost and proportional value distribution among
supply-side

Value drivers Open APIs of supply-side partners

Standardization of supply-side platform architectures

Machine learning algorithm implementation to propose personalized
routes

Governance Adherence to EU- and country-wide regulations on mobility data

5 Conclusion and Outlook

In summary, the most important aspect of platform design is the conflict of access to
customer data. All supply-side partners want access to the data to optimize their indi-
vidual operating models, e.g. regarding fleet allocation and utilization rates. However, if
all partners have the data, none can have a competitive advantage. Coopetition is hence
visible. One enabler for integration is the standardization of APIs, which has not yet been
implemented by all micromobility providers. Therefore, binding legal requirements are
necessary to encourage the development of MaaS apps. Level 3-integration is necessary
to differentiate from existing MaaS apps.

Regarding the academicMaaSoffer, the study showed that no outstandingdifferences
are needed. What is needed is a geographical focus on the university campuses and the
mobility services offered there. These modifications do not necessarily require platform
adaptation.

The platform is the prerequisite for providing the MaaS service and distributing the
value generated. Minimum viable mobility ecosystems often destroy value instead of
creating it [46]. With regard to MaaS, no concept has been profitable to date, which is
why most pilot projects have failed to survive [6]. Hence, network effects for scaling in
mobility are difficult to achieve, as hardware availability is a limiting factor, especially
due to fixed-step costs. As a result, additional novel revenue streams must be provided
through the platform.
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This is one topic for future research: These revenue streams should have a value
proposition tailored to the students’ and university employees’ needs. In addition, the
technical implementation of the platform requirements found in this study should be
further explored. The potential of artificial intelligence regarding the MaaS offer and
business process optimization should be analyzed in detail due to the critical role of
data in the ecosystem. Complementing this, the economic feasibility of MaaS should
also be investigated in terms of formulating the platform business model for the MaaS
orchestrator. This study is the first to categorically examine the platform requirements
for a minimum viable MaaS ecosystem and provides a good basis for doing so.
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Abstract. With the continuous development of bike-sharing apps, the competi-
tion has become more and more fierce, and the products tend to be homogenized.
The study also aims to build a framework of “demand-perceived-performance-
function” in bike-sharing apps, and to point out the core dimensions of user expe-
rience design in bike-sharing apps. The study helps to improve the exploration
of perceptual schematic theory in the field of information interaction and shared
mobility, and provides a reference basis for the currentmainstreamuser experience
design of bike-sharing apps.

Keywords: Perceived Affordances · User Experience Design · Shared Bicycle ·
Content Analysis

1 Introduction

Shared bicycle is a new product in the era of sharing economy, whichmainly refers to the
provision of bicycle sharing and rental services in cities and campuses and other places,
mainly to solve the problem of last-mile travel. At present, the domestic vehicle search
is carried out through the shared bicycle app, and the bicycle is unlocked by one key
using intelligent methods such as sweeping code, and the emergence of shared bicycle
app has provided great convenience and security for the general public in their daily
travel. According to the 50th Statistical Report on Internet Development in China, as
of June 2022, the number of Internet users using cell phones to access the Internet in
China reached 1.051 billion [1], of which 300 million are bike-sharing users, and this
number is still growing, and bike-sharing apps have become an indispensable digital
application in people’s daily travel. However, there are more than 100 bike-sharing
apps on the mainstream mobile application market, and the homogeneity among these
apps is serious [2], which has intensified the market competition to a certain extent. To
increase user satisfaction and thus product competitiveness, it is necessary to conduct
user experience evaluation for bike-sharing apps.

Research on bicycle sharing at home and abroad is mainly focused on operation
and management, and research on user experience is mostly focused on the analysis
of users’ overall experience of bicycle sharing process, and lacks research focusing on
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software interaction. The interaction design theory is especially important to improve
the experience of bicycle sharing APP because they involve multiple stakeholders, mul-
tiple scenarios and multi-dimensional interactions. Therefore, this paper introduces the
theory of perceived affordances into the study of user experience of bike-sharing APP.
It was first proposed by ecologist Gibson J in 1979 to discuss a set of attributes in the
environment that can be perceived and used by actors [3]. Norman then introduced the
theory of sensibility to the field of industrial design, explaining its connotation from the
perspective of user experience, emphasizing that perceived sensibility is the subjective
feeling and evaluation of users on the sensibility of product design, and designers should
pay more attention to the cognitive experience of users [4]. With the expansion of theo-
ries, perceived affordances has been gradually enriched to the fields of human-computer
interaction and information behavior practice. Therefore, there is a close relationship
betweenperceptual sensibility anduser experience, and the introduction of the theoretical
framework of perceived affordances can, to a certain extent, guide designers to under-
stand users’ experience requirements and continuously optimize the user experience of
products. Based on this, this paper introduces the version iteration data and the latest
version function data of three mainstream bike-sharing apps (Hello Bike, Meituan Bike
and Qingju), and forms the conceptual framework of “demand-perceptual performance-
function” of bike-sharing apps based on content analysis, so as to provide reference for
system developers in version iteration. This will provide reference for system developers
in version iteration.

2 Literature Review

2.1 User Experience Design of Bicycle Sharing App

The concept of user experience first emerged in the field of human-computer interaction
in the 1940s and is based on usability and user-centered design. User experience includes
the whole process of user interaction with a product throughout its life cycle. Enhancing
user experience can greatly increase the utility and satisfaction of users when interacting
with products [5].

At present, there are few research on the user experience design of shared bicycle
APP at home and abroad, andmost of the literature focuses on the overall user experience
of the shared bicycle use process, which includes the hardware end and software end,
as well as the operation and management level. For example, foreign scholars SUN C
et al. [6] proposed the method of shared bicycle operation mode, in which users select
the riding mode through APP and scan and unlock the bicycle through QR code and
settle the fees, which ensures the efficiency of travel time and improves the user riding
experience. XIE Y [7] proposed a bicycle sharing parking lock system that connects and
provides information through a smart lock system, a personalAPPand a cloudplatform to
ensure the parking location of dockless shared bicycles, avoiding the problem of random
parking and difficult management of shared bicycles. TANG Y [8] proposed a method
to prevent excessive gathering of shared bicycles for parking, through a shared bicycle
APP, encouraging users to park in the collection area for a short time and short distance
to dismantle shared bicycles, and this method can effectively reduce the operating costs
of shared bicycle enterprises and avoid collective over-parking. HE F et al. [9] studied
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a shared bicycle parking device for autopilot, interconnecting the vehicle intelligent
management device, autopilot device, and cell phone APP, thus providing a device that
can determine whether the vehicle is parked in a legal area.

Domestic scholars Zhao Li et al. [10] analyzed the operation status of shared bicycles
and focused on user experience. By comparing Mo-bike, OFO, and government public
bicycles, they proposed that the reasons for poor user experience include vehicle damage
problems, GPS finding vehicle problems, and refunding deposit process problems, and
put forward relevant suggestions to improve user experience. Jiang Yujie et al. [11]
analyzed the user satisfaction of bicycle sharing users and showed that user experience,
security and facility level positively affect user satisfaction, thus suggesting that bicycle
sharing enterprises should conduct regular promotions for users, establish regulations
for protecting users’ personal information, reasonably place bicycles with the help of big
data technology, and provide real-time and accurate information about bicycles at each
parking site. Based on the perspective of user experience, Zhu Yong [12] constructed
an evaluation index system of natural and social factors, used quantitative research
methods to study the influence of each factor on the number of users, and developed a
bike-sharing pricing strategy. Yuehui Wang [13] obtained users’ evaluation of bicycle
sharing experience quality through text mining technology and constructed a quality
concept model for measurement and evaluation, and concluded that experience consists
of three parts: emotional experience, word-of-mouth experience, and utility value, and
guided management practice.

In summary, the research on user experience of bike-sharing APP at home and
abroadmainly focuses on exploring newoperation andmanagementmodes and technical
support to solve the pain points of the enterprise and user side, but lacks a systematic
theoretical guiding framework to improve the interaction experience of the software
side, therefore, the introduction of the perceptual schematic framework can provide a
reference basis for this purpose.

2.2 Research on the Theory and Application of Perceived Affordances

The concept of Affordance was first proposed by Gibson [3], an ecological psychologist,
to refer to the substances provided and supplied to animals by a specific environment.
Later, Norman [4] introduced the theory of Affordance to the field of industrial design,
emphasizing that it is better to discuss real oscillatory properties in everyday interaction
design than to focus on perceptual oscillatory properties, i.e., designers should pay
more attention to the user’s perceptual experience. Foreign scholars such as Boy [14]
introduced the Perceived Affordances into information visualization design, proposed
design principles and verified its rationality by using experiments. Domestic scholars
such as Zhao Yuxiang [15] introduced the framework of perceptual performance to the
user experience evaluation of mobile music APP, and obtained the user experience rating
ranking of four mainstream music APPs by constructing user evaluation indexes and
using AHP-entropy weighting method to analyze the index evaluation, which provides
reference for future related research. Based on the previous research, Zou Zhenbo [5] and
other scholars introduced the perceptual schematic framework into the user experience
design research of mobile map APP, coded the version iteration data of three mainstream
mobile map APPs in China by using content analysis method, constructed the perceptual
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schematic framework of mobile map APP, and obtained the core design dimensions of
mobile map APP, which provides reference for its future user experience design.

In summary, this study introduces the theory of Perceived Affordances from the
perspective of user needs to the study of bike-sharing APP framework, and constructs
the theoretical framework of “needs-perceptual performance-function” for bike-sharing
APP.

3 Study Design

3.1 Research Methodology

The version iteration data of the bike-sharing app can trace the problems and improve-
ment directions that product operators and designers pay attention to in terms of product
functions, processes and experiences, and the interpretation of the version iteration data
from the users’ perspective can reflect the actual experience and real feelings of users
on the bike-sharing app to a certain extent [15]. In this study, three users with rich expe-
rience in using bike-sharing apps were invited as coders to analyze the version iteration
data of bike-sharing apps using content analysis method and analyze the connection
between the functional design of bike-sharing apps and users’ needs using the theory of
perceived schematic performance.

This study is divided into three stages, namely, open coding, spindle coding and
theoretical mapping. To ensure the rationality of the first two stages of coding, the
reliability of the coding needs to be tested. In this paper, Cohen’sKappa coefficient was
selected as a reliability indicator to test the coding results. Cohen’sKappa coefficient is
a statistical measure of the coder’s qualitative labeling and categorization of content in
terms of fit [16]. Specifically in this study, Cohen’sKappa coefficient reflects the degree
of agreement between two coders in classifying N concepts into C category categories,
as shown in Eq. 1.

K = Pr(a)− Pr(e)
1− Pr(e)

(1)

where Pr(a) is the relative percentage of observed agreement between the two coders,
as shown in Eq. 2.

Pr(a) =
∑

i

aii
N

(2)

where aii is the number of coding results where both coders agree and N denotes the
total number of concepts.

Pr(e) =
∑

i

n.i
N

× ni.
N

(3)

Pr(e) is the percentage of consistency expected by the two coders, as shown in Eq. 3.
where n.i and ni.. Denote the total number of rows and columns corresponding to the

ith category in the coding result matrix, i.e., the number of concepts for the two coders
in the ith category, respectively. If the coders’ coding results are perfectly consistent,
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K = 1; if the coders have no consistent coding results except for the expected chance
consistency, K = 0. Usually, the coding results have good reliability when the value of
K is greater than 0.75. If the reliability of the coding results did not reach 0.75, recoding
was required.

3.2 Data Acquisition and Processing

As of January 2023, the top three apps in the travel bike-sharing App category on
the iOS platform and the travel bike-sharing App category on the Xiaomi App Store,
based on user rating ranking, installation count ranking and overall ranking, are Hello,
Meituan and Drip Qingju, with ratings exceeding 4.5 points and a total number of
installations exceeding 4.5 billion. Thus, it seems that Hello, Meituan and Qingju have
good representativeness and typicality, but since the bike-sharing business of Meituan
and Hello are conducted as sub-modules of the software, picking the updated iteration
data about bike-sharing in them as a reference, this paper selects the version data of the
above three bike-sharing apps as a data source for research. This paper uses Octopus data
crawler to crawl the version data from January 2018 to January 2023, and saves the data in
an Excel spreadsheet, including version number, update time and update log, etc. Sample

Table 1. Sample version iteration data crawled

Shared Bicycle App Version number Version update date Example of update log

Ha Luo 6.32.1 2019/06/16 Hello Bike] June 18 bike riding
task online, daily ride to win cash
rewards, more ride more earn -
June 17 national free ride public
welfare day, “Yi ride wake up
hearing impaired children small
ears”
[Hello bicycle] bonus car
function is online, 100 yuan
wool, welcome to grip
The new version of the home
page of Hello Windy Ride is
more convenient to book a windy
ride -Automated orders for
owners are fully online -Friday
windy day, passengers get $12 off
and owners get a big subsidy
-Invite friends to send cash, more
invitations, more money
Share games to earn energy and
help you adopt a bike soon
Hello Station] More interactive
forms, voting function is online!

(continued)
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Table 1. (continued)

Shared Bicycle App Version number Version update date Example of update log

MeiTuan 12.6.406 2019/12/16 Must experience] 1. Meituan
sweep code free deposit to use
the car, support to unlock all the
orange and yellow models of
Mobike bicycle 2. Search “hot
spring hotel”, receive 50 yuan red
packet, dating, walking children,
friends get together must sleep in
a good hotel are here!

DidiQingju 3.7.8 2023/01/03 No deposit at 0 threshold, easy to
scan the code, instant departure
This issue optimizes some of the
content features and provides a
better riding experience, so come
and explore the new city!

crawl results are shown in Table 1. After crawling the data, the data content is cleaned,
excluding meaningless special symbols and other irrelevant descriptive information,
and only retaining information about new function launch The cleaned data results
are summarized in Table 2. At the same time, the latest versions of the three mobile
map software were selected for installation on the smartphone side, and each function
was manually analyzed and recorded according to the software function structure, and
incorporated into the processed version iteration data to finally form the data set of this
study.

Table 2. Results of cleaned version iteration data

Bicycle Sharing App
Platform

Version data time span Number of crawled
versions

Valid data bars

Ha Luo 2018/01/07–2023/01/07 405 121

MeiTuan 2018/01/07–2023/01/07 371 42

DidiQingju 2018/01/07–2023/01/07 238 38

4 Data Analysis

Toensure the reliability of the coding, the coderswerefirst screened and trained, and three
coders were finally identified to form the coding team for this study. All three coders had
more than 5 years of experience in using bike-sharing apps and had used more than three



414 M. Liu and Y. Wu

bike-sharing software, and had a deep understanding of the bike-sharing app in this study.
In the first stage of open coding, two members of the coding team collaborated to refine
and code the functional concepts in the data and summarize the application categories
based on their own knowledge and experience of using the product; in the second stage,
the coders used the conceptual framework based on perceived performance [15] as the
main category template for this stage of coding, and categorized and sorted out the
application categories; in the third stage, the coders drew on a number of psychological
theories. In the third stage, the study will interpret the user’s needs when adopting and
using the product with the help of some psychological theories, and map them with
the main category of perceptual indicativity, and finally construct the “need-perceptual
indicativity-function” framework of the bicycle sharing app.

4.1 Open Coding Based on Version Iteration Data

1) Coding process. The purpose of this phase of open coding is to comprehensively
sort out and summarize the functions in the popular bike-sharing app today. Based on
careful study and understanding of the dataset, members of the coding team collabo-
rated on coding naming the data bars as the unit of analysis. To ensure that all concepts
have clear meanings and are mutually exclusive, the coding team changed or eliminated
functional concepts with similar meanings in the coding results, and functional concepts
that are exactly the same or essentially the same were merged to finally obtain all func-
tional concepts. Due to space limitation, only some of the coding results are listed in
Table 3. Then, the three coders collaborated to further refine all functional concepts into
categories. After the initial determination of the application categories, two coders inde-
pendently coded the correspondence and performed a reliability test. If the confidence
level was met, the application categories were clear and covered all functional concepts
and could be collated as the final result; if the confidence level was not met, the third
coder initiated a discussion to revise the concepts of the application categories and then
recoded the correspondence.

2) Coding results. In this stage, the three coders obtained a total of 57 functional
concepts, numbered from a1 to a57. All functional concepts were then organized and
summarized to form application categories. After several adjustments and calculations,
the kappa coefficients of each application category in the final coding results were all
greater than 0.75, indicating that the coders basically agreed among themselves and the
coding results had a high degree of reliability. A total of 20 application categories (A1
to A20) were coded, as shown in Table 4.

4.2 Spindle Coding Based on the Theory of Perceptual Oscillatory Properties

1) Coding process. The purpose of this phase of coding is to further deduce and gener-
alize the results of the previous phase of coding and to link them with the perceptual
schematic theory in user experience design. Specifically, this phase of coding is
based on the theoretical framework of perceptual schematics [15], and identifies per-
ceptual physical schematics, perceptual cognitive schematics, perceptual affective
schematics, perceptual control schematics, and perceptual participation schematics
as the master category concepts for this phase of coding. Then, after ensuring that
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the coders learned and understood the connotations of each master category concept,
this study asked the coders to organize the application categories from the previous
round of coding results and to correspond to the master category concepts. However,
it is worth noting that application and perceptual energetics are not inherently many-
to-one relationships, and an application can have multiple perceptual energetics in
different contexts [17]. In this study, for example, the community space in the bike-
sharing app is designed for users to facilitate their interaction and connection with the
product and other users to a certain extent, which also increases the emotional value
of using the product; at the same time, the community space design of the product
also allows them to experience the connection and communication from the product
designer and the society, which results in positive emotions. Thus, the community
space in the bike-sharing app can be classified as either perceived control or perceived
emotion. However, considering the practicality of the study and the simplicity of the
results, the coders were asked to code the scope of the app to correspond to the core
of its perceived omnipotence.

2) Coding results.After defining the concept of application categories and understanding
the connotations of the main categories of perceptual representativeness, the three
coders organized 20 application categories such as usage pattern management into
the five main categories of perceptual representativeness. In the reliability test of the
coding results, theKappa coefficients of eachmain categorywere all greater than 0.75,
indicating that the consistency among the coders was satisfactory and the reliability
of the coding results was high. The specific application category connotations and
categorization results are shown in Table

Table 3. Results of functional concept coding (partial)

Functional concept Functional concepts to be
incorporated

initial data

a12 car return process
optimization

Car return process upgrade
It’s easier to find a return
point

Hello bike: Did you ever hear the
first blessing of 2018? this time, I
also brought you the New Year
new experience return process
more smooth, experience new
upgrade
Qingju Bike: Optimize the
experience of finding the return
point in cycling, make it more
convenient to find the return point,
optimize the positioning and
refresh logic, and make it more
accurate positioning

(continued)
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Table 3. (continued)

Functional concept Functional concepts to be
incorporated

initial data

a8 trip is safe Cycling security
Safety warning

Qingju Bike: Add a new
“emergency contact” function to
enhance the security of cycling.
After adding an emergency
contact, the contact can call the
street Rabbit customer service to
confirm your travel information;
in an emergency, the customer
service will contact the contact
Hello bike: new safety warning in
the trip, pay close attention to the
safety of the trip, and make timely
reminder of abnormal situations;

a9 zero threshold of
deposit free

Heavy welfare
No pressure from now on

“Hello bike: the national deposit
free”, from now on no “bet” force
~ this is a small ha silently hold
back for a long time the big move!
The weather is warm, the sun is
just right, quickly ride on our
small car to the place you want to
go, see the people you want to see!
Qingju bike: 0 threshold free
deposit, easy to scan the code,
immediately start! This issue will
optimize some functions to
provide a better cycling
experience. Come to explore the
novelty of the city
Meituan bike: Meituan scan code
free deposit car, no matter Mobike
Meituan, orange and yellow or
bike moped, with Meituan, can
drive!

a4 UI interface
optimization

Parking point display
optimization
Optimize the ride-ui interface

Meituan bike: optimize the
display strategy of parking points
and no-parking areas, and make
the car more convenient!
Qingju Bike: Optimize the UI
interface in cycling, improve the
experience of finding and
returning points, optimize the
return process experience, and
reduce the probability of users
touching the order by mistake
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Table 4. Phase I open coding results

Application category (Kappa coefficient) Functional concept

A1 Location reservation function (0.903) A 1 query the vehicle in the area, A 2 reserve the
vehicle, A 3 locate any position…

A2 Bluetooth Lock Lock Service (0.876) A 4 Bluetooth unlock, A 5 scan code for
unlocking, A 6 remote unlock, A 23 scan code for
car, A 22 number for unlock…

A3 Online Payment Service (0.931) A 27 wallet, A 29 billing rules, A 33 free secret
payment, A 35 ride before pay, A 42 invoice…

A4 Intelligent Recommended Parking
Solution (0.847)

A 9 red envelope car, a12 application parking, a43
find parking…

A5 Message Push Service (0.915) A 32 special purchase card, A 40 cal
consumption…

A6 precise positioning (0.923) A 8 search, A 9 red envelope, A 24 refresh current
position…

A7 Site Navigation (0.875) A 43 look for parking spots, a24 refresh the
current position, A 3 locate any position…

A8 Vehicle status function (0.922) A 44 vehicle failure, A 46 vehicle remaining
power, A 45 vehicle normal A 45 vehicle normal…

A9 Temporary Parking (0.826) A 12 apply for parking spot, a24 refresh current
location…

View of vehicle / parking area near A10
(0.935)

A 31 map car cars, a57 find parking…

A11 Fun Small Features (1.000) A 14 carbon traveler, A 18 sign-in courtesy, A 36
red envelopes…

A12 fault repair report (0.824) A 10 customer service Center, A 11 fault fault
report, A 13 fault violation report…

A13 deposit mechanism (0.951) A 20 learn cycling rules, A 21 car rules…

A14 intelligent billing (0.922) A 19 buy a monthly card, a37 bike card…

A15 itinerary sharing (0.962) A 25 cumulative cycling, A 26 usage time, A 28
travel route, A 38 travel record…

A16 Multiple interaction pathways
(1.000)

A 49 gesture operation return, A 55 voice
reminder, A 56 parking record location…

A17 Current Affairs-Based Services
(0.978)

A 15 Today today, A 16 outbreak map, A 17
Mission Center…

A18 Content Creation (0.921) A 47 cycling route, A 48 Riding Life, A 50
activity square…

A19 puts out its own views (0.933) A 51 Travel pk, A 52 Challenge, A 53 Cycling
today…

(continued)
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Table 4. (continued)

Application category (Kappa coefficient) Functional concept

A20 Member rights system (0.918) A 7 low carbon members, a30 personal
information collection list, A 32 special purchase
card, A 34 cycling rights…

Table 5. Second stage spindle coding results

Main category (Kappa
coefficient)

Application category Application category
connotation

Perceived physical
performance (0.927)

A16 Multiple interaction
pathways

Provide a variety of
human-computer interaction
channels, to mobilize people’s
vision, listening, smell

A4 intelligent recommended
parking solution

Recommend the parking place
and scheme for users to
facilitate their timely parking
processing

A2 Bluetooth lock unlocking
service

Provide users to open the
Bluetooth after opening the
service, improve the fluency
of use

The A13 deposit mechanism It provides users to provide
credit free service before use
to facilitate subsequent use

A12 fault repair report After the user uses the
damaged vehicle, it is
convenient for follow-up
maintenance and improve the
user experience

Perceived cognitive
performance (0.921)

A17 services based on
current affairs

Provide special periods such
as holidays, epidemic periods
and other services to timely
meet the needs of users

A3 online payment service After the user’s use, it is
convenient to settle the online
fees

(continued)
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Table 5. (continued)

Main category (Kappa
coefficient)

Application category Application category
connotation

A14 intelligent billing According to the billing
principle, the user should be
informed before the use to
facilitate the subsequent
billing

A1 positioning reservation
function

According to the vehicles
needed by users, accurate
search and reservation are
provided and convenient for
users to use

A6 Accurate positioning Provide services according to
the location of the user,
convenient for users to
understand their location,
surrounding and other relevant
information

Vehicle / parking area near
A10 View

Provide nearby vehicle search
and parking area search
services for users to use and
return

Perceived emotional
performance (0.899)

The A5 message push service Provide the push of key
information in special periods
such as product and service
upgrade, special holidays and
epidemic situations to meet
users’ needs for information

A11 fun small function Game elements are added to
the design to improve the fun
of the platform and stimulate
users’ desire to use it

A8 vehicle status function The vehicle condition will be
displayed to the user to
facilitate the user to use the
fault-free vehicle and improve
the use experience

A15 itinerary sharing Provide users to share the trip
before or after the ride to
improve the emotional
communication between users

(continued)
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Table 5. (continued)

Main category (Kappa
coefficient)

Application category Application category
connotation

Perceptual control
performance (0.932)

A20 member rights and
interests system

Provide members with
high-quality rights and
interests system services to
enhance the experience of
users

A7 Site navigation Provide the navigation and
positioning of the target site to
facilitate users to choose their
routes

A9 temporary parking Provide optional temporary
parking service to meet the
multi-dimensional needs of
users

Perceived engagement (0.813)
performance (0.813)

A18 content creation Users can create a variety of
content related to their travel,
such as DIY routes, picking
cycling races, etc

A19 gives its opinion Provide an evaluation and
feedback approach that
enables users to express their
views on the content and
functional design of shared
bikes

4.3 Theoretical Mapping of User Needs and Perceived Affordances

1) Mapping process. This phase attempts to link the five dimensions of perceived perfor-
mance in the bike-sharing app to user needs and explore the specific user needs that each
perceived performance can satisfy. Studying the association between user needs and
perceived performance can effectively reveal how the iterative design and adjustment of
the platform dynamically dovetails with and meets user needs [18]. In this study, it is
concluded that a single dimension of perceptual performance can satisfy different needs
in different contexts, and a single need can be satisfied bymultiple dimensions of percep-
tual performance. For example, the multiple interaction paths in the bike-sharing app in
the area of perceived physical performance greatly cater to users’ habits in different con-
texts and give them greater autonomy to choose, meeting their needs for ease of use and
usability, autonomy and self-reliance. For example, the fun features in the bike-sharing
app in the area of perceived emotional performance allow users to donate through car-
bon energy collection on their rides, thus helping others and society; the content creation
service in the area of perceived participation performance allows users to improve their
riding routes in their leisure time, so that others can get accurate and detailed information.
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In view of this, the coders, after considering the application categories and functional
concepts of the bike-sharing app, refer to the previous categorization of user motivations
for ICT use [19], and organize the formation of user needs categories, and map them to
the main category of perceptual indicativeness, and the results are shown in Table 6.

Table 6. Perceived Affordances-Theoretical mapping of user needs

Perceived representability User requirements (in part)

Perceived physical performance Autonomy and self, ease of use, and availability

Perceived cognitive performance Autonomy and self, and information acquisition

Perceived emotional performance Feelings and emotions, altruism and reciprocity,
entertainment, integrity, ability and achievement

Perceptual control performance Autonomy and self, ease of use and availability, and
security

Perceived engagement performance Relevance, leadership and following ability, altruism
and reciprocity

2)Conceptual framework construction. In this study, the 57 functional concepts in the
bike-sharing app were first divided into 20 application categories, and the 20 application
categories weremapped to 5main categories of perceptual performance, then 11 demand
categories based on psychology and other related theories were mapped to 5 perceived
affordances, and finally the conceptual framework of “demand-perceptual performance-
function” in the user experience design of the bike-sharing app was constructed, as
shown in Fig. 1.

Fig. 1. The conceptual framework of “demand-perception-performance-function” in the user
experience design of bike-sharing app
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This framework considers that the five perceptual signatures of physical, cognitive,
emotional, control and participation are richly reflected in the bike-sharing context, link-
ing user needs and product functions in a multi-dimensional way. In the bike-sharing
context, users further experience the product by perceiving its performance, while the
use of bike-sharing products also greatly enhances users’ perceptual performance, thus
satisfying their diverse needs. For example, in terms of perceived control of perfor-
mance, users can independently choose or change their riding routes according to their
actual conditions and personal preferences, and they can also use special voice pack-
ages or theme interfaces according to their preferences. These personalizedmanagement
functions of membership rights greatly satisfy users’ needs for independent choice and
self-expression, and they can also receive relevant messages to participate in activities
at the first time after they are issued. The platform optimizes the experience before and
after the operation of temporary parking, and streamlines the common functions such
as code unlocking and number unlocking into one-key operation, which improves the
efficiency of the users, and the planning and navigation of the area in advance for tem-
porary parking. Meet the user requirements for ease of use and usability of the product.
As shown in Fig. 2.

Fig. 2. Application system of Perceived Control Affordances in bike-sharing app

In terms of perceived participation, users can participate in posting diy map ride
routes, improving the optimal ride routes based on actual road conditions, making short
videos, personalized voices and other services, in the process, users not only get a little
extra money, but also let others know accurate and detailed real information about the
ride, satisfying their altruistic and reciprocal needs. At the same time, users can act as
leaders such as “captains” and have many peers by creating their own cycling teams to
satisfy the need to unite and lead others; at the same time, they can also join their own
favored teams for weekend cycling challenges to satisfy the need to follow others. The
platform allows users to express their own opinions, such as telling their own experiences
in the comments of the parking area for other users to “plant” or “avoid”, satisfying their
need for altruism. Users can also create content to a certain extent, such as making their
own routes to avoid epidemic areas and other special themes,which can also attract others
to create their own routes while recording them, satisfying users’ need to associate, lead
and follow others. Users can also establish or join communities to make friends with
similar interests and enhance their connection with others. This is shown in Fig. 3.
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Fig. 3. Application system for Perceived Participation Affordances in bike-sharing apps

5 Exploring the Conceptual Model of Perceived Affordances
in Bike-Sharing Usage Scenarios

5.1 Theoretical Contributions

This paper refers to the NAF framework proposed by Karahanna et al. and uses the five
specific dimensions (physical, cognitive, emotional, control, and involvement) distilled
from existing research on perceptual omnipotence theory as the intermediary bridge
between user needs and product functions to build the concept of “needs-perceptual
omnipotence-function” for bike-sharing apps. The framework of “demand-perceptual-
energy-function” for bike-sharing apps is developed to remedy the lack of interaction
design theory in the field of bike-sharing apps. This study emphasizes the mediation
of perceptual performance between the demand domain and the function domain, and
suggests that users try to use the application function of the bike-sharing app after per-
ceiving the five perceptual performance dimensions of the app; the application function
of the app realizes the five perceptual performance dimensions, feeds back and satis-
fies specific user needs, and motivates users to use the product. At the same time, this
paper supports Norman’s idea that “the product designed by the designer should be
mapped to the user’s psychological needs [20]” and proposes the psychological state
of the user when interacting with the bike-sharing app from the perspective of needs,
which provides a new perspective for the study of user information behavior in the field
of bike-sharing. It provides a new perspective for the study of user information behavior
in the bike-sharing field. In the subsequent research, researchers can use the conceptual
framework proposed in this paper to further explore the deep-seated reasons for the con-
nection between user needs and product functions in bike-sharing apps, and to evaluate
the user experience design of bike-sharing apps in the market. Meanwhile, considering
the homogeneity and universality of users’ psychological needs, the framework can be
transferred to other application contexts, and to a certain extent, it can provide refer-
ence for the research of user experience design framework of other similar application
products.

In addition, this study introduces the perceptual schematic theory into the user experi-
ence design of bicycle sharing app for the first time, which enriches the contextual explo-
ration of the perceptual schematic theory and verifies the rationality and transferability
of the existing perceptual schematic theoretical framework. In the subsequent research,
researchers in related industries can refer to the technical route proposed in this paper
and use the theoretical framework of perceptual energetics to bridge the demand domain
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and functional domain to conduct user experience design research, and form a universal
framework in ICT field in the continuous iterative research, so as to provide a refer-
ence basis for future application product interaction design. At the same time, this paper
finds that more and more tool-based apps are cleverly integrating social, game and other
hedonistic elements according to their characteristics, and gradually developing into
complex and characteristic integrated application platforms. The theoretical framework
of perceived affordances will have richer connotations and be extended and expanded
in the subsequent contextualization exploration, so as to better guide interaction design
and user experience practice.

5.2 Practice Inspiration

This study comprehensively and systematically compares the functions in the main-
stream bike-sharing apps through preliminary data capture, and uses perceived affor-
dances as a theoretical guide to link product functions with user needs and provide ideas
for subsequent bike-sharing app design. Among them, in terms of perceived physical
performance, the platform should allow users to freely switch the usage mode according
to the usage context and interact with the platform through visual, auditory and tactile
senses. For example, day and night mode can be switched in case of low light, and voice
interaction can be used in case of concentration during cycling, etc., to meet users’ needs
for autonomy and requirements for product ease of use.

In terms of Perceived Cognitive Affordances, the platform should provide detailed
and timely travel information so that users can flexibly choose their travel routes; pro-
vide information about nearby vehicles according to users’ locations so that users can
understand the situation of the surrounding bicycle sharing; organize and classify infor-
mation on the platform and provide multiple information search channels so that users
can quickly access information; provide detailed guidance to help users learn how to use
the product; and record users’ usage behavior so that they can trace their usage history. It
also provides detailed usage guidance to help users learn how to use the product; records
users’ usage behavior to facilitate users’ retrospection of usage history. By influenc-
ing the user’s mind, the platform can meet the user’s needs for information access and
autonomy and improve user satisfaction. In terms of perceived emotional indicativeness,
platforms should use value-added services such as generating carbon energy for users at
the end of shared rides to improve users’ satisfaction at the end of the ride and enhance
their action efficiency; reduce users’ use costs and improve their stickiness by introduc-
ing preferential activities; establish a membership rights system to consolidate users’
stickiness and enjoy more personalized services; add gamification design elements to
stimulate users’ We have also introduced public welfare activities and warm-hearted
reminders to build a good social image of the platform, and finally satisfy users’ needs
of feeling a sense of achievement, altruism and reciprocity, and entertainment.

In terms of PerceivedControlAffordances, users can independently choose or change
their riding routes according to their actual situation and personal preferences, and can
also use special voice packages or theme interfaces according to their preferences. These
personalized management functions of membership rights and benefits greatly satisfy
users’ needs for independent choice and self-expression and enhance their sense of secu-
rity; common functions such as code unlocking and number unlocking are streamlined
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into one-key The operation improves the efficiency of users’ use, and the planning and
navigation of the area will be carried out in advance when parking temporarily, which
meets users’ requirements for product ease of use and usability. Finally, users can partic-
ipate in publishing routes for DIYmap rides, perfecting the optimal route for rides based
on actual road conditions, making short videos, personalized voice and other services.
This process not only allows users to gain a little extra money, but also allows others
to learn accurate and detailed real information about the ride, satisfying their needs
for altruism and reciprocity. Develop social functions to establish connections between
users to enhance user stickiness; allow users to express their opinions on parking loca-
tions, platforms, etc. to better solve the cold start problem of the platform’s community
function and meet users’ altruistic and reciprocal needs. At the same time, in order to
avoid homogenization of products, bike-sharing app designers can also develop func-
tions based on the requirements and perceived performance dimensions proposed in this
framework to further improve user satisfaction.

In addition, this study sorts out some application categories with their corresponding
perceived demonstrative dimensions and user needs, which can be used as a reference
for other similar application product designs. Designers should be sensitive to user needs
and public opinion trends, update or eliminate outdated and underutilized features, and
design features that meet specific user needs in a timely manner, such as modules on
how to ride safely during an epidemic that meet impromptu and emergency user needs,
which will greatly enhance user satisfaction and improve user stickiness.

6 Concluding Remarks

In this paper, we analyze the existing functions and version iterations of three main-
stream bike-sharing apps in China with the help of the existing theoretical framework
of perceptual performance to address the limitations of interaction design in the field
of bike-sharing apps. After three stages of research, including open coding, spindle
coding and theoretical mapping, this paper finally constructs a “demand-perceptual-
performance-function” framework for the bike-sharing app industry. The insights of
the research are of reference value for the contextualized application of the theoretical
framework of perceptual energetics and the user experience design of bike-sharing apps.
Future research can be conducted in four aspects.

First, the version iteration data does not directly represent the user needs, in order to
explore the real user needs and pain points, questionnaire research and interviews can
be conducted in the form of refining the mapping relationship between user needs and
perceived performance. Second. From the direction of historical data version update, the
current version update can be compared with the historical one to find out the change
direction of update content, which can reflect the change of user’s demand to some extent.
Thirdly, because the use of bicycle sharing app requires users’ daily practice, the percep-
tual performance dimension in this context can be further considered to be divided by
combining time attributes and socio-cultural elements, and finally, a multi-dimensional
hierarchical analysis of the functions of the bicycle sharing app can be conducted by
drawing on the AHP hierarchical analysis, and on this basis, the corresponding percep-
tual performance can be further associated, and the performance can be refined from the
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perspective of interaction design. In the end, the multi-dimensional hierarchical analysis
of bike-sharing app functions can be based on the AHP hierarchy analysis.
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Abstract. While shared e-scooters are still highly prevalent in many urban areas,
we also see an increasing share of privately owned e-scooters on our roads. How-
ever, so far, not much is known about the users of such privately owned e-scooters.
As there is reason to suspect that those who ride their own e-scooter differ consid-
erably from occasional users of rental vehicles, the question is what the character-
istics of those riders are and how their use of vehicles can be described. To address
these questions, we analysed data from an online survey (99 usable data sets) and
several focus group discussions (20 participants) with frequent users and owners
of e-scooters. Results show that these frequent riders have a high degree of iden-
tification with the vehicle, and often use it as their main means of transport. The
majority indicated that they used their e-scooter daily or almost daily, with com-
muting as their most frequent trip purpose. They are rather safety conscious, as is
highlighted by their use of protective gear and the installation of additional safety
equipment on their vehicles. The results indicate that a specific focus on frequent
users is warranted, as they appear to be quite distinct from the user population
that occasionally uses shared services. With the number (and share) of privately
owned e-scooters continuously increasing, targeted approaches that facilitate their
safe and efficient participation in traffic will be required.

Keywords: Micromobility · User characteristics · Usage behaviour

1 Introduction

Although e-scooters have been available only for a few years, they have seen massive
growth in usage since their introduction. Initially, this growth was mainly driven by
shared e-scooters. The relative novelty of these vehicles, coupledwith the sharedmobility
aspect, made them attractive mostly to occasional users, with infrequent use (once a
month or less) being the rule rather the exception (e.g., Siebert et al. 2021). In line with
this, themajority of trips taken by e-scooterwere reported to be related to leisure activities
(e.g., Deutscher Verkehrssicherheitsrat e.V. 2020; Portland Bureau of Transportation
2019; Ringhand et al. 2021).

However, while shared e-scooters are still highly prevalent in many urban areas, we
now see an increasing share of privately owned e-scooters on our roads (e.g., Haworth
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et al. 2021). The fact that users decided to buy their own vehicles might be seen as an
indication that the sharing services, for whatever reason, did not fulfil their mobility
needs. However, little is known about who these individuals are, and what differentiates
them from the occasional users of shared e-scooters. In more general terms, the question
is what the characteristics of frequent e-scooter users are, and how their use of these
vehicles can be described.

To address these questions,we analysed data collected in a project that looked into the
safety of e-scooters and how it could potentially be improved (Anke et al. 2022). Within
this project, we conducted an online survey and several focus group discussions with
frequent users andowners of e-scooters.Among the information collected in these studies
were the characteristics of frequent users (e.g., age, gender, degree of identification with
the e-scooter as a mode of transport) as well as aspects of their e-scooter usage behaviour
(e.g., frequency of use, trip purposes, travelled distances, use of protective gear).

2 Method

2.1 Online Survey

Structure and Content. The online survey consisted of three parts. Part 1 included
questions about the usage background and riding experience. The second part (not rel-
evant for the analyses presented in this paper) addressed safety relevant aspects of e-
scooter use, e.g. experiences with critical situations. The survey concluded with part 3
on socio-demographic information.

Implementation. The survey was created using Sosci Survey (Leiner and Leiner 2021)
andwas freely accessible from03.09.2021 to 30.09.2021. In the run-up to the publication
of the survey, a pre-test was conductedwith five people, the surveywas revised according
to the comments and underwent a final technical function test.

In order to reach as many frequent e-scooter riders as possible, the online survey was
promoted via groups on the topic of “e-scooters” via blogs and social media channels.
In order to increase the response rate, it was pointed out in the cover letter (mail contact
with potential participants) and on the welcome page (page 1 of the survey) that partici-
pation could contribute to gaining knowledge about the still new means of transport. In
addition, participants could win one of five 20e vouchers. They also got the opportunity
to compare their answers with those of the previous participants in a short evaluation of
two items at the end of the survey.

Data Preparation. At the end of the data collection period, 154 individuals had taken
part in the survey. However, not all of them had completed the questionnaire. Partici-
pants that had not completed the last relevant page were excluded from further analysis.
In addition, some response sets had a high proportion of missing values (participants
skipping questions). These were excluded as well. If participants were unreasonably
fast in completing the survey, we critically examined their responses for any obvious
irregularities, and, if necessary, excluded them. We also, unfortunately, had to exclude
two data sets in which participants stated that they used a monowheel or an electric
skateboard instead of an e-scooter. At the end, a sample of 99 respondents remained for
analysis.
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2.2 Online Focus Groups

Structure and Content. Complementary to the survey, semi-structured script-based
focus group interviews were conducted with frequent and experienced e-scooter riders.
Similar to the survey, safety relevant aspects of e-scooter use, which are not subject to
the analyses presented in this paper, were one of the main topics that were discussed.
However, the focus groups also covered general aspects of usage behaviour (how often
do riders use the e-scooter, for what types of trips, do they use protective gear etc.), as
well as participant demographics. A script was developed that contained all the relevant
topics as well as some guiding questions for these topics, in order keep the different
focus groups as structured as possible.

Implementation. A first version of the focus group script was pre-tested on a single
focus group with participants that had cycling and e-scooter riding experience. Based
on the gathered insights, adjustments were made to the script and the schedule. At the
same time, the focus group moderators were trained on the contents and structure of the
script. They received information on how to deal with possible conflicts, and got some
additional communication tips.

For the acquisition of participants, about 40 people were contacted who had given
their consent to this in the online survey. Further acquisition took place via social media,
calls or advertisements on eBay Classifieds, in e-scooter forums and a newsletter.

Due to the restrictions resulting from the COVID-19 pandemic, we opted for an
online implementation. Six online focus groups were conducted in November 2021
using the Zoom video meeting service. During the discussions, two moderators guided
the participants through the different parts of the script, with short breaks in between. At
the end, the participants were asked for their feedback and information was given about
the allowance (30e). The whole process took between two and two and a half hours.

Data Preparation. The focus group discussions were recorded as video/audio files and
then transcribed. The participants’ statements were then coded using the MAXQDA
software (VERBI Software, 1989–2021) with the help of a coding scheme, which was
based on the contents defined in the script, and which was successively extended into
subcategories. Central to the analyses presented in this paper were mostly information
gathered during the introductory stage, including the participants’ age and gender, the
background for their e-scooter use, the trips they used it for, etc.

3 Results

3.1 Sample/General User Characteristics

The final data set of the online survey included a total of 99 e-scooter users who use
an e-scooter at least once a month. The characteristics of the sample are presented in
detail in Table 1. The mean age of the participants was 37.8 years (SD = 12.1). The
high proportion of male users (91%) is striking. While the vast majority of frequent
users owned the vehicle they were riding, interestingly, one participant reported to use
a company vehicle, which is certainly still a novel concept when it comes to e-scooters.
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Also worth highlighting is the fact that, while rental vehicles are available primarily in
larger urban areas, frequent users / private owners can also be found in smaller towns
and rural areas.

Table 1. Sociodemographic characteristics of survey sample.

% N

gender 100 80

female 6.3 5

male 91.3 73

diverse 2.5 2

age 100 91

<18 years 2.2 2

19–30 years 29.7 27

31–40 years 30.8 28

41–50 years 20.9 19

>50 years 16.5 15

place of residence 100 96

rural area (small town < 5,000 inhabitants) 10.4 10

small town (5,000 to 20,000 inhabitants) 19.8 19

medium-sized town (20,000 to 100,000 inhabitants) 22.9 22

large city (100,000 to 500,000 inhabitants) 25.0 24

small metropolis (500,000 to 1 million inhabitants) 8.3 8

large metropolis (over 1 million inhabitants) 13.5 13

e-scooter ownership 100 99

yes 97.0 96

no, use of company vehicle 1.0 1

no, use of rental vehicle 2.0 2

The characteristics of the focus group sample largely reflect those of the survey
sample. Seventeen (85%) participants were male, three (15%) female, with a mean age
of 36.7 years (SD = 9.5). Of the 20 participants, 17 owned an e-scooter, the other three
used rental vehicles.

3.2 Use of/Identification with Different Modes of Transport

When asked about their main means of transport, about 41% of the participants in the
online survey indicated that the e-scooter was indeed the most important mode for them
(Fig. 1). For one third of the participants, it was the car. When asked with what mode
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of transport they would identify the most, about one quarter of the survey participants
indicated that they indeed felt like primarily being an e-scooter user, while about one
third considered themselves car drivers (Fig. 2). When, in a separate question, asked
specifically to what degree the considered themselves being an e-scooter rider, more
than three quarters (78%) of the respondents indicated the highest possible level of
identification (5 on a scale from 1 to 5).

Fig. 1. Relative frequencies of responses to question “What mode of transport do you mainly
use?”.

Fig. 2. Relative frequencies of responses to question “With what road user group do you identify
the most?”.

3.3 Travel Purposes, Frequency of Use and Distances

The majority of participants in the online survey indicated that they used their e-scooter
daily or almost daily. For more than half of them, their most frequent trip by e-scooter
was longer than 5 km. The purpose of this most frequent trip with the e-scooter was the
journey to work or school for nearly half of all respondents (Fig. 3). At the same time,
riding the e-scooter for purposes of leisure (either with a specific destination, or just for
the joy of riding as such) was the most typical / frequent trip purpose for nearly one third
of the participants.

These results are in line with the findings from the focus groups. There, too, par-
ticipants reported that the main purpose of use was commuting to work, also for long
distances and in combination with long-distance and regional transport. Leisure related
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Fig. 3. Relative frequencies of responses to question “For what purpose do you ride e-scooters
most often?”.

trips did play a certain role as well. The following are sample quotes from the focus
group discussions:

"I use the e-scooter mainly to - once a) overcome the last mile, which now relates
to the [name of a city] transport provider [...]. Secondly, of course, the commute to
work or the trip to sports, or actually to go shopping, that also regularly. I actually
ride almost every day."

(male private vehicle user, 39 years).

"... That only since April this year I have been using the thing then also for
commuting to work. [...] I travel by train [...]. The big advantage of the scooter for
me is that it folds up and fits under the seat, unlike a bicycle. In [city 1] it’s another
10-12 kilometres to my workplace. That’s the commuting distance. So [city 2] from
the flat to the main station, and then [city 1] main station office and return. That’s
the most common or almost daily route. Otherwise, well, sometimes in my free
time I go somewhere in [city 2] and fool around in the city, or sometimes I go out
to my parents’ house, who also live in the countryside, where the bus goes three
times a day. The scooter is also very useful there and of course also for shopping
in the city, just put a bigger backpack on and you’ve almost done your weekly
shopping.”

(male private vehicle user, 39 years).

3.4 Perceived Safety and Use of Protective Equipment

The results of the online survey show that the frequent e-scooter riders feel relatively
safe in traffic when they ride e-scooters (Fig. 4).

About half (50.5%) of the surveyed riders stated that they use a helmet and/or other
protective equipment when riding an e-scooter (36.4% helmet only, 12.1% helmet and
additional equipment, 2.0% equipment without helmet). In addition, the respondents
had the opportunity to provide more detailed information on other protective equipment
they used. They mentioned:

• gloves (6x),
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Fig. 4. Relative frequencies of responses to question “How safe do you feel riding an e-scooter
in traffic?”.

• additional light (2x),
• protectors (1x),
• signal clothing (1x),
• long clothing (1x) and
• reflectors (1x).

In the online focus group, eight out of twenty participants stated that they use a
helmet, including one of the rental vehicle users. Other protective equipment reported
in the focus groups was similar to that reported in the online survey:

• gloves (3x),
• safety boots (2x),
• day-glow jacket (2x),
• reflectors (3x),
• long clothing (1x),
• additional light (1x) and
• coloured brake cables (1x).

During the discussions, it became clear that the aspect of visibility played a prominent
role, as the following quotes illustrate:

"And I got myself reflective silicone cables for the wiring so that I can be seen
better from the side."

(male private vehicle user, 35 years).

"What also comes to my mind is what I use to travel in the dark season that we
are starting to have now: I usually, actually always have a backpack on my back.
And I have a red light on the back of the bag on the side, just on the left side. A
flashing light. Because I think that the low red light of the scooters is not seen in
traffic anyway. So that makes no sense at all. That’s why I have another one a bit
higher up and hope that I’ll be seen a bit better that way.”

(male private vehicle user, 37 years).
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3.5 Tuning of the E-Scooter

About two-thirds of the surveyed e-scooter owners can imagine tuning their vehicle
(27.4%), or have already done that (33.7%). This high proportion in favour of (illegal)
modifications is also reflected in the statements collected during the focus groups. Inter-
estingly, (increasing) speedwas not the sole focus of suchmodifications. The adjustments
mentioned in the focus groups are presented below in paraphrased form:

• tuning for speed (9x),
• retrofitting of turn signals (or in one case turn signals had just been ordered) (4x),
• additional mirror on handlebars (3x), or even second mirror (1x),
• change of light settings for continuous lighting (2x),
• handlebar extension in the sense of an extension to mount indicators, mobile phone

holder, light etc., to be seen better and to have a better grip (1x),
• other tyres mounted, in the sense of winter tyres (1x),
• setting the “international mode”, which enables a cruise control function and thus

also contributes to better handling of the right-turn situation (1x).

4 Discussion

Aim of the analysis presented in this paper was to describe frequent users and owners of
e-scooters, and identify differences to as well as commonalities with occasional users of
rental vehicles. Results show that our participating riders had a high degree of identifi-
cation with the vehicle, and often used it as their main means of transport. The majority
indicated that they used their e-scooter daily or almost daily, with the commute their
most frequent trip purpose.

When comparing our survey participants’ demographics to those of an earlier project
(Ringhand et al. 2021), in which we observed and interviewed e-scooter users on Berlin
roads, some differences become apparent. While less than one in ten (9%) of the partici-
pating frequent users were female, we observed a ratio of about one out of four (24%) on
the street. Age-wise, our frequent users were slightly older (38 years) than those inter-
viewed in the field (30 years). Given that 94% of the vehicles observed in Berlin were
rentals, it is reasonable to assume that the differences in demographics would somewhat
reflect general differences in user characteristics between frequent riders (primarily of
their own vehicles) and occasional users (of rental vehicles).

Corresponding differences were also found with regard to other aspects of vehicle
usage. Among the respondents in the field study, around 27% were using the e-scooter
for the first time, while only 16% indicated to use an e-scooter on a (nearly) daily basis.
Not surprisingly, usagewasmuchmore frequent among our sample of frequent e-scooter
riders. More importantly, the majority (90%) of the on-street respondents indicated that
their e-scooter ride was leisure related, in line with previous findings on users of rental
vehicles (Orozco-Fontalvo et al., 2022). This trip purpose only played a secondary role
for our frequent riders, while the commute was clearly the most relevant use case.

Among thefindings that stuckoutwas the fact that a considerable share of participants
lived in smaller towns or even villages. Accordingly, relevant usage contexts might not
solely be urban or suburban areas, which are typically served by providers of shared
vehicles. Considerations regarding the integration of e-scooters (and other forms of
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micromobility) into the traffic and transport system should therefore not only focus
on those larger cities that currently struggle to accommodate the large fleets of rental
vehicles. In fact, privately owned e-scooters might actually be considered a reasonable
approach to tackle the first / last mile issue in less urbanised areas that cannot reasonably
be addressed by rental vehicles.

It is important to note that frequent riders and private owners seem to be very safety
conscious. Not only do they use protective gear to a much larger extent than the average
user (Huemer et al. 2022). They also actively modify their vehicles by adding equipment
that is supposed to increase the vehicles’ safety. This approach might, to some degree, be
linked to trip purposes and usage contexts (longer commutes, in parts potentially on rural
roads), potentially resulting in a higher exposure to safety critical events. In principle,
however, this finding indicates that many negative preconceptions regarding e-scooters
that can be found should not be generalised to all users. Indeed, during the focus group
discussions, frequent users repeatedly tried to emphasise the gap between themselves
(described as serious, experienced and responsible users) and the others (described as
those who don’t know what they are doing and have no respect for the rules).

While our datasetwas comparatively small and somewhat limited, our results indicate
that a specific focus on frequent users seems warranted, especially given their usage
patterns that seem to deviate substantially from those of occasional users. It becomes
clear that frequent users and private owners of e-scooters are a different kind than the
user population that we saw initially for shared services. With the number (and share) of
privately owned e-scooters continuously increasing, targeted approaches that facilitate
their safe and efficient participation in traffic will be required.
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Abstract. Crash statistics and hospital data show that injured e-scooter riders
arrive at hospitals often at night and on weekends. Subsequently, the crash risk at
night is higher compared to the daytime.Apossible explanationmight be increased
rule violations, safety-critical behaviors, and changes in the user group at night
compared to daytime. Therefore, we aimed to conduct an observational study
analyzing the interrelationships of risky behaviors, rule violations, and user char-
acteristics of e-scooter riders in two German cities. A total of 732 observations
were analyzed with Chi-Squared tests and Generalized Estimating Equations. The
results show increased rates of tandem riding at night compared to the daytime and
increased rule violations of adolescents compared to older e-scooter riders regard-
less of the time of day. Rates of helmet use, wrong-way riding, headphone use,
smartphone use, and luggage transport were comparable for daytime and night
observations. The results suggest that educational campaigns should focus on tan-
dem riding, especially targeting the user group of teenage riders. This study brings
e-scooter riding at night into the light and emphasizes riders’ nightly behaviors
for policymakers and traffic safety.

Keywords: Micromobility · Traffic safety · Night riding

1 Introduction

Riding e-scooters in Germany started in 2019, followed by a rush of shared e-scooters
in the cities with a predominantly male and young user group (Haworth et al. 2021b;
Haworth and Schramm 2019; Huemer et al. 2022). Especially in the early stages, e-
scooter riding at night was associated in the popular press with people being drunk,
riding e-scooters in groups, and severe crashes (Noack 2019; Tapper 2019). Confirming
these reports, crash statistics and hospital data show that injured e-scooter riders arrive
at hospitals more often at night and on weekends compared to data on cyclists (Kleinertz
et al. 2021; Stigson et al. 2021). In addition, Shah and Cherry (2022) showed a higher
crash risk at night compared to daytimewhen putting the number of car-e-scooter crashes
into perspective on the number of trips made.
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A possible explanation for increased crashes and injuries at night might be increased
rule violations, safety-critical behaviors, and changes in the user group compared to
daytime. To raise riders’ awareness and reduce crash risk at night, policymakers and
traffic safety specialists would benefit from findings about the changes from day to
night regarding the behavior and characteristics of e-scooter riders. With this, they could
address e-scooter riders at risk more specifically and aim to reduce critical behaviors
that might occur more often at night than in the daytime.

Demographic characteristics, safety-critical behavior, and rule violations of e-scooter
riders were the focus of international scientific research in recent years without particular
differentiation between day and night. Evidence shows that e-scooter riders are primarily
young and male (Curl and Fitt 2020; Haworth et al. 2021b; Laa and Leth 2020; Orozco-
Fontalvo et al. 2022; Portland Bureau of Transportation 2020; Siebert et al. 2021). With
this, e-scooter riders might be more prone to risky riding than cyclists because they are
inexperienced in riding and can be affected by a self-enhancement bias known for this
age group (Harré et al. 2005; Sibley and Harré 2009). By overestimating their abilities,
young e-scooter riders might perform safety-critical behavior like tandem riding (two
people on one e-scooter), riding against the direction of travel, and using the wrong
infrastructure (i.e., footpaths, depending on national regulations). A first hint that safety-
critical behavior is enhanced for younger e-scooter riders compared to older riders was
shown by the observations of Huemer et al. (2022) for a sample consisting of e-scooter
riders and cyclists. Still, a replication of this finding is missing.

For riding e-scooters at night, the rate of young people using e-scooters at nightmight
be increased compared to the daytime if they head to bars, clubs, or pubs. In addition,
these young users could be strongly affected by riding with their peers. Research on car
drivers shows that adolescents’ risky behavior increases with peers’ being passengers
(Leadbeater et al. 2008) and by having risky friends or peer pressure (Simons-Morton
et al. 2012). Regarding e-scooter riding, the question arises whether adolescents travel
primarily in groups with peers and whether this is associated with increased safety-
critical behavior, especially at night.

An observational study could gather robust data on riding in groups and the safety-
critical behaviors of e-scooter riders both day and night. Previous research used camera-
based methods or human observers to study the demographic characteristics and rule
violations of e-scooter riders (Arellano and Fang 2019; Haworth et al., 2021a, 2021b;
Haworth and Schramm 2019; Huemer et al. 2022; Siebert et al. 2021). With camera-
based methods, riding in groups cannot be captured well because of too-small image
detail, especially when aiming to rate the togetherness of individuals at greater distances.
In addition, at night, the image of camera-based observations loses sharpness and col-
oration, making the categorization of gender and age more difficult. A human observer,
however, can study an e-scooter rider over an extended period and effortlessly recognize
a person’s social affiliation with others regardless of the time of day. Since there have
been no previous studies on the nighttime use of e-scooters or riding in groups, this
study aims to fill this gap through observations with human observers, also covering the
behaviors of young e-scooter riders.
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To sum up, we aimed to analyze the following research questions with an
observational study:

• Which safety-critical behavior of e-scooter riders can be observed at night compared
to daytime?

• Are there differences in the demographic profile of e-scooter riders between day and
night?

• Does the percentage of riding in groups increase at night compared to the daytime?
• Is riding in groups or age correlated with increased safety-critical behavior at night

compared to daytime?

2 Methods

2.1 Observation Plan and Sites

To compare the user characteristics, risky behavior, and rule violations of e-scooter riders
between day and night, we chose four sites in two German cities (Dresden and Berlin)
that guaranteed high e-scooter usage during the daytime. In addition, these sites were
located close to pubs, restaurants, and clubs, which enabled nighttime observations. Each
site had two clearly defined observation areas (two sides of the road) with an expanse of
around 70 m without junctions or intersections. An exception to this arrangement is site
two because both a main street (with two observation areas), and a side street adjacent to
it were observed there. Every observation area had one observer. The data collection was
made in two weeks, in August and September 2020. The nighttime observations were
conducted on Friday and Saturday evenings (9 pm to 0.30 am). We added the afternoon
of the same day for daytime comparisons (2 pm to 6.30 pm) and another afternoon on
a weekday (2 pm to 6.30 pm). Indicators for the chosen times were the evaluations of
Tack et al. (2019) on the usage of rental e-scooters. Table 1 gives an overview of the
observation plan.

Table 1. Observation plan for the four sites.

Site 1 Site 2 Site 3 Site 4

City Berlin Berlin Dresden Dresden

Location Warschauer Brücke Unter den Linden Albertplatz Kulturpalast

Day (Tuesday/Wednesday)
- observation times

Tuesday:
2 pm–4 pm /
4.30 pm–6.30 pm

Wednesday:
2 pm–4 pm /
4.30 pm–6.30 pm

Tuesday:
2 pm–4 pm /
4.30 pm–6.30 pm

Wednesday:
2 pm–4 pm /
4.30 pm–6.30 pm

Day (Friday /
Saturday)–observation
times

Friday:
2 pm–4 pm /
4.30 pm–6.30 pm

Saturday:
2 pm–4 pm /
4.30 pm–6.30 pm

Friday:
2 pm–4 pm /
4.30 pm–6.30 pm

Saturday:
2 pm–4 pm /
4.30 pm–6.30 pm

Evening / night (Friday /
Saturday)–observation
times

Friday:
9 pm–11 pm /
11.30 pm–0.30 am

Saturday:
9–11 pm

Friday:
9 pm–11 pm /
11.30 pm–0.30 am

Saturday:
9–11 pm
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2.2 Observation Categories

The following variables were observed: age, gender, group size, vehicle type (rental,
owner), tandem riding (two persons on one e-scooter), sidewalk riding, helmet use,
used road infrastructure, riding against the direction of traffic, headphone use, handheld
smartphone use as well as luggage on/at the e-scooter.

The following definitions were made:

• The category group size reflects the number of e-scooters within one group, i.e., the
number of vehicles.

• A group is defined as a socially cohesive group of people.
• Within a group of two or more e-scooters, the person driving in front is observed for

all other categories.
• For tandem riding, the person steering is observed for all other categories.
• Age categories were the following: children (<14 years), adolescents (14–20 years),

young adults (20–40 years), middle-aged adults (41–65 years), and pensioners
(>65 years)

Observers were trained in observational areas and categories before starting the offi-
cial data collection. For observations, they used a tablet-based observation tool (Vollrath
2019). Inter-rater reliability was excellent for observations of group size, helmet use,
tandem riding, smartphone use, and gender (each κ = 1.00), almost perfect for head-
phone use and type of vehicle (κ = 0.88), substantial for luggage on/at the e-scooter (κ
= 0.75), and moderate for age (κ = 0.43) (Landis and Koch 1977).

2.3 Data Analysis

We collected the data for all observed variables separated into two measures of daytime
and one of nighttime. The total number of observations was N = 732. The influence
of the observation time on distributions of demographic characteristics, group size,
and safety-critical behavior was tested using Pearson Chi-squared tests. We performed
post hoc tests by comparing significance levels of adjusted standardized residuals with
Bonferroni correction (Beasley and Schumacker 1995). The influence of age and group
size on safety-critical behavior at night was tested for the variables wrong-way riding,
sidewalk riding, and tandem riding with Generalized Estimating Equations with a binary
logic link function. The predictors were observation time (day vs. night), observed group
size (riding alone vs. riding in groups), age (adolescents vs. older), and their two-way
interactions.

3 Results

First, we report the results on the differences between daytime and nighttime e-scooter
ridingonobservedgender, age, group size, andvehicle type.Table 2 shows thedescriptive
numbers.

Around three-quarters of all observed e-scooter riders were male, and one-quarter
were female, regardless of the time of day, χ2 (2) = 1.21, p = .559, Cramer’s V = .040.
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Table 2. Demographic characteristics of e-scooter riders, group size, and vehicle type depending
on the time of observation (N = 732). Exception of sample sizes due to impossible classification
for vehicle type: n = 182 for the day [Tuesday/Wednesday] and n = 200 for evening /night.

Variable Day Day Night

Tuesday/Wednesday Friday/Saturday Friday /
Saturday

n % n % n %

gender male 137 74.9 270 77.5 148 73.6

female 46 25.1 78 22.5 53 26.4

age in
years

children 5 2.7 4 1.2 1 0.5

adolescents 37 20.2 48 13.8 41 20.6

young adults 116 63.4 241 69.2 134 67.3

middle-aged
adults

25 13.7 55 15.9 23 11.6

pensioners – – –

group
size

1 e-scooter 105 57.4 128 36.8 80 39.8

≥2 e-scooter 78 42.6 220 63.2 121 60.2

vehicle rental 167 91.8 330 94.8 196 98.0

privately
owned

15 8.2 18 5.2 4 2.0

The number of teenage e-scooter riders was slightly higher on Friday/Saturday nights
than on the same days in the daytime, but without a statistically significant difference
χ2 (4) = 6.85, p = .144, Cramer’s V = .069.

The observations of people riding e-scooters in groups with peers significantly
changed when testing for the effect of observation time, χ2 (4) = 29.41, p < .001,
Cramer’s V = .142. Post hoc tests showed that in the daytime in the middle of the week,
the relative number of people riding alone was higher than expected (p < .001). In con-
trast, riding alone in the daytime of a Friday or Saturday day was lower than expected
(p = .017). Riding in groups with peers was observed more often on Fridays/Saturdays
(60% and 63%) than during the week (43%). An assumed increase in riding in groups
at night hours cannot be confirmed.

The observation time significantly influenced how many rental or privately owned
e-scooters were observed, χ2 (2) = 7.73, p = .021, Cramer’s V = .103. At night the
percentage of rental e-scooters was higher than for daytime observations.With the rather
small global effect, the post hoc tests with Bonferroni correction showed no significant
differences (p = .128).

Next, the results on safety-critical behavior are reported. Table 3 shows the descrip-
tive statistics of helmet use, wrong-way riding, sidewalk riding, tandem riding, head-
phone use, smartphone use, and luggage transport, depending on the observation time.
As can be seen, the reported rates of safety-critical behaviors varied strongly. Overall,
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helmet and smartphone use were observed only in a few cases. For both, no influence
of the observation time is given, helmet use: χ2 (2) = 1.62, p = .446, Cramer’s V =
.047; smartphone use: χ2 (2) = 3.50, p = .173, Cramer’s V = .069. Similarly, for the
transport of luggage at/with the e-scooter, no influence of observation time on observed
rates is given, χ2 (2) = 4.43, p = .109, Cramer’s V = .078.

For bothwrong-way riding and sidewalk riding,we see similar patterns:Theobserved
amounts are high in the daytime during the week, then become lower for the daytime of
Friday/Saturday, and finally increase again for the night observations.Wrong-way riding
was observed at night for every one in ten and sidewalk riding every three in ten. For
both variables, a significant influence of observation time is given: wrong-way riding:
χ2 (2)= 7.50, p = .024, Cramer’s V = .101; sidewalk riding: χ2 (2)= 21.04, p < .001,
Cramer’s V = .170. For wrong-way riding with a relatively small global effect, the post
hoc tests showed no significant differences. There are tendencies that observations of
wrong-way riding were higher than expected in the daytime during the week (p = .104)
and lower than expected in the daytime on Fridays/Saturdays (p = .088). For sidewalk
riding, post hoc tests showed that sidewalk riding was higher than expected for daytime
during the week (p = .010) and lower than expected for daytimes of Fridays/Saturdays
(p < .001).

Tandem riding (two persons on one e-scooter) was increased for the nighttime obser-
vations compared to daytime observations regardless of the day of the week, with every
one in ten observed e-scooter riders. An overall significant effect of observation time
was found, χ2 (2) = 10.40, p = .006, Cramer’s V = .119. Post hoc tests showed that
observations of tandem riding at nightwere significantly higher than expected (p= .002).
These results indicate more rule violations of tandem riding for night observations.

Lastly, the percentage of headphone use was observedmore often during the daytime
in the week compared to Fridays/Saturdays regardless of daytime or night. The influence
is significant, χ2 (2) = 9.97, p = .007, Cramer’s V = .117. Post hoc tests showed that
the observed headphone use for daytime during the week was higher than expected (p
= .015).

To quantify the effects on wrong-way, sidewalk, and tandem riding, we tested the
influence of age, group size, observation time, and their 2-way interactions with Gen-
eralized Estimating Equations. Table 4 shows the variables and levels being used in the
model. Table 5 shows the results of the models. For wrong-way riding, we see a signifi-
cant influence of age, indicating that adolescents ride more often against the direction of
travel than older users of e-scooters, regardless of the time of day. There was no effect
on wrong-way riding for group size, observation time, and two-way interactions. The
model for sidewalk riding showed no significant influences at all, implying similar rates
of users riding the e-scooter illegally on a sidewalk regardless of observation time, group
size, and age. For tandem riding, several significant influences were found. Results show
that tandem riding is increased for observations at night compared to daytime. One can
also see a significant interaction between observation time and group size. It shows that
tandem riding is less likely to occur when riding with two or more e-scooters at night
than in other combinations. For a better understanding, Fig. 1 illustrates this interaction
with descriptive numbers showing that the observed tandem riding rate is particularly
enhanced for two people sharing one e-scooter at night. Finally, the model showed a
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Table 3. Safety-critical behavior depending on the time of observation (N = 732).

Day – working
days1 (n = 183)

Day - Friday/Saturday (n
= 348)

Night - Friday /
Saturday (n = 201)

n % n % n %

helmet use 2 1.10 6 1.70 1 0.50

smartphone use 2 1.10 6 1.70 0 0.00

wrong-way riding 26 14.20 24 6.90 21 10.40

sidewalk riding 60 32.80 58 16.70 59 29.40

tandem riding 9 4.90 12 3.40 20 10.00

headphone use 26 14.20 27 7.80 11 5.50

luggage transport 17 9.30 26 7.50 8 4.00

Table 4. Descriptive statistics of categories used for Generalized Estimating Equations, N = 720
(without children).

Variable n

Wrong-way riding no 653

yes 67

Sidewalk riding no 550

yes 170

Tandem riding no 680

yes 40

Observation time night 198

day 522

Group size ≥ 2 e-scooter 412

1 e-scooter 308

Age adolescents (15–20 years) 126

older than 21 years 594

significant influence of age on tandem riding. The result indicates that adolescents ride
more often together on one e-scooter than older users do, regardless of the time of day.

1 Except for Friday.
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Table 5. Generalized estimating equationmodel results of predictingwrong-way riding, sidewalk
riding, and tandem riding vs. showing no wrong-way riding*, no sidewalk riding*, and no tandem
riding*. Bold highlighted results are significant at α < .05. * Referenced category.

Estimate SE Wald P

Wrong-way riding

Intercept −2.26 0.22 107.14 <.001

night vs. day* −0.33 0.36 0.82 .365

≥ 2 e-scooter vs. 1 e-scooter* −0.47 0.41 1.33 .248

adolescent vs. older* 1.33 0.54 6.07 .014

night & ≥ 2 e-scooter vs. other combinations* 0.78 0.47 2.72 .099

night & adolescent vs. other combinations* −0.41 0.52 0.63 .426

≥ 2 e-scooter & adolescent vs. other combinations* −0.47 0.61 0.60 .441

QIC 445.87

Sidewalk riding

Intercept −1.87 0.22 72.38 <.001

night vs. day* 0.13 0.34 0.14 .711

≥ 2 e-scooter vs. 1 e-scooter* 0.11 0.26 0.18 .674

adolescent vs. older* 0.80 0.51 2.46 .117

night & ≥ 2 e-scooter vs. other combinations* 0.18 0.46 0.16 .690

night & adolescent vs. other combinations* 0.22 0.44 0.26 .612

≥ 2 e-scooter & adolescent vs. other combinations* −0.47 0.65 0.54 .464

QIC 824.98

Tandem riding

Intercept −3.23 0.37 74.76 <.001

night vs. day* 1.84 0.55 11.29 <.001

≥ 2 e-scooter vs. 1 e-scooter* −0.22 0.52 0.18 .668

adolescent vs. older* 1.54 0.72 4.52 .034

night & ≥ 2 e-scooter vs. other combinations* −3.08 1.22 6.35 .012

night & adolescent vs. other combinations* −0.70 0.82 0.73 .394

≥ 2 e-scooter & adolescent vs. other combinations* −2.26 1.29 3.09 .079

QIC 273.37
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Fig. 1. Observed rates of tandem riding depending on observation time and group size.

4 Discussion

Weconducted anobservational study in twoGermancities to analyzepossible differences
between daytime and night for e-scooter riders concerning safety-critical behavior and
the demographic profile of users.

Most interestingly, we found an increase in tandem riding at night compared to the
daytime. Moreover, tandem riding at night was more likely to be shown for e-scooter
riders using one e-scooter compared to those riding in groups with two or more e-
scooters. This finding implies that tandem riding at night is a cause of concern, especially
for pairs renting only one e-scooter. Reasons for increased tandem riding at night could
be reduced availability of e-scooters, increased disinhibition by alcohol or drug abuse,
shorter trips, peer dynamics, and pricing. It would be necessary to analyze in more detail
what factors lead to renting only one e-scooter at night and sharing it with someone,
for instance, with interviews in the nighttime. From a traffic safety perspective, some
might say that tandem riding at night is a reason to prohibit the usage of e-scooters
for specific hours. For instance, with the rental ban on shared e-scooter at night in
Atlanta (after four deaths of e-scooter), Anderson et al. (2021) showed a reduction in e-
scooter riders arriving at the hospital compared to times without the rental ban. However,
tandem riding might also be reduced by less drastic traffic measures like price offers for
pairs or promotional campaigns in the e-scooter apps. In addition, our results show that
safety-critical behavior and rule violations for all other variables did not change when
comparing day and night observations (helmet use, wrong-way riding, headphone use,
smartphone use, and luggage transport). This implies that e-scooter riding at night is not
automatically related to irregular behavior.

For adolescents (approx. 14–20 years old), we found an increased rate of wrong-
way riding and tandem riding compared to older categorized e-scooter riders. With this,
younger users appear to be more prone to these safety-critical behaviors, which is in line
with the findings of Huemer et al. (2022). The result indicates that the self-enhancement
bias, as observed in young car drivers (Harré et al. 2005; Sibley and Harré 2009), might
also be relevant in e-scooter riding. Inexperience with e-scooters and traffic rules, in
general, could also contribute to the irregular behavior of young riders (Petzoldt et al.
2021). Indeed, more research is needed with the latest numbers to confirm these assump-
tions. No significant differences between day and night were found for the demographic
profile of e-scooter riders. The observed distributions of gender and age correspond to
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previous findings for daytime observations (Haworth and Schramm 2019; Huemer et al.
2022), with three-quarters being male and a main age range between 20 and 40 years.

A further relevant finding relates to the differences between both daytime observa-
tions. During the week, the rate of headphone use, wrong-way riding, sidewalk riding,
and people riding with one e-scooter was higher than for precisely the same (day) times’
observations on Fridays and Saturdays. Conversely, we observed lower group riding
rates during the week than on Fridays and Saturdays. Bringing these results together
might indicate a change in the trip purposes. For work days, e-scooters could be mainly
used for commuting trips (using only one e-scooter, using headphones). In contrast, at
weekends, people might use e-scooters for leisure activities with accompanying peers.
This interpretation of data matches the observation of more privately-owned vehicles
than shared ones during the week, which might also be commute-related. Such differ-
ences in trip purposes and maybe also user characteristics (except for age and gender)
could also be a reason for increased crash rates of e-scooter riders on weekends. Further
research should focus on rule violations in light of differentiations between rides of
commuters and leisure activities, similar to Huemer (2018) with cyclists.

This research provided valuable results on safety-critical behaviors and demographic
characteristics of e-scooter riders at night. However, some limitations must be acknowl-
edged. A shortcoming of our observational study is the fact that the human observer
could only categorize one person at the same time. This means that within a group of
several people, the other ones might be under-represented in our data. For this reason,
we suggest further studies aiming to analyze riding in groups by combining human and
video observation. With the help of time-synchronized video data, it would be possible
to encode the other e-scooter riders. Another limitation is the small number of sites that
were covered. We know that the locations used for observations can have their peculiar-
ities, and data might be biased. For this reason, further research is needed to validate our
findings.

5 Conclusion

The observational study being presented in this article analyzed safety-critical behavior,
rule violations, and user characteristics of e-scooter riders during daytime and night.
The results indicate a particular relevance of tandem riding at night and increased rule
violations of adolescents regardless of the time of day. The results suggest that traffic
safety education should focus on tandem riding, especially targeting the user group of
teenage riders. With this study, we bring e-scooter riding at night into the light and
emphasize rider’s nightly behaviors for policymakers.
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