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Preface

SIMBig 20221, the 9th edition of the International Conference on Information Man-
agement and Big Data, was held between November 16–18, 2022 at the Facultad
de Ingeniería de Sistemas e Informática (FISI)2, of the Universidad Nacional Mayor
de San Marcos3, Lima, Peru. SIMBig 2022 presented novel methods for the analysis
and management of large data, in fields like Artificial Intelligence (AI), Data Science,
Machine Learning, Natural Language Processing, Semantic Web, Data-driven Software
Engineering, Health Informatics, among others.

The SIMBig conference series aims to promote cooperation between national and
international researchers to improve data-driven decision-making by using new tech-
nologies dedicated to analyzing data. SIMBig is a convivial place where participants
present their scientific contributions in the form of full and short papers. This book con-
tains the papers presented at the 9th edition of SIMBig. After undergoing a double-blind
review process, a total of 19 papers were selected for publication in this edition, con-
sisting of 18 long papers and one short paper. The acceptance rate for these papers was
38%.

Keynote Speakers’ Resumes

Dr. Monica Lam, from Stanford University, USA, talked about taming neural language
models into trustworthy conversational virtual assistants. Dr. Lam started with the ques-
tion “what if computers can truly converse with us in our native tongue?” Then, she
discussed how computers will transform into effective, personalized assistants for every-
body. Commercial chatbots today are notoriously brittle as they are hardcoded to handle
a few possible choices of user inputs. Recently introduced large language neural models,
such as GPT-3, are remarkably fluent, but they are prone to hallucinations, often pro-
ducing incorrect statements. This talk described how we can tame these neural models
into robust, trustworthy, and cost-effective conversational agents.

Dr. Leman Akoglu, from Carnegie Mellon University, USA, talked about unsuper-
vised machine learning for explainable Medicare fraud detection. A major concern in
the US federal health care system is overbilling, waste, and fraud by providers, who
face incentives to misreport on their claims to receive higher reimbursements. In this
talk, focusing on Medicare (the health insurance program for elderly adults and the dis-
abled), Dr. Leman presented data-driven techniques to identify providers with spending
patterns consistent with overbilling. Her approach was (i) fully unsupervised, avoiding
laborious human labeling and (ii) explainable to end users, guiding the auditing process.
Data from the Department of Justice on providers facing anti-fraud lawsuits validated
the approach.

1 https://simbig.org/SIMBig2022/.
2 https://sistemas.unmsm.edu.pe/.
3 https://unmsm.edu.pe/.

https://simbig.org/SIMBig2022/
https://sistemas.unmsm.edu.pe/
https://unmsm.edu.pe/


vi Preface

Dr. Jiang Bian, from University of Florida, USA, started his talk with the question:
What if AI could utilize real-world data, spanning from prediction to interventionmodel-
ing, to address issues of fairness and disparities? The rapid adoption of electronic health
record (EHR) systems has made large collections of real-world data (RWD) available for
research. These datasets reflect the characteristics and outcomes of patients being treated
in real-world settings. The increasing availability of RWD, combinedwith advancements
in AI, especially machine learning and deep learning, offers untapped opportunities to
generate real-world evidence for a wide range of biomedical and clinical questions. This
talk focused on several applications of AI on real-world data, highlighting the shift from
building traditional prediction models to more careful study design that considers “in-
terventional” models. Furthermore, Dr. Bian discussed how the utilization of real-world
data and AI can provide opportunities for addressing health disparities and improv-
ing health equity, particularly through the inclusion of social determinants of health.
However, these advancements also bring challenges in ensuring fairness due to inherent
limitations such as structural missingness and data quality issues.

Dr. Andrew Tomkins, from Google, USA, talked about A/B testing for high-quality
alternatives.A/B testing iswidely used to tune search and recommendation algorithms, to
compare product variants as efficiently and effectively as possible, and even to study ani-
mal behavior. With ongoing investment, due to diminishing returns, the items produced
by the new candidate show smaller and smaller improvement in quality from the items
produced by the current system. By formalizing this observation, Dr. Tomkins devel-
oped the first closed-form analytical expressions for the sample efficiency of a number of
widely used families of slate-based comparison tests. In empirical trials, these theoreti-
cal sample complexity results are shown to be predictive of real-world testing efficiency
outcomes. These findings offer opportunities for both more cost-effective testing and a
better analytical understanding of the problem.

Dr. Wang-Chiew Tan, from Meta AI - Facebook, USA, talked about deep data inte-
gration. We have witnessed the widespread adoption of deep learning techniques as
avant-garde solutions to different computational problems in recent years. In data inte-
gration, the use of deep learning techniques has helped establish several state-of-the-art
results in long standing problems, including information extraction, entity matching,
data cleaning, and table understanding. In her talk, she reflected on the strengths of
deep learning and how that has helped move forward the needle in data integration. Dr.
Tan also discussed a few challenges associated with solutions based on deep learning
techniques and described some opportunities for future work.

Dr. Yi Guo, fromUniversity of Florida, USA, spoke about the use of causal inference
in machine learning for actionable healthcare. Machine (deep) learning is increasingly
becoming key to precisionmedicine, from identifying disease risks and taking preventive
measures, to making diagnoses and personalizing treatment for individuals. Precision
medicine, however, is not only about predicting risks and outcomes, but also about
weighing interventions. Interventional clinical predictive models require the correct
specification of cause and effect, and the calculation of so-called counterfactual, that
is, alternative scenarios. In biomedical research, observational studies are commonly
affected by confounding and selection bias. Without robust assumptions, often requir-
ing a priori domain knowledge, causal inference is not feasible. Data-driven prediction
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models are often mistakenly used to draw causal effects, but neither their parameters nor
their predictions necessarily have a causal interpretation. Dr. Guo discussed how target
trials, transportability and prediction invariance are linchpins to developing and testing
intervention models.

Dr. Rich Caruana, from Microsoft, USA, presented the work “Friends don’t Let
friends deploy black-box models: glass-box learning to the rescue”. Dr. Caruana pre-
sented a variety of case studies where glass-box learning methods uncover surprising
statistics in data that would make deploying a black-box model trained on that data risky.
Fortunately, the high-accuracy glass-box MLmethods now available make it possible to
detect and correct these problems before deployment, and to protect privacy and reduce
bias, too.

Dr. Dilek Hakkani-Tur, from Amazon, USA, presented her work ingesting knowl-
edge from diverse sources to open domain social conversations. Following the recent
advancements in language modeling and availability of large natural language datasets,
the last decade has seen the flourishing of conversational AI research. The progress also
helped emphasize the importance of reasoning over a diverse set of external knowledge
and task completion resources for forming relevant, informative, and accurate responses.
In her talk, Dr. Hakkani-Tur discussed their recent work on integrating knowledge to
conversation responses from such a diverse set of resources, challenges associated with
these, and progress they made so far.

Dr. Sanjay Madria, from Missouri University, USA, discussed the negative impact
of the COVID-19 pandemic on global health, resulting in a crisis that affected daily
life and caused physical, mental, and economic strain. To understand the emotional
responses during this crisis, Dr. Madria proposed a neural network model that could
detect various emotions at fine-grained levels in COVID-19 tweets. He also used a
deep learning model – based on the pre-trained BERT-base – to detect political ideology
from tweets and found that using emotion as a feature improved the accuracy of ideology
detection. Thesemodels could help understand emotional responses during the pandemic
and their impact on mental health and socio-economic outcomes.

Juan Antonio Lossio-Ventura
Jorge Valverde-Rebaza

Eduardo Díaz
Hugo Alatrista-Salas
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A Preliminary Analysis of Twitter’s
LGBTQ+ Discussions

Abu Naweem Khan and Rahat Ibn Rafiq(B)

Grand Valley State University, Allendale, USA
{khanab,rafiqr}@mail.gvsu.edu

Abstract. Social media platforms play a significant role in the lives of
LGBTQ+ (Lesbian, Gay, Bisexual, Transgender, Queer, and others) indi-
viduals, where they have to tackle the challenge of managing their sexual
and gender identities. In addition, social media have been leveraged as
the go-to platform for a significant proportion of LGBTQ+ communities
to come out and participate in discussions related to their rights and
the discrimination faced. Twitter, in particular, has been analyzed to
understand online behaviors towards LGBTQ+ communities, an exam-
ple being how online Twitter discussions can reveal discriminatory behav-
ior towards them. However, a macro-level analysis of LGBTQ+ tweets
since the early days of Twitter has been understudied. In this research,
we present a preliminary macro-analysis of users and tweets since 2006
to gather insights into queries such as: What emotions and toxicity levels
are more prevalent in LGBTQ+ discussions? Do the emotions and toxic-
ity levels in tweets change over time? What do we know about the users
who have frequently been tweeting about LGBTQ+-related topics since
2006? Upon our analyses, we find that emotions such as joy and anger
and toxicity such as identity attacks and threats are more prevalent in
the negative user-bios and tweets. We also see a significant increase in
activity on Twitter over the years for both overall and positive emotions.

Keywords: data-analysis · LGBTQ+ · social networks

1 Introduction

Social media platforms have been changing how people navigate their lives at
a breakneck speed, introducing new complicated challenges in balancing public
and private lives. It is of particular importance to LGBTQ+ (Lesbian, Gay,
Bisexual, Transgender, Queer, and others) individuals who are faced with the
task of negotiating how they manage their sexual and gender identities on social
media. Social media platforms play a critical role for LGBTQ+ minorities to
come out, engage in online discussions, seek help, support, and even validation
[11]. Researchers have found that LGBTQ+ communities are more active on
social media than cisgender communities [36].
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LGBTQ+ individuals are susceptible to unique minority stressors related to
their sexual or gender identities that can sometimes negatively affect their self-
esteem and emotional health [7]. Although LGBTQ+ identities do not neces-
sitate dysfunction and LGBTQ+ acceptance has improved in many parts of
the world, navigating LGBTQ+ identities in hetero- and cisgender-dominant
societies can nonetheless result in discrimination and marginalization [19]. How-
ever, the online contexts of LGBTQ+ young people have been understudied
due to a focus on the experiences of members of dominant groups [3]. Further-
more, research on LGBTQ+ experiences online has often relied on traditional
methods like survey data, which provide an indirect and very general picture of
participants’ online social worlds [22].

Researchers have recently put Twitter under the microscope to understand
online behavior toward LGBTQ+ communities. In [15], researchers demonstrate
that Twitter online discussions can act as a consistent microcosm to investigate
equality of hospital care towards LGBTQ+ individuals. The effect of isolation,
lockdown, and Covid-19 on LGBTQ+ communities have also been investigated
by analyzing Twitter data [41]. Therefore, we select Twitter social media for our
research to understand macro behaviors towards and inside LGBTQ+ communi-
ties. We are interested to understand the users who frequently post about issues
related to LGBTQ+ issues by mining their metadata statistics and user-bio—a
textual section that Twitter users often include to describe themselves. We also
investigate the sentiments, emotions, and toxicity levels in the negative tweets
that the users share. Note that, throughout this paper, we refer to the collection
of tweets related to LGBTQ+ discussions in our dataset as “tweets”. Further-
more, we explore the evolution of sentiments and toxicity on Twitter regarding
LGBTQ+ topics: have the feelings, emotions, and toxicity levels evolved since
the early days of Twitter? If they have, in what way did they develop? In this
paper, we compile a dataset of tweets and users; collected by leveraging a set of
hashtags and keywords related to LGBTQ+ issues and communities. Note that
we define the word “user” as the set of users in our dataset who has posted tweets
related to LGBTQ+ topics, not the general Twitter users. Upon completion of
compiling the dataset, we perform the following:

– Analyze the bios of the users who post regarding LGBTQ+ topics and issues.
We investigate the texts, emotions, and presence of toxicity shared in the bios

– Analyze the user statistics such as the number of tweets posted, number of
followers, number of followings, and social media activity

– Analyze the collected tweets’ exhibited emotions, sentiments, and toxicity-
presence

– Analyze the evolution of sentiments, activities, and toxicities related to
LGBTQ+ issues since the early days of Twitter

We organize the rest of the paper as follows. First, we review the related
work. Then, in Sect. 3, we provide a description of our dataset. We proceed to
present analyses on user metadata and user-posted tweets in Sect. 4 and 5 respec-
tively. Finally, we conclude the paper in Sect. 7 by summarizing our findings and
exploring future research directions.
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2 Related Work

2.1 Online Social Media Behavior Analysis

Social media are known to provide spaces where marginalized, stigmatized, and
prejudiced individuals and communities can express themselves, share their expe-
riences, and seek potential support with less risk of offline harm [5]. Data col-
lected from several social media platforms have been leveraged to provide sig-
nificant insights into stigmatized experiences in domains such as cyberbullying
[29], toxicity [2], drug misuse [12], sexual abuse [4], LGBTQ+ bullying [10] and
suicidal behavior [20].

2.2 LGBTQ+ Community on Social Media

Social media often work as platforms for minorities such as LGBTQ+ communi-
ties and individuals to engage in online discussions, conversations, and activities,
such as seeking out social support, exchanging information, and maintaining
social relationships [32,36]. Recent researches show that LGBTQ+ communities
tend to be more active on social media than their cisgender counterparts [36].
Several data analysis studies have focused on the effect of social media usage on
the LGBTQ+ population. One recent research identified social media platforms
as the primary tool for LGBTQ+ youth to actively come out—viewing the online
platforms as a safe place [11]. Furthermore, Researchers have analyzed data from
social media to understand the effect of Covid-19 on LGBTQ+ communities [41],
mental health [17] and online discussions on hospital care regarding LGBTQ+
individuals [15].

2.3 User, Sentiment and Toxicity Analysis on Social Media

Social media platforms can act as tools to effectively assess human behavior on
the web [18]. Keeping this in mind, several online platforms, such as Twitter,
Instagram, and TikTok, have been investigated by researchers in recent years to
understand better negative human behaviors such as bullying [30,39], toxicity
[26], white nationalist propaganda [42] and religious radicalism [1]. An example
of such analysis: In [42], the authors analyzed the Gab social network, analyzing
what kind of users it hosts, the main topics of discussions, and to what extent
Gab users share toxic postings. In [27], the authors leveraged Google Perspective
API to predict toxic interactions on social media Gettr.

3 Dataset Description

This section describes our dataset, collection methodology, and ethical concerns.
We begin with an overview of the Twitter APIs used for data collection. Then we
describe the API parameters and collection methodology. After that, we explain
the data storage and preprocessing techniques employed to generate the final
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Table 1. Sample of Hashtags and Keywords used for data collection

Included Hashtags #pride, #lgbtq, #MeQueer, #loveislove, #gay, #queer,
#gayrights, #WorldPride, #antigay, #antilgbt,
#antilgbtq, #homophobeandproud, #HomosDNI,
#homophobic, #SignsYoSonIsGay, #Gaysmustdie,
#Transphobia, #TeamHomophobes, #Biphobia

Included Keywords Pride month, gay pride, trans pride, pro-gay, gay
conversion, homos must die

Excluded Hashtags #porn, #fuck, #nsfw, #gayporn, #cam, #webcam, #xxx,
#porno

dataset of 2, 047, 292 users and 8, 581, 627 tweets. The dataset is available upon
request, and the code is available on1. Finally, we discuss the limitations and
ethical concerns with the data collection methodology.

3.1 Twitter API

The full description of all the available Twitter APIs is out of the scope of this
paper. Therefore, we only briefly discuss the relevant API calls in this section.
We leverage Twitter API v2.0 with academic research access that is publicly
available [38]. We use the following endpoints for data collection.

Full-Archive Search. This API allows tweet search on the full Twitter
database. We use a keyword search for the English language, exclude retweets,
and paginate by start and end dates. We start our collection from March 1st,
2006 (Twitter opened in March 2006 [40]) to Dec 31st, 2020. We collect, for every
tweet, the tweet id, tweet text, author id, conversation id, like, reply, retweet and
quote counts, and tweet creation date.

Users Lookup. This API accepts user id, which we collect by consolidating
tweet author ids and returns publicly available metrics of the user. For each
user, we collect data such as URL, location, username, creation date, protected
status, name, description (i.e., user-bio), profile image URL, and the number of
followers, followings, and tweets.

Follows and Friends Lookup. Follows (Friends) API endpoint allows to col-
lect Followers for (users following) a given user-id.

3.2 Collection Methodology

For tweet collection, we use keyword-based archive search from 1st March 2006
to 31st December 2020. We make sure to include Positive, Neutral, and Negative
1 https://github.com/Shuv0Khan/TweetApp.

https://github.com/Shuv0Khan/TweetApp
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Hashtags to collect a diversified set of tweets related to the LGBTQ+ community
and subjects. At the end of this step, we have a total of 66 positive hashtags,
11 negative hashtags, 5 positive keywords, 1 negative keywords, and 8 excluded
keywords. We present a sample of the hashtags and keywords in Table 1. We also
include a set of excluded keywords to tackle hashtag-hijacking [24].

We now explain the issues we faced when forming the keywords and hashtags
set for the archive search and the methodologies we employed to tackle those.

– As the initial step, we identify several influencers, pro-organizations, and
activists. We peruse their public Twitter timeline manually to understand
the culture of the LGBTQ+ community better and find out more relevant
and diversified hashtags set. In particular, We identify eight highly interac-
tive positive organizations/influencers and one negative influencer to form
our positive and negative hashtag sets. We also choose six relevant keywords
to ensure we do not miss tweets without hashtags.

– Hashtag drift is defined as linguistic changes in how the hashtags are used
over time [8]. To tackle this issue, we use Best-Hashtag [6] online service to
identify hashtags that occur together. Next, we leverage Hashtagify [14] to
identify the stale hashtags; and get more recent hashtags that are used instead
of those.

Using the hashtag and keyword set, we collect in total 8, 581, 627 tweets. These
tweets include the author id, which we use to collect public metrics like follow-
ers, followings, tweet counts, user-bios, etc., for 2, 047, 292 unique users. Our
preliminary analysis shows that 96.28% and 99.21% users in our dataset have at
most 10, 000 followers and followings, respectively. The user-bios and tweets we
collected are then preprocessed for further analysis. The preprocessing involved
lowercasing the user-bios, removing all hyperlinks, user mentions, hashtags, extra
whitespaces, and removing all users with empty bios. This preprocessing step
resulted in a collection of 1, 741, 912 user-bios. We use this set of users for our
analysis in later sections.

3.3 Ethical Considerations

The nature of Twitter data has ethical implications. We complied with the Twit-
ter developer agreement and policy in the data collection and analysis. We only
collected publicly available data and anonymized the dataset. Further, we only
present aggregated results and never interact with users. Regardless, we adopt
standard ethical guidelines in our collection, storage, and analysis of the data
[31].

4 User Analysis

In this section, we perform initial analysis on the users’ profile data collected in
Sect. 3.2.
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4.1 User Bio Analysis

Table 2. Top 20 hashtags and domains

Hashtags Users Domains Users

#blacklivesmatter 18889 instagram 13996
#blm 15384 youtube 11907
#resist 8171 facebook 11658
#lgbt 4986 twitch 6331
#lgbtq 4880 amazon 5504
#maga 4647 onlyfans 5486
#gay 4475 linktr 4771
#teamfollowback 3604 patreon 3022
#music 2991 ko-fi 3009
#writer 2778 tumblr 2861
#fbr 2767 soundcloud 2442
#theresistance 2728 blogspot 2011
#equality 2451 paypal 1912
#travel 2223 wordpress 1887
#resistance 2218 twitter 1871
#author 2201 apple 1720
#humanrights 2176 etsy 1646
#nsfw 2146 carrd 1634
#mentalhealth 1971 discord 1223
#love 1906 linkedin 1178

First, we perform

Fig. 1. Wordcloud of User Bios

language analysis on
the words and hash-
tags included by the
users in their Twit-
ter Bios. It has been
shown in recent resea-
rch that user-bios can
reveal powerful insig-
hts about a user’s
social and political
inclinations [27]. To
this end, we extract
the user-bio texts for
every user collected in Sect. 3.2 to understand them better. First, we generate a
wordcloud in Fig. 1 that shows the most popular words appearing in our dataset’s
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Table 3. Attributes Definition by Google Perspective API [28]

Attributes Definition

TOXICITY rude, disrespectful, or unreasonable comment
SEVERE TOXICITY very hateful, aggressive, disrespectful comment.
IDENTITY ATTACK Negative or hateful comments targeting someone’s identity.
INSULT Insulting, inflammatory, or negative comment towards a

person or a group of people.
PROFANITY Swear words, curse words, or other obscene or profane

language.
THREAT Intention to inflict pain, injury, or violence against an

individual or group

user-bios. As seen, words such as love, life, music, artist, lover, and gay are the
most frequent. Table 2 shows the top 20 hashtags used in the user-bios. In total,
we extract 278, 066 unique hashtags from the user-bios. We see that the distri-
bution is dominated by hashtags that are positive towards the LGBTQ+ rights,
such as #resist, #lgbt, #lgbtq, #gay, #theresistance, #humanrights, #equal-
ity [9] #blacklivesmatter [16]. We also have hashtags such as #maga that are
usually associated with supporters of former US president Donald Trump [27]
as well as #mentalhealth. The latter hashtag is of particular significance; it
has been reported that the LGBTQ+ community is more vulnerable to mental
health disorders [23,37].

Next, we perform an emotion analysis of the texts used in the user-bios. As
mentioned in Sect. 3.2, after pre-processing, we have 1, 741, 912 user-bios. We
then apply DistilBERT, a distilled version of BERT, which is smaller, faster,
cheaper, and lighter. DistilBERT model is inspired by the Knowledge Distilla-
tion Approach—a compression technique to train a small model to reproduce a
larger model’s behavior [33]. Using this technique reduces the size of a BERT
model by 40% and faster by 60% [33] while keeping 97% of its language capa-
bilities measured on the GLUE benchmark. DistilBERT has been one of the
most efficient and accurate models for recognizing emotions in texts [21,25].
The model was trained with Twitter emotion dataset that was tagged with six
major human emotions: anger, fear, joy, love, sadness, and surprise [34]. On this
dataset, the model achieves an accuracy of 93.8%. We use this model to analyze
user-bios. We argue that user-bio and Twitter tweets don’t differ much in terms
of language. Let E ∈ {anger, fear, joy, love, sadness, surprise}, the set of six
emotions. The DistilBERT emotion model outputs, for every bio text B in our
dataset, a probability score for an emotion e, PB(e) such that:

0 ≤ PB(e) ≤ 1 (1)

We assign a user-bio B, an emotion label efinal, where,

PB(efinal) > ∀e∈E−{efinal}PB(e) (2)
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Table 4. Bio Emotion Distribution

Emotions Frequency % bios

Anger 529758 30.4
Fear 86905 4.9
Joy 991504 56.9
Love 60409 3.46
Sadness 63194 3.6
Surprise 10142 0.5
Total 1741912

Table 4 shows the distribution of the
six aforementioned emotion labels in our
user-bio dataset. As seen from the table,
joy and anger are the most pervasive emo-
tions expressed in the user-bios, accounting
for 87.33% of user-bios. Next, we separate
the user-bios with negative emotions (anger,
sadness, fear) to perform toxicity analysis,
resulting in a subset of 639, 763 user-bios.
We leverage Google’s Perspective API [28]
to measure the negative user-bios in terms of
six toxicity attributes: Toxicity, Severe Tox-
icity, Identity Attack, Insult, Profanity, and Threat. We outline the formal defi-
nitions of these attributes in Table 3.

Fig. 2. Boxplot of Perspectives on user bios labeled as Anger, Fear, and Sadness by
DistilBERT.
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Let A ∈ {toxicity, severe − toxicity, identity − attack, insult, profanity,
threat} the set of six toxicity attributes. The Perspective API (Similar to Dis-
tilBERT emotion model) outputs, for every negative emotion user-bio text BN ,
a score SBN

(a) such that:
0 ≤ SBN

(a) ≤ 1 (3)

Similarly, like emotion assignment described in Eq. 2, we assign a user-bio
BN , an attribute afinal, where,

SBN
(afinal) > ∀a∈A−{afinal}SBN

(a) (4)

Figure 2 shows the boxplot of the scores of different toxicity scores of user-bios
with Anger, Fear, and Sadness emotions. By aggregating perspective scores on
these emotions we observed that most of the bios the Perspective API classi-
fied as Threats, Toxicity, and Identity attacks: types of toxicity usually the most
differentiating types of toxicity directed towards LGBTQ+ community [13]. Fur-
thermore, Fear has the most outliers across all perspective metrics as shown in
Fig. 2. It shows that there are many user-bio outliers showing severe toxicity,
identity attack, profanity, and threats, with scores as high as 0.9.

4.2 User Statistics Analysis

Fig. 3. (a)Distribution of number of followers (b) and number of followings for three
sets of users with a cutoff of 90%

In addition to the user-bio text, we collect the statistics associated with the
user-profiles, such as the number of followers, followings, tweet counts, etc., as
delineated in Sect. 3.2. For analysis, we partition our dataset’s 1, 741, 912 users
into three sets: all users, users with positive emotion bio, and users with negative
emotion bio. Figure 3 shows the CDF (Cumulative Distribution Function) of the
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number of followers and followings for the three sets of users. Regarding the
number of followers and followings, we see that users with a negative bio are
above the overall distribution of all users and users with a positive bio. To be
specific, 87.4% and 90.2% of the negative user-bio users have less than 2000
followers and followings, respectively, compared to 82.8% and 88.8% of users
with positive emotion user-bio users. Next, we analyze the tweet count for the
three sets of users. In Fig. 4a, we depict the CDF of the number of tweet counts
for the three sets of users. All three sets of users show the same distribution of
tweet counts, as is apparent from the figure.

Fig. 4. (a) Distribution of number of total tweets (b) Distribution of user activity for
positive-bio and negative-bio users with cutoff at 95%

Finally, we try to compare the three sets of users’ activity on Twitter. Let du
be the number of days a user u has opened an account on Twitter and tu be the
total number of tweets and retweets posted by this user. We then define total
activity of user au as:

au =
tu
du

(5)

We acknowledge one limitation of this definition of user activity on Twitter:
users on Twitter sometimes deactivate their account on Twitter and reactivate
it after some time. However, Eq. 5 includes the period of deactivation because the
Twitter API does not provide how long a user has kept their account deactivated.
Keeping this in mind, we show the distribution of user activity for the three sets
of users in Fig. 4b. We can see from the distribution that both the positive-bio
and negative-bio users have similar activity distribution, with the 75th percentile
at 6.64 and 8.14, respectively.
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5 Tweet Analysis

In this section, we perform analysis on the tweets we collected, as mentioned in
Sect. 3.2.

5.1 Timeline of Tweet Activity

Fig. 5. Monthly LGBTQ+ related tweet counts

We first investigate the monthly tweet count related to LGBTQ+ issues on
Twitter—starting from June 2006, the date of the earliest tweet in our dataset.
We want to investigate if there are any spikes of activity on Twitter regarding
LGBTQ+ issues. Figure 5 shows the distribution of tweet counts every month,
with peaks identified on the X-axis. We use Scipy’s peak finding algorithm with a
threshold of 1000 to identify the peaks [35]. It is evident that we have significant
tweet activity spikes in some months than others, more specifically for June and
October, celebrated as Pride and LGBTQ+ history month, respectively. It is also
worth noting that the activity on Twitter regarding LGBTQ+ issues has risen
significantly in the last decade.
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5.2 Sentiment Analysis of Tweets

Fig. 6. Frequency Distribution of DistilBERT Emotion Labels for Tweets

Next, we perform emotion analysis on the 8, 581, 627 tweets we collected for this
study. We also keep the retweets; we argue that retweeting essentially means
agreeing and promoting the idea presented in the original tweet. We use Distil-
BERT for this task as we did for user-bio emotion analysis in Sect. 4.1. Figure 6
depicts the distribution of emotions of the tweets in our dataset—using the same
methodology delineated in Sect. 4.1. We can see that emotions such as anger and
joy is more pervasive than the other four emotions. This finding is consistent with
the emotion distribution we found for the user-bio texts, presented in Table 4.

Fig. 7. Monthly LGBTQ+ related tweet counts, with positive and negative emotions

Now, we analyze the emotional distribution of tweets across the timeline they
were posted, with the earliest month being June 2006. The positive emotions
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were joy, love, and surprise and the negative emotions were fear, sadness, and
anger—emotions output by DistilBERT. Figure 7 shows the positive and negative
emotion tweet counts across time. We see that the recent years, the pride months
(June) have seen significant peaks of positive emotion tweets, accompanied by
significant troughs for negative emotion tweets; examples include June 2020,
June 2019, and June 2018, as seen from Fig. 7.

Fig. 8. Diff(= # positive emotion - # negative emotion tweets) across time

Next, we perform a tweet count differentiation analysis for positive and neg-
ative emotions across time in Fig. 8. It is fascinating to see that during the
initial years (2009–2014), many months had more negative emotion tweets than
positive ones. However, the trend has changed in recent years, with significant
differentiation in the number of positive tweets. Also, the pride months show
a larger difference than the other months in recent years, starting from 2014.
This shows that the overall positive sentiment in tweets related to the LGBTQ+
community has been on the rise in recent years. For further investigation, we
take a sample of 1000 negative tweets for every month since March 2006 and use
the Google perspective API to measure the presence of the six types of toxicity
in the LGBTQ+ discussions, as mentioned in Sect. 4. Figure 9 depicts the evo-
lution of six toxicity attributes across time. We find that Identity attacks have
been consistently more prevalent among the six toxicity attacks and significant
troughs across all six toxicity attributes during June of every year due to Pride
months. Another interesting finding is that all six attacks, more or less, have
been seeing a diminished level of toxicity since the year 2017, with the peaks not
reaching the previous years’ highs.
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Fig. 9. Monthly LGBTQ+ related negative tweets’ toxicity distribution

6 Limitations

Since the data collection relies on the relevant hashtag and keyword identifica-
tion, our analysis is constrained by the choice of proper hashtags and keywords.
As mentioned earlier, finding negative hashtags was challenging and required a
manual search. Also, the search API only provides publicly available tweets, so
private tweets and users were not included in the dataset. The Twitter API also
has a limitation of 1024 characters per request and 200 objects per pagination,
in addition to tweet visibility restrictions based on compliance checks. We have
also limited our tweet collection to only English tweets to limit the scope of the
data collection.

7 Conclusion and Future Works

In this paper, we take a first data-driven macro look at the users and tweets
related to LGBTQ+ issues. Analyses performed on the dataset’s user-bios, and
tweets reveal that emotions such as joy and anger are more pervasive. Moreover,
we did not find any significant difference in activity or tweet count regarding
users with positive and negative user bios. However, a slight difference exists in
follower-following metrics: negative emotion bio users lag their positive emotion
bio counterparts by a small margin. Our investigation also detected a significant
presence of threat, toxicity, and identity attack in the negative user-bios and
negative emotion tweets in our dataset. We also found a significant increase
in tweet counts on Twitter, both overall and positive emotion in recent years,
with significant spikes in positive emotion tweets in June and October of every
year. Furthermore, we found that the overall positivity towards LGBTQ+ issues
on Twitter has been on the rise, which was not the case during the early days
of Twitter. Our analyses pave the way for several interesting future research
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directions. First, it would be interesting to explore the topics of the tweets and
user-bios with greater granularity. Second, detecting communities on Twitter
based on the follower-following relationship and analyzing each community’s
sentiment towards LGBTQ+ issues separately.
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Abstract. Twitter and other social networks have become a fundamen-
tal source of information and a powerful tool to spread ideas and opin-
ions. This paper studies the problem of predicting retweets from any user
based on the retweeting behavior occurring in their second-degree social
neighborhood (followed and followed-by-followed). To do so, a general
model is built that can learn from different users in the training phase.
The resulting model can then predict both new retweets from known
users and retweets from previously unseen users. A simple but effective
feature extraction scheme is proposed, to model the neighborhood infor-
mation in a user-independent fashion. This scheme is then optimized
through Bayesian hyperparameter tuning jointly with the hyperparam-
eters of an XGBoost classifier model. The resulting model is trained
and evaluated on a large set of 3240 users with 5000 examples of labeled
tweets from their social neighborhoods. The general model thus obtained
achieves an F1 score of 83.9%, based purely on aggregated social infor-
mation, without analyzing the content of the tweets. When this model
is applied to a selection of 194 active and central users, an average F1

score per user of 85.5% is obtained, very close to what was observed in
previous works employing multiple single-user models.

Keywords: retweet prediction · Social Network Analysis · Machine
Learning · XGBoost

1 Introduction

In the last years, social media platforms have gained massive adoption, becoming
a central presence in public discussions, and shaping the way people express
themselves, get informed, and influence each other. One of the most prominent of
these social networks is Twitter, an online real-time microblogging platform that
enables its users to post, read and share short messages of up to 280 characters,
known as tweets. Every time a user publishes a tweet, Twitter attaches to it a
unique identifier and a creation timestamp. At the core of the social dynamic
of these networks lies the “retweet” functionality, which enables users to select
tweets from other users and republish them within their own message stream (the
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“timeline”). A feature distinguishing Twitter from other popular social networks
is that most of the shared content is public by default. Therefore, structured
data, both about the way users interact with each other and the content that
they share, is easily accessible through the official API. This is perhaps one of
the main reasons why most research work of this kind is done on Twitter.

This paper explores the creation of a general machine learning model to
predict retweets from users based on the retweet activity happening in their
social environment. This model is built upon the ideas from our previous work
[5], where social and content-based models were built to predict retweet prefer-
ences for specific users. In the present work, the goal is to implement a single
user-agnostic model instead of individual models tied to specific central users.
This general model will be strongly based on the idea of ranking and grouping
neighbours by their activity and network importance, an idea we had already
implemented in [15], but in the context of a general prediction of popular tweets.
The user-agnostic approach proposed here has several advantages, among them
a significant reduction in training times, a more compact representation of data
and the possibility of dealing with users not seen during training.

The main contributions of this work are:

– The implementation of a general user-agnostic model that attains a predic-
tion performance comparable to that of individual models, but with added
generalization power and less training time.

– A detailed analysis of the prediction performance for both known and
unknown users, and comparisons to our previous approach based on single-
user models.

– An update of the underlying classification algorithm, replacing the Support
Vector Machines from previous works with XGBoost [6] gradient boosted trees
to obtain comparable classification performance with much shorter running
times.

The rest of this paper is structured as follows: Sect. 2 gives an overview of
related works. Section 3 describes how we build the datasets from Twitter for our
experiments. Section 4 describes generalized social feature extraction, the tuning
and training process of the proposed model and different forms of evaluation. In
Sect. 5 the obtained results are summarized and compared to the performance
of single-user models. Finally, in Sect. 6 conclusions are presented and possible
lines of future research are introduced.

2 Related Work

Along with the increased popularity and impact of social media, the research
interest has grown in modeling users’ preferences and the distribution of popular
content. One exciting line of research on this problem focuses on the interactions
and connections between users, regardless of the nature of the shared content.

In [5] we studied the prediction of retweets for a given user, using the behavior
of users in their second-degree social neighborhood (followed, and followed by
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followed) to build a classifier that determines whether or not she will retweet
a given post. Based purely on social information, these models achieved high
predictive performance, with an average F1 score of 87.6%. In that work, we
also explored extending the models with content features for the cases where the
purely social models were not performing well. Using a topic modeling algorithm
adapted to tweets (TwitterLDA) obtains an average performance improvement
of 1.7%. A limitation of this work, which we seek to overcome in the current
paper, is given by the fact that it trains a separate model for each user whose
preferences we want to predict. This approach can be expensive computationally
and lacks generalization power since a model trained on the preferences of a
particular user cannot be directly applied to other users.

In [15], we extended the previous work to the problem of predicting popu-
larity within a community of users instead of just individual preferences. The
target here was to build classifiers that could identify if a given tweet would
become popular or not, based only on the activity that a selected set of influ-
encers (i.e., highly central and active users) had on it. This work also explored
improvements incorporating embeddings-based features to represent the content
and different algorithms for selecting user influencers. Like in the previous work,
we first studied the performance of a purely social prediction, obtaining an F1

score of 79.2%, using only the retweeting behavior of the top 10% most cen-
tral and active users as influencers. Considering the tweet’s content and adding
features based on FastText embeddings increased the performance to 86.7%.
This second work utilizes a metric of user importance that combines user activ-
ity and network centrality. We adapt it to our problem to define a ranking of
environment users that will enable us to extract general features. In contrast to
the present paper, this work proposes a unified model, but only for predicting
collective preferences and cannot predict the retweets of individual users.

In [11] we study the problem of individual retweet prediction and trend
prediction based on the evolution in the amount of information available since
the creation of the original tweet. The results establish an interesting trade-off
between elapsed time and prediction performance, concluding that it is possible
to reasonably predict the preference of a user retweet or how massive a publi-
cation will be, using only the information available during the first 30–60 min
since the creation of a tweet. However, the models in this work are still either
user-specific or general models that predict general preferences.

The 2020 and 2021 editions of the RecSys challenge [1] focused on a real-
world task of tweet engagement prediction in a dynamic environment. The goal
was to predict the probability for different types of engagement (Like, Reply,
Retweet, and Retweet with Comment) of a target user for a set of tweets based
on heterogeneous input data. It is worth noting that the winning approaches for
both editions [8,14] (and other competitors like [16]) make use of the XGBoost
algorithm (combined with Deep Learning approaches in the 2021 edition). How-
ever, the problem is very different to ours: the predicted target is more generic
and even though user and tweet input data are richer than in our problem, there
is no explicit information about the graph of followed connections being lever-
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aged. Instead, the predictions are based solely on features about the content of
the tweet being predicted, its author and the user for which the engagement
prediction is produced.

3 Dataset

This section describes how we build the datasets used in this work. First, we
explain how we build the social graph used in the social-based prediction. Second,
we describe how we collect a dataset of tweets shared by the users in this graph.

3.1 Social Graph

To perform the experiments in this paper, we reutilize the dataset from our
previous work [5], but making a more extensive use of its social interactions
since we remove the limitations caused by single-user models. The data consists
of Twitter users and the who-follows-whom relation between them.

Back in our previous work, the idea was to create a representative subgraph
of Twitter where all users would have a similar amount of social information
about their neighborhood of connected users. The decision was to build a homo-
geneous network where each user would have the same number of followed users.
To this end, we performed a two-step process: first, building a large enough uni-
verse graph, which then was filtered to obtain a smaller but more homogeneous
subgraph.

The universe graph was built starting with a singleton graph containing just
one Twitter user account U0 = {u0} and performing 3 iterations of the following
procedure: (1) Fetch all users followed by users in Ui; (2) from that group, filter
only those having at least 40 followers and following at least 40 accounts; (3)
add filtered users and their edges to get an extended Ui+1 graph. This process
generated a universe graph U := U3 with 2, 926, 181 vertices and 10, 144, 158
edges.

For the second step, in order to get a homogeneous network, a subgraph was
extracted following the procedure below.

– We started off with a small sample of seed users S, consisting of users in U
having out-degree 50, this is, users following exactly 50 other users.

– For each of those, we added their 50 most socially affine followed users. The
affinity between two users was measured as the ratio between the number of
users followed by both and the number of users followed by at least one of
them.

– We repeated the last step for each newly added user until there were no more
new users to add.

This filtering produced the final graph G with 5, 180 vertices and 229, 553
edges called the homogeneous K-degree closure (K = 50 in this case) of S in
the universe graph U .
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3.2 Content

For each user in the graph G from the previous section, we fetched their time-
lines (i.e., all tweets written or shared) for one month, from August 25th until
September 24th, 2015. Finally, we only kept the tweets written in the Spanish
language –according to their language tag in the Twitter API results–, resulting
in a set T of 1, 636, 480 tweets.

Visible Tweets. Using the Twitter API, we do not have explicit information
about whether or not a user saw a given tweet, but we can at least take a
universe of potentially viewed tweets, which will be used as examples for training
and testing our model. This set is the set of all the tweets written or shared by
the users followed by u. We exclude from this set those tweets written by u
herself since our focus is on recognizing interesting external content and not on
studying the generation of content from a particular user. Formally this set is
defined as: T (u) :=

(⋃
x∈{u}∪followed(u) timeline(x)

)
− {t ∈ T |author(t) = u},

where followed(u) := {x ∈ G|(u, x) ∈ follow}, and timeline(x) is the set of
all tweets written or shared by x for tweets fetched in T .

Target Retweeted Label. The retweet prediction task is modeled as a binary
classification problem where the target for a user u and a tweet t ∈ T (u) is
whether or not t was retweeted in the timeline of u: yu,t := tweet in tl(t, u).
Putting together all values of the target variable for user u and tweets in T (u) =
{t1, . . . , tm}, we obtain the target vector yu := [yti,u]1≤i≤m.

Down-Sampling of Negative Examples. For some users, the set T (u) was
too large, making experimenting and model training too computationally inten-
sive. We decided to prune each T (u) to a maximum of 5, 000 tweets, keeping
all positive examples (the minority class) and randomly removing the necessary
number of negative examples (non-retweets from u). This dataset still results in
a highly imbalanced prediction problem, with only 2.58% of positive examples.

3.3 User Selection

Inactive users will be omitted in this experiment because they are unpredictable
by nature. We consider that a user in our dataset is passive if she has less than
ten retweets in our dataset. Filtering out such users leaves us with a set A of
3, 240 active users in G. We restrict the analysis to those users, removing content
shared only by inactive users from T .

3.4 Dataset Partitions

User Level Partition. In our previous work [5], the computational limitations
of training one retweet prediction model per user led us to work with a small
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set U of 194 users, selected as the intersection of the top 1000 most active users
(in terms of retweets in their timelines) and the top 1000 most central users (in
terms of Katz centrality [10] in G). In the interest of comparing the results of
our general model to a good number of those users, we decided to reserve 50% of
them for testing, resulting in a random partition of U into sets Utrain and Utest,
of 97 users each. For the remaining users in the set V := A − U , we randomly
select 70% of them for training (Vtrain) and reserve 30% for test (Vtest).

Tweet Level Partition. For each user u ∈ A we split her set T (u) of visible
tweets as follows:

– Ttr(u) := first 70% of tweets from T (u), ordered by creation date.
– Tte(u) := last 30% remaining tweets.

We extend this notation to denote the combined training or test tweets of
any set S of users. For instance Ttr(S) :=

⋃
u∈S Ttr(u).

This split divides the data into 8 pieces, as seen in the table below. Only the
two partitions of training users and their training tweets will be used to train
the model. The remaining data will be reserved for different types of evaluation
(general performance, new tweets by known users, and unknown users) (Fig. 1).

Fig. 1. Dataset partitions at user and tweet level. Only highlighted partitions will be
used for training. The remaining ones are used for different types of evaluation.

4 Experimental Setup

In this section, we formulate the general user retweet prediction problem and
describe in detail the features and model that will be used to solve it, as well as
the process of tuning hyperparameters, training, and evaluating against previous
models.
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4.1 Social Environment

Even though any user u can only see tweets shared by those users she follows,
the information about the activity on her extended network can provide more
indicators of the degree of interest of a tweet t. This is the reason why we decided
to take as a user’s environment not only the users she follows but also to continue
one more step in the follow relation and include the users followed by them.
Therefore, we take all users (other than u herself) to 1 or 2 steps forward from u

in the directed graph G, formally: Eu =
(⋃

x∈{u}∪followed(u) followed(x)
)

−{u}.

4.2 Raw Environment Features

For any user u and visible tweet t ∈ T (u), the raw neighborhood features of t
relative to u are defined as the boolean features describing which users from the
social environment retweeted t. Formally, if we enumerate the neighbors in Eu

as {u1, u2, . . . , un}, we can define:
vu,t := [tweet in tl(t, ui)]i=1,...,n,

where tweet in tl(t, u) :=

{
1 t ∈ timeline(u)
0 otherwise

The raw dataset assigned to a user u (denoted Mu) is the matrix that contains
one row vu,t per tweet t ∈ T (u) and has one column per user in Eu. Note that
each Mu has a dimensionality |Eu|, which varies from one user to another.

4.3 General Environment Features

We aim to implement a general model that can learn from multiple users
and be applied to any user. In order to do that, we need to transform these
neighborhood-dependent features Mu into a fixed-length representation that
doesn’t depend on the given user.

The proposed transformation will be based on ordering and grouping the
neighbors in Eu by an importance metric m(u), as introduced in [15]. This
metric is defined as m(u) := activity(u)+centrality(u)

2 , where activity(u) is given
simply by the normalized number of retweets in our dataset (|timeline(u)|) and
centrality(u) is computed as an average of the normalized centrality metrics
computed by the following algorithms: PageRank [12], Betweenness [9], Closeness
[13], Eigenvector centrality [3] and Eccentricity [4] included in the igraph Python
library [7]. We performed a normalization over Eu for both activity and centrality
metrics, to guarantee comparable values in the [0, 1] interval.

Let us index the users in Eu sorted by m in decreasing order, that is Eu =
{u1, u2, . . . , un}, where m(i) ≥ m(j) for i ≤ j. The boolean features for the
first k of these neighbors are kept, and for the remaining n − k neighbors, we
partition the range of their importance scores in b intervals of equal length
l = m(un)−m(uk+1)

b :

Ii := [m(uk+1) + (i − 1) ∗ l, m(uk+1) + i ∗ l) i ∈ [1, b − 1]
Ib := [m(uk+1) + l ∗ (b − 1), m(uk+1) + l ∗ b]
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Fig. 2. Schematic of the experimental setup.

We build a feature for each interval, consisting of the number of retweets of the
tweet t by users having m(u) in such interval. Formally, we denote with wb,k

u,t the
vector of neighborhood features of tweet t for user u with selected top-k users
and the remaining users grouped in b buckets.

wb,k
u,t [i] := vu,t[i] i ∈ [1, k] (top-k neighbours)

wb,k
u,t [k + j] :=

∑
i′:m(ui′ )∈Ij

vu,t[i′] j ∈ [1, b] (bucketed neighbours)

Note that this representation gives us a common length of b + k for the feature
vector of any u, t pair, independent of the size of Eu. The representation will
depend on our choice of the number k of top users and the number b of buckets to
group the remaining users. These will be treated as hyperparameters and tuned
jointly with other hyperparameters of the chosen classifier model.

In Fig. 2 we show a schematic of the whole experimental setup. On the left
hand side of the figure, we synthesized the featurization of the training phase,
and on the right hand side, we show how the resulting model is applied.

4.4 Classifier Model

For this work, we chose to use the XGBoost [6] gradient boosted trees classifi-
cation algorithm, which makes better use of parallelism and is generally faster
to train than the Support Vector Machines we used in previous works [5,11,15].
The classification performance of our algorithms will be measured using the F1

score metric on the positive class, which is suitable for unbalanced problems like
this one.
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4.5 Hyperparameter Tuning

Since hyperparameter tuning is a computationally expensive process, we chose
to perform it on a smaller sample of training tweets, namely the set Ttr(W ) of
training tweets corresponding to a set W of 200 randomly selected training users
from Utrain ∪ Vtrain. Ttr(W ) consists of around 700, 000 examples.

We employed the hyperopt [2] Python package to perform an efficient
bayesian search over the parameter space described by the intervals in Table 1.
The process consisted of 20 iterations of 4-fold cross-validation over Ttr(W ), and
the explored parameter space included both hyperparameters for the XGBoost
classification algorithm and also n topk and n buckets for the representation of
environment features. The best CV F1 score was 0.864, and it was obtained for
the hyperparameter configuration detailed in the right column of Table 1 below:

Table 1. Intervals of hyperparameter values explored with hyperopt Bayesian search.
This includes both hyperparameters for XGBoost classifier and (k, b) for our neighbor-
hood feature transformations.

hyperparameter search interval best configuration

colsample bytree [0.5, 1] 0.8

eta [0.025, 0.5] 0.275

gamma [0.5, 1] 0.8

max depth [1, 13] 11

min child weight [1, 6] 6.0

n estimators [50, 1000) 380

subsample [0.5, 1] 0.75

n buckets [0, 50] 5

n topk [5, 50] 6

4.6 Model Training

The model was trained using the training tweets from all training users, that is,
the set Ttr(Utr ∪ Vtr), which consists of 7, 535, 386 labeled (user, tweet) pairs.
We will denote this trained general model with Mgen. In the next section,
we will perform a variety of evaluations of Mgen that reflect its performance
under specific scenarios (known users, unknown users, comparison to individual
models).

5 Results

We describe next the performance metrics obtained by our general retweet pre-
diction model Mgen. We will perform the following evaluations:
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– General F1 score metrics over all test data.
– Comparison to the performance of single-user models.
– Evaluation over known vs. unknown users and how the performance is affected

by users’ activity level.

5.1 General Evaluation

To get a general metric of the classification performance of Mgen, we evalu-
ate it over all the data not seen during training, that is Dtest := Tte(Utr) ∪
Ttr(Ute) ∪ Tte(Ute) ∪ Tte(Vtr) ∪ Ttr(Vte) ∪ Tte(Vte). This dataset consists of
8, 170, 959 samples, with 217, 624 positive labels (2.66%). The metrics obtained
are precision = 99.5%, recall = 72.5% and F1 score = 83.9%.

5.2 Comparison to Single User Models

We now proceed to compare the model to the performance of single-user models
[5]. To this end, we consider all users in the selected set of active and central users
U for which we built individual SV C classifier models in our previous works.
The metrics obtained by Mgen over the combined set Tte(U) of test tweets on all
these users are: precision = 99.9%, recall = 77.4% and F1 score = 87.3%.

For any user u ∈ A, we will denote with F gen
1 (u) the F1 score of the Mgen

model over Tte(u). Additionally, if u ∈ U , we denote with F ind
1 (u) the F1 score

over Tte(u) of the individual SVC model of u. The distributions of scores over U
can be seen here (Fig. 3):

F gen
1 F ind

1

mean 85.5% 87.7%
std 0.155 0.109
Q1 79.7% 82.4%
median 89.2% 88.5%
Q3 95.9% 95.9%

Fig. 3. Distribution of F1 scores of general vs. individual models over selected 194
active and centrals users in U .

We observe that the mean F1 score per user is 2.2% less for the general
model, but if we look at the median and upper quartile Q3, Mgen has simi-
lar scores to those of single-user models. For more difficult-to-learn users with
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lower scores (see lower quartile Q1), single-user models still perform better (2.7%
higher at Q1). It is also interesting to mention that Mgen achieved better scores
than single-user models for 52 of the test users and 32 of the train users, which
accounts for 43% of all the users in U .

5.3 Performance on General Users

We now turn away from the limitation to users in U imposed by individual
models and analyze the performance of the Mgen model on more general users in
V . We start by computing performance metrics over the combined set of samples
of users from V not used during training; this is DV

test := Tte(Vtr) ∪ Ttr(Vte) ∪
Tte(Vte) The metrics obtained by Mgen over DV

test are: precision = 99.4%,
recall = 70.7% and F1 score = 82.6%.

5.4 Performance on Known Vs. Unknown Users

To better understand the generalization power of the Mgen model, we compare
its performance for users known during training versus previously unseen test
users. In Fig. 4 we see a comparison of the distributions of F gen

1 scores for known
and unknown users in the set of selected users U . In Fig. 5 we can see a similar
analysis for the set of regular users V . In Table 2 we can see a summary of
these distributions, extending the comparison to individual model performance
for users in U .

We generally do not observe better performance for users known during train-
ing, which indicates that Mgen generalizes well to previously unseen users. How-
ever, we observe that Mgen performs better for users in U , more active and
central than those in V . In the case of known users, the mean F gen

1 score per
user is 9.4% higher for users in Utr than for users in Vtr. For unknown users, the
corresponding difference (mean F gen

1 over Ute vs. Vte) is 10.3%.

Table 2. Distribution of F1 scores on Tte(u) over selected (U) and regular users (V ),
grouped by users known and unknown during training of Mgen.
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Fig. 4. Distribution of F1 scores of Mgen over known vs. unknown selected users (U).

Fig. 5. Distribution of F1 scores of Mgen over known vs. unknown regular users (V ).

6 Conclusions and Future Work

As a general conclusion, we observe that modelling social environments in a
standardized way across users achieves good predictive performance. The imple-
mented model is much faster to train and generalizable than single-user models,
at the expense of only a 2.2% drop in the mean F1 score per user. Further-
more, the general model proved able to keep the same prediction quality for the
best performing half of the evaluated single-user models. We also conclude that
XGBoost is a suitable classification algorithm for this type of problem, improving
the training times over SVM without harming model accuracy.
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This research opens many doors to evolve the model. The most relevant to
us are described next.

One of the upcoming experiments will be to add features that take into
account the time elapsed after the original tweet has been published. Another
line of research is to try to change to Deep Learning models and replace the
XGBoost models. Additionally, we have the idea to use a Long Short-Term Mem-
ory (LSTM) neural network or a Transformer model representing the activity
on tweets as a temporal series.

Another extension would be to incorporate content related features to the
general model. The challenge here is modeling content in a user-independent
way. The difficulty of this direction lies in the fact that it is not enough to model
the content of the target tweet, but we also need to somehow encode the content
preferences of the user we are predicting for.

Even though the introduced general model is able to handle previously unseen
users, we still observe that the prediction quality is higher for more experienced
users. So it would be interesting to explore better ways of dealing with cold
start users, and also better understand the relation between the amount of past
activity and the prediction quality for each user.

This model introduces a baseline for general modeling of neighborhood infor-
mation. More sophisticated modeling techniques involving Graph Neural Net-
works [17] can better represent the complexities of retweets happening in differ-
ent positions of the network of neighborhood users and potentially improve the
performance of the predictions even further.

Finally, an interesting line of research is trying to replicate the experiments
for other social networks such as Facebook, Instagram or Sina Weibo, and see
to what extent our conclusions apply to those. The purely social nature of the
proposed model makes it suitable to be extended to any network of users shar-
ing content, even in image-based networks such as Instagram. However, we are
limited by the availability of data to build datasets.
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Abstract. The digitization of physical documents is a common objec-
tive in the process of digital transformation of public organizations in
Peru, however this process has a particular task that consumes a lot
of time and resources: the segmentation and classification of pages in
digitized documents, that is, determine where one document ends and
the next begins, as well as naming each classified document. To this
end, in this article we present a solution that uses machine learning and
regular expressions for the automatic segmentation of pages in digitized
documents of the Public Prosecutor’s Office and their classification. Our
solution achieved an accuracy of 93% using Random Forest for page
segmentation and high accuracy in the classification of document types
above 90% accuracy using regular expressions based on rules.

Keywords: Machine learning · Regular expressions · Page
classification · Page segmentation · Digitized documents

1 Introduction

The digitization of documents is a very common activity today in public orga-
nizations in Peru, which is carried out mainly to facilitate the administration
and access to information of the documents, it is also a way of safeguarding said
documents.

Now, for organizations focused on investigation, as is the case of the Public
Prosecutor’s Office, there is a context in which large batches of documents have
to be scanned, which, for example, in the Public Prosecutor’s Office are handled
through fiscal folders and each fiscal folder handles several documents and each
document on average contains about 200 pages, within these 200 pages there is
a mixture of various individual legal documents such as official letters, reports,
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declarations, notifications, among other documents that are usually part of a tax
investigation.

The idea is to obtain an independent typified document that corresponds
to the prosecutor’s file, but this implies investing a lot of time and resources,
which are not available in the Public Prosecutor’s Office due to the excessive
workload that the staff of the prosecutor’s offices usually handle. However, in
an ideal scenario in which there is sufficient staff to perform this task, obtaining
a manually typed independent document is more prone to error due to a large
number of batches of digitized documents.

A document flow is a list of successive scanned pages, representing several
documents without explicit separation marks between them [1]. Documents are
scanned as a continuous stream, losing the original version and producing a
single output that includes all scanned documents. [9]. It is very common for
documents to include pages that bear little resemblance to each other and for
documents of different types to include similar pages [2]. Managing this informa-
tion flow manually by classifying documents is time consuming, costly and error
prone [4]. A simple solution is to put legible marks between pages to facilitate
document identification. However, in a large flow of pages, this would be very
costly and error-prone [6]. When the flow is scanned, it may lose the way that it
was initially structured, and which corresponds to the document’s boundaries.
These boundaries are of importance to be able to group pages from a document
and put them in the same file or folder [7].

Thus, many works seek to solve the segmentation of the page flow and the
classification of each identified segment. This work used different models from
rules to deep learning models on public datasets and only Fabricio Ataides Braz
and Nilton Correia [11] used legal documents but not in documents types focused
on folder fiscal and consider the outlines generation multilevel. Therefore in this
study, we focused on the legal domain, especially in documents corresponding to
fiscal folder of Public Prosecutor’s Office. This research addresses the problem of
how the use of machine learning algorithms and regular expressions contribute
to the segmentation and classification of digitized documents in the Public Pros-
ecutor’s Office, being this a great option to optimize this activity and thus add
to the effort to further modernize the processes of the Public Prosecutor’s Office.

This paper organized as follows: In Sect. 2, the Related Works. Then, in
Sect. 3, segmentation and classification of pages. Section 4 the contributions of
our research are detailed and Sect. 5 will give a conclusion and some perspectives.

2 Related Work

There are different works carried out for page segmentation and classification,
which over time have used different methods and techniques to address the prob-
lem and using different data sources.

For example in the 2009 [1] uses Multi-gram models applied to a database
containing 356 documents distributed in 719 pages, which contain invoices of dif-
ferent type and language. Four years later [2] he presents an approach that leans
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towards the over segmentation of documents, for which they used a database
of 7203 documents with 70,000 pages, containing 13 different semantic classes
of documents (invoices, tax forms, contracts, property records, etc.). He also in
the 2014 [3] year presents a work in which he analyzes heterogeneous documents
(invoices, insurance, etc.) for which the images are subjected to an OCR pro-
cess, empty words are removed and each page is presented in XML format for
these experiments using four databases, the same databases are used [4] where
a generic approach is proposed for the segmentation of a heterogeneous flow of
documents.

An automated mechanism for segmentation and classification of large quan-
tity of documents, can be useful in providing optimization in terms of both seg-
mentation/classification accuracy and processing time [5], in this 2016 research
they use deep neural networks for page segmentation and classification, for their
experiments they use 576053 pages in image format, The images were saved using
the RGB color model, then have been resampled and resized to 256 × 256. The
database is divided into 224 different types of documents (identity documents,
payroll, contracts, etc.). On the other hand tity of documents, can be useful
in providing optimization in terms of both segmentation/classification accuracy
and processing time [7] proposes a comparison of a rule-based approach with a
machine learning method based on Doc2Vec, for this they use a corpus of more
than 4,000 real administrative documents composed of more than 8,000 pages,
obtaining that the machine learning method offers better results on multi-page
documents, while the rule-based method works better with single-page docu-
ments.

There are also other works such as [8] from 2018 in which they use an app-
roach that segments PDF documents into sections semantically applied to XML-
based training data. Very similar to [6] that also uses structural analysis of pages,
mentioning that 9 descriptors is enough for the identification and breaking of
pages and obtaining very good results being its main disadvantage the costly of
the process. Following similar methodologies [9] bases its method on contextual
and design descriptors intended to specify the relationship between each pair of
consecutive pages, to steal it they use a database composed of 4068 documents
with 7000 pages.

In more current research such as [10] of 2019 in which convolutional neural
networks are used but with the particularity that the visual information of the
scanned images is combined with the semantic information of the texts, thus
demonstrating that a multi-modal classification of features in a single classifi-
cation architecture allows significant improvements for the optimal separation
of documents; in order to apply these techniques they used 2 public datasets of
documents Archive26k and Tobacco800. Following the line of combining visual
and textual information in 2022 [10] proposes the use of a multimodal binary
classification network that incorporates textual and image aspects of the pages
of digital documents, obtaining very good results. In order to test their model,
they use the same databases as in Heyer [10]. Finally in 2022 we also find a
research [13] that performs segmentation and classification through a focused
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task such as a semantic analysis of the relationships between pages and pro-
poses an end-to-end approach to feature extraction inspired by the dependency
analysis literature.

Table 1 below summarizes the results obtained in the previous research
reviewed.

Table 1. Summary of the discussed methods. S = Segmentation, C = classification, L
= Labelled, T = Textual features, V = Visual Features.

Summary of the discussed methods

N◦ Authors(s) Method Features Best model Result

1 Fabricio Ataides
et al. Ref. [11]

S,C and L T EfficientNet (ANN) 95.3 % F1

2 Th. Meilender,
A. Beläıd [1]

S T K-means 82 % F1

3 Gordo, Albert et
al. Ref. [2]

C and S T and V Probabilistic approach

4 Daher, Hani et
al. Ref. [3]

S and C T Incremental classifier 93 %
Accuracy

5 Hani Daher and
Abdel Beläıd. [4]

S T Multilayer Perceptron 94 % F1

6 Gallo, Ignazio et
al. Ref. [5]

S and C V CNN + DNN 97.01 % F1

7 Karpinski,
Romain and
Beläıd, Abdel [6]

S T Factual descriptors 96.17 %
Precision

8 Hamdi, Ahmed
(2017) et al.
Ref. [7]

S T and V Doc2Vec 67 %
Accuracy

9 Jan
Oevermann [8]

S T semantic text
properties

81.7 %
Accuracy

10 Hamdi, Ahmed
(2018) et al.
Ref. [9]

S T contextual and layout
descriptors

91.5 %
Accuracy

12 Wiedemann, G.,
Heyer, G. [10]

S T and V Multi-modal CNN 93 %
Accuracy

13 Guha, Abhiji et
al. Ref. [12]

S T and V multi-modal binary
classification network

97.37 and
97.15% F1

14 Demirtaş,
Mehmet Arif et
al. Ref. [13]

S and C T and V Semantic Parsing
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3 Methodology

The methodology used in this research to develop the page segmentation and
classification algorithms was CRISP-DM, an acronym that stands for Cross
Industry Standard Process for Data Mining, which is a process model used as
a basis for data science projects [14]. Within this methodology, 6 points are
considered, which are detailed below based on the research:

3.1 Business Understanding

We focused on the digitalization of tax documents in the Public Prosecutor’s
Office, identifying the need for the segmentation and classification of pages to be
done automatically, contributing to the reduction of time and cost, and ensuring
accuracy in the segmentation and classification of pages.

3.2 Data Understanding

Being part of the electronic fiscal folder team, we were granted access to digitized
fiscal case files, from which we identified the design and text characteristics,
needed to generate a dataset from the documents provided.

3.3 Data Preparation

To apply the page segmentation algorithms, it was necessary to create a dataset
based on the text and design characteristics of the digitized documents, with the
final result detailed in Table 2. For page classification, a dictionary of regular
expressions was defined as shown in Fig. 2.

3.4 Modeling

For page segmentation, tests were made with 9 machine learning algorithms, the
algorithms used are detailed in Table 3, and for page classification, rules were
defined based on the analysis of the contents of the documents, these rules are
shown in Fig. 2.

3.5 Evaluation

The models used for page segmentation were evaluated based on 3 metrics (Accu-
racy, Sensitivity, and Precision), the results obtained can be seen in Table 3. For
page classification, manual experiments were performed, evaluating the accuracy
of the classification algorithm based on rules, these results can be seen in Fig. 3.

3.6 Deployment

The deployment of the algorithms for page segmentation and classification is
designed to be used through a desktop application that allows reading the digi-
tized files and gives as a result the segmentation and classification of the docu-
ments as shown in Fig. 4.
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4 Segmentation and Classification of Pages

The process begins with the digitization of physical documents through scanners
with OCR technology, the latter so that it is easy for us to read the information
of the documents and thus be able to make the segmentation of the pages, which
consists of identifying the breaks in the document, which in this case our seg-
mentation algorithm analyzes whether a page is the beginning of a document or
otherwise is part of a document, resulting in several documents contained in the
initial document. Once we obtain the segmentation of the pages, we proceed to
the classification, i.e. the classification of each identified document, which in the
context of the research can be dispositions, notifications, minutes, requirements,
official letters, among other types of documents that are automatically classified.
This is visually detailed in Fig. 1.

Fig. 1. The flow of the process of segmentation and classification of digitized pages of
the Public Prosecutor’s Office.

4.1 Segmentation of Page

In order to obtain an algorithm that can perform an automatic segmentation
of pages, in our case to identify whether a page is part of a document or the
beginning of a new document, we first proceeded to generate a dataset based
on existing documents of the tax capitals in order to train and test predictive
algorithms in order to obtain the best segmentation algorithm.
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Dataset Generation. For our research, a dataset of 18 features and 1 target
was generated from the analysis of over 1000 pages of 5 tax cases. In total, we
managed to have 1071 records, one record for each page processed, each of which
contained all the characteristics of a page, as defined in Table 2, where it can be
seen that the design and text characteristics were considered and translated into
sums, averages, standard deviation, and quantities, which were generated taking

Table 2. Long table caption.

Details of dataset features

N◦ variable Type Description

1 text has regex doc Text 1 if the content of the page text matches some of the
key words of the representative documents of the tax
cases, e.g.: oficio, disposición, notificación; otherwise
0

2 layout std 1 size Layout Standard deviation of the number of first empty
spaces per line at the top of the page

3 layout std 2 size Layout Standard deviation of the number of non-empty
spaces per line in the middle of the page

4 layout std 3 size Layout Standard deviation of the number of non-empty
spaces per line at the bottom of the page

5 layout mean 1 size Layout Average number of non-empty spaces per line of the
initial part of the page

6 layout mean size Layout Average number of non-empty spaces per line across
the page

7 layout sum 1 size Layout Sum of the number of non-empty spaces per line at
the top of the page

8 layout sum 2 size Layout Sum of the number of non-empty spaces per line in
the middle of the page

9 layout empty avg 1 group Average number of blank spaces of the lines at the
top of the page

10 layout empty avg 2 group Layout Average number of blank spaces of the lines in the
central part of the page

11 layout empty avg 3 group Layout Average number of blank spaces of the lines at the
bottom of the page

12 layout first15 sum size Layout Sum of the number of non-empty spaces per line of
the first 15 lines of the page

13 text numeral Text Number of numbering signs in the text, e.g.: Nro,
N◦, Numero:, N:

14 layout sum space Layout Sum of the number of empty spaces per line of the
entire page

15 layout size Layout Page text content size

16 text n keywords Text Number of keywords

17 text n words Text Number of words in the page

18 layout std space Layout Standard deviation of the number of the first empty
spaces per line of the whole page

19 label Target Represents whether a page is part of a document or
the start of a new document
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into account the previous literature review and as a product of the analysis of
the researchers, knowledgeable about the context and the processes of the Public
Prosecutor’s Office concerning the digitization of prosecutorial cases. Once the
database was generated, we used it to test several predictive models that allow us
to automatically segment whether a page is the beginning or part of a document.

Algorithms for Page Segmentation: Once the data set was obtained, tests
were performed with supervised machine learning algorithms, for this research
Random Forest, Logistic Regression, Support Vector Machine and k nearest
neighbors were tested. In order to be able to apply and perform experiments
with the mentioned models, the dataset of 1071 rows was divided into test and
training data, allocating 30% for testing and 70% for training the model. The
metrics obtained for each model for the test data are shown below.

Table 3. Machine learning algorithms used.

Summary of the discussed methods

N◦ Machine learning algorithms Accuracy Sensitivity Precision

1 Logistic regression by gradient of descent 0.92 0.95 0.92

2 Random Forest 0.93 0.95 0.93

3 Random Forest with GridSearch 0.93 0.94 0.94

4 KNN 0.77 0.80 0.81

5 KNN (standard scale) 0.89 0.92 0.88

6 KNN (MinMax scale) 0.91 0.96 0.90

7 KNN (GridSearch) 0.92 0.97 0.91

8 Support Vector Machine with linear kernel 0.89 0.91 0.91

9 Support Vector Machine with radial kernel 0.76 0.88 0.76

The algorithms that obtain the best results and exceed 90% accuracy are
4: Random Forest, Random Forest with GridSearch, KNN (MinMax scale), and
KNN(GridSearch). Of the 4 we chose to work with Random Forest which is the
one that gives us the best result with 93% accuracy.

Unlike other research that use neural networks or deep learning, such as [5]
or [10], in our case, for this stage of the application under development, due to
the available resources and to seek an application as light as possible, it was
decided not to use these algorithms, since they represent a greater investment
of computational resources.

4.2 Classification of Page

To classify the segmented pages, we use regular expressions, which are rule-
based algorithms for which we first identify all possible document types that
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may exist in a fiscal folder and based on them generate the rules that result in
the document type.

Regular Expressions: The regular expressions used for classification are
mainly composed of the text of each page and the keywords contained in the
text of each type of document, as detailed in the following table.

Fig. 2. Regular expression.

The results obtained are very favorable and have a high degree of accuracy
when typing the segmented pages, as shown below, which details the results
obtained when performing the experiments with two tax case files, the first of
135 pages and the second of 89 pages. These experiments were performed man-
ually by the researchers themselves as part of the validation of the classification
algorithm, which is then applied to execute the page segmentation.



Segmentation and Classification of Pages for Digitized Documents 41

Fig. 3. Result of the experiments with the page classification algorithm.

5 Contributions and Results

The input to our solution to generate the database and create the model for the
automatic segmentation of documents is delivered by an OCR engine, which is
the source of information from the digitized pages that after a process of data
analysis and preprocessing we obtain quite detailed design and text features as
shown in Table 2, in total 1071 records were obtained with 18 features and one
target, this guaranteed the high accuracy of the algorithms used.

Nine machine learning algorithms were evaluated, see Table 3, based on the
measurement of 3 metrics Accuracy Sensitivity, Precision. As a result, 5 of the
evaluated algorithms exceeded 90% in the 3 metrics, being the Random Forest
algorithms the ones that obtained the best result with 93% of Accuracy, a quite
high result when we are dealing with machine learning algorithms.

Within the classification of document types, we mainly used the text of the
pages and their keywords, from which a rule-based algorithm was generated
(see Fig. 2) to identify the types of documents generated in the segmentation
of the pages, obtaining results with a high percentage of accuracy as can be
seen in Fig. 3, which details the results obtained in the experiments carried out
concerning the classification of pages.

[1] obtained an accuracy of 75%, making use of multigrams, where to digitize
the documents they also used OCR and identified 19 features, in our case in
the same way OCR was used to digitize the documents, with this it was pos-
sible to generate 18 base features (see Table 2) and from these features a total
of 42 features were generated, which guaranteed an accuracy of 93% in page
segmentation and 90% accuracy in classification.

It is worth mentioning that in [2], supervised learning was used in a large
dataset of 7 203 documents with 70 000 pages, which include 13 types of docu-
ments, obtaining initial results, a dataset much larger than the one used in our
research, however, we were able to work with 27 types of documents as shown
in Fig. 2.



42 K. Rivera et al.

[11] The results show that the methods that combine text and image, with an
accuracy of 91%, are best. However, they mention that although this is indeed
a remarkable result, it requires excessive computational resources, so they opt
to use a labeling system, achieving the same result with fewer computational
resources; In our research, we also evaluated the possibility of tagging at the
time of digitizing pages, however, it requires investing more man-hours in a
public ministry overloaded with the workload, so we opted to continue with the
use of text and design features along with the use of regular expressions, also
achieving very good results in accuracy; in addition to the model will be deployed
as a service ensuring that it can operate with minimal computational resources.

Based on the initial tests running the automatic segmentation and classi-
fication of digitized documents, the test was performed with a fiscal folder of
89 pages, of which our application was able to perform the process in 23 s and
generated 37 documents, this result is shown in Fig. 3.

Fig. 4. Result of the segmentation and classification of an 89-page tax case.

6 Conclusion and Future Works

With the generation of an adequate dataset, it is possible to obtain very favorable
results by applying machine learning algorithms that allow automatic segmen-
tation and classification.

The best machine learning algorithms for automatic page segmentation, in
our particular case to identify whether a page is the beginning or part of a
document, are the Random Forest algorithms, with which we obtained a high
Accuracy of 93%.for page type classification, using algorithms with well-defined
regular expressions results in high accuracy in page typing. Thus, the implemen-
tation of our solution in the Public Prosecutor’s Office is timely and necessary.

Initial tests show that the time of segmentation and automatic classification
of digitized documents is quite short and acceptable, which leads us to infer
that its implementation guarantees the reduction of time and costs and ensures
a high accuracy in the results. It is expected to continue with the development
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and continuous improvement of the application in order to promote its massive
use in the Public Prosecutor’s Office, for a more efficient administration of the
digitized fiscal folders.

Although there are indeed previous works that use neural networks and have
obtained very good results, in our case, due to the limited initial amount of data
used for training and testing, we consider that it is not convenient to use them,
so we decided not to test algorithms related to neural networks, however, we do
not rule out their use in the future as long as we have access to a larger amount
of training and testing data.
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Abstract. Contemporary legal digital libraries such as Lexis Nexis and
WestLaw allow users to search case laws using sophisticated search
tools. The sophistication of these legal search tools, however, vary widely
between commercial and non-commercial libraries, and by user groups.
At its core, various forms of keyword search and indexing are used to find
documents of interest. While newer search engines leveraging semantic
technologies such as knowledgebases, natural language processing, and
knowledge graphs are becoming available, legal databases are yet to take
advantage of them fully. Even more scarce is any search engine able to
support reasoning to identify legal documents based on legal precedent
matching. In this paper, we introduce an experimental legal document
search engine, called Prism, that is capable of supporting legal argument
based search to support legal claims. We use a document engineering
method to embed legal premise graphs, called the AND-OR graph, in
the document to facilitate semantic match. A prototype implementa-
tion of Prism as a component of a document management system, called
VOiC, is also discussed.

Keywords: Document Engineering · Story Understanding · Premise
Graph · Knowledge Graphs · Graph Matching · Natural Language
Processing

1 Introduction

Search is a basic function supported in all digital archives of information. While
search techniques have evolved in structured and unstructured databases, it is
still an ongoing research issue in digital libraries and document databases [14], in
stark contrast with other types of digital libraries such as music [8], mathematics
[18], judicial [6], etc. in terms of techniques and applications. Among the search
techniques currently in use, some form of keyword search [20,24,25] or text min-
ing based association search [1,13,19] are prevalent. In recent research, however,
an emerging trend of searching digital libraries using knowledge graphs (KG) is
gaining popularity [10] with the goal to improve semantic matching [12,21].
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It is not uncommon in digital library search for users to land on useful doc-
uments almost by accident [17]. This is because most of the search engines do
not allow queries that make sense semantically. For example, the following legal
query

Q1: “List case laws where parents retained jurisdiction in Virginia despite
the opposing parent having the home state jurisdiction in another state
under UCCJEA.”

is unlikely to return any case laws that meet the exact legal criteria expressed
in the query. Most likely a keyword search will return all Michigan cases under
UCCJEA mentioning home state and nothing much. To appreciate the com-
plexities inherent in this query, it is important that we briefly understand the
structure of legal brief, and the UCCJEA law in the USA.

1.1 Structure of Case Laws

Roughly, there are two types of laws – black letter law, or the articles of the
constitution and case laws, or the adjudicated proceedings of the cases in the
courts of law. Case laws are specific litigation in which black letter laws and other
case laws, called legal precedents, are applied and the legal merits of opposing
arguments are decided by the courts. In the USA, we have a three tier court
system – 1) trial court where litigation first starts, merit is decided based on
facts, and logic of the arguments by direct application of the laws; 2) appeals
court where constitutionality of decisions made by trial courts is challenged and
decided relative to the case at hand; and finally 3) the supreme court which
adjudicates any misinterpretation of the laws by the lower courts.

With respect to digital representation of judicial documents, counsels of the
parties involved in a litigation submit legal briefs, courts rule on the briefs, and
produce another document called ruling or judgment. These rulings become legal
precedents and enter the database as case laws. A ruling has roughly four parts:
1) court, party, counsel details, and case details such as case number, dates and
jurisdiction. 2) a preamble that states the overall description of the litigation
and applicable case laws. 3) facts that lay out the “truth” about the case as seen
by each party which can be established by evidence. 4) legal argument why or
why not the facts lead to legal conclusions supported by case laws. Finally, 5)
relief sought or final opinion of the courts after deliberations and argument.

1.2 Article UCCJEA

UCCJEA stands for Uniform Child Custody Jurisdiction and Enforcement Act,
which is an article of USA federal constitution dealing with jurisdiction of lit-
igating parents or custodians of minor children residing in distinct court juris-
dictions, often in multiple states. Some versions of the UCCJEA act has been
adopted by all 50 states.
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Essence of UCCJEA. Two of the main purposes of the article were to (i)
stop competing jurisdictions from abusing their power and forcing families to
needlessly waste resources in multiple states by usurping the jurisdiction from a
state having a legitimate claim on the jurisdiction, and (ii) prevent parents from
seeking a more convenient forum across state boundaries to make it difficult for
the other parent to seek relief from a rightful jurisdiction or to frustrate them.
The article does so in many ways but mainly by (i) removing the use of “best
interest of the child” argument from the clauses of UCCJA (the predecessor of
UCCJEA), (ii) prioritizing the jurisdictional bases in a tie proof hierarchy so
that a state/court at a higher strata can assume jurisdiction, (iii) allowing a
state at a higher strata exercise jurisdiction without any regard for a court in a
competing jurisdiction at a lower strata in the absence of an exclusive continuing
jurisdiction by another court, (this sounds confusing) (iv) requiring the courts
to evaluate their jurisdictional authority anew (even if the court has exclusive
continuing jurisdiction) every single time a new cause is brought before them
by recognizing the fact that jurisdiction of any court is not permanent and may
change primarily due to the mobility of the child, and (v) giving the home state
the absolute priority and preemptive jurisdiction over all courts again in the
absence of exclusive continuing jurisdiction by another court.

UCCJEA Provisions. Virginia UCCJEA [5] (as well as the Federal UCC-
JEA which was adopted by all 50 US states) essentially recognizes the following
provisions:

1. Initial child custody jurisdiction: A court in Virginia can exercise jurisdiction
to make an initial custody determination only if the state is the home state of
the child. Home state is a state where the child lived at least 183 days prior
to the commencement of the proceeding, or the maximum number of days
between the two competing states at the time of the commencement of the
proceeding, no other state(s) has/have jurisdiction, or has/have declined to
exercise jurisdiction.

2. Exclusive, continuing jurisdiction: A court in Virginia which has legally made
a custody determination will have exclusive continuing jurisdiction as long
as the child or the custodial parent continues to live in this state. Also, a
Virginia court that has made a child custody determination and does not
have exclusive, continuing jurisdiction under (UCCJEA?) may modify that
determination only if it has jurisdiction to make an initial determination.

3. Jurisdiction to modify determination: Virginia may not modify a child cus-
tody determination made by another state unless it has jurisdiction to make
an initial determination, and the other state determines that it no longer has
exclusive, continuing jurisdiction or that Virginia would be a more convenient
forum, or Virginia or the other state determines that neither a parent, nor
the child presently resides in the other state.
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1.3 Use Case

Abebi and Pierre had a child named Fiia when they divorced in a Mississippi
court at which time they agreed to joint custody of Fiia. Subsequently, both
Abebi and Pierre moved to Virginia and Michigan respectively, and Fiia moved
to Michigan according to the terms of the Mississippi court order which granted
each parent a two year primary rotational custodianship. However, upon moving
to Virginia, Abebi filed for sole primary custody in Virginia and a jurisdictional
litigation ensued involving three different states. The primary question being
debated was which court has jurisdiction over Fiia, and where this custody mat-
ter will be decided.

On pleading with Virginia by Abebi, the court assumed jurisdiction despite
objection that Michigan was Fiia’s home state and Virginia did not have jurisdic-
tion to make an initial determination. Furthermore, Mississippi still had exclusive
continuing jurisdiction and did not decline to exercise jurisdiction. Michigan, on
the other hand, deferred to Virginia stating “since” Virginia is exercising juris-
diction, it (MI) cannot despite having home state jurisdiction, and despite the
UCCJEA stating that Michigan is not required to extend full faith and credit
to Virginia court because they did not have the jurisdiction in the first place.

With the intention of appealing the two decisions in Virginia as well as Michi-
gan courts, Pierre is looking for case laws that show precedent supporting Vir-
ginia’s stance, and then researching if that erroneous decision was reversed by
superior courts in Virginia. In fact, there are plenty of case laws that refute the
Virginia and Michigan position in the case of Abebi v Pierre in favor of Pierre
that existing legal search engines cannot find or link multiple case laws to offer
a more complete picture.

For example, the Janet Miller-Jenkins v. Lisa Miller-Jenkins, Virginia (2006)1

case is almost exactly identical to Abebi v. Pierre and supports Pierre’s position,
which was denied by both Virginia and Michigan, Janet and Lisa lived together
in Virginia in the 1990’s where Lisa gave birth to their daughter IMJ in April
2002. Soon after in August 2002 they moved to Vermont and entered into a civil
union. Unfortunately, in September 2003, the parties ended their relationship
and Lisa moved to Virginia with IMJ while Janet remained in Vermont.

Lisa asked a court in Vermont to dissolve their union in November 2003
and sought legal and physical custody of IMJ. In June 2004, Vermont issued
a temporary order awarding Lisa primary custody. On July 1, 2004 Lisa filed
for sole custody with sole parental rights in Virginia upon Virginia’s affirmation
of Marriage Affirmation Act. Upon learning the Virginia action, the Vermont
court on July 19, 2004, exercised its exclusive continuing jurisdiction, stating
that it will not defer to Virginia and ordered that its previous custody order
be followed. When the Virginia courts proceeded with the litigation in Virginia,
the court of Vermont forcefully ignored all Virginia orders holding that Virginia
lacked subject matter jurisdiction and retained its (Vermont’s) right to exercise
jurisdiction. The Vermont Supreme court held that the state acted according

1 http://www.courts.state.va.us/opinions/opncavwp/2654044.pdf.

http://www.courts.state.va.us/opinions/opncavwp/2654044.pdf
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to its established law, had jurisdiction to do so and that Parental Kidnapping
Prevention Act (PKPA) afforded preemptive jurisdiction to Vermont and denied
full faith and credit to Virginia orders that contradicted those entered by the
Vermont court. On appeal in Virginia, the Virginia court of appeals affirmed
and upheld Vermont’s position.

Both Vermont and Virginia appeals court’s positions have been affirmed in
several other similar courts such as in Rogers v. Rogers, Alaska (1995)2, Swalef
v. Anderson, Virginia (2007)3, Key v. Key, Virginia (2004)4, and in numerous
other cases. In particular, in Markle v. Markle, Michigan (2007)5, the Michigan
court of appeals denied to extend full faith and credit to Texas court’s custody
order citing Texas court’s lack of subject matter jurisdiction. In Johnson v.
Johnson, Michigan (2005)6, the Michigan court of appeals reversed the Michigan
trial court’s order that denied Michigan jurisdiction in favor of Idaho without
determining that Michigan was an inconvenient forum by simply determining
that Michigan lacked jurisdiction under a scenario similar to that of Abebi v.
Pierre case even though Michigan was the home state.

The critical point is that none of these cases were systematically discovered
using existing search engines in law libraries; rather, they were accidentally dis-
covered [17] on the internet by Pierre. The research issue we are addressing is
designing a search engine to help find cases that support or refute the position
of a plaintiff or defendant given the case facts as the user sees it. We call the
reasoning a user uses to establish a claim a premise graph. The task the search
engine assumes is to find the cases that at least partially match the edges in the
premise graph, and possibly all the edges to render a conclusion. We lay out our
experimental model in the sections to follow.

2 Document Understanding Using Prism

Abebi v. Pierre illustrates a complex system of information structure that most
likely will not lend itself to traditional query engines such as keyword search,
layered indexing, and other techniques discussed earlier, to produce the docu-
ments these litigants seek. More novel approaches based on knowledge graphs
[7,9,15,22] or knowledge driven querying of digital documents [2–4,16] were
not shown to be effective in the type of search we are interested in. We there-
fore propose a document authoring and engineering model to enrich legal docu-
ments with meta-information at creation time so that improved semantic search
becomes possible. Our goal is to make the enrichment steps as user transparent
as possible.

2 http://touchngo.com/sp/html/sp-4293.htm.
3 http://www.courts.state.va.us/opinions/opncavwp/2510061.pdf.
4 http://www.courts.state.va.us/opinions/opncavwp/1079041.pdf.
5 https://www.michbar.org/opinions/appeals/2007/081407/36789.pdf.
6 http://www.michbar.org/opinions/appeals/2005/030105/26467.pdf.

http://touchngo.com/sp/html/sp-4293.htm
http://www.courts.state.va.us/opinions/opncavwp/2510061.pdf
http://www.courts.state.va.us/opinions/opncavwp/1079041.pdf
https://www.michbar.org/opinions/appeals/2007/081407/36789.pdf
http://www.michbar.org/opinions/appeals/2005/030105/26467.pdf
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A careful examination of the UCCJEA black letter law suggests a premise-
conclusion relationship in the form a logic structure α ← β1,∧, . . . ,∧βm, where
βis are the conjuncts in the antecedent and α is the consequent of a logical
implication. For example, for the following facts,

resident(pierre,fiia,michigan).
jurisdiction(Cust,Subject,State,homestate) ← resident(Cust,Subject,State),

¬ jurisdiction(Cust,Subject,State,exclusivecontinuing).
jurisdiction(Cust,Subject,State, homestate) ← resident(Cust,Subject,State),

jurisdiction(Cust,Subject,State,exclusivecontinuing),
declined(Cust,Subject,State,exclusivecontinuing).

jurisdiction(Cust,Subject,State, convenientforum) ←
resident(Cust,Subject,State), deferred(Cust,Subject,State,ExState)
jurisdiction(Cust,Subject,ExState,exclusivecontinuing).

the above rules codifying Home State jurisdiction under UCCJEA will deter-
mine that Pierre, as a custodian of Fiia, has home state jurisdiction in Michigan.
However, if we add this fact to the database,

jurisdiction(pierre,fiia,mississippi,exclusivecontinuing).

Pierre will not gain home state jurisdiction in Michigan. This rule base then can
act as a recommendation system to suggest Pierre to seek a convenient forum
determination, or home state deferral by the state of Mississippi.

Some of the facts claimed in the legal briefs or pleadings are subject to dis-
pute, and a ruling is necessary. For example, in Miller-Jenkins v. Miller-Jenkins,
Virginia (2006), as well as in Abebi v. Pierre, Michigan (2009), both Lisa and
Abebi claimed home state jurisdiction. In Lisa’s case, home state was obvious
since IMJ lived with Lisa in Virgina for more than six months. Lisa could not
exercise the home state jurisdiction because Vermont was exercising its exclu-
sive continuing jurisdiction, which takes precedent under UCCJEA. However,
for Abebi, Fiia lived in Virginia for two weeks, after moving from Mississippi,
and then lived with Pierre for more than four months at the time Abebi filed for
custody. In such cases, both parties need to state why they believe their respec-
tive states have jurisdiction. A judge then decides the correct status based on
case laws, which is clearly spelled out in the UCCJEA article. We can capture
the premises for residency as the following set of rules.

resident(Cust,Subject,State) ← livedin(Cust,Subject,State,From,To),
duration(Days,From,To), filed(Date), Date=To, Days>183.

resident(Cust1,Subject,State1) ← livedin(Cust1,Subject,State1,From1,To1),
livedin(Cust2,Subject,State2,From2,To2), priorto(To2,From1),
duration(Days1,From1,To1), duration(Days2,From2,To2), filed(Date),
Date=To1, Days1>Days2.

The rules above say that on the date of filing the case, a custodian gains
residency in a state if the child lived in that state six months or more continuously
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until the date of filing, or if the child lived in that state the most compared to the
state she lived immediately prior. Note that both cannot simultaneously hold
true. Now given the following facts, Pierre is certain to gain residency, i.e., home
state residency.

livedin(abebi,fiia,virginia,1/1/2007,1/14/2007).
livedin(pierre,fiia,michigan,1/15/2007,5/20/2007).

The duration predicate above can be implemented as a computable function that
will return the difference between two dates in number of days, and priorto as a
Boolean function that returns true or false given two dates To and From if To
is prior to From.

The technical issue now is, how do we arrive at these logical conclusions from
a search of the available digital documents? One way to accomplish this is to
design a text understanding system in ways similar to [9,22] that is capable of
deriving fact predicates, e.g., livedin or resident, from the case laws, and applying
these rules to decide if a document is relevant and meets the query conditions.
In this approach, no additional manipulation of the documents will be necessary
except the knowledge extraction engine. However, we can expect the search cost
to be high because all documents will need to be understood and mined first
for discovering the predicates. An alternative is to create these knowledge at
the time of document authoring. We adopt the latter approach because it is
efficient, even though slightly demanding and intrusive for users authoring the
documents. We, however, contend that our document engineering approach is
efficient for both creating documents, and processing queries.

2.1 Document Authoring

The main idea is to design an HTML WYSIWYG legal document editor that
will transparently embed a premise graph into the document as a searchable
meta-data, which will not be rendered, yet the authors of the document will be
able to view and edit it. To help authors embed the graph, we design a type-
ahead searchable legal terms such as resident, exclusive continued jurisdiction,
convenient forum, etc. from which authors are able to pick node descriptions for
a premise graph along with the required parameters. For example, they will be
able to construct a node “Mississippi” has “exclusive continuing jurisdiction”
over “Fiia” as a triple 〈Fiia, Mississippi, Exclusive Continuing〉 that we call c-
term, or complex term. Subsequently, with a click of a mouse, this c-term can
be added to an edge as a node, and stored as the document meta-data. Figure 1
shows the editor in use by the attorney of Pierre filing the objection to Abebi’s
attempt to retain jurisdiction in Virginia.

AND/OR Graphs. The major reasons question answering systems or legal
search engines such as Lexis Nexis or WestLaw fail to respond to queries such as
Q1 is because they require causal reasoning or causality determination [11,23]
which none of these contemporary digital libraries support. Since such causalities



52 H. M. Jamil

Fig. 1. Prism user interface for document engineering with premise graph embedding.

are application specific and orthogonal to document authoring, we believe they
need to be addressed separately. Current approaches to such discoveries tend to
be based on learning models, are quite involved and computationally expensive,
in systems that support something of similar nature. In Prism, we seek to find a
cheaper and more direct solution using the concept of directed AND/OR graphs
that was exploited in past research [26].

The process we have adopted to capture the premise graphs in Prism exploits
the AND/OR graph representation. For example, the jurisdiction/4 rule7 can be

7 jurisdiction/4 means the predicate jurisdiction has four arguments.
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represented in the form of a modified AND/OR graph as shown in Fig. 2(b). In
this modified AND/OR graph, the nodes are pre-processed and made grounded,
and unlike the logic rules discussed in Sect. 2, there are no variables. In other
words, the rules are instantiated with ground facts. Users select these facts from a
fixed set of terms which come with predefined slots to be filled in. For example,
when the term resident is selected, the interface asks for two values, one, the
name of the child, another, the state, and once supplied, generates the c-term.
In order to support more complex premise graphs, Prism also allows expressing
premise graphs in the form of RDF-like triples, node1-edgename-node2 type of
edges, as shown in Fig. 1 with the document rendered and in Fig. 2(c) as the
HTML document representation. Note that the premise graph is not visible to
readers, yet remains visible to the author during editing.

(a) Causal net in the form
of AND/OR graphs.

(b) jurisdiction/4 (home state) rules captured using
AND/OR graph.

(c) Premise graphs are embedded in the document using a non-rendering mode.

Fig. 2. Representing Premise graphs in Prism. (Color figure online)

Users are also able to visualize the premise graph before they save the docu-
ment. Prism allows validation functions to check if the premise graph is legally
valid, and semantically accurate. It reports mistakes using color coding of the
edges. All semantically and legally accurate edges are shown in green, and the
others in red. Edges being edited or not validated are shown in black.
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Semantic Search Using Premise Graphs. Usually, a legal researcher will
try to find case laws that support even part of their claims. In other words, it
is usually difficult to find case laws that have the exact circumstances that will
warrant identical outcomes in the court of law. Given that a large percentage of
cases are decided on erroneous premises and often get redressed in appeals or
in supreme courts, it is not unlikely to find contradictory case laws. Therefore,
case laws need to be interlinked so that the whole decision process is clear.
Consequently, counsels can piece together their legal claims by citing cases that
support parts of their arguments in the premise graphs, with the hope of finding
such support for every part of their premise graph.

We, therefore, support a maximal constrained subgraph isomorphic matching
search of the premise graphs of case laws in a systematic way. To understand the
process, let us consider another case, Michelle v. Maxwell, 2002 (Nebraska) over
the custody of Elli. In her case, let us assume that the case law contains the pur-
ple, yellow and green shaded parts of the premise graph shown in Fig. 2(b) with
the following details: livedin(elli,nebraska), resident(elli,nebraska) and nojuris-
diction(elli,other,exclusive) replacing the corresponding nodes in the premise
graph. A search by Pierre’s attorney with the entire premise graph in Fig. 2(b)
which he intends to prove as his whole case, will match with Elli’s case law since
it supports “maximally” his argument that Michigan has jurisdiction over Fiia.
This is because circumstances are identical to Fiia’s with the only substitution
being of Nebraska for Michigan, an isomorph.

On the other hand, if Prism can find another case law that supports the other
branch of Pierre’s premise graph, namely the non-shaded branches, Prism will
include that case law as well, which only strengthens his argument even though
one support is logically sufficient. In reality, Prism will list all such matches.
The important issue to note here is that Prism will also find partial matches.
For example, consider a case in which Prism could only find support (matching)
for the purple branch, and nothing else. In that event, Prism will list this case
as a possible partial match if and only if it could not find any more case laws
to support the yellow or the green shaded portions (i.e., it did not find Elli’s
case). This is called the maximal constrained subgraph isomorphic search – i.e.,
Prism always searches for maximum possible matches. Technically, Prism breaks
down every AND and OR into individual subgraphs to match isomorphically,
then constructs the maximal matches from the parts within the same document,
and discards a match the moment a relatively more maximal match is found.

2.2 Premise Graph Embedding

We have implemented Prism within a virtual legal office environment, called
VOiC, in which documents are created, routed and shared across an enterprise.
While AND/OR graphs can be included in any VOiC documents as a set of edges
in the form of triples, or in the database as a set of predicates (as shown in Figs. 1
and 2(c)), they are often difficult to conceive, and tedious to express correctly
by non-technical users, such as law clerks or even counselors. To help users
capture the premise graphs precisely, VOiC includes a user initiated premise
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Fig. 3. Dialogue box for Premise graph generation. (Color figure online)
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graph selection and description tool, a dialogue box, as shown in Fig. 3. Users
can activate the Prism dialogue box from the document authoring interface
shown in Fig. 1, and once the dialogue is completed, the generated graph can
be included in the document, or the set of predicates representing the case facts
can be transferred to the database.

To generate a premise graph, users first choose an article of the law. In Fig. 3,
Virginia UCCJEA article § 20-146.12 Initial child custody jurisdiction is selected.
Once it is selected, the form to collect case specific information is displayed,
e.g., child’s name (Fiia), state the litigation filed (Virginia), and so on. As the
entries are added, the graph entries with case specific details are initialized in
the AND/OR template below the entry form. Users are then required to select
one of three options – True, False, or Override (if the user is a judge) – for
each of the pre-conditions that must be satisfied under the article selected. The
graph in general is a forest of AND/OR trees. Every time a truth value of a
node becomes true, the node is highlighted in green, otherwise, it stays red. As
expected, if a conjunct is false, its consequent is also false (red).

For example, to make Section A.1 (home state jurisdiction) true (green)
under article § 20-146.12, we must choose either A.1.a true, OR, A.1.b true, and
to make A.1.b true, we must choose all three, A.1.b.i, A.1.b.ii and A.1.b.iii, true.
Finally, to make Section A (initial child custody jurisdiction) true, we must find
A.1, A.2, A.3 or A.4 true. Once the premise tree is constructed, it can be easily
converted into an AND/OR graph and embedded into the Prism document.

This Prism premise graph interface dual both in a counselor authoring mode
(counselor icon), and as a judge decision mode (justice icon). In the counselor
authoring mode, the override button stays inactive. In the judge authoring mode,
it becomes active and allows the judge to express that she disagreed with this
specific claim by the counselors of one or both parties.

3 Implementation of Prism as a Virtual Office
Environment on the Cloud

In VOiC, document privacy and controlled sharing are our top priorities. We
have used Flask for the implementation of VOiC for its well-known support for
web applications, using its two core components Werkzeug for web server func-
tions and Jinja for HTML templating. Flask is extendable by virtue of its support
for many extensions, and it also works with the majority of third-party Python
libraries, which we have used as well. In addition to several other extensions of
Flask, we have used the flask ckeditor extension. CKEditor is an embeddable rich
text editor with full support for HTML editing. This extension allows a core fea-
ture of Prism-HTML editing and embedding of graphs directly into documents.
Bootstrap 4 open source front-end framework was used for creating platform-
agnostic and responsive websites using its wide range of CSS styling options.
For data management, SQLAlchemy was used to seamlessly convert data from
a SQLite relational database into Python objects.
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VOiC provides a comprehensive document management system – a Virtual
Office in the Cloud. It consists of four main processes: storing, sharing, searching,
and rendering. Storage includes the holding of users, roles, and documents in a
relation database. Sharing relates to access control, and allowing users to access
pertinent documents through their username and role. Searching serves users
with a tool for data discovery with documents searchable by their search graph,
title, and content. Rendering forms the front-end portion of VOiC. Together,
these elements form a robust solution for document management in a virtual
setting.

VOiC has two document sharing capabilities. First, users must sign in to
authenticate their account before accessing or creating any documents. During
document creation, the creator chooses which roles and individual users will
have access to her document. This selection is done through two multi-select
input fields. By default, all users have the “Employee” role. Therefore, sharing
a document with this role shares it with all system users. After creation, the
added users and roles can then edit these permissions as desired. Each user then
sees documents they have access to on their dashboard. We generate this list of
documents by filtering out each document that does not have the active user in
its list of users or any intersection between the document and user roles.

VOiC has two search options – keyword or substring search, and graph search.
On submitting the keywords, a SQLAlchemy query then executes and retrieves
all documents in which the search query keywords are a substring in the title
or content. The graph search uses the maximal isomorphic search as described
earlier, and is thus a more powerful search. However, the graph search is sub-
stantially slower than text search.

4 Discussion

Both Prism and VOiC are ongoing research and implemented as a test prototype
with bare bone functionalities. The main purpose of this paper is to introduce
a novel search engine for legal documents each of which are very large. To our
knowledge, no comparable search engine for legal documents exists that can find
case laws based on the arguments used to decide the merit of the cases. However,
there are several improvements we can contemplate over the current prototype.
We now highlight a few of these improvements planned for the future.

First, we plan to improve user experience by including a natural language
processing, or a knowledge graph based premise graph construction system that
will obviate the need for manual premise graph authoring and embedding. Such
an automated generation of premise graphs will also eliminate the need for val-
idation. Recall that authoring a premise graph is different than using one for
searching. For searching, authoring one will still be required.

Second, in the current edition of Prism, we do not support interlinking of case
laws across court hierarchies to support tracking of any reversal of decisions. This
can be achieved by developing a document representation system with case IDs,
and using them to link up. An indexing system can also be developed to help
expedite the search.
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A tagging and highlighting scheme and system can be designed to link the
nodes and edges in the embedded premise graph with the sections and articles of
the law or the case laws to better visualize the relevance of the sections and the
importance of the premise graphs. While these are more advanced features to
improve usability and user experience, the core novelty is already implemented
in Prism - the semantic search engine that fundamentally changes the way legal
documents are searched. Finally, while in this paper, we have primarily discussed
a premise graph based search engine, our future plan includes a logic template
based search engine as well and to compare the efficacy of both approaches.

5 Conclusion

Both VOiC and Prism are ongoing research projects to support experimentation
on a new approach to document authoring, sharing and searching, and collecting
enough usage data to understand the usefulness of this new digital office envi-
ronment. We feel that the approach and the technology can also be used across
other scientific domains including ecology, computational biology, and network
science to search for scholarly documents to discover interacting entities, such as
cause-effect relationship in nature, gene regulatory networks, and so on. How-
ever, more research will be necessary to understand how the effectiveness of our
system in other scientific disciplines. In particular, the document matching using
subgraph isomorph discussed in Sect. 2.1, and the premise graph induction tool
described in Sect. 2.2, require further research.
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Abstract. Quechua language and Quechua knowledge gather millions
of people around the world, especially in several countries in South Amer-
ica. Unfortunately, there are only a few resources available to Quechua
communities, and they are mainly stored in unstructured format. In this
paper, the Quechua Knowledge Graph is envisioned and generated as
an effort to get Quechua language and knowledge closer to the Quechua
communities, researchers, and technology developers. The process model
for building the Quechua Knowledge Graph involved its creation, host-
ing, curation, and deployment phases. Currently, there are 553,636 triples
stored in the Quechua Knowledge Graph, which is accessible on the Web,
retrievable by machines, and curated by users. To showcase the deploy-
ment of the Quechua Knowledge Graph, use cases and future work are
described.

Keywords: Quechua Knowledge Graph · Wikibase · Linguistic
Knowledge Graph

1 Introduction

The availability of interoperable linguistics resources is nowadays more urgent
in order to save and help under-resourced languages, and their communities.
Despite the efforts of the linguistic community, not all languages are represented,
nor made accessible in a structured format. For instance, there are only a few
resources available for the Quechua language, and they are mostly in unstruc-
tured format.

In the literature, and to the best of our knowledge, most knowledge bases
constructed recently are in well-spread languages and for well-established com-
munities, like English or Spanish, as they take up an overwhelming majority
on the Web, while under-resourced languages or indigenous communities receive
less attention, for example, there is no structured knowledge graph dedicated to
the Quechua community.

In order to overcome these limitations, in this paper, we propose the Quechua
Knowledge Graph, which aims to support a harmonization process of the
Quechua language and knowledge. To do it, we are following a process model for
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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https://doi.org/10.1007/978-3-031-35445-8_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35445-8_5&domain=pdf
http://orcid.org/0000-0002-2410-4977
https://doi.org/10.1007/978-3-031-35445-8_5


62 E. Huaman et al.

knowledge graph generation [3], which involves i) knowledge creation, ii) knowl-
edge hosting, iii) knowledge curation, and iv) knowledge deployment phases.
To date, the Quechua Knowledge Graph contains 553,636 triples, which are
accessible on the Web, retrievable by machines, and curated by the Quechua
community.

The remainder of the paper is organized as follows. In Sect. 2 the related
work is presented, Sect. 3 describes the Quechua Knowledge Graph, and the
feasibility of it is discussed in Sect. 4. Furthermore, in Sect. 5 we list use cases
where the Quechua Knowledge Graph may be used. Finally, we conclude with
Sect. 6, providing some remarks and future work plans.

2 Related Work

Knowledge graphs are semantic nets that represent knowledge about certain
domains from integrating heterogeneous sources [3]. They have shown to be
very useful for applications such as personal assistants (e.g. Alexa), question-
answering systems (e.g. WolframAlpha), and search engines (e.g. Google) [2].
Content in knowledge graphs can be either open or proprietary, and they can
be classified according to those criteria. Open knowledge graphs can be manu-
ally curated by humans (e.g., community-driven) or semi-automatically curated
based on authoritative knowledge sources. By contrast, proprietary knowledge
graphs are restricted to be accessed, therefore the curation process is mostly
unknown. There are various well-known and widely used knowledge graphs that
represent general-purpose knowledge, for instance, DBpedia1 and Wikidata2.

In the context of the Quechua language and knowledge, to the best of our
knowledge, there is no dedicated knowledge graph for it. The most approximate
knowledge graph to be considered on this matter may be Wikidata, which repre-
sents multilingual knowledge in a structured format. Furthermore, it is important
to mention Wiktionary3 as a database for the Quechua language. We compare
those approaches in Table 1.

3 Quechua Knowledge Graph

In this section, we describe the workflow followed to build the Quechua Knowl-
edge Graph, which is available at https://qichwa.wikibase.cloud/. This includes
the creation, hosting, curation, and deployment phases.

3.1 Knowledge Creation

It describes the process of acquiring different sources, modelling them, and apply-
ing the models to incoming knowledge. It can be described as follows:
1 https://www.dbpedia.org/.
2 https://wikidata.org/.
3 https://qu.wiktionary.org/.

https://qichwa.wikibase.cloud/
https://www.dbpedia.org/
https://wikidata.org/
https://qu.wiktionary.org/
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Table 1. Comparing approaches built for the Quechua language and knowledge.

Description Wiktionary Wikidata The Quechua
Knowledge Graph

RDF support No Yes Yes

Reuse of ontologies No Yes Yes

Scalability Wiktionary
server

Wikibase Wikibase

Learning curve User should
learn code
templates

User selects classes and
properties

User selects classes and
properties

Anyone can edit Yes Yes Yes

Search Yes Yes Yes

Track changes Yes Yes Yes

Community-driven Yes Yes Yes

Fixed structure of entries No Yes Yes

Automatic (Bots) Yes, restricted Yes, restricted Yes

Use-oriented Human Human, machine Human, machine

Covers Quechua
language

Quechua language and
knowledge

Quechua language and
knowledge

– Identifying sources. In the Quechua Knowledge Graph, we first identify
sources, like Quechua dictionaries, vocabularies, and so on. One of the sources
we started to work with was the Runasimi Vocabulary4, which contains 22,866
Quechua words described in different languages.

– Defining domain specifications. Domain specifications model what prop-
erties or features must be described for each type of instance in the Quechua
Knowledge Graph, for instance, a lexeme type should be described with lan-
guage category (e.g., Quechua), lexical category (e.g., noun), described in
(e.g., the source it comes from), usage example (e.g., text and a reference
link where the text comes from), senses, forms. See Fig. 1 and Fig. 2. The
domain specifications defined for lexicographical data are supported by the
WikibaseLexeme5 model and OntoLex6 vocabularies. Furthermore, vocabu-
laries such as Schema.org7 will be used for creating domain specification for
general purpose Quechua knowledge (e.g., biographies, places, etc.).

It is important to note that for ingesting the Runasimi vocabulary into the
Quechua Knowledge Graph, we customized a Wikibase Integrator8, which is a
Python package9.

4 https://runasimi.de/.
5 https://www.mediawiki.org/wiki/Extension:WikibaseLexeme/Data_Model.
6 https://www.w3.org/community/ontolex/.
7 https://schema.org/.
8 https://github.com/LeMyst/WikibaseIntegrator.
9 https://www.python.org/.

https://runasimi.de/
https://www.mediawiki.org/wiki/Extension:WikibaseLexeme/Data_Model
https://www.w3.org/community/ontolex/
https://schema.org/
https://github.com/LeMyst/WikibaseIntegrator
https://www.python.org/
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Fig. 1. Quechua Knowledge Graph interface (I).

3.2 Knowledge Hosting

The Wikibase Cloud10 hosts the Quechua Knowledge Graph we build. Further-
more, the Wikibase infrastructure provides various components, for instance,
some of them are:

– MediaWiki, it allows installing extensions to customize Wikibase instances.
– Wikibase, allows knowledge to be represented as a structured data repos-

itory. For instance, Wikibase provides tools like the WikibaseIntegrator11,
which is a Python library used for automatizing tasks or creating bots for
inserting or editing data.

– MariaDB12 database that allows data, user, and permission management.
– SPARQL13 endpoint for querying and exploiting the knowledge.

Entering data is done by a bot, which inserts data into the Quechua Knowledge
Graph based on identified sources and defined models (see Sect. 3.1). Currently,
there are 553,636 triples contained in the Quechua Knowledge Graph.

10 https://www.wikibase.cloud/.
11 https://github.com/LeMyst/WikibaseIntegrator.
12 https://mariadb.com/.
13 https://www.w3.org/TR/sparql11-overview/.

https://www.wikibase.cloud/
https://github.com/LeMyst/WikibaseIntegrator
https://mariadb.com/
https://www.w3.org/TR/sparql11-overview/
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Fig. 2. Quechua Knowledge Graph interface (II).

3.3 Knowledge Curation

To build a high-quality Quechua Knowledge Graph, it is important to curate
the knowledge contained in it. A manual curation is not recommended due to
the large size of knowledge graphs. Therefore, there are some tools that can
automatize the curation tasks and can be used or configured in the Quechua
Knowledge Graph. Those tools are:

– OpenRefine14, it is very useful for cleaning and normalizing data, further-
more, it can also handle different formats, as well as, it provides an entity
linking feature between the Quechua Knowledge Graph and Wikidata.

– WikibaseImport15, it allows importing data from Wikidata into the
Quechua Knowledge Graph.

– EntitySchema16, it allows storing domain specifications (in the form of
Shape Expression17 Schemas) on wiki pages, and use them for knowledge
valildation.

14 https://openrefine.org/.
15 https://github.com/Wikidata/WikibaseImport.
16 https://www.mediawiki.org/wiki/Extension:EntitySchema.
17 https://shex.io/.

https://openrefine.org/
https://github.com/Wikidata/WikibaseImport
https://www.mediawiki.org/wiki/Extension:EntitySchema
https://shex.io/
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3.4 Knowledge Deployment

We have built the Quechua Knowledge Graph, which provides various ways of
being easily consumable or deployed:

– An Enhanced GUI, which allows users to edit faster and more productive,
for instance, by adding and editing statements in the form of triples into the
Quechua Knowledge Graph, as shown above in Fig. 1 and Fig. 2.

– A SPARQL endpoint, it is the standard query service of the Quechua
Knowledge Graph, and it is available at https://qichwa.wikibase.cloud/
query/. A screenshot of a query18 is displayed in Fig. 3.

– Exporting, the knowledge contained in the Quechua Knowledge Graph can
be queried and then exported in various formats (JSON, CSV, HTML, ...).

Fig. 3. Query displaying lexemes that have multilingual sense descriptions, usage exam-
ples, and their source references.

4 Feasibility

In order to validate the feasibility of the Quechua Knowledge Graph, we analyse
it from a technological, social, and organizational point of view.

18 The query can be executed here: https://tinyurl.com/2laryjez.

https://qichwa.wikibase.cloud/query/
https://qichwa.wikibase.cloud/query/
https://tinyurl.com/2laryjez
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4.1 Technological Risks

There are several factors that may compromise the success of the Quechua
Knowledge Graph. First of all, is likely to fail without dedicated tools to sup-
port tasks, such as i) schema modelling, ii) population of modelled schemas, iii)
Knowledge assessment, and iv) knowledge querying. Currently, what is used in
the Quechua Knowledge Graph are the built-in features of Wikibase19, which
allows one to specify the classes, properties, and constraints at the terminolog-
ical level (TBox). Furthermore, the initialization and completion of those tasks
are done by the community. For instance, defining classes for describing linguis-
tic concepts (verbs, nouns, etc.). Similarly, tools are needed for the curation [4]
of the instance level (ABox) of the Quechua Knowledge Graph, which meanly
addresses the assessment, cleaning, and enrichment of the knowledge graph. For
instance, evaluating the correctness and completeness is not a straightforward
task. Currently, Wikibase integrates OpenRefine20 for data cleaning and rec-
onciliation. Furthermore, it is necessary to scale up the tools so that they can
handle a large Quechua Knowledge Graph.

Fig. 4. Quechua community event in Nuñoa (Peru), where the Quechua Knowledge
Graph is presented and discussed.

4.2 Social and Organizational Risks

From a social and organizational point of view, there is one main factor that may
endanger the success of the Quechua Knowledge Graph. Without a Quechua
community, the initiative would certainly fail. However, participation in the

19 https://wikiba.se/.
20 https://openrefine.org/.

https://wikiba.se/
https://openrefine.org/
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Quechua Knowledge Graph is a rewarding and self-promoting activity. It means
that Quechua speakers and users are better off if they participate and con-
tribute so i) a high quality knowledge base can be built and used for developing
applications, and ii) a collaborative mentality can be achieved throughout the
community, see Fig. 4.

5 Use Cases

The Quechua Knowledge Graph, as described in Sect. 3, aims to get the Quechua
language and knowledge closer to end-users. For that, a knowledge graph gen-
eration lifecycle has been followed. In order to leverage the usefulness of the
Quechua Knowledge Graph, we list some use cases where it can be used:

– Question Answering. The Quechua Knowledge Graph may be used as an
interface to answer simple queries, which are equivalent to triples (Subject,
Predicate, Object), e.g., (Peru, capital city, Lima). However, complex queries
would need different approaches.

– Dialogue Systems. They provide a more natural and friendly interaction
with final users than question answering systems. In this context, a dialogue
system can take advantage of the explicit semantics declared in the Quechua
Knowledge Graph for performing reasoning and creating language models.

– Entity linking. It allows identifying the same resource across various knowl-
edge bases. For instance, the entities contained in the Quechua Knowledge
Graph might be linked to Wikidata and Wikipedia articles, so the represen-
tation of entities is richer.

– Knowledge Validation. It is a critical task that verifies statements (or
facts) against a knowledge base [5], in this context the Quechua Knowledge
Graph aims to represent knowledge about persons, organizations, places, pub-
lications, etc., so the Quechua Knowledge Graph can be used for validating
or supporting the semantic correctness of statements.

– Collaborative Community. In scattered communities, the mentality might
be competitive rather than collaborative [1], e.g., “if another Quechua variant
wins, then my Quechua variant loses.” Or “if I make my dataset available
to others, then others will profit from my dataset, and I risk that they may
outperform me.” However, the Quechua Knowledge Graph allows everyone to
contribute and make fruitful discussions about the representation of an entity
(e.g., Places, Words, etc.) and the historical discussions and arguments are
saved and made accessible to anyone.

There are more possible use cases where the Quechua Knowledge Graph is
applicable. Here, we presented some of them to give an idea about how useful
and necessary it is to have a Knowledge Graph for the Quechua community.

6 Conclusion and Future Work

In this paper, we have described our effort for building the Quechua Knowledge
Graph from scratch. First, we identified relevant sources and defined models (or
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domain specifications). Second, we set up a Wikibase instance and programmed a
bot for ingesting data. Then, we take advantage of Wikibase features for address-
ing curation tasks. Finally, we provide various ways of consuming the stored
knowledge. Moreover, we also validate the Quechua Knowledge Graph by pre-
senting it to the Quechua community, and by analysing its technological, social,
and organizational feasibility. Last but not least, we listed use cases where the
Quechua Knowledge Graph can be used.

The limitations of our approach are for example the dependence of the
Quechua Knowledge Graph on external services and features. However, Wik-
ibase offers various services that might be very convenient for deploying the
Quechua Knowledge Graph. Finding sources in the Quechua language is still a
complex process, but we are building and engaging the Quechua community to
help to tackle this limitation.

As a next step, we will define more domain specifications (e.g., person
and place domains) that can be used for ingesting knowledge about various
domains. Furthermore, we will develop applications (e.g., chatbots) powered by
the Quechua Knowledge Graph. Besides that, we are planning to evaluate the
Quechua Knowledge Graph by conducting surveys from domain experts, the
Quechua community, and knowledge graph researchers to evaluate and improve
the quality of the Quechua Knowledge Graph.
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Abstract. Elongated words such as “heellloo” or “heyyy” are a fre-
quent feature of oral communication and are often used to underline or
exaggerate the hidden message of the root word. Although elongated
words are rarely found in written languages and dictionaries, they are
common in social networks. They can be considered in the analysis of
users’ sentiments. In this paper, we analyze the impact of elongation on
the classification of sentiments, in addition to an in-depth study at the
level of lexical forms of elongation. In this work we present a method to
improve the accuracy of sentiment classification based on elongations of
features. Experimental results conducted on Twitter data show that our
model achieves an accuracy of 0.79 in 7-fold cross-validation experiments.

Keywords: Elongations · Sentiment analysis · Textual features

1 Introduction

The main purpose of this paper is to study the impact of elongation on increasing
the precision of sentiment analysis, since elongation is now more presentable on
social networks and throughout the publications of teenagers. Therefore, we
thought to study their impact on the famous subject of social networks, which
is sentiment analysis, but in this study we took a deeper look into the analysis
of the lexical forms of elongation that have a significant impact on the precision
of the sentiment analysis, to extract the features that have the most impact on
sentiment analysis.

Currently, social networks are in full bloom, thus generating a huge amount
of data. Millions of people share their opinions daily over social networks, and
because they contain short and simple expressions that make it an increasingly
key application area for natural language processing (NLP), we are faced with
a language that differs significantly from many other reference corpora.
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These datasets can be useful in studies where, for example, it is possible
to extract the sentiments expressed in the opinions shared by social network
visitors. Sentiment analysis, which is an approach to (NLP) that identifies the
emotion behind posts, has become a popular way to classify opinions.

This is very useful for companies who want to obtain feedback on their prod-
uct brands or for customers who want to determine what others think about a
product before deciding to buy it.

If you browse through the Twitter publications, you may find tweets that
look like the following example “cooool i looooooveeee twiiiiiitter”. The elonga-
tion of vowels and consonants (called gemination) is a characteristic of certain
languages and may change a term, as well as its significance [1]. Elongated words,
as in the previous example, sometimes called stretched words, have also become
an integral component of many languages, especially in spoken language. Rather
than altering the word’s meaning entirely, however, this elongation, also called
word stretching, expressive lengthening, or the use of letter repetition, is usu-
ally employed to modify the meaning of the original word somehow, to reinforce
meaning (e.g., “huuuuuuuge”), involve sarcasm (e.g., “suuuuuure”), show excite-
ment (e.g., “yeeeessss”), or communicate danger (e.g., “nooooooooooooooooo”).
We shall refer to words that lend themselves to such elongation as “stretch
words”.

Despite the fact that they are a basic feature of spoken language, however,
these words are rarely present in both lexicons and literature: The Oxford English
Dictionary has no “hahahahahahahahahaha” [2]. Their presence in books is few,
so they are only actually present in fictional dialogs [3]. However with the rise
and spread of social networks, stretch words have finally taken their place in
large-scale written texts.

However, with increasing work on social networks, the preprocessing and
analysis of elongation has become a challenge to achieve more accurate results,
especially in sentiment analysis because it disturbs the polarity calculation (pos-
itive, negative, neutral); it does not manage to be classified, although sometimes
this word has a major expression of the writer’s sentiment in the tweet.

Our work aims to study this type of writing and determine whether it has
an impact on the classification of sentiments, as well as looking for a method
to use word elongation in social networks to improve the accuracy of sentiment
classification.

Our paper will be organized as follows: First, we present the literature on
elongations and their relationship with the classification of sentiments. Section 3
presents the methodology and the steps of our study. Then, in Sect. 4, we show
the results of our analysis on the impact of elongation in the classification of
sentiments. The article is concluded in Sect. 5.
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2 Related Work

The growing use of social media is associated with rich datasets of a linguistic
nature, offering science an opportunity to study the everyday linguistic patterns
of society in an unprecedented way. For example, in recent years, several papers
have been released using data from social media platforms such as Twitter, to
study different aspects of language. Eisenstein cited stretched words such as
one of the several kinds of “bad language” on social networks that cause issues
in attempting to process text and discussed some of the issues related to the
proposed current methods of normalizing and adjusting domains to assist in
language processing [4].

Brody and Diakopoulos studied stretched words on a small set of Twitter
data and discovered that they are fairly plentiful and that there is a high match
between stretched words and words that give a feeling. They also suggested a
method to find and automatically classify the new sentiment words using this
connection [5]. Other research has also studied stretched words in connection
with sentiment analysis in a text.

Pandarachalil and al. in [6] proposed an unsupervised method for analyzing
tweet sentiments. The polarity of tweets is evaluated by using three sentiment
lexicons-SenticNet, SentiWordNet, and SentislangNet. To prepare the tweets for
the classification, the authors used a number of preprocessing methods: remov-
ing links/URL and hashtags, replacing words with contractions, explicit negation
handling, WordNet lemmatizing, and elongation replacer that consists of remov-
ing repeating characters (such as ‘loooooooove’) until no more characters are
removed or recognized by WordNet. In addition, the method is implemented
and tested in a parallel Python framework and is shown to scale well with a
large volume of data on multiple cores.

Researchers of [7] tried to improve the results of sentiment analysis of Ara-
bic tweets using new deep learning algorithms. For that, they used an ensem-
ble model, combining convolutional neural network (CNN) and long short-term
memory (LSTM) models, to predict the sentiment of Arabic tweets. In addition,
for the phase of pretreatment of tweets authors use a lot of methods where elon-
gation is among them. As experimental results, the proposed model achieves an
F1-score of 64.46%, which outperforms the state-of-the-art deep learning model’s
F1-score of 53.6%, on the Arabic Sentiment Tweets Dataset (ASTD).

El-Beltagy and al. [8] presented a set of features that were integrated with
a machine learning-based sentiment analysis model and applied to Egyptian,
Saudi, Levantine, and Modern Standard Arabic (MSA) social media datasets to
extract sentiments and opinions. The authors in this work use a set of features
from the input text to improve the accuracy of the analysis such as character nor-
malization, emoticons detection and replacement, mention normalization, named
entities tagging, stemming, and elongation removal (for example “yesssssss” will
be transformed to “yes”). Experimental results show that the presented features
have resulted in an increased accuracy across six of the seven datasets they have
experimented with and that are all benchmarked.
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In [9] researchers proposed a work that addresses the analysis of user senti-
ments in the Telecom domain. For the classification, a novel idea based on the
cosine similarity measure is proposed for classifying the sentiment expressed by
a user’s comment into a five-point scale of −2 (highly negative) to +2 (highly
positive). Before classification, the authors applied a number of preprocessing
methods such as elongation removal and stop word removal. The proposed cosine
similarity-based classifier gives 82% accuracy for the 2-class problem of identi-
fying positive and negative sentiments. It outperforms all other classifiers by
a considerable margin in the 5-class sentiment classification problem with an
accuracy of 71.5%.

The authors of [10] proposed a new tool called HILATSA which is a hybrid
approach that combines both lexicon based and machine learning approaches
to identify tweets sentiment polarities. Before classification using the proposed
approach, the authors apply some preprocessing methods such as: detecting and
removing URLs, detecting whether the tweet has hashtags or not, removing non-
Arabic words and numbers, detecting negation, removing elongation, etc. As
experimental results, the proposed approach achieved an accuracy of 73.7% for
the 3-class classification problem and 83.7% for the 2-class classification problem.
The semiautomatic learning component proved to be effective as it improved the
accuracy by 17.5%.

3 Methodology

The methodological needs of this work can be taken up in the following process.
We will start by extracting tweets containing the stretched words to build our
corpus of elongations. Then, we compare texts in corpora with and without
elongations, with the aim of determining if there is an impact of elongations on
the accuracy of sentiment classifiers. We finish our analysis with a deep study
on the lexical forms of elongation, to extract features that can improve the
classification of sentiments. The process of our study is summarized in Fig. 1.

As shown in Fig. 1, we start by extracting the publications and storing them
in our database. Then, we proceed to preprocess these data to detect those words
that contain an elongation of letters to build a corpus of elongation that will be
the subject of this analysis.

3.1 Corpus with Elongations

The best data we can use for a social application-especially for the purpose
of detecting elongation in a text, are data from applications that deal with the
same subject such as Facebook and Twitter. Below we will give some information
about the datasets used. Sentiment 140: The dataset is a CSV file, where each
line is a tweet. It contains 1,600,000 tweets extracted using the Twitter API.
The tweets have been annotated (0 = negative, 4 = positive), and they can be
used to detect sentiments [11].

To build our elongation corpus, we extract the publications that contain
stretched words to obtain a database based only on the elongated publications.
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Fig. 1. Methodological architecture

3.2 Data Cleaning

Data preprocessing (see Fig. 2) is an important step in the analysis of tweets;
in our case the preprocessing function that we create and use follows a number
of steps giving importance to the semantics of the tweets that we have just
collected. Our preprocessing function can be summarized in the next step.

To prepare each tweet for treatment, we will start by going through some
steps. We will start by removing the unwanted characters, and proceed to the
treatment of the Nan values, followed by converting sentences to lower case. We
finish our pretreatment with a check if the string consists only of alphabetics
characters.

3.3 Elongation Detection

We can summarize this part in the following process. First, each tweet is tok-
enized. We check if it contains a repetition of the characters. If it does, we will
add this word to an elongation list. At the end to check if the tweets contain
the elongation or not, it is enough to see if the length of the elongation list is
greater than or equal to 1, and then elongation is detected on tweet text. The
proposed architecture for detecting elongation based on tweet text is presented
in Fig. 3.
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Tweet Text

Remove unwanted characters

Treatment of NaN-values

Converting sentences to lower case

Check if the string consists only of alphabetics characters

Cleaned tweet

Fig. 2. Data Cleaning

3.4 Impact of Elongation on Sentiment Classification

To study the impact of elongation on the classification of sentiments, we use two
corpora labeled with the polarity of sentiments: (i) the first one is the elongation
corpus, which we created in the 1st phase, and (ii) the second one is the corpus
without elongation.

For the comparison stage, we need methods to test the impact of elonga-
tion on the classification. Sentiment classification techniques can be divided into
three main categories: machine learning, lexicon-based approaches, and hybrid
approaches.

In this analysis, we will use only machine learning (ML) approaches that
which apply well-known ML algorithms and linguistic features. The most popular
algorithms of sentiment classification used in this study are illustrated in Fig. 4
and Table 1.
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Enter tweet text ”hey, i am haaaappy to taaaalk to yaa”

Tweet Tokenization

Check the consecutive repetition of the letters

add word with elongation in the elongation list haaaappy taaaalk

Check the
length

(Elongation)

Elongation DetectedElongation not Detected

Else if length(elongation)>= 1

Fig. 3. Process of elongation detection

Table 1. Abbreviation of name of machine learning algorithms

Abbreviation Name of algorithms

SVM Support Vector Machine

KNN K-Nearest Neighbors

LR Logistic Regression

RF Random Forest

DT Decision Tree

MNB Multinomial Naive Bayes

BNB Bernouili Naive Bayes
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Fig. 4. Process to analyse the impact of elongation

3.5 Feature Extraction

We have decided to launch a deeper study, except that this time our target will
be the analysis of the features within the words that have been elongated. We
will do this by extracting a set of these features, as shown in Table 2.

4 Experiments

In this section, we present all the results we have achieved thus far. Hence, we
will start by presenting the corpus of elongation we managed to create, which is
composed of 100,000 lines divided into two polarities (positive and negative), as
shown in Fig. 5. This corpus is the basis of our study.

Fig. 5. Elongation corpus
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Table 2. Description of elongation features

Features Description

NCR This feature aims to return the number of consecutive
repetitions for a repeated character

NWR Return number of words containing elongation

VR Return number of vowels that have been stretched

CR Return number of consonants that have been stretched

IR Return number of ‘?’ that have been stretched

ER Return number of ‘!’ that have been repeated

Adj Return number of adjectives containing elongation

Nouns Return number of nouns containing elongation

PWR Returned the proportion of words with elongation over the
total number of words in each tweet

PCR Returned the proportion of characters with elongation over
the total number of characters in each tweet

PVR Return the proportion of vowels s with elongation over the
total number of vowels in each tweet

PC Return the proportion of consonants with elongation over
the total number of consonants in each tweet

We built two models, with and without elongation, to compare them. The
objective of this study is to evaluate the impact of elongation on sentiment
analysis (i.e. sentiment classification).

In this context, two corpora were constructed following the different steps
summarized in Fig. 5. To evaluate the results, we adopted the following protocol,
which starts by dividing each corpus into 7 subsets and trains on 6 one of those
subsets. We hold the last subset for testing. Then, we performed a vectorization
to (i.e. bag-of-words), where we used TF-IDF (term frequency - inverse document
frequency), which aims to determine the importance of a feature so that the
classifier does not miss less frequent but important features [12]. Next, we applied
different (ML) algorithms to perform the comparison between tweets with and
without elongation.

In our case, the key factor for evaluating the results of those algorithms will
be that the cross-validation value is set to 7 i.e., ‘cv = 7’

– The ‘cv = 7’ will partition the data into 7 parts.
– Then it will use the ‘first’ part as the ‘test set’ and others as the ‘training

set’.
– Next, it will use the ‘second’ part as the ‘test set’ and others as the ‘training

set’ and so on.
– In this way, each sample will be in the test dataset exactly one time.
– Additionally, in this method, we have more training and testing data.
– Last, we need not split the data manually in the cross-validation method.
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Table 3. Results of comparisons between corpora with and without elongation

Accuracy Without elongation With elongation

SVM 0.756 0.771

KNN 0.543 0.679

LR 0.754 0.771

RF 0.746 0.759

DT 0.693 0.702

MNB 0.749 0.766

BNB 0.750 0.768

Following the application of the different machine learning algorithms on
both corpora with and without elongation as the bag-of-words (BOW) approach,
we obtained that the elongation has a positive impact on the improvement of
the accuracy of sentiment classification. This behavior is highlighted in Table 3,
which presents the results of different ML algorithms.

Bag-of-words is a statistical linguistic model used to analyze texts and docu-
ments according to their number of words. This model is not based on the order
of the words in a document. The BOW model could be implemented as a Python
dictionary where each key corresponds to a word and every value to the number
of occurrences of this word in a text.

In the second part of our analysis, we evaluate the impact of features of
elongations on the classification of sentiments. We started by extracting them
and testing each one on its own with BOW by using two machine learning
algorithms (i.e. LR and SVM) that have good behavior (see Table 4).

A support vector machine (SVM) is a supervised machine learning algorithm
that divides data into two classes. It is trained with a collection of data already
classified into two categories, building the model as it is initially trained. The
task of an SVM is to identify which category a new data point belongs to. This
turns SVM into a kind of nonbinary linear classifier.

Logistic regression (LR) is a statistical analysis approach for making predic-
tions about a binary result, such as yes or no, based on prior observations of a
dataset. A logistic regression model predicts a dependent data item based on an
analysis of the relation between one or more existing independent variables.

Following these results, we found that these features improve the accuracy of
the classification of sentiments, hence we thought of making combinations with
some features.

As shown in Table 5 we obtain an accuracy of 0.790 and 0.794 in 7-fold cross-
validation experiments using the combination of BOW, Nouns, and Adj with LR
and SVM as classifiers.

Table 5 highlights that elongation criteria have a positive impact on senti-
ment classification results with the best ML algorithms (i.e. LR and SVM - see
Table 3), specifically by integrating two elongation features Nouns and Adj,
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Table 4. Accuracy results obtained with Bag-Of-Words (BOW) with elongation fea-
tures using LR and SVM

BOW + Features Accuracy (LR) Accuracy (SVM)

NCR 0.785 0.787

NWR 0.787 0.787

VR 0.783 0.788

CR 0.791 0.787

IR 0.788 0.791

ER 0.782 0.786

Adj 0.788 0.791

Nouns 0.788 0.791

PWR 0.789 0.792

PCR 0.783 0.789

PVR 0.784 0.786

PC 0.787 0.790

Table 5. Result of combination of elongation’s features with BOW

BOW BOW + IR + ER BOW + Nouns + Adj BOW + NWR + PWR

Accuracy (LR) 0.771 0.787 0.790 0.791

Accuracy (SVM) 0.771 0.793 0.794 0.792

with the SVM algorithm. The results of other combinations are presented in
the Annex section.

5 Conclusion and Future Work

In this paper, we have carried out a study that aims to improve the classification
of sentiments. Hence, we focused on a part that is becoming increasingly usable
on our social networks, namely the elongation of words, and then we studied the
impact of this on the accuracy of the classification of sentiments.

During our analysis we found that elongation has an important role in the
classification of sentiments, and furthermore, we discovered that there are fea-
tures of elongation that have given promising results for improving the sentiment
classification patterns of tweets containing elongation, especially as stretched
words began to appear in written forms of communication and, more impor-
tantly, in social networks.

The results obtained in this study are promising, so we will continue the
work to improve it by using the BERT (bidirectional encoder representations
from transformers) and word embedding approaches [13] with the elongation
features in order to build a powerful classification model. For this work, we plan
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to identify textual features (i.e. words) that have an elongation to construct a
specific textual context associated with these dedicated features. These contexts
will be used for enriching both the BOW and elongation features used in this
paper.
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Abstract. Every day new Artificial Intelligence models are created, and exist-
ing ones are modified or combined to extend their range of applications and
tasks they can solve. This paper presents a novel approach that combines Natural
Language Processing and generative networks to generate images from sketches
and descriptions in natural language. We present a pipeline that was followed
to recondition the generative network. It includes the processed text that will
give the context to the sketch used for the generation. Finally, the model and the
generated images are evaluated and compared using benchmark data sets, and
promising results are reported.

Keywords: GAN · Transformer · Text-guided · Image generation · Deep
Learning

1 Introduction

Generating realistic images that match semantically given a text description is a chal-
lenging problem that has many applications in different fields such as image editions,
video games, and even computer-assisted design [16]. Modern approaches based on
Machine Learning for text-to-image synthesis started with generative models capable
of generating novel visual scenes. Also, it was shown that using generative adversarial
networks instead of a recurrent auto-encoder variation improves the image quality and
fidelity [16]. On the other hand, this kind of system can not just generate objects with
recognizable features but can generalize Zero-shot learning. This is a setup for machine
learning problems where at the time of testing, samples from classes are observed that
were not observed previously during training, and it is needed to predict the class where
they belong [15].

Through the years many problems have been addressed by using a combination of
models and algorithms to solve different tasks. These could include an improvement to
generative model architecture making changes as multi-scale generators which add loss
functions to take advantage of additional source information of conditioning beyond the
text.

However, many generative networks used for different tasks could be uncontrol-
lable. For example, the output of the generator could be significantly different from
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the image generated using the original text if you want to change a word in the initial
description [9]. Furthermore, most models just focus on solving one task for a genera-
tion and it is difficult to combine model features to achieve better control over the output
image. This is not desirable when it comes to real-world applications where users want
to make a specific image or change attributes in a new image.

Thus, we propose a novel approach to control image generation using a natural
language description. Most generative models use real images to obtain the context
when you want to generate new images from sketches. However, in our proposed model
the context is obtained from a natural language description, to do so a transformer model
is used. The new image is generated from a generative model which processes the sketch
with a processed text. Then, the discriminator decides whether the image is accepted or
not.

The results obtained are promising, however, it is still necessary to adjust the param-
eters of the network and take care of the generation process. Some generated images
are defective due to the overlapping of some characteristics in the training phase of the
generative networks. The paper is organized as follows. Section 2, background regard-
ing concepts on the generative adversarial net and transformer models is given. Related
works are presented in Sect. 3. Our proposed model is presented in Sect. 4. In Sect. 5,
results obtained from this model are reported and, in Sect. 6, conclusions are given.

2 Background

The field of Artificial Intelligence has evolved notably. The presence of new technolo-
gies such as Transformer models and Generative Adversarial Networks has led to the
development of many models which can easily generate realistic images. In this section,
we are going to review recent models that combine natural language processing and
image generation.

2.1 Generative Adversarial Networks

Generative Adversarial Networks (GANs) have become popular because of their capac-
ity to solve image processing problems and computer vision. Many of them are designed
and parameterized to solve a specific task. However, the architecture remains almost
unchanged, i.e., it is formed of two networks, one generator, and one discriminator.
Each one has a different function. In the case of the generator, it replicates new images
using real image data sets. On the other hand, the discriminator decides whether one
image generated is real or fake. Moreover, these networks improve themselves until the
generator overcomes the discriminator [5].

These models are easy to apply when they are made up of several layers of Percep-
trons. To define the distribution pg over a data set x, a previous noise is defined for input
variables pz(z). Then a data space map is represented as G(z; θg) where G is a differ-
entiable function portrayed as a multi-layer Perceptron with parameters θg. Moreover, a
second multi-layer Perceptron D(x; θd) is defined that generates a unique scalar. D(x)
denotes the probability that x comes from input data instead of pg . To maximize the
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probability of assigning the correct label for both training samples and G samples we
train D. Simultaneously, G is trained to minimize (1 − D(G(z))). So, G and D play a
two-player min-max game with function V (G,D).

m
G

inm
D

axV (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1 − D(G(z)))] (1)

In practice, it is implemented using a numeric iterative approach. Optimizing D
in the inner training loop until the end could be computationally expensive and, in
some cases with finite data sets, this could result in overfitting. On the other hand, to
optimize D it is alternated into k steps and one step to optimize G. This results in
D staying closer to its optimal solution, while G will change slowly. This strategy is
analogous to the way SML/PCD1 training maintains samples of a Markov chain from
one learning step to the next to avoid burning into a Markov chain as part of the inner
learning loop [4]. Moreover, the Eq. 1 may not provide enough gradient to make G
learns well. In early learning stages when G is still weak, D could reject samples with
high confidence because they are clearly different from the training data and log(1 −
D(G(z))) saturates [5].

A graphical representation of the architecture for this model is shown in Fig. 1. The
complete network allows the generation of images from sketches. In this case, we can
observe that the generator is fed with a data set of real images defined by z. Then, a
lineal layer remodels the input using five convolution layers with a kernel size of 5. In
this example, it also has a batch normalization layer after each convolution layer except
the last one aimed to accelerate the training and stabilize learning.

Fig. 1. Generative adversarial network architecture. Taken from Generative adversarial Nets [5]

1 Stochastic Maximum Likelihood or Persistent Contrastive Divergence. Models that can learn
a probability distribution over its set of inputs.
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2.2 Contextual GAN

GANs have shown a great performance to generate images from a set of real images.
However, generating images from sketches is challenging and has been approached in
many ways. This difficulty is due to the lack of context we can get from a sketch, where
the models try to follow the edges because of the harsh condition imposed by the process
of image-to-image translation. Because of that, contextual GANs are proposed since
they use the sketches as a weak constraint where the output edges do not necessarily
follow the input edges. The objective of this network is to learn the mixed distribution
between the sketches and the corresponding image by using joint images [11].

This model has two stages, the first one for training and the other for completion.
The training stage is the same as the traditional GANs except that the training samples
are joint images. After training, generative network G manages to produce the distribu-
tion of joint image data, this means mapping samples from the noise distribution pz to
the data distribution pdata.

Actual freehand real sketches exhibit a wide variety of styles and can be quite dif-
ferent from synthetic sketches generated automatically from images. To improve the
generality of the network and avoid overfitting to any particular sketch image pair, we
increase the training data using multiple sketch styles as a training set. A detector of
edges XDoG [22] and a filter FDoG [8] are used to produce those styles.

Generator. The generator takes as input a pair of a sketch and a ground truth image.
The contextual loss is kept from the base model to measure the similarity between the
corrupt part that is generated and the reconstructed sketch. This loss is defined in the
Eq. 2.

Lcontextual(z) = DKL(M � y,M � G(z)) (2)

where M is a binary mask from the joint corrupted image and � is the Hadamard pro-
duction. It also uses a KL divergence to measure the similarity between two sketches
that tend to produce a better alignment of the sketches [14].

A perceptual loss is also used to keep the semantic content from the predicted image
and is defined in Eq. 3.

Lperceptual(z) = log(1 − D(G(z))) (3)

The objective function for this network ẑ is the weighted sum of the two losses and
is shown in Eq. 4

ẑ = argm
z
in(Lcontextual(z) + λLperceptual(z)) (4)

What we want to achieve is a set of automated image synthesis processes that allow
us to generate natural images based on an input sketch and a ground truth image that
gives us the context to generate new images.

Discriminator. The discriminator uses a set of images with dimension 64 × 64 pixels
and four convolutional layers where the map dimension for features is cut in half and
the number of channels is doubled with respect to the previous layers.
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2.3 Natural Language Processing

In the beginning, autoencoders were the approach to translate text. They are a particular
type of neural network which is designed to encode the input in meaningful compressed
representation and then decode it so that the reconstructed input is as close to the origi-
nal as possible. The ones used for guided-text image generation are text encoders. Given
a phrase S, text encoders are responsible for encoding it in a sentence function s ∈ RD

with dimension D that describe the entire phrase and word features w ∈ RDxL with
length L and dimension D [1].

On the other hand, we have transformer models which have become popular nowa-
days due to a large number of problems solved efficiently [21]. Most of the compet-
ing models of sequence transduction have an encoder-decoder structure. The encoder
assigns a sequence of symbols representation (x1, ..., xn) to a sequence of continuous
representations z = (z1, ..., zn). Given z, the decoder generates an output sequence
of symbols (y1, ..., ym), one element at a time. Each step of the model is retrogres-
sive, consuming the previously generated symbols as additional input when generating
the next one. The transformer uses an architecture fully connected point-to-point and
self-attending stacked layers for encoder and decoder [21].

The encoder has a stack of N = 6 identical layers. Each layer has two sub-layers
where the first one is a multi-headed self-attention mechanism while the latter is a
simple, fully positionally connected feedback network. We use a residual connection
around each of the two sub-layers, followed by a normalization of the layers. That is,
the output of each sub-layer is LayerNorm(x+Sublayer(x)), where sublayer(x) is
a function implemented by the sub-layer itself [21].

The decoder is also made up of a stack of N = 6 identical layers. Besides the two
sub-layers for each layer, it introduces a third sub-layer, which performs the attention
of several heads on the output of the encoder stack. Similar to the encoder, we employ
residual connections around each of the sub-layers, followed by layer normalization.
We also modify the self-attention sub-layer in the decoder stack to prevent positions
from paying attention to subsequent positions. This can be seen in Fig. 2 [21].

3 Related Work

3.1 Dall-E

Modern approaches of machine learning for synthesis from text to image started with
the task of generating images from subtitles with attention [12]. In that work it is shown
that the generative model DRAW [6] when extended to the condition of photo tags, can
also generate novel visual scenes. It is also shown that using a GAN can improve the
fidelity of the images generated [16].

The main goal of that work is to train a transformer to auto-regressively model the
text and image tokens as a single data stream. However, using pixels directly as image
tokens requires an inordinate amount of memory for high-resolution images [15].

Likelihood goals tend to prioritize modeling short-range dependencies between pix-
els, most of the modeling capacity would be spent capturing high-frequency detail
rather than the low-frequency structure that makes objects visually recognizable [15].

This problem is addressed by making a two-stage procedure:
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Fig. 2. Transformer architecture. Taken from Attention is all you need [21]

1. An autoencoder is trained with a discrete variation to compress images of 256 × 256
RGB in image tokens from an image mesh of 32 × 32. Each element can take 8192
possible values. This reduces the context size of the transformer without affecting
the image quality.

2. Up to 256 tokens from the encoded text are concatenated in BPE [13]2 with the
tokens of image size 32 × 32 = 1024. An autoregressive transformer is trained to
model the joint distribution of the tokens.

3.2 Cycle Text-to-Image GAN with BERT

The goal of text to image translation task is to generate realistic images given a natural
language text description. This problem has many possible applications from computer-
assisted design to art generation. In addition, a multi-modal problem is an important and
interesting task in natural language understanding because it connects the language with
the understanding of the visual world.

The problem is decomposed into two parts: embedding the text in a feature rep-
resentation that captures the relevant visual information, and using that feature repre-
sentation that captures the relevant visual information to generate a realistic image that
corresponds to the text.

To solve this, a combination of two generative models with a transformer is used.
The first of them is the AttnGAN [23] which uses the attention that first inserts the label

2 Byte Pair Encoding which keeps the most frequent word intact while splitting the multiple
ones into multiple tokens.
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and executes it through an LSTM, generating vectors of words and sentences. With
the conditioning augmentation first proposed in StackGAN [24], a mean and variance
are created from the inserted sentence through a fully connected layer. These values
are used to parameterize a normal distribution from which a sample of the sentence is
generated to be passed to the GAN. This is used for regularization and to promote mul-
tiple smoothness. In addition, the Gaussian noise is concatenated to this new sentence
insertion sample and passed to the generator.

On the other hand, BERT3 is used for the parameterization of the text in vectors of
words to obtain the context and send it to the generative network. These vectors are a
common component in many of the NLPmodels. Until recently, however, one limitation
of these word vectors was that they only allowed context-independent insertion [20].
BERT avoids this, using a bidirectional transformer instead of bidirectional LSTM.

3.3 High-Resolution Image Synthesis with Latent Diffusion Models

Stable Diffusion [17] is the most recent model which has become popular in the text-
to-image translation field. It decomposes image generation into a sequential application
of automatic denoising encoders. In addition, its formulation allows a guidance mech-
anism to control the image generation process without retraining. Diffusion models
achieve synthesis results that are close to those of the current state of the art.

The model separates the generative compressive phase from the generative learning
phase which is an automatic coding model. It learns a space that is perceptually equiva-
lent to the image space but offers significantly reduced computational complexity. This
approach has several advantages but the most significant is that the model is more effi-
cient because sampling is done in a low-dimensional space. It takes advantage of the
inductive bias from diffusion models to inherit from its UNet architecture [18]. This
makes them particularly effective for spatially structured data and alleviates the need for
aggressive quality-reducing comprehension levels [3]. To deal with the computational
complexity of training diffusion models the explicit separation of the comprehensive
from the generative learning phase is performed. An automatic coding model is used to
achieve this. It learns a space that is perceptibly equivalent to the image space offering
reduced complexity.

Finally, with the trainer perceptual compression models, we have a low-dimensional
latent space in which high-frequency and imperceptible details are abstracted. The space
is more suitable for likelihood-based generative models than high-dimensional pixel
space. Thus, models can focus on the important semantic bits of the data and train in a
lower dimensional but computationally much more efficient space.

3.4 Midjourney

Midjjourney4 is an independent research lab that has produced a proprietary artificial
intelligence that creates images from natural language descriptions, similar to DALL-E,

3 Bidirectional Encoder Representations from Transformers is a transformer-based machine
learning technique for natural language processing. It was developed by Google.

4 https://www.midjourney.com/home/.

https://www.midjourney.com/home/
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and stable diffusion [2]. This tool has recently become open beta. The maximum scale
for pictures is 3 megapixels. It has some parameters which control resolution and size.
Moreover, we can define how strong of “stylization” the images have5.

4 Proposed Model

We propose a newmodel that combines both, generative adversarial networks and trans-
formers model to generate images from sketches and a text description in natural lan-
guage. The pipeline is shown in Fig. 3. First, the natural language text description is
processed, then it is passed to the generative network with a ground truth image and
its corresponding sketch. Then the generative network starts training to generate new
images given the processed text description and the sketches and real images. An exam-
ple of what is intended to get as a result of this model is shown in Fig. 4.

Fig. 3. Proposal Pipeline

5 https://midjourney.gitbook.io/docs/.

https://midjourney.gitbook.io/docs/
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Fig. 4. Expected result

4.1 Text Processing

First, we need to process the natural language statement that contains the context which
is required for the image we want to generate. For that, we use a transformer model
which is going to translate the input from natural language words to a feature vector.
Thus, we convert the input into a feature vector which will then be sent as input along
with a sketch to the generator network. This transformer will handle the tokenization of
the chain of words and obtain only those that are the most relevant and those that will
be used to form a coherent context to generate an image.

The transformer takes the natural language text which is processed in parallel using
all the words that are part of the description at the same time. For that, all words are
mapped to a point in the space where the words with similar meanings are close to
each other. This has the name of embedding space which can be trained. However, to
save time and resources we used a pre-trained embedding space. On the other hand, the
position of each word from the sentence that is processed could change its meaning.
To solve this, a positional encoder is used which uses a function that will generate a
context vector for each word that is being processed according to its position in the
given description. The output of the transformer model is a vector that contains the
relevant features which are going to be used in the training of the generative network.

4.2 Generator

The next step is to put the feature vector obtained from the transformer together with
the image sketches. They are used to being very abstract with low visual content and in
many cases, they could be poorly drawn. To give these sketches more context we are
going to use the processed natural language description alongside ground truth images
and the drawings thus, we can generate realistic images. The training stage takes a pair
from the data set with their corresponding sketch and from the other set that is the
description processed. The output of the generative network is sent to the discriminator
as the input.

In this stage, the generator processes the sketches as a vector called a tensor, then
we introduce the feature vector from the transformer. It will give the context to generate
a new image. To predict new pixels and to control the face generation, we take the
feature vector and combine it with the sketch tensor to produce a new vector which
will produce our output. We should be careful about the features that are being used
to generate an image because they can overlap with another feature which can give us
miss match images as a result. For that, we block the zones in the image that should not
be modified after they get the context in a previous step.
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4.3 Discriminator

In this step we will handle the evaluation of the images that come from the generative
network—this network receives a pair as an input. It is composed of a ground truth
image and the generated image and both of them are compared. If the synthetic image
manages to circumvent the discriminator, it will pass to the accepted state, on the other
hand, if it is rejected, a response will be sent to the generator. Thus, we will apply a
loss function to the generator in order to produce new images. In this sense, it continues
training and produces better results.

5 Experiments and Results

For the experiments, we use a dataset of faces CelebA which contains a large-scale
facial attribute with over 200,000 celebrity images [10]. Additionally, we use an algo-
rithm that will handle the edge recognition of these images to extract sketches from
them.

On the other hand, we use natural language descriptions which are processed by
the transformer. We can use the descriptions along the image to train the network to
generate new images from the sketch and the description which gives the context to the
image to be generated.

In order to evaluate, we use quantitative metrics: Inception Score (IS) [19] and
Frechet Inception Distance (FID) [7]. These metrics are suitable to evaluate and judge
both the model and the images generated. The first of them takes an image list and
returns a single float value, the score which is a measure of how realistic is the output of
the GAN. It measures two things simultaneously, the variety of the images and whether
each image clearly resembles something, and is an automatic alternative to users rating
the quality of the images. The second one does not just evaluate the generated images’
current distribution but also compares the distribution of the generated images with the
distribution of the current images used to train the generator.

The dataset we used has more than 200000 in images of celebrity faces whose edges
were extracted to be used as sketches in the generation of new images. We divide the
dataset for training and testing in a proportion of 70% and 30% respectively. In addition,
we used descriptions that control the context of the image that is generated from the
sketch. The results are shown in Table 2, where we can observe the description and the
sketch used to generate the face. However, the control of the effects of the attributes
in the generation stage still has to be improved, since images can be produced that do
not match the description given and the sketch used. The generated images have the
dimension of 64 × 64 pixels. In addition, as the control of the description over the
generation still needs to be improved, some results are obtained that do not coincide
with the sketch or the description given to them, this can be seen in Table 1.

The result for a batch of images generated is shown in Fig. 5. It is observed different
results are obtained for different face generations after a thousand of training epochs for
a generation. It is also shown that some images have overlapping features. The model
still produces some images that miss match the given description, even though, we block
the zones that have been already modified with a feature.
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Table 1. Face generation which do not match the description

DescriptiontluseRDescription Result

Female, Big_Lips,
Heavy_Makeup, Wear-
ing_Lipstick

Female, Big_Lips,
Heavy_Makeup, Wear-
ing_Lipstick

Male, Big_Nose, Glasses Male, Big_Nose, Chubby, Dou-
ble_chin

Male, Big_Nose, Mouth
_Open, Smiling, Double_Chin

Female, Heavy_Makeup,
Pointy_Nose, Big_Mouth,
Open_Eyes

Table 2. Face generation from sketch and natural language description

DescriptiontluseRDescription Result

Female, Heavy_Makeup,
pointy_nose, Smiling

Male, Open_Mouth,
Pointy_Nose

Female, Smiling, No_Shadow,
Open_eyes, No_glasses

Female, Heavy_Makeup,
Open_Mouth, Smiling

Male, Chubby, Open_Eyes,
Open_mouth, Smiling

Female, No_Makeup,
Pointy_Nose, Close_Mouth,
Big_Lips

As explained before, there are two quantitative metrics to judge the images that
are generated. These metrics measure the distribution of the generated images and the
images used to train the model, to simulate a subjective evaluation made by a human.
The results obtained after applying these metrics are compared with the scores obtained
by other generative models using the same dataset that was used for this research work.
The scores are shown in Table 3 where we can see that the score for IS obtained from
the model is lower compared to the others. On the other hand, the score for FID in our
proposed model is averaged when compared to other generative models for faces.



Image Generation from Sketches and Text-Guided Attribute Edition 93

Fig. 5. Last Iteration for face generation

Table 3. Values obtained from quantitative metrics with other generative models

Models Inception Score Frechet Inception Distance

Proposed Model 1.584 2.154

U-Net GAN 3.33 2.03

COCO-GAN 4.15 5.74

CR-GAN 1.87 16.97

SS-GAN – 24.36

QSNGAN 2.249 29.417

PA-GAN – 15.4

6 Conclusion

We have presented a novel model capable of generating images of faces from sketches
and natural language descriptions. Generative models have proven to be versatile when
adding a component or adding an extra step to the generation process. For instance, the
addition of a transformer component to process the description in natural language can
be useful to generate realistic images of faces. The proposed method is separated from
the conventional contextual generative models, where real images are used to give con-
text to the sketches to generate new images. This part has been replaced by a description
in natural language that provides context when generating an image of a face.
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We evaluate our model with quantitative metrics (IS and FID) which are suitable
metrics to judge the images obtained and simulate a subjective human evaluation. The
proposed model, in terms of IS, obtains a score that is below some generative models
that use the same data set. While in terms of FID, it remains within the mean of other
models that also use the same images to generate realistic images of faces.
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Abstract. Airborne diseases are easy to spread in any population. The
advent of COVID-19 showed us that we are not prepared to control them.
The pandemic has drastically posed challenges to the daily functioning of
public and private establishments. In general, while there have been sev-
eral approaches to reduce the potential risk of spreading the virus, many
of them rely on the commitment that people make, which - unfortunately
- cannot be constant, for example, wearing a facemask in closed environ-
ment at all times or social distancing. In this work, we propose a com-
puter vision system to determine the risk of airborne disease spread in
closed environments. We modify and implement the Wells-Riley epidemi-
ological equation. We also evaluate and implement models for facemask
and person detection from OpenVino. For mask detection, we applied
transfer learning and obtained the best performance for a model based
on MobileNetV2. The generated data from several devices is visible in a
web platform to monitor multiple areas and locations. Finally, an OAK-
D camera and a Jetson device are embedded in a end device meant to
monitor a closed environment and send spread risk data continually to
the web platform. Our results are promising as we obtained up to 88%
of accuracy for the person detection task and up to 57% of mAP for
the facemask task. We expect this paper to be beneficial for develop-
ing new control measurements and prevention tools to prevent airborne
contagion.

Keywords: Airborne Disease · Risk Assessment · Stereo Vision ·
Edge Computing

1 Introduction

In the past few years, society has become more conscious of airborne diseases
due to the disruption caused by the COVID-19 pandemic. This aiborne disease,
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also known as COVID-19, is caused by the SARS-CoV-2 virus and has differ-
ent symptoms such as fever, breathing difficulties, fatigue, tiredness, cough, and
loss of taste and smell [1]. Different from other illnesses transmitted between
people, viruses or bacteria of airborne diseases can stay in the air mixed with
dust particles and respiratory droplets for longer times [1]. Then, these parti-
cles are eventually inhaled by other people and cause a spread of the disease.
Airborne diseases comprise Measle, Tuberculosis, Chickenpox, Influenza, Pertus-
sis, SARS-CoV-1, and SARS-CoV-2, among others. Even though the contagious
rate and symptoms vary between them, their control and prevention are similar
and consist mainly of the installation of isolation rooms for infected people, use
of protective clothes such as Personal Protective Equipment (PPE), facemasks,
and gloves, better ventilation for closed environments, and stricter practices of
sanitation and hygiene. In-depth investigations on SARS-CoV-2 spread proved
that the closer or denser a group of people, the higher the risk of airborne disease
contagion [1].

Fig. 1. End device architecture

The current research aims to propose a computer vision-based system to
monitor the spread risk of an airborne disease. We considered Coronavirus dis-
ease 2019 as a study case for the investigation. So far, it has spread through
591 million people and caused 6.4 million deaths worldwide as of August 19,
2022 according to [2]. This disease has completely disrupted the entire world
unexpectedly, consequently, there is a constant research need of new control and
prevention methods for new airborne viruses or variants since a rapid increase of
infected people can collapse any healthcare system. In the current investigation,
we present a real-time hardware and software system that calculates the risk of
airborne diseases in one or multiple closed environments. The architecture of the
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monitoring end device is illustrated in Fig. 1. The model we use for assessing the
risk is based on the number of people, compliance with the correct use of masks,
and compliance with social distancing and exposure time as variables.

The rest of the paper is structured as follows. We first review some related
works in Sect. 2. Then, we adapt an epidemiological model by considering several
concepts from Wells-Riley estimation model in Sect. 3. Later, we explain the
details of the computer vision models for person and mask detection in Sect. 4
which is complemented with the description of the distance estimation in Sect. 5.
Moreover, we explain how the monitoring system works in Sect. 6 and present
our results discussing their implications in Sect. 7. Finally, we conclude the paper
in Sect. 8.

2 Related Works

By the end of 2019, the initial breakthrough of the SARS-CoV-2 virus led to a
massive number of deaths and the declaration of a worldwide pandemic. This
encouraged many computer vision developers and researchers to collaborate
towards the development of new ideas to prevent the virus spread. Since keep-
ing physical distance of at least one meter from others has proved to be one of
the most effective measure against SARS-CoV-2 [2], extensive research has been
carried out for the development of Visual Social Distance Monitoring Systems
(VSDMS) [3]. In addition, other projects complemented the distance measuring
idea with face masks detection, or face-hand interaction [4–6] to control that
people comply with measures against a contagion.

The state-of-the-art proposals to measure physical contact among people
can be classified as either 2D based or 3D based. The former commonly uses a
sequence of methods to recognize people: a) image processing; b) image segmen-
tation; c) shape extraction; d) object recognition. This last step might vary from
classical computer vision-methods [7] to deep learning-based methods [4–6,8,9].
Focusing on deep learning methods, researchers usually implement person detec-
tors based on Convolutional Neural Networks (CNNs) such as YOLOv4, Yolov5,
MobileNet, SSD, or R-CNN [10]. Then, the investigations regularly calculate the
pairwise Euclidean distances among the centroids of the detected bounding boxes
[3,4]. These models are commonly applied to video frames given that monitoring
an environment requires continuous surveillance. Consequently, recent proposals
combine person detectors with object tracking algorithms such as DeepSORT,
SORT, or StrongSort [11,12].

Even though camera-based surveillance systems have been developed up to
the point of becoming commercialized solutions [13–15], this brief literature
review let us note that 3D vision has been less explored despite its higher accu-
racy for distance calculation. To the authors’ best knowledge, researchers in [16]
have been the first to publish about the application of stereo vision in a VSDMS
in April 2022. Not only did they combine stereo and monocular cameras for per-
son detection, but also conclude that stereo vision cameras were superior than
monocular cameras. Specifically, they use a Zed M Camera and an MSI laptop



Airborne Disease Risk Assessment System 99

equipped with NVIDIA GTX 1060 3GB GPU, with which they stream videos
and obtain depth maps to measure the distance among people. Beyond the pub-
lished work in indexed venues, developers in [17] and [18] applied stereo-vision
cameras for social distance monitoring in September 2020 and January 2021,
respectively.

Beyond social distancing, only a few works explore further implications and
contagion risk assessment by leveraging the extracted visual information of the
protective measures compliance. For instance, investigators in [12] contributed
with a remarkable online infection risk assessment scheme for open environ-
ments named DeepSocial, which considers people’s moving trajectories and the
rate of social distancing violations to calculate the contagion risk. Moving on,
researchers in [19] propose BEV-NET to assess social distancing compliance and
probability of infection in closed environments using a monocular camera from a
top perspective. Furthermore, this investigation proposes the COVID-19 infec-
tion risk assessment for each individual present in a scene and a general risk
assessment for the complete ambient. In both projects, the closer or denser a
group of people is, the higher the risk of contagion [12,19].

In contrast to COVID-19, the infection risk quantification of other air-
borne diseases by recognising visually the protective rule’s compliance is less
investigated, however, their risk monitoring can also be implemented using the
approaches proposed for COVID-19. The multiple waves of SARS-CoV-2 have
taught us that airborne diseases can severely affect the economy and normal
functioning of an entire country, therefore, there is a shortage of research to
have better tools that monitor and inform the risk of contagion in an ambi-
ent. All these to provide confidence to citizens and users in outdoor and indoor
environments.

3 Epidemiological Model

This section describes the definition of the equation for estimating the spread
risk of a airborne disease in a closed environment. We know that the classification
of risk prediction models can be split into Wells-Riley based and Dose-Response
based models [20]. We analyze the first one and modify it so that the implemen-
tation is feasible in a computer vision monitoring environment.

Wells developed an equation to estimate the risk of infection in a close envi-
ronment [21]. Riley proposed an improvement to the equation, considering the
ventilation of the room as a parameter [22]. The Wells-Riley equation general-
izes the infectivity of pathogens with a new infectious dose unit called quanta.
A quanta is the number of infectious particles required to infect a person [23].
So a quanta of influenza would infect the same number of people as a quanta of
tuberculosis or COVID-19. If the disease is more contagious, the infected person
would have a higher quanta emission rate.

The Wells-Riley equation is defined by Eq. 1:

Pi = 1 − exp

(
I ∗ q ∗ p ∗ t

Q

)
(1)
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where, Pi is the probability of infection, I is the number of infected people, q
is the quanta emission rate, p is the pulmonary ventilation rate of a person, t
is the exposure time, and Q is the ventilation rate of the room [23]. For this
investigation, each of these parameters were obtained as follows:

– Number of infected people (I):
Wells-Riley estimates the risk of infection based on a certain number of
infected people [23], however, we cannot know this information with entire
certainty. We calculate the probability of infected people based on the popu-
lation percentage of cases in a region:

pc =
c

Pr
(2)

where, pc is the percentage of cases, c is the number of cases in a region,
and Pr is the total population of the region. If we multiply the percentage of
cases by the number of people in a room, we obtain the probability of infected
people in that room. So, our value for I is:

I = N ∗ pc (3)

where N is the number of people.
– Quanta emission rate (q):

The quanta generation rate is the only parameter that contains the infectiv-
ity of the virus [11,23], so each pathogen has its own value of q. Mikszewski
et al. [24], analyzed the quanta generation rate for the most common air-
borne diseases, including SARS-CoV-1, SARS-CoV-2, MERS, Tuberculosis,
and Influenza. These values are constants in the monitoring system and are
described in Table 1.

Table 1. Quanta emission rate values [q ∗ h−1] [24].

Pathogen Resting, oral
breathing

Standing,
Speaking

Light activity,
speaking loudly

SARS-CoV-1 0.008 0.042 0.71

MERS 0.011 0.056 0.96

Tuberculosis (On Treatment) 0.020 0.098 1.70

Influenza 0.035 0.17 3.00

Coxsackievirus 0.062 0.31 5.20

Rhinovirus 0.210 1.00 18.00

SARS-CoV-2 0.550 2.70 46.00

Tuberculosis (Untreated) 0.62 3.1 52.00

Adenovirus 0.780 3.90 66.0

Measles 3.100 15.00 260.00
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Li et al. determined that the viral load, therefore also the quanta, is almost
the same between presymptomatic, asymptomatic, and symptomatic subjects
[25]. In the case of the advent of a new airborne disease or actual disease
variant, the value of q should be calculated using Eq. 4:

q = cv ∗ ci ∗ p ∗ vd (4)

where, cv is the viral load, ci is a conversion factor between a quanta and
the infectious dose, p is the inhalation rate, and vd is the volume of droplets
expelled by a person [26].

– Pulmonary ventilation rate (p):
Adams [27], conducted a study where he empirically determined the aver-
age person inhalation rate for different activities. Table 2 shows the values
obtained from this study, which are used in Eq. 1.

Table 2. Inhalation rate values [27].

Activity Inhalation Rate [m3 h−1]

laying down 0.49

stand 0.54

very light exercise 0.72

light exercise 1.38

moderate exercise 2.35

heavy exercise 3.30

– Ventilation rate of the room (Q):
It refers to the ACH (Air Changes per Hour) value of a close environment.
To obtain this parameter, first we determined the air flow rate.

AFR = w ∗ Av (5)

In Eq. 5, AFR is the air flow rate, w is the window area, and Av is the air
velocity. Finally, the ACH is the Air flow rate divided by room volume (VR)
[28].

ACH =
AFR

VR
(6)

In case of having artificial ventilation, the ACH value can be obtained from the
specifications of the machine, and should be added to the natural ventilation
calculated in the Eq. 6.

– Exposure time (t):
This parameter refers to the time that “I” number of infected people will
remain in the closed environment. Note that the Wells-Riley formula requires
the total exposure time as a parameter. And, in this research, the objective
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is to implement it in a monitoring system, so the number of infected people
for a specific time is variable and will be calculated in real time.
We can represent the Wells-Riley equation with the use of integrals for the
time variation:

Pi = 1 − exp

(∫ ∞

0

I ∗ q ∗ p

Q
dt

)
(7)

– Facemask detection:
Wells-Riley does not consider if people wear facemasks, which is required for
estimating the spread of a disease in a closed environment. Therefore, we
implement an additional parameter to the equation considering that we will
monitor the presence of facemasks on the detected people’s faces.
It is well-known that the worst type of facemasks are made of cloth, so we
consider it as the default type of facemask used by everybody detected in a
scene. It is worth noting that the use of cloth facemask reduces the contagion
risk of an airborne disease by half [29]. From the Wells-Riley equation, we
know that if we double the ventilation rate, we also halve the risk of spread.
Consequently, the final equation is:

Pi = 1 − exp

(∫ ∞

0

I ∗ q ∗ p

Q ∗ (1 + M)
dt

)
(8)

where M is the percentage, in range [0, 1], of people wearing a mask in a
closed environment. To conclude the equation requires setting the ventilation
of the room (Q), the pulmonary ventilation rate (p) and the Quanta gen-
eration rate (q) as constants before monitoring. The exposure time (t), the
estimated number of infected people (I), and the percentage of masks (M)
will be calculated in real time by computer vision. Equation 8 is the Risk
Assessment block in Fig. 1.

4 Person and Mask Detection

In the proposed system, two CNN-based object detection models localize person
and facemask appearances in the frames coming from the OAK-D camera. The
collected datasets, the object detection models, and most importantly, the used
metrics are presented in the following subsections.

4.1 Dataset and Preprocessing

We collected the dataset of person and mask instances separately through three
different means: web scrapping, video processing, and public datasets. First, we
developed a Python script to download images from Google images. The terms
used to find people images were: “pedestrians”, “people in room”, and “meet-
ing”. Once we obtained 377 images, we needed to review their quality due to
some unrelated images downloaded by mistake. Second, we used the Computer
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Vision Annotation Tool (CVAT) [30] to obtain image samples of people and face-
masks independently by labelling video frames. This let us get 1,084 instances
of people and 337 instances of facemasks. Finally, we obtained 756 images by
combining public datasets [31]. All these subsets were sorted to create two sub-
sets: one with instances of people without facemasks, and another with images
with facemask instances. Since the subsets were small, we needed to implement
data augmentation techniques, such as horizontal flip, brightness change, and
grayscale, by using the Roboflow platform [32].

Table 3. Datasets

Subset Collected Augmented Total

Person Instances 1084 2277 3361

Facemask Instances 337 606 943

4.2 Object Detection

First, instead of creating and training object detection models from scratch, the
person detection models that we tried were based on pre-trained architectures
provided by Intel OpenVino [33]. Specifically, we tested the models 106, 200,
201, 202, 203, 301, 302, and 303 to achieve a good performance with our col-
lected dataset. In addition, it is worth mentioning that OpenVino models can
be easily deployed on OAK-D devices by using the MiryiadX Blob Converter
[34], which made us decide to use them. Secondly, for facemask detection, we
applied transfer learning to re-train the models Mobilenet v2, which had been
previously trained with bigger datasets. It is important to note that several
developers who worked with OAK-D devices defined Mobilenetv2-based models
as the best object detectors to deploy on them [33].

4.3 Metrics

Intersection over Union: The main tool to evaluate the human and facemask
detection models with respect to each localized bounding box was Intersection
Over Union (IoU). This metric, also known as the Jacquard Index, measures
the overlap area between the ground-truth bounding boxes and the predicted
bounding boxes, and ranges between 0 and 1. For object detection tasks, it
is recommended to set a confidence threshold to filter good-quality detected
bounding boxes. In the current project, we used 50% as threshold confidence
because it gave us good experimental results.
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Confusion Matrix: We calculated a confusion matrix per image where the
pixels under the area of the detected objects were classified as 1; otherwise, they
were classified as 0. Consequently, both predicted and ground truth masks let us
quantify the well and wrong classified pixels as True Positive (TP), True Negative
(TN), False Positive (FP), or False Negative (FN). Then, the matrix let us calcu-
late the Matthew’s Correlation Coefficient, F1 score, Sensitivity (Recall), Speci-
ficity, Accuracy, Negative Predictive Value (NPV), False Positive Rate (FPR),
and False Negative Rate (FNR) according to Eqs. 18, 17, 10, 11, 9, 12, 13, and 14,
respectively. Among them, Precision shows the percentage of correct predictions
among all the positive-predicted pixels in the images while Sensitivity describes
the percentage of actual positives that were identified correctly.

Accuracy =
TP+ TN

TP+ FP + TN+ FN
(9) Sensitivity =

TP

TP+ FN
(10)

Specificity =
TN

TN+ FP
(11) NPV =

TN

TN+ FN
(12)

FPR =
FP

FP + TN
(13) FNR =

FN

FN + TP
(14)

Mean Average Precision: Commonly, precision and sensitivity (recall) can be
plotted against each other to obtain the precision-recall curve, and the Average
Precision will be the area under this curve. This metric is defined in Eq. 15,
where r represents recall, p represents precision as a function of r. Therefore,
p(r) means “precision at recall r”.

AP =
∫ 1

0

p(r) dr (15)

Given that the person and facemask detection models were applied separately,
Mean Average Precision (mAP) in our case is the same as Average Precision
(AP). However, it is worth mentioning that mAP is the mean of Average Pre-
cisions of all individual classes for multi-class detection tasks and should be
calculated as in Eq. 16.

mAP =
1
N

N∑
i=1

APi (16)

Here, mAP is Mean Average Precision, N is the number of class labels, and
APi is the Average Precision for the ith class. We evaluated and calculated mean
average precision for different IoU thresholds: mAP@50% IoU, mAP@75% IoU,
mAP@50%:5%:95% IoU. However, we finally kept 50% as confidence threshold.
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F1 Score: Both precision and recall were used to calculate the F1 Score metric
provided in Eq. 17. The benefit of this metric is that it considers the number
of prediction errors that the model makes and also the type of errors that are
made.

F1Score =
2 ∗ TP

2 ∗ TP + FP + FN
(17)

Matthews Correlation Coefficient: Finally, the Matthews Correlation Coef-
ficient (MCC) was used as a measure of the quality of binary classifications of
bounding boxes. This is defined in Eq. 18.

MCC =
TP ∗ TN − FP ∗ FN√

(TP + FP ) ∗ (TP + FN) ∗ (TN + FP ) ∗ (TN + FN)
(18)

5 Distance Estimation

To calculate the distance among people, we need to estimate the relative posi-
tion of the objects detected with respect of the camera. Stereo vision helped us
estimate these distances and positions by obtaining a three-dimensional view of
a scene through the OAK-D camera and its binocular vision. Stereo vision can
be applied to calculate the depth of an object by making use of the angle of
convergence.

Fig. 2. Stereo vision definition, where α is the convergence angle, D is the distance
between the camera and the detected object, and i is the distance between cameras.
F1 and F2 are different objects, which have different distances, and therefore, different
angles [16].

As shown in the Fig. 2, the convergence angle α2 is in the middle of the
two monocular cameras that capture an object located on the front [16]. Also,
this angle varies depending on the distance of the object detected, this allows a
precise approximation of its real distance. We used the OAK-D device built-in
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functions to calculate this distance. Specifically, the function used was “Spatial
Location Calculator” [35]. In order to control social distancing, we calculated
the Euclidean distance between each person, defined by Eq. 19, where d is the
distance between person p1 and person p2, and x, y, z refers to the positions in
the three dimensional plane.

d(p1, p2) =
√

(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 (19)

6 Monitoring System

Combining the result of Wells-Riley equation and the positions of the people
determined by the stereo camera, we can analyze the sectors with the highest
risk of infection in the monitoring area. We implement a Gaussian analysis to
distribute the concentration of infectious particles. The Fig. 3 shows an example
analysis of a room monitoring COVID-19. This analysis can only be displayed
in square or rectangular shapes. And the unit of the axes is centimeters.

Fig. 3. Gaussian analysis of quanta concentration

In Fig. 3, a heatmap shows the sectors where people remained for the longest
time. Additionally, we send the data to an online monitoring system shown in
Fig. 4. This system was developed as a web application and was deployed on a
cloud server, which collected the airborne spread risk calculated from multiple
end devices. If the risk in an environment exceeded a threshold, the system
sent notifications via Telegram to alert the authorities. Specifically, Fig. 4(a)
shows an example of the interface in which a bank can register multiple areas
for real-time surveillance. The system was developed to monitor multiple areas
by collecting data from end in several public places. For instance, the interface
shown in Fig. 4(b) was the detail view that helped us monitor a specific closed
environment every 30 s.
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(a) Web application to monitor multi-
ple places.

(b) Detail view of a closed environment.

Fig. 4. Online Monitoring System.

About the end device, this was designed using SolidWorks, assembled with
3D printing and installed to monitor a closed environment continually. Internally,
the device consisted of a Jetson Nano computer and an OAK-D camera. The
final design is shown in Fig. 5. The device has a screen that shows the risk of
spread, as well as, activates an alert when the calculated risk exceeds a safety
threshold.

Fig. 5. Monitoring Device

7 Results and Discussion

In the validation our Wells-Riley model, we collected data from similar studies
and used them as input to the Eq. 8. The results, in Table 4, show that our
equation obtains a value close to that reported in these studies, with an average
error of 4.29%. These values were expected because the equation was essentially
unchanged, and the structure was only slightly modified to allow for different
input values. We can conclude that the small differences between the results are
due to the fact that each study proposes new parameters to consider.
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Table 4. Evaluation of the modified Wells Riley equation

Input Output Reference

I M q p t (min) Q Pi Expected Pi

1 1 10 0.54 60 12.00 9.88 10.00 F. Velarde et al. [36]

1 1 30 0.54 4 3.86 2.76 2.50 Z. Liu et al. [37]

1 1 100 0.36 60 15.00 21.34 21.20 Y. Guo et al. [38]

1 1 14 0.35 60 0.56 1.44 1.40 Z. Wang et al. [39]

1 1 14 0.35 420 0.56 10.30 9.70 Z. Wang et al. [39]

Regarding person detection model, we evaluated several pretrained models
provided by OpenVino on its Github repository [33]. These tests were performed
with the total subset named “Person Instances”, described in Table 3. As men-
tioned above, we mainly used these models because they were already trained
with bigger datasets for person detection, in consequence, the obtained results
were better than implementing detection models from scratch. The resulting
metrics are shown in Table 5, which shows the models’ code in the first row.
Note that all models in [33] have the term “person-detection-0” as the prefix
name and a unique code as an identifier. In addition, each model has three ver-
sions that vary in their weights’ precision: “float point 16” (FP16), “float point
16 - int 8” (FP16-INT8), and “float point 32” (FP32). We focused on testing
the FP16 version of the models for better memory usage when deployed in the
OAK-D device. Based on the evaluation results, the model person-detection-0106
obtained the best results according to the MCC, IoU and Accuracy metrics. The
final evaluation results are presented in Table 5, where the row “Complexity”

Table 5. Evaluation results for the tested models for person detection [33]. Complexity
row is in GFLOPS. Size row is in MParams. IoU, Accuracy, mAP, F1 Score, Sensitivity,
Specificity, NPV, FPR, and FNR are in the [0; 1] interval. MCC is in the [−1; 1] interval.

Metric/Model 106 200 201 202 203 301 302 303

Complexity 404.264 0.786 1.768 3.143 6.519 79318.216 370.208 24.758

Size 71.565 1.817 1.817 1.817 2.394 55.557 51.164 3.630

IoU 0.829 0.605 0.605 0.605 0.716 0.632 0.657 0.657

mAP 0.737 0.021 0.021 0.021 0.545 0.335 0.370 0.376

MCC 0.630 −0.001 −0.001 −0.001 0.366 0.131 0.172 0.186

Accuracy 0.884 0.706 0.706 0.706 0.816 0.749 0.770 0.768

F1 Score 0.884 0.706 0.706 0.706 0.816 0.749 0.770 0.769

Sensitivity 0.683 0.001 0.001 0.001 0.510 0.385 0.371 0.428

Specificity 0.962 0.999 0.999 0.999 0.864 0.742 0.801 0.757

NPV 0.869 0.706 0.706 0.706 0.817 0.796 0.788 0.801

FPR 0.045 0.001 0.001 0.001 0.135 0.258 0.197 0.242

FNR 0.316 0.999 0.999 0.999 0.490 0.615 0.629 0.572
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defines the number of computational operations to pass a frame through the
model, and the row “Size” defines the memory footprint needed for each model.

Finally, for mask detection, we trained a transfer learning-based model with
Tensorflow using the subset “Facemask Instances”. This task was performed
using the training instructions for the OAK-D camera provided by Luxonis
[40], and the selected base model was MobileNetV2. From training, we obtained
57.98% of mAP result with IoU 0.50. Finally, the facemask model and the best
person detection models were deployed on the OAK-D camera. A sample of
detection results using both models can be seen in Fig. 6.

Fig. 6. Object Detection Inferences

8 Conclusions

In this paper, we proposed the implementation of epidemiological models in com-
puter vision systems, with the aim of reducing the spread of airborne diseases.
We adapted the Wells-Riley equation to be able to calculate the risk of infection
in real time. We use object detection models to determine the number of people
in an environment, as well as the number of people wearing masks. We imple-
ment stereo-cameras and Gaussian mathematical models to obtain a Heatmap
of the sections with the highest risk of infection. All information is sent to an
online monitoring system, with which multiple environments can be monitored.
Our results, although preliminary, are promising and contribute by bridging the
gap between computer vision, health care and spread modeling. As future work,
the facemask detector requires to be more robust. Another important limitation
is that our percentage of infected (I) is an estimate and it cannot be guaranteed
that it is the real value of infected in the environment. An oversize can be added
to this value in order to prevent false security values. Something to consider,
is that no ethical protocol is needed. Although the system monitors people, no
private data or video recording is saved, only general data, such as the number
of people and how many have a mask.
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Abstract. The benefits of sentiment analysis have become a topic of enormous
interest in recent years. Obtaining information about this massive bank of social
networks is essential. The dollar exchange rate for Peru, as well as for any country,
is one of the most important economic indicators. Investment decisions made by
national or international companies, as well as by governments, are based on
the exchange rate. Exchange rate prediction is essential for future investors and
companies. Twitter is the frequent mean by which people indicate their points of
view about a specific topic. Therefore, in the present investigation, the proposal
is described to analyze the trend of Twitter users for the dollar variation using
open banking data and data from social networks as pillars. In the first phase, NB
and RF were used and obtained an accuracy of 90% for both models’ four (04)
combinations. For the results of the second phase of the research, better results
were obtained with the SVM algorithm, achieving a percentage of accuracy of
92.82% to predict the variation of the dollar exchange rate.

Keywords: Dollar Exchange Rate · Machine Learning · Sentiment Analysis ·
Social media

1 Introduction

Today it is of great interest to extract information from all documentary sources in which
people express their opinions and interests for economic, political, or social purposes
[1]. Sentiment analysis, also known as opinion mining, is instrumental in monitoring
social networks as it allows us to get an idea of public opinion on specific topics [2].

Small, open economies like Peru’s are constantly exposed to external and internal
shocks. Given these circumstances, proper management of exchange rate policy plays
an essential role in assimilating these shocks [3]. The exchange rate for Peru, as well as
for any country, is one of the most important economic indicators. Investment decisions
made by national or international companies, as well as by governments, are based
on the exchange rate. So, exchange rate prediction is essential for future investors and
companies.

Therefore, being such a relevant issue in the economic situation in Peru, social
networks such as Twitter are a frequent medium in which people indicate their points
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of view about this issue. “Twitter is a platform that allows participating in the global
conversation of varied audiences; due to the chronological transmission and the ability
to follow tweets outside its network through a label (#Hashtag), keyword or username,
it allows the audience to follow the media, political actors and other members of the
public” [4].

Previously, datamininghas beenused to know the trends of voters and thus effectively
carry out political campaigns in presidential elections. An example of the good results
of its use is evidenced in the article by Cellan-Jones [5] on the presidential elections in
the United States, the case of Donald Trump.

According to Ranjit S. et al. (2018) [6], two kinds of analysis are mainly used to
predict the exchange rate: technical and fundamental. Technical analysis, in theory, is
that a person can look at historical price movements and determine that history tends to
repeat itself, and then-current trading reflects old age. It mainly looks for similar patterns
that formed in the past and forms trade ideas believing that price will act the same way it
did before. Fundamental analysis deals with economic and social forces that may cause
deflection on current market rates. In the line of Ranjit S. et al. (2018) [6], Muhammad
Y. et al. (2019) [7] considered a fundamental analysis because they analyze sensitives
factors like social and political events, gold and crude oil prices that could impact the
currency market and incorporated a sentiment analysis for local and foreign affairs to
enhance the accuracy of the exchange rate. In this research, only a technical study was
applied by collecting data on the dollar variation through the social network Twitter and
banking data from the Central Reserve Bank (BCR) of Peru for the year 2021. This data
shows the dollar’s upward trend in Peru in the run-up to the second round of presidential
elections, reflecting the influence of factors such as political uncertainty and the start of
the economic slowdown.

Also, if you make financial trades at the right time with the right approach, you can
profit, but an unknowing transaction can cause huge losses. Therefore, predicting the
movement of the financial market has become challenging. In the present investigation,
the proposal to carry out a predictive model is described, analyzing the trend of Twitter
users concerning the variation of the dollar to know themovement of the dollar exchange
rate in Peru during the year 2021. The phases are the related work reviewing, dataset,
methodology, experimental setup, results, discussions, and finally, the conclusions.

2 Background and Related Works

Batra et al. [8] used Apple’s sentiment data (Tweets) extracted from StockTwits. Three
hundred thousand tweets were removed as a JSON object. JSON data was converted to
CSV file format. In addition, Apple stock data is extracted from Yahoo Finance from
2010 to 2017. The SVM model suggests whether a person should buy or sell a stock.
Two SVM models were created, i.e., one for sentiment analysis of stock tweets and
one model for predicting stock movement. For the SVM Sentiment model, the achieved
test accuracy is 63.5%, and for the SVM Stock model, the completed test accuracy is
76.68%.

InKordonis’ research, [9] it is emphasized thatmeasuringpublic sentiment by retriev-
ing online information from Twitter can be valuable in forming business strategies. The
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correct prediction of the fluctuation of stock prices depends onmany factors and arguably
includes public opinion. The work is based on two datasets, the first contains the costs
of the shares obtained with Yahoo! Finance API, and the second includes a collection of
tweets using the Twitter Search API divided by days. This project examines two clas-
sifiers used for text classification: Naive Bayes and Support Vector Machines (SVM).
To successfully use Twitter sentiment scores to predict stock market movements, each
classifier was trained and tested on a particular subset of our tweet corpus using 7-fold
cross-validation. Finally, with SVM, an average accuracy of 87% was obtained for the
correct stock movement prediction.

Mankar’s [10] research details that any positive or negative public sentiment related
to a particular company can ripple affect its share prices. The work focuses on the tweet’s
time and text for a more detailed analysis. Two classifiers were mainly examined: Naïve
Bayes and Support Vector Machine. The same features were extracted from the tweets
for each classifier to classify them. Based on the comparative study that was carried out,
the Support Vector Machine proved to be the most efficient and feasible model to predict
the movement of the stock price in favor of the sentiments of the tweets with an accuracy
of 64.10%.

Yasir [7] is based on a data set that provides information on the exchange rate of
currencies from April 2018 to January 2019. The article proposes a deep learning-
based currency exchange rate prediction technique using Linear Regression, Support
Vector Regression, and ANN. The results show that the foreign exchange market is
highly dependent on socio-political factors, problems, and greater accuracy can only be
achieved if these events, known sentiments in this study, are considered when predicting
the exchange rate.

Zaidi [11] in the work he, used 76 think tanks that actively operated Twitter accounts.
On the other hand, for the OC (oil crude) dataset, the relevant oil companies and associa-
tions listed 52 oil companies and associations that operated active Twitter accounts, thus
obtaining the most recent 3,200 tweets from each username. Support Vector Machine
(SVM), Naïve Bayes, and multilayer perception (ML) were used, whose number of
layers and neurons was initially tuned.

“Sentiment analysis, also known as opinion mining, is instrumental in monitoring
social networks as it allows us to get an idea of public opinion on certain topics” [2].

“Twitter is a platform that allows participating in the global conversation of varied
audiences, due to the chronological transmission and the ability to follow tweets outside
its network through a label (#hashtag), keyword or username, allows the audience follow
the media, political actors and other members of the public” [4].

Machine learning, machine learning has become one of the pillars of information
technology and, with it, a reasonably central, although usually hidden, part of our lives.
With the ever-increasing amount of data available, intelligent data analytics will become
even more ubiquitous as a necessary ingredient for technological progress. [12].

Therefore, the general architecture adopted for the prediction is based on phases
using three classifiers: Random Forest (RF), Naive Bayes (NB), and Support Vector
Machine (SVM). In the first phase, RF and NB will be used to predict the trend of
Twitter users, and in the second phase, the output of the first phase will be used as input,
RF, and SVM to predict the value of the final exchange rate.
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3 Dataset

In the present investigation regarding the variation of the dollar exchange rate, we will
work with two datasets stored in “.csv” files.

The Twitter dataset is compiled using the Python Snscrape library on the Twitter
social network, considering the Keyword: ‘dollar.’ In addition, the time range of the
tweets will be limited from January 1, 2021, to December 31, 2021, Twitter metadata
collection was monthly, and data analysis was daily in the indicated range. The results
for Peru will be filtered. We obtained a total of 20736 tweets.

The banking dataset is obtained from the BCRP data for the dollar exchange rate.
The numerical values were discretized; all discretized values were compared with the
previous day’s opening and closing prices to predict the value of the next day’s dollar
exchange rate.

Regarding the spatiality of the data obtained, it was filtered using the Twitter meta-
data, specifically with the ‘user.location’ feature of the Snscrape library, to get records
from the locality of Lima and Peru.

4 Methodology

As mentioned before, first, we extracted a total of 20736 tweets. Second, because
the social network data present inconsistencies, emoticons, unnecessary data, etc., the
preprocessing and treatment of these were carried out.

As shown in Fig. 1, the data from social networks will be processed, for which
different pre-processing techniques were used.

Fig. 1. Methodology. Note. Adaptation of [13, 14], Own elaboration (2021)
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This is done because tweets contain unwanted elements, such as user mentions,
hashtags, etc., so performing this phase before feature extraction is essential. The applied
preprocessing techniques were:

• Converting text to lowercase. – This will be done to reduce the dictionary of words so
as not to recognize words that are essentially the same (case difference) as different.

• Elimination of hashtags and Identifiers. – Both features are widely used by Twitter
users but do not add value to the analysis.

• Elimination of Stopwords. – These words do not add value to the analysis.
• Tokenization. – They will segment tweets into independent words.
• Stemming. –Aims to eliminate affixes and inflectional extensions to obtain theword’s

root.

As shown in Fig. 5, the next step is vectorizing the text, for which N-gram and
TF-IDF will be used. TF-IDF will be used to evaluate the weights of the words in the
document. This investigation used unigrams and bigrams; the data were processed word
by word and in pairs.

Once the processed data was obtained, the models were implemented. In the first
phase, the Random Forest Classifier and Multinomial Naive Bayes (MNB) models pro-
vided by the Python library ‘sklearn’ were used. The first phase is the classification stage,
in which the RF and NB algorithms will be used to predict the trend of the previously
classified tweets. Ranjit S. et al. (2018) applied sentiment analysis using Naïve Bayes
and lexicon strategies to perform the sentiment analysis of different traders to classify
the tweets as positive or negative [6]. Both models will be trained and tested according to
the percentage partitions of 70-30, 75-25, and 80-20 for each dataset resulting from the
text’s vectorization (unigrams and bigrams). These results were the input for the second
phase, in which the banking dataset was used together with the output of the first phase,
joining the information per day to predict the Dollar Exchange Rate’s value. Finally,
forecasting will be made on the Dollar Exchange Rate.

In the second phase, the RF and SVM models were used. They used a procedure
analogous to the first phase. The Random Forest Regressor and SVM (SVR) models,
also offered by the same library, were used for the second phase.

Figure 2 depicts an example of tweet preprocessing, having the raw tweet as input,
and the result of applying the techniques described above. As a first step, we perform
the tokenization of the tweets; once the tokens are obtained, the hashtags, user mentions,
punctuation marks, the “URL,” numbers, and emoticons are eliminated. In addition, the
tokens that are part of the Python NLTK stopwords for the Spanish language will be
removed. Finally, the Stemming was carried out.

5 Experimental Setup.

Vectorization of the Text
Term Frequency – Inverse Document Frequency (TF-IDF)
Stands for term frequency times inverse document frequency. It is term frequency
over document frequency, which depicts how often this word occurs in the document
compared to how usually it appears in the entire body of documents [15].
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Fig. 2. Tweet pre-processing Example

The TF-IDF algorithm is a quantitative metric mainly used to determine the impor-
tance of a word or term and assign the value based on the number of occurrences within
a document.

To calculate these weights, the formulas in Fig. 3 and Fig. 4 are used to find the TF
and IDF, respectively, according to the term or document numbers.

TF(f ) = (The amount of occasions the term t is seen in the document)

(Total number of terms in the document)

Fig. 3. Term frequency. Note. Taken from [15].

IDF(t) = log
(Total number of documents)

(Number of documents with term t in it)

TFIDF(t) = TF(t) ∗ IDF(t)

Fig. 4. TF-IDF. Note. Taken from [15].
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N-gram
It is the collection of n elements of a document. N-gram features indicate a specific
number of tokens that help to understand the meaning of the token considering its
context. Depending on the objective, the preceding word in an N-gram sentence is a
negation or could be unigram, bigram, or n-gram, which can understand the context of
each document element [16].

Machine Learning Algorithms
Support Vector Machine (SVM)
The SVM can be defined as a vector space-based method that establishes a decision
boundary between two classes by calculating the maximum distance between the hyper-
plane and its closest random points. The goal is to design a hyperplane in N-dimensional
space (N - the number of features) that classifies the training vectors of the two classes
[17, 18].

The graphic representation is exemplified in Fig. 5, where the maximum margin in
the hyperplane is sought, thus obtaining the optimal hyperplane.

Fig. 5. Support Vector Machines. Note. Taken from [18].

Naive Bayes
They are based on the principles of conditional probability as given by Bayes’ Theorem.
It is mainly used to classify text that includes a high-dimensional data set.

Nave Bayes classifier is a predictive model, which is easier to apply. Let X = x, x,
x, …….X be the sample set, and C, C, C,…C be the set of classes [17].

Detailing the Naive Bayes formula shown in Fig. 6, we have:

• P (c|x) is the posterior probability
• P (c) is the class prior probability.
• P (x|c) is the probability of the given class of the predictor.
• P (x) is the prior probability of the predictor.

P(c|x) = P(x|c)P(c)
P(x)

P(c|x) = P(x1|c) x P(x2|c) x . . . x P(xn|c) x P(c)
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Fig. 6. Naïve Bayes. Note. Taken from [19].

Random Forest
Random forest (RF) is a supervised learning algorithm. RF is an ensemble of deci-
sion trees on various sub-samples of the dataset that combine tree predictors. Each tree
depends on the values of a random vector with a uniform distribution for all trees in the
forest [20].

Likewise, the research uses the Python GridSearchCV library to estimate the best
hyperparameters for the RF (Classifier and Regressor) and SVM models, leaving the
default parameters for the MNB model. Table 1 shows the parameters evaluated for
the RF Classifier model, which estimation result gives the following values as the best
parameters: N_Estimators: 100, Max_features: “sqrt.”, Max_depth: None, Criterion:
“Gini.”

Table 1. Parameters evaluated for RF Classifier

N_Estimators Max_features Max_depth Criterion

100 “sqrt” None “gini”

200 “log2” 2 “entropy”

300 4 “log_loss”

400 6

500 8

Table 2 shows the parameters evaluated for the RF Regressor model, whose esti-
mation result gives the following values as the best parameters: N_Estimators: 100,
Max_features: “sqrt,” Max_depth: 6, Criterion: “squared_error”.

Table 3 shows the parameters evaluated for the SVM model and whose estimation
result is obtained as the best parameters in the following values: C: 10000, Epsilon:
0.0000006 (1e-06), Gamma: 0.001.

Once the parameters of the models have been obtained, they will pass to the training
stage, as shown in Fig. 5. The RF model will be trained and tested according to the
percentage partitions of 70–30, 75–25, and 80–20. And for the SVM model will be
carried out under a cross-validation of K = 5 (K-folds cross-validation) that divides the
total data into K parts, selecting one piece for testing and the rest for training. After this,
the forecasting of the variation of the exchange rate will be carried out.
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Table 2. Parameters evaluated for the RF Regressor model

N_Estimators Max_features Max_depth Criterion

100 “sqrt” None “squared_error”

200 “log2” 2 “absolute_error”

300 4 “Poisson”

400 6

500 8

Table 3. Parameters evaluated for the SVM model

C Épsilon Gamma

0.0001 0.000001 0.000001

0.01 0.00001 0.00001

0.1 0.0001 0.0001

1 0.001 0.001

10 0.01 0.01

100 0.1 0.1

1000 1 1

10000 10 10

100000 100 100

1000000 1000 1000

10000000 10000 10000

6 Results and Discussion

The tweets were classified in the first phase to have an adequate model for determining
the daily trend using the Naive Bayes and Random Forest algorithms. The best accuracy
was obtained by dividing the dataset by 75% for train and 25% for testing.

Precision, Recall, F1_Score, and Accuracy were applied to measure the algorithms’
performance. The results of each model using Unigrams and Bigrams are shown in
Table 4:

Table 4 shows the results of the first phase of the investigation. Unigram and bigram
datasets were applied, obtaining similar results for the models according to different
percentage partitions like 70% and 30% for train and test, respectively; 75% and 25%
for train and test, respectively; 80% and 20% for train and test respectively. However,
when comparing the results with the different percentage partitions, better results are
obtained when the models are trained with 75% of the data, highlighting that an increase
in the percentage of data used for training does not increase the accuracy of the models,
on the contrary, they are reduced.
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Table 4. Results of the models with the percentage partition 75-25

Algorithms Precision Recall F1_Score Accuracy

NaiveBayes - Unigram 0.901459854 0.901459854 0.901459854 0.901459854

NaiveBayes - Bigram 0.901459854 0.901459854 0.901459854 0.901459854

RandomForest - Unigram 0.901459854 0.901459854 0.901459854 0.901459854

RandomForest - Bigram 0.901459854 0.901459854 0.901459854 0.901459854

Figure 7 and Fig. 8 show a line and bar chart, respectively, to represent the actual
versus predicted values using a 75% and 25% partition for training and testing data,
respectively. It is evident that there is no significant difference between the actual and
predicted values for the month of January 2022.

Fig. 7. Lineal Graph of actual vs. predicted data using RF and SVM models.

Table 5 shows the result of the SVM algorithm using cross-validation. We obtain
0.009605179 and 0.000232213 for theMAE andMSEmetrics, respectively. It is evident
that in the second phase of the research, better results of the percentage of correctness
are obtained with the SVM algorithmic technique.
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Fig. 8. Bar Graph of actual vs. predicted data using RF and SVM models

Table 5. SVM model results using cross-validation

Algorithm Score Mean MAE (Mean Absolute Error) MSE (Mean Squared Error)

SVM 0.928261809 0.009605179 0.000232213

7 Conclusions

This research analyzes the productivity of the algorithms used in the two (02) phases. In
the first phase,NBandRF are usedwith the selected evaluationmetrics such asAccuracy,
Recall, F1 Score, and Accuracy, thus obtaining a better result using the percentage
partition of 75% and 25% for training and testing, respectively, having an accuracy of
90% for the four (04) combinations of both models.

For the results of the second phase of the research, better results are obtained with the
SVM algorithm, achieving a percentage of accuracy of 92.82% to predict the variation
of the dollar exchange rate and with an approximation of 2× 10–4 as the minimum error
rate using MSE.

In sentiment analysis, the efficiency of ML models such as Naïve Bayes and Ran-
dom Forest was demonstrated. It is also shown that for the predictive model, the SVM
technique yields favorable results for predicting the percentage of success concerning
the change in the daily dollar exchange rate. However, in any case, and with any other
market, a prediction tool cannot guarantee success in predicting the dollar exchange rate
on all occasions.

There needs to be more research on Twitter’s sentiment analysis of the economic
context in Peru. Investors, politicians, financial analysts, data scientists, and researchers
can take advantage of the utility of our model, which performs a sentiment analysis and
predicts the variation of the Dollar Exchange Rate as a significant economic indicator
for our country.
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Abstract. Finding a small subset of influential nodes to maximise influ-
ence spread in a complex network is an active area of research. Different
methods have been proposed in the past to identify a set of seed nodes
that can help achieve a faster spread of influence in the network. This
paper combines driver node selection methods from the field of network
control, with the divide-and-conquer approach of using community struc-
ture to guide the selection of candidate seed nodes from the driver nodes
of the communities.

The use of driver nodes in communities as seed nodes is a compar-
atively new idea. We identify communities of synthetic (i.e., Random,
Small-World and Scale-Free) networks as well as twenty-two real-world
social networks. Driver nodes from those communities are then ranked
according to a range of common centrality measures. We compare the
influence spreading power of these seed sets to the results of selecting
driver nodes at a global level. We show that in both synthetic and
real networks, exploiting community structure enhances the power of
the resulting seed sets.

Keywords: Influence · Complex Network · Social Networks · Seed
Selection Methods · Driver Nodes · Communities

1 Introduction

Due to the prevailing use of online social networking sites, social networks are
very much a hot topic in network science. Nowadays, we have a good understand-
ing of network structures and attention has shifted more towards their prediction,
influence, and control. Full control of social networks is very hard to achieve due
to their varying structures, dynamics, and the complexities of human behaviour.
This study looks into how driver nodes, which enable complex network control,
can be used in the context of influence spread in the social network space. We use
driver nodes at both the local and community level to ‘divide and conquer’ the
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time-consuming problem of driver node identification. Until recently, we did not
know if and how the structure of social networks correlated with the number of
driver nodes required to control the network [21]. As driver nodes play a key role
in achieving control of a complex network, identifying them and studying their
correlation with network structure measures can bring valuable insights, such as
what network structures are easier to control, and how we can alter the structure
in our favour to achieve the maximum control over the network. Our previous
work [21] determines the relationship between some global network structure
measures and the number of driver nodes. This study builds an understanding
of how global network profiles of synthetic (random, small-world, scale-free) and
real social networks influence the number of driver nodes needed for control. It
focuses on global structural measures such as network density and how it can
play an important role in determining the size of a suitable set of driver nodes.
Our results show that as density increases in networks with structures exhibited
by random, small world and scale free networks, the number of driver nodes
tends to decrease. In this work we explore the potential that exploiting local
structures (in this study we focus on communities) can offer in developing con-
trol of, and influencing, the network. Finding communities in a social network is
itself a difficult task due to both dynamic and combinatorial factors [24].

This study explores the possibility of using community structure in social
networks to reduce the cost of identifying driver nodes, and whether this remains
a feasible approach for network control and influence spread methods.

Our main research questions for this work are stated as follows:

1. How can we rank driver nodes within communities to identify an optimal
subset of driver nodes for use as seed nodes?

2. How quickly does influence spread from seed nodes chosen using driver node
selection methods at the community level?

3. Does the percentage of influenced nodes increases or decreases when using
driver node based seed selection methods in communities as compared to
driver node based seed selection methods in the network as a whole, for both
synthetic and real data?

4. How does the network structure (of synthetic or real networks) impact the
percentage of nodes influenced with each method?

This paper contains the following sections: Sect. 2 describes related work and the
main research challenge that is the focus of this study. Sections 3 and 4 describe
(i) the research methodology in detail and (ii) include results and analysis of
the experiments performed respectively. Finally, the conclusions drawn from the
experiments and future work are discussed in Sect. 5.

2 Related Work

The Influence Maximisation problem aims at discovering an influential set of
nodes that can influence the highest number of nodes in social networks in the
shortest possible time. A set of these nodes can be used to propagate influ-
ence in terms of social media news, advertising, etc. Several algorithms have
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been proposed to solve the influence maximisation problem that identify a set of
nodes that is highly influential as compared to other nodes. For example Basic
Greedy [13], CELF [14], CELF++ [10], Static Greedy [5], Nguyen’s Method [20],
Brog et al.’s Method [1], SKIM [6], TIM+ [26], IMM [25], Stop and Stare [18],
Zohu et al.’s Method [28] and BCT [19] are some of those algorithms. Many algo-
rithms have high run times when identifying a set of nodes to diffuse the influence
through a social network, therefore there is a need to work on exploring differ-
ent types of nodes if those can work towards achieving the high influence [12].
The problem of influence maximisation has high relevancy to the spreading of
information on networks. The two most common network-based models are Inde-
pendent Cascade model [13] and Threshold models [11]. In one of the previously
proposed framework, the possible seed set has been identified by analysing the
properties of the community structures in the networks. The CIM algorithm
(i.e. Community-Based Influence Maximisation), utilises hierarchical clustering
to detect communities from the networks and then uses the information of com-
munity structures to identify the possible seed nodes candidates, and at the end
the final seed set is selected from the candidate seed nodes [4]. From the pre-
vious work such as [4] and [12], we can see, that by detecting communities and
then selecting seed nodes from those communities can be an effective strategy
to maximise influence.

From previous study [21], following main results were achieved, which are
the basis for further new experiments in this current research work.

– Correlation between network density and number of driver nodes: For this
purpose, network densities and number of driver nodes in those networks are
plotted against each other to see the increase/decrease in number of driver
nodes with the increase/decrease in the densities of the networks.

– Structural measures and density of driver nodes: In this step a compari-
son of structural measures like (Betweenness Centrality, Closeness Centrality,
Nodes, Edges, Eigenvector Centrality and Clustering Coefficient) is presented
with the density of number of driver nodes. Density of number of driver nodes
is defined as total number of driver nodes divided by total number of nodes
in the network.

In our proposed methods, we utilise driver nodes within the communities of
networks for the influence spread using Linear Threshold Model. To make the
driver nodes more influential, we propose different ranking mechanisms to see
the number of nodes influenced after a certain time with a certain percentage of
seed nodes in synthetic as well as real networks. The detail of network datasets
has been presented in the later sections. We explain our method to select seed
nodes from the communities in the next section.

3 Methodology

This work springs from the question, whether network control methods, in par-
ticular driver node selection, can be used to improve seed selection in influence
models.
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This prompts two possible approaches: (i) using driver nodes selected from
the network as a whole, and (ii) using driver nodes selected at the community
level as seeds. For all experiments, we used the Linear Threshold Model to model
influence propagation. We used a set threshold of 0.5 for the network diffusion
model. We have previously observed that a threshold value of at least 0.4 accel-
erates influence propagation [4].

3.1 Datasets Description

To enable comprehensive and robust testing of the proposed approaches, both
generated and real-world social networks have been used. Following is a brief
description of networks used in the experiments.

1. Generated Networks: we generated random, small-world and scale free net-
works from network size of (100, 200, 300, 400, 500) nodes. For each network
size (from 100 to 500), we generated networks with increasing density, to the
maximum density of 1. A total of 720 networks were generated [21].

2. Social Networks: we use 22 real-world social networks of varying size, the
number of nodes and number of edges are presented in Table 2. The networks
are available for download at SNAP1.

3.2 Influence Spread Using Global Driver Nodes as Seeds

The first experiment focuses on the seed selection process from the global per-
spective. Driver nodes are selected from the network as a whole, ranked, and
finally used as seeds in the influence process. The below described approach has
been proposed in [22]. As it outperforms other state-of-the art ranking methods,
it serves in this study as a benchmark to show a difference between global- and
local-level seed selection methods. The steps are as follows:

1. Minimum Dominating Set method [17] has been used to identify the number
of driver nodes from the networks. More detail of this process can be found
in [21]. DMS has been found by using greedy algorithm. At start, the domi-
nating set is empty. Then in each iteration of the algorithm, a vertex is added
to the set such that it covers the maximum number of previously uncovered
vertices. Then, if more than one vertex fulfils this criteria, the vertex is added
randomly among the set of nominated vertices [23].

2. We ranked the nodes using different ranking mechanisms. The goal was to
achieve an efficient set of nodes as seeds that can achieve maximum or full
influence more quickly. The ranking mechanisms used are: Random, Degree
Centrality, Closeness Centrality, Betweenness Centrality, Kempe Ranking,
Degree-Closeness-Betweenness. We tested various seed set sizes: 1%, 10%,
20%, 30%, 40% and 50% of all detected driver nodes ranked these methods.
In each of the methods, the driver nodes are ranked based on the following
measures:

1 http://snap.stanford.edu/.

http://snap.stanford.edu/
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– In Random (Driver Random – DR) we ranked the driver nodes randomly.
– In Degree seed selection (DD) we ranked the driver nodes based on their

degree in descending order.
– For Closeness Centrality based seed selection method (Driver Closeness

– DC), we ranked the nodes on the basis of their closeness centrality in
descending order.

– For Betweenness Centrality based seed selection method (Driver Between-
ness – DB), we ranked the nodes on the basis of their betweenness cen-
trality in descending order.

– For Degree-Closeness-Betweenness method (Driver Degree Closeness
Betweenness – DDCB), we ranked (in descending order) the driver nodes
on the basis of the average of degree, closeness and betweenness centrali-
ties of each driver nodes.

– For Kempe ranking (Driver Kempe – DK), we start by spreading influence
through all the driver nodes as seed nodes. So we calculate the total num-
ber of nodes influenced by each driver node already in the seed set, and
then rank them in descending order. After ranking, we select a percentage
of nodes that are required for a seed set.

– Linear Threshold Model (LTM) has been implemented for influence
spread process. In LTM the idea is that a node becomes active if a suf-
ficient part of its neighbourhood is active. Each node u has a threshold
t ∈ [0, 1]. The threshold represents the fraction of neighbours of u that
must be active in order for u to become active. At the beginning of the
process, a small percentage of nodes (seeds) is set as active in order to
start the process. In the next steps a node becomes active if the fraction of
its active neighbours is greater than its threshold, and the whole process
stops when no node is activated in the current step [7].

3.3 Influence Spread Using Local Driver Nodes as Seeds

The second experiment employs a new strategy: first identify communities in the
network, and then identify driver nodes on a per-community basis.

Once driver nodes for each community are identified, they are then ranked
using the same ranking mechanisms as in the first experiment, with seed sets
chosen to cover all communities (detailed below). In detail, the approach is as
follows:

1. Firstly, communities are identified in the network. This was done using
Girvan-Newman algorithm [9]. The Girvan-Newman algorithm detects com-
munities by progressively removing edges from the original graph in order of
the highest betweenness centrality.

2. Within each community, candidate driver nodes were identified using the
Minimum Dominating Set [17] approach as used with the whole network.
Correlation between community densities and number of driver nodes is found
by obtaining densities of the communities and identifying number of driver
nodes in those communities by MDS method. Difference (Diff.) between total



Maximising Influence 131

number of driver nodes identified in overall networks (NDN) as compared to
the number of driver nodes found in communities of those networks (NDNC)
is also obtained. The Diff. tells us, the significance of identifying driver nodes
within communities, like following a divide and conquer approach.

3. To rank the nodes, we introduce a multi-round selection process. This process
effectively ranks driver nodes within each community according to the rank-
ing criterion, then selects one node per community per round, in the order
given by the ranking, until the total percentage to be chosen is reached. This
is perhaps better explained by the following example, illustrated in Fig. 1.
Consider a network with 1,000 nodes and 6 communities. Select a ranking
method, in this case the node degree. Choose a target percentage of nodes to
use as seed nodes, 1% in the example. Now, in order to choose 10 nodes from
the driver nodes detected in the communities, we select 6 nodes at first – the
highest degree node from each community, marked in yellow in the figure.
In the second round, we can select at most 4 nodes to reach the target of
10 – from each community, we take the node with the second-highest node
degree and rank these nodes according to their degrees and take the 4 nodes
with the highest degree. We choose the same ranking mechanism for all the
community based driver nodes seed selection methods i.e., the highest node
degree, apart from the original ranking that is different in each technique as
explained previously.

4. Influence spread in the overall network using Driver Based Seed Selection
Methods is done by following a series of steps. Starting from identification of
driver nodes from the networks, ranking of driver nodes based upon Random,
Node Degree, Closeness Centrality, Betweenness Centrality, Kempe Ranking,
Degree-Closeness-Betweenness Centralities combined. After ranking of driver
nodes, we selected our seed set on the basis of percentage of nodes from that
set. We run our LTM for different seed sets, namely for example 1%, 10%,
20%, 30%, 40% and 50%.

5. Influence spread through Driver Nodes in communities of Networks is done
by identifying driver nodes in communities. However, there was a challenge of
getting the ultimate seed set that has representation from all the communities
of the network. For this purpose, we devised our ranking approach that makes
sure that at least one driver node is selected from each community of the
network to make sure that the nodes in those communities can also be part
of the influence process. For each of the driver based seed selection methods,
we used one unified approach to further rank the nodes so that we are able
to select at least one node from each of the communities.

4 Results and Analysis

Six novel network level seed selection methods (i.e. Driver-Random (DR),
Driver-Degree (DD), Driver-Closeness (DC), Driver-Betweenness (DB), Driver-
Kempe (DK) and Driver-Degree-Closeness-Betweenness (DDCB)) have been
proposed and tested on synthetic and real world networks before in [22] and
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Fig. 1. An example showing the process for selecting seed nodes set from the driver
nodes identified in network communities

the results show that those methods outperform their non-driver based coun-
terparts. In this study, we use those methods but instead of selecting driver
nodes from the global network, we propose a local approach where driver
nodes are identified within the networks’ communities. We name the new
methods by adding C (for community) to the previously proposed methods
(i.e., DRC - Driver-Random-Community, DDC - Driver-Degree-Community,
DCC - Driver-Closeness-Community, DBC - Driver-Betweenness-Community,
DKC - Driver-Kempe-Community and DDCBC - Driver-Degree-Closeness-
Betweenness-Community). Below, we compare community based driver seed
selection methods to network based driver seed selection methods.

4.1 Results from Generated Networks

This section covers the results and analysis of the experiments performed on
generated networks.

What is the Speed and Reach of the Influence Spread? First, we compare
the percentage of nodes influenced for global-level driver based seed selection
methods and local-level (community) driver based seed selection methods. We
perform the analysis iteration by iteration to see which seed selection methods
enable to achieve the highest coverage the fastest.

In Fig. 2, we can see trend-lines for all the seed selection methods (when seed
set size is 1% of all the driver nodes) for random, small-world and scale-free
networks. DDCBC method outperforms other methods in almost all the experi-
mented cases. We can see a ‘head-start’ in the trend-line of DDCBC (represented
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Fig. 2. Number of Nodes Influenced in Random, Small-World and Scale-Free Networks:
when the number of nodes (N) is 100 and the number of edges (E) is 800 (Figures a,
b and c); when N is 300 and E is 12800 (Figures d, e and f); when N is 500 and E is
72000 (Figures g, h and i). A Comparison of all methods for 20 iterations when the
seed size is 1% is presented.

in black colour) for all the networks when number of nodes in the network is
100 and number of edges is 800. This means that in only few iterations, DDCBC
enables to influence more nodes than in the case of other seed selection methods.

Results in Fig. 3 show that when the network is of small size, and density
is approximately equal to 0.6, the influence spreads faster when using driver-
community based seed selection methods than when the global-level driver based
methods are employed. If we look at Fig. 3, the network of smaller densities (i.e.
0.4), where number of nodes is 300 and number of edges is 2,800, the difference
between the global-level driver based methods and community-level driver based
methods is not so big. But we do see a gap between DDCBC method and other
methods. Which tells us that, so far, DDCBC ranking of driver nodes in com-
munities is working better than when we are using driver nodes of communities
as seed nodes.

Although the comparison is done on a very small size of seed set (1% of all
driver nodes), in DDCBC, we still achieve more influence earlier in the spread-
ing process when using community-level driver based methods. It also gives us
another insight regarding larger networks, their structures and densities, and
how those are connected to spreading influence. We see that the spread is faster
when density is higher than 0.5 as in the case of networks presented in the Fig. 2
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Fig. 3. Average Number of Nodes in Communities of Random, Small-World and Scale-
Free Networks versus number of communities in those networks. Legend shows the
Number of Nodes in communities of generated networks i.e. Random (R), Small-World
(SW) and Scale-Free (SF).

(network with 500 nodes and 72,000 edges). We can see that in those cases, the
driver-community based method DRC, DDC, DBC, DKC and DDCBC outper-
forms their counterpart methods DR, DD, DB, DK and DDCB.

Based upon these observations, we conclude it does not matter which type
of network it is, as long as its density is higher than 0.5 it will respond to the
community-based seed selection methods better and the spread will be faster.
Also, regardless of the network density, community-based method – DDCBC
– outperforms all other methods Fig. 2(a–f). This holds true for all the other
settings as well. As when we have different edges for 100, 200, 300, 400 and 500
nodes networks.

How Much Advantage Do Community-Level Driver Based Seed Selec-
tion Methods Give? Given a number of iterations n and a method X, let
N infl

n (X) denote the number of nodes influenced using the method X after n
iterations. The Percentage Gain of method A over method B after n iterations
is then given by:

N infl
n (A) − N infl

n (B)
N

× 100 (1)

where N is the number of nodes in the network.
Table 1 shows the percentage gain of the DDCBC method over the global-

level driver based methods. We represent only driver based methods (i.e. DR,
DB, DC, DD, DK and DDCB), as the gain is higher over these methods as
compared to other driver-community based methods (i.e. DRC, DBC, DCC,
DDC and DKC) as well as they are our baseline for this study. Percentage gain
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is calculated by knowing the maximum number of nodes influenced after 20
iterations when seed size is 1%.

From Table 1 we can see the maximum gain in when the average density of
the communities of the network is greater than 0.5. When the density reaches
1 all the methods perform very similar as spread in fully connected network
behaves in a very similar way regardless of applied seed selection method. This
highlights our previous point that density of network plays an important part in
how effective a network is going to respond to the influence spread process. We
can see the highest gain for DDCBC method in random networks, but DDCBC
outperforms all global-level driver based methods in all the networks, except for
the networks with densities equal or very close to 1.

From Fig. 3, we can see the number of average nodes in communities ver-
sus the total number of communities in Random, Small-World and Scale-Free
networks. The denser the network, the fewer communities we have, and those
communities are denser than the previous ones. Hence, due to increase in com-
munity density, we see the higher percent gain in DDCBC method. The number
of nodes influenced by DDCBC method increases, when there are fewer commu-
nities. Because when number of communities are less, they tend to be denser,
hence the increase in number of nodes influenced. We see the difference in num-
ber of nodes influenced in DDCBC method which is bigger than compared to
other methods.

4.2 Results from Social Networks

The observation that real-world social networks tend to contain dense communi-
ties suggests that community based driver node selection would have a significant
advantage over global selection. This relationship with density is also apparent
in the generated networks. To verify whether this intuition is correct, we conduct
similar analysis to this performed on generated networks. First, we analyse the
percentage of nodes influenced by each method over 100 iterations with a seed
set size of 20% of driver nodes. We have run the experiments for the seed set
sizes from 1%, 10%, 20%, 30%, 40% and 50%. We show the comparison in case
of 20% seed size, as it is the lowest seed set level to reach maximum influence
in at most 100 iterations. We note however that there is also improvements at
smaller seed set sizes.

What is the Speed and Reach of the Influence Spread? Figures 4, 5 and 6
show a comparison between global-level driver based seed selection methods and
community-level driver based seed selection methods. We grouped the networks
on the basis of their sizes and densities to analyse the results effectively. From
Fig. 4, we see a higher density of networks. The densities of these networks are:
FB (0.01), Z (0.13), LC (0.003), LF (0.003), PF (0.007), FbG (0.003), FbP
(0.002), FbPF (0.001) and FbT (0.002). Overall comparison tells us that, in
these networks, there is less difference between the percentage of number of
nodes influenced after 100 iterations. Which indicates that when the network’s
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Table 1. A percentage gain table shows the percentage gain of DDCBC method over
other seed selection methods in influencing the nodes in Random, Small-World and
Scale-Free networks when the seed set size is 1% after 20 iterations. N is number of
nodes, E is number of edges, C is number of communities and CD is average community
density.

CD Random Networks Small-World Networks Scale-Free Networks
N E C

Avg ± SD DR DB DC DD DK DDCB DR DB DC DD DK DDCB DR DB DC DD DK DDCB

800 6 0.160.01 2 2 2 2 2 1 3 2 3 3 3 2 4 2 2 3 3 2

1600 5 0.3±0.03 3 2 3 3 2 2 3 2 2 2 2 2 4 2 3 3 3 2

2400 4 0.44±0.06 3 2 2 3 2 2 3 2 3 3 2 2 4 2 2 3 3 2

3200 3 0.58±0.12 2 2 2 2 2 1 4 3 3 3 3 3 3 2 2 2 2 1

4000 2 0.73±0.14 4 2 3 3 2 2 3 2 2 2 2 2 4 3 3 3 3 2

4800 1 0.88±0.15 2 1 1 2 1 1 0 0 1 1 0 0 2 1 1 1 1 1

100

4950 1 0.96±0.07 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2400 5 0.12±0.01 4 4 4 5 4 4 5 5 5 5 5 4 5 4 4 4 4 4

4800 4 0.23±0.02 3 2 2 3 2 2 3 2 2 3 2 2 5 4 4 4 4 3

7200 4 0.36±0.01 8 7 7 7 7 6 8 7 7 7 7 7 9 8 8 8 8 8

9600 4 0.48±0.02 6 6 6 6 6 5 6 5 6 6 6 5 7 6 6 6 6 5

12000 3 0.56±0.07 6 5 5 5 5 4 7 7 7 7 7 6 7 6 6 6 6 6

14400 2 0.67±0.09 3 3 3 3 3 2 4 3 4 4 3 3 4 3 3 3 3 2

16800 1 0.78±0.11 2 1 1 1 1 0 2 1 2 2 2 1 3 1 1 2 1 1

19200 1 0.9±0.1 1 0 0 0 0 0 2 0 1 1 0 0 1 1 1 1 1 0

200

19900 1 0.97±0.06 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

12800 5 0.31±0.03 4 3 3 3 3 2 4 3 3 3 3 2 5 3 3 4 4 3

19200 5 0.41±0.03 4 3 3 3 2 2 3 2 3 3 3 2 4 3 3 3 3 3

22400 4 0.46±0.06 4 3 3 3 2 2 4 3 3 3 3 2 5 3 3 4 3 3

25600 4 0.53±0.08 4 2 2 3 2 2 3 2 3 3 3 2 4 3 3 3 3 2

28800 3 0.58±0.1 3 2 2 3 2 2 2 2 2 2 2 1 3 2 2 2 2 2

32000 2 0.63±0.17 6 4 4 4 4 3 4 3 3 3 3 3 5 4 4 4 4 3

35200 1 0.69±0.16 10 8 8 8 8 8 5 5 5 5 5 4 6 5 5 5 5 4

38400 1 0.76±0.17 13 6 7 7 7 7 10 3 3 3 3 2 13 4 4 4 4 4

41600 1 0.83±0.17 0 0 0 0 0 0 0 0 0 0 0 1 0 2 2 2 2 1

300

44850 1 0.91±0.15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

40000 4 0.43±0.12 23 21 21 22 21 21 5 4 4 4 4 4 5 4 4 4 4 3

44000 4 0.48±0.12 25 22 22 22 22 22 4 4 4 4 4 3 6 4 4 5 4 4

48000 4 0.53±0.12 25 21 21 21 21 21 9 8 8 8 8 7 10 8 8 9 8 8

52000 4 0.58±0.12 22 12 12 13 12 12 12 11 11 11 11 11 13 11 12 12 12 11

60000 3 0.67±0.14 18 12 12 12 12 12 10 9 9 10 10 9 12 10 10 11 11 10

64000 2 0.76±0.07 13 8 9 9 8 9 7 7 7 7 7 6 8 7 7 7 7 7

68000 1 0.83±0.03 8 6 6 6 6 6 5 4 4 4 4 4 7 5 6 6 6 5

72000 1 0.88±0.03 4 1 1 2 1 1 5 4 4 4 4 4 4 3 3 3 3 3

76000 1 0.93±0.03 1 0 0 0 0 0 1 1 1 1 1 0 1 2 2 3 2 2

400

98000 1 0.98±0.03 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

72000 4 0.52±0.1 23 15 15 16 16 15 11 6 6 6 6 6 12 11 11 11 11 10

76800 3 0.56±0.1 21 16 16 16 16 16 11 6 7 7 6 6 7 6 6 6 6 6

81600 4 0.6±0.09 19 13 14 14 13 13 10 7 8 8 8 7 8 7 7 7 7 6

86400 3 0.69±0.01 19 13 13 13 13 13 10 2 2 2 2 1 9 8 8 8 8 7

91200 3 0.73±0.01 15 14 14 14 14 14 7 3 3 3 3 3 3 2 2 2 2 1

96000 3 0.76±0.01 12 10 10 10 10 10 7 2 2 2 2 1 5 3 3 4 4 3

100800 1 0.81±0.01 8 8 8 9 9 8 7 1 1 2 1 1 4 3 3 3 3 2

105200 1 0.84±0 3 4 5 5 5 5 3 0 1 1 0 0 2 1 1 1 1 0

110000 2 0.88±0 0 3 3 4 4 3 0 0 0 0 0 0 0 1 1 1 1 0

500

124750 2 0.97±0.06 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

densities are higher, then there is more chance that seed selection methods are
able to achieve influence faster. If we look at the Fb network in Fig. 4, its network
density is 0.01 which is greater than the rest of the networks except the network
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Table 2. A percentage gain table shows the percentage gain of DDCBC method over
other seed selection methods in influencing the nodes of the social networks. Average
Community Densities of the networks are as follows: FB (0.06 ± 0.02), ZKC (0.32 ±
0.4), Twitter (0.00029 ± 0.05), Diggs (0.00008 ± 0.007), Youtube (0.000012 ± 0.04),
Ego (0.00034 ± 0.05), LC (0.007 ± 0.032), LF (0.0073 ± 0.09), PF (0.015 ± 0.54), MFb
(0.001 ± 0.43), DHR (0.00085 ± 0.21), DRO (0.0005 ± 0.4), DHU (0.0004 ± 0.63),
MG (0.0011 ± 0.03), L (0.0019 ± 0.54), FbAR (0.0014 ± 0.03), FbA (0.0015 ± 0.09),
FbG (0.0075 ± 0.05), FbN (0.0013 ± 0.003), FbP (0.0049 ± 0.003), FbPF (0.004 ±
0.032) and Fbt (0.0051 ± 0.05)

Seed Selection Methods (20% of all nodes)
N E C Networks

DR DD DC DB DDCB DK DRC DDC DCC DBC DKC

4039 88234 180 FB 28.68 25.03 24.94 25.94 25.15 24.59 21.59 21.59 22.19 22.28 21.14

34 78 2 ZKC 12.18 4.00 2.82 2.09 1.95 1.73 1.18 1.18 1.27 1.00 1

23371 32832 350 Twitter 37.81 27.83 26.80 26.78 20.16 26.77 23.81 23.80 23.74 23.06 21.22

1924000 3298475 156432 Diggs 42.49 39.05 36.76 36.47 38.37 39.21 20.11 18.89 17.67 16.53 19.85

1134891 2987625 54983 Youtube 42.00 38.02 35.12 32.79 32.59 33.92 3.51 2.71 1.91 1.11 6.45

23629 39195 75 Ego 24.83 15.34 14.33 14.33 17.15 21.81 9.64 10.62 11.14 9.05 8.89

4658 33116 517 LC 33.84 26.62 25.61 25.61 25.52 31.81 22.40 23.23 23.98 21.65 22.06

874 1309 97 LF 19.29 10.62 9.56 9.34 9.25 9.33 8.38 9.35 10.20 7.86 9.11

1858 12534 206 PF 10.62 6.66 5.43 5.21 5.13 5.25 2.94 3.78 4.64 2.60 2.71

22470 171002 2643 MFb 25.44 22.16 21.11 21.11 21.10 21.11 15.07 15.80 22.70 20.43 16.8

54574 498202 6420 DHR 39.77 35.42 33.21 32.00 31.90 34.2 6.78 7.26 7.73 5.21 6.01

41774 125826 4914 DRO 42.43 35.74 36.42 34.22 34.12 34.45 13.50 13.40 13.13 12.94 34.18

47539 222887 5592 DHU 45.40 35.77 34.52 34.33 34.13 38.85 26.35 27.02 25.84 25.61 25.33

37700 289003 4435 MG 30.54 27.43 26.07 26.25 26.07 26.34 16.14 15.49 16.05 10.35 14.86

7624 27806 759 L 26.55 25.25 24.04 23.82 23.79 23.81 18.34 18.11 17.75 17.71 17.70

50516 819306 5943 FbAR 39.97 32.40 31.18 30.95 30.93 31.30 29.43 29.14 30.85 28.56 29.28

13867 86858 1383 FbA 47.29 32.45 31.05 30.55 40.87 45.89 32.28 31.83 33.28 30.46 32.01

7058 89455 784 FbG 21.95 20.22 18.93 18.71 19.18 19.20 13.97 13.75 15.39 13.13 13.68

27918 206259 3284 FbN 33.82 23.03 22.00 21.95 21.96 22.01 12.85 12.64 12.18 12.10 12.40

5909 41729 562 FbP 31.73 22.90 21.76 21.40 21.87 21.89 15.89 15.47 15.15 14.90 15.31

11566 67114 1051 FbPF 39.61 32.21 30.85 30.57 30.39 30.48 26.30 26.12 25.85 25.21 26.21

3893 17262 387 FbT 25.93 22.84 24.70 24.29 17.73 17.77 19.37 18.46 13.71 13.36 17.63

Z which has the highest density of 0.14. If we compare the plots, we see that
DDCBC method also works exceptionally better in most networks as compared
to the rest of the methods. From Fig. 5, we see the networks with densities
ranging from 0.0001 to 0.0009. Densities of these networks are: MFb (0.0006),
DHR (0.0003), DRO (0.0001), DHU (0.0001), MG (0.0004), L (0.0009), FbAR
(0.0006) and FbA (0.0009). With the lower density networks, we can see that
the gain in driver community based methods is more prominent as compared to
driver based methods. It means density of the network does play an important
role to determine the total number of nodes influenced. From Fig. 6, we see the
networks with the lowest densities ranging from 0.000002 to 0.0001. Densities of
these networks are: Youtube (0.000004), Twitter (0.00012), Diggs (0.000002) and
Ego (0.00014). In these networks, we see a huge gap between DDCBC method
and the rest of the methods. Which means, even in the lowest density networks,
when we locally construct communities, the density tend to increase as we can
see from Table 2. Average community density of Youtube was calculated to be
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Fig. 4. Percentage of Number of Nodes Influenced in FB, Z, LC, LF, PF, FbG, FbP,
FbPF and FbT Networks. A Comparison of all methods for 100 iterations.

Fig. 5. Percentage of Number of Nodes Influenced in MFb, DHR, DRO, DHU, MG,
L, FbAR and FbA Networks. A Comparison of all methods for 100 iterations.

0.000012 ± 0.04, which means if we compare it to the overall network density
of 0.000004, it is notably denser. That is why, even in these networks, driver-
community based methods specially DDCBC method outperforms the driver
based methods.
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Fig. 6. Percentage of Number of Nodes Influenced in Youtube, Twitter, Diggs and Ego
Networks. A Comparison of all methods for 100 iterations.

How Much Advantage Do Community-Level Driver Based Seed Selec-
tion Methods Give? From Table 2, we see the percentage of gain that DDCBC
has over other seed selection methods in terms of number of nodes influenced
after 100 iterations when seed size is 20%. We can see from the table that
DDCBC outperforms all methods, but the gain is bigger in terms of global-level
driver based methods than the community-level driver based methods. We see
this difference in gain mainly because of locally selected and then ranked driver
nodes. Also, community creation plays an important role as, the communities
are denser than the overall network. From Table 2 we can see that the biggest
gain is achieved by DDCBC method over DK method which is 45.89% in FbA
network. And the lowest gain is achieved by DDCBC method over DK method
in ZKC network. The reason for lowest or lower gain is that ZKC has the highest
network density and smallest size. In denser networks, we tend to see the less
gain in DDCBC method. Which precisely can mean that, if we locally identify
communities, those have denser structures as compared to the overall network.
That is why community-driver based methods combined with ranking of DCB
works better than the rest of the methods.

5 Conclusion and Future Work

An idea of bringing the methods from control and influence fields together has
been proposed in this research. In fact, we played with a research dimension that
is at the intersection of both fields and fulfils the objectives of many research
questions from both domains. We proposed, implemented and compared a list of
new and novel seed selection methods with the traditional seed selection methods
from influence domain and driver seed selection methods from influence meets
control field. In this work, we introduced new seed selection methods, by utilising
driver nodes in communities of the networks. The new methods outperformed
the old ones. This opens up an avenue in the already existing research of control
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methods in complex networks. Our community-driver based methods show that,
we can achieve maximum influence in fewer number of iterations and with a
comparatively less seed set size. Also, if we use ranking mechanisms based upon
the centrality measures combining degree, betweenness and closeness, the driver
nodes selected as seed nodes perform much better in that case as compared to
when we rank them on the basis of individual centrality measures.

Work remains to be done in the context of ranking of driver nodes by using
different other algorithms for example, Page Rank, Leader Rank, cluster Rank
and K-Shell Decomposition. E.g., Page Rank [2], Leader Rank [16], Cluster
Rank [3] and K-Shell Decomposition [15]. New methods such as Preferential
Matching [27] can be used to identify driver nodes to improve the efficiency
of the seed selection process. Another avenue for exploration is the effects of
differing influence models, such as the Independent Cascade Model [8].
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ence Centre, under Grant no. 2016/21/D/ST6/02408, and in part by the Australian
Research Council, Dynamics and Control of Complex Social Networks, under Grant
DP190101087.
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Abstract. Time series data generated by environmental sensors are typically
“messy,” with unexpected anomalies that must be corrected prior to extracting
useful information. This paper addresses automatic detection of such anomalies
and discusses two lines of study for achieving efficient and accurate detection
using AI techniques with a focus on peak anomalies. One study uses the clas-
sic knowledge-engineering process and the other uses a deep-learning method to
mimic how a trained watershed scientist detects anomalies. These two approaches
were applied to time series data collected from a research watershed in Vermont,
U.S.A., and their performances were assessed with respect to detection accuracy
and computational efficiency. The two approaches had different anomaly detection
accuracy depending on the peak type. The knowledge engineering approach was
readily tunable to achieve competitive or better detection accuracy while com-
putationally far more efficient than the deep learning approach. Results indicate
the advantage of using the two approaches in combination, while a more general
study involving other watersheds’ time series data would be needed.

Keywords: Peak anomaly detection · sensor-generated data · time series data ·
knowledge engineering · deep learning

1 Introduction

Background and Motivation. Anomaly detection from sensor-generated time series data
is an important problem in many real-world applications for manufacturing, monitoring,
and management of resources. Often associated with the Internet-of-Things, there has
been a large body of work conducted in this area (see the surveys by Cook et al. 2019 [1]
and Sgueglia et al. 2022 [2]). Publications show a substantial focus on environmental
sensor-generated time series data such as temperature, humidity, etc. (e.g., Hill and
Minker 2010 [3], Jae-Myoung et al. 2020 [4], Conde 2011 [5], Hayes and Capretz 2014
[6], Hill and Minker 2006 [7], Russo et al. 2020 [8]).

This paper focuses on a data-driven approach to anomaly detection using water-
shed environment sensor-generated time series data. These time series data are typi-
cally “messy”, with unexpected phenomena. At the present time, watershed scientists
rely on manual examination of the time series data, their domain expertise in having
observed a variety of anomaly types, and field notes during on-site sensor maintenance

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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to detect anomalies. Recently there has been increasing attention in the environmental
science community in replacing human effort with amore automated process (e.g., Jones
et al. 2021 [9]). This is a challenging endeavor because of the “messiness” of data; but
successful automation has the potential to bring great scientific and societal benefits.

Objectives. Our primary objective is to develop an automatic mechanism for detecting
anomalies in time series data for a hydrological and biogeochemical study. A secondary
objective is to build an inventory of common anomaly types for domain scientists (e.g.,
hydrologists) and study the performance for different anomaly types.

Methodology. The performance study employs classification-based anomaly detection,
which is a supervised machine-learning task and requires labeled anomaly data for
training and tuning. Twomachine-learning approaches are used: knowledge-engineering
and deep-learning. Knowledge engineering is a process that identifies parameters based
on the domain expert to solve the problem at hand (i.e., detecting anomalies). The deep-
learning fits a model, i.e., a neural network trained using expert labeled data. Knowledge
engineering specializes in a fixed set of anomaly types (i.e., patterns) and uses a small
number of “hand-crafted” parameters (e.g., 2 to 5 for each anomaly type) to characterize
the patterns. Deep learning, on the other hand, generalizes to a variety of anomaly
types (i.e., patterns) and uses millions of neural-network parameters (or coefficients)
to characterize the patterns at different levels of the network. Naturally, knowledge
engineering incurs much lower computing cost (in terms of both computation time and
the memory consumption) to tune the parameters, and it may perform better or worse
than deep learning depending on the complexity of the pattern.

Outcome Summary. The deep learning approach and the knowledge engineering app-
roach had different performances. They achieved different detection accuracies depend-
ing on the peak type, while overall accuracy was comparable. Besides, there were con-
trasting relative accuracies between the different time series data (fDOM and turbidity).
The knowledge engineering was significantly more efficient computationally (i.e., train-
ing time and memory usage) for all peak types. Using both the knowledge engineering
and the deep learning approaches in combination would take advantage of the different
performances of the two approaches.

Contributions. The contributions of our work can be summarized as follows.

• It introduces peak anomalies as an important anomaly type and identifies a set of
peak types of practical importance in hydrological watershed science.

• It implements classification-based peak anomaly detection using supervised learning
techniques via knowledge engineering and deep learning approaches and compares
the resulting performances.

• It identifies and labels the peak types in hydrological time series data collected from
a watershed.

2 Related Work

There are different anomaly types handled by anomaly detection methods, categorized
into point anomaly, pattern anomaly, and system anomaly (Lai et al. 2021 [10]), (Chan-
dola et al. 2009 [11]). A point refers to a single time series sample data; a pattern is
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identified over a sequence of time series samples that exhibit a given characteristic (e.g.,
statistic, shape) or behavior (e.g., trend, change); and a system refers to a group of
systems (e.g., multivariate time series patterns) where one of many systems is in an
abnormal state.

Most of the existing work on anomaly detection addresses point anomalies (Cho
et al. 2015 [12], (Enikeeva et al. 2019 [13]), (Fearnhead et al. 2010 [14]), (Fryzlewicz
and Piotr 2014 [15]), (Tveten et al. 2020 [16]). Pang et al. 2021 [17] mentioned that
the methods for detecting point anomalies cannot be applied to group anomalies as they
have entirely distinct characteristics. Group anomalies refer to a subset of anomalous
data instances, which has the same definition as pattern anomalies used in our work.
The peak anomalies in our watershed data are a type of pattern anomaly identified by
the shapes of time series sample sequences.

There are some works on pattern anomaly detection from hydrological watershed
sensor-generated time series data, mainly focused on detecting pattern deviations. Yu
et al. 2020 [18] used a distance-based approach to extract the trend and mean feature of
time series segments of equal size, for which they proposed two algorithms called the
Trend Feature Symbolic Aggregate approximation (TFSAX) and weighted Probabilistic
SuffixTree (wPST). Sun et al. 2017 [19]’swork also depends on significant feature points
in which the time series is separated into numerous patterns; the system then calculates
the pattern features using a density-based anomaly detection algorithm. Qin et al. 2019
[20] proposed the iForest algorithm to extract anomalous patterns using an adaptive
segmentation algorithm based on key feature points; the pattern features of each time
series segment are then translated to a k-dimensional space, i.e., restricted to a space with
k orthogonal axes. The nearest neighbor distance is then used to extract top-K patterns
and the K patterns with the highest anomaly scores are output. However, the pattern
anomalies detected by these algorithms are not the peak anomalies handled in our work.

We find works closer to the peak anomaly detection in our time series data in other
application domains, such as ECG anomaly detection (Lin et al. 2018 [21]), (Li et al.
2020 [22]). These ECG datasets are annotated with codes that indicate whether segments
are normal or abnormal at each R peak location. However, to the best of our knowledge,
there is nothing similar in hydrological watershed time series data.

3 Time Series Data and Peak Anomaly Types

3.1 Time Series Data

This study uses experimental sensor time series data collected over nine years at a small
forested research watershed in Vermont, U.S.A.1 The researchers measure stream stage,
from which stream discharge is computed, at a 5-min interval. They measure turbidity
and fluorescent Dissolved Organic Matter (fDOM) at a 15-min interval, using optical
Turner Designs Cyclops sensors (see Fig. 1). The sensors are positioned below the depth
of ice formation and are operated year-round. The data are used to estimate stream
fluxes of dissolved and particulate organic carbon (DOC and POC). Turbidity in the

1 The watershed name is not mentioned due to a data management policy of the agency that owns
the datasets.
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water interferes with light transmission needed for the fDOM measurement, so fDOM
values are corrected based on the turbidity values. Fluorescence is temperature sensitive,
so fDOM values are also adjusted using concurrent water temperature measurements.
The stage time series has 231,465 samples, and the turbidity and fDOM time series have
229,620 samples each.

Fig. 1. Turbidity/fDOM sensor mounted on a board immersed in the water. The image in the
corner is a Turner Designs Cyclops-7 submersible sensor.

Stage is already corrected and used as reference data; so, in this study, anomalies
are defined and detected for fDOM and turbidity. The actual anomalies in the fDOM
and turbidity data sets have been labeled through a visual examination and have been
vetted by a domain scientist. We refer to these labeled datasets as the “ground truth” in
this study. Figure 2 shows the three time-series (stage, fDOM, turbidity) segments with
normal peaks.

(a) Stage. (b) fDOM. (c) Turbidity.

Fig. 2. The watershed time series data (from May 27–June 6, 2012) containing normal peaks.
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3.2 Peak Anomaly Types

The focus is on “peak anomaly” types in this study. Five main anomaly types have been
identified: skyrocketing peaks (SKP), plummeting peaks (PLP), flat plateau (FPT), flat
sinks (FSK), and phantom peaks (PHP). Normal (i.e., non-anomalous) peaks (NAP) are
of another peak type. See Fig. 3 for illustrations. A skyrocketing peak is an upward
spike or a narrow peak (with a short base width), and a plummeting peak is a downward
spike; both may be caused by electronic sensor noise. A plummeting peak is observed
in fDOM only and its detection requires that there is no preceding rise in the turbidity
(which triggers a drop in fDOM). A flat plateau and a flat sink are characterized by
near-constant signal amplitude near the top (plateau) and the bottom (sink); they may
be caused by sediment deposition near or around the sensors. Flat sinks are observed in
fDOM only. A phantom peak appears as a normal peak but has no preceding stage rise
that triggers the peak; it may be caused by a non-hydrological event like animal activity
in the water near the sensor. Note that detecting a phantom peak and a plummeting peak
requires identifying causal relationships between two data time series, whereas the other
peak types require only one data time series.

(a) fDOM normal peak.   (b) Skyrocketing turbidity.     (c) Plummeting fDOM.

(d) Flat plateau fDOM. (e) Flat sink fDOM. (f) Phantom fDOM.

Fig. 3. Examples of peak types.
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4 Computational Methods

4.1 Knowledge Engineering

Fig. 4. Terms used in defining a peak

Asmentioned earlier, the knowledge engi-
neering in this study is a process to emu-
late what a domain expert does to iden-
tify and detect anomalies. The knowl-
edge gained from our expert hydrologist
has been formalized into the definition of
each anomalous peak type. The detection
mechanism of anomaly instances accord-
ing to the definition of an anomalous peak
type and the associated threshold param-
eters are summarized below. The threshold parameters are tuned against the labeled
anomaly instances in the ground truth time series. Figure 4 summarizes some key terms
used in the definition of peak anomalies, where base width is the interval (number of data
points) between the start time and end time of a peak; amplitude is the maximum rise
above baseline among all values between the start and end times of the peak; and promi-
nence is the amplitude of a peak measured relative to the amplitudes of the neighboring
peaks.

Definition of Peak Anomaly Types
The intuitive meaning, detection mechanism, and the associated threshold parameters
are defined below for each anomalous peak type.

Skyrocketing Peak (SKP) is an upward peak for which the base width is smaller than
a threshold number δSPBW (e.g., 10) of data points and the prominence is larger than a
threshold unit δSPA (e.g., 10 units). A probable cause is the sensor impulse noise.

Plummeting Peak (PLP) (for fDOM only) is a downward peak (decrease) for which
the base width is smaller than a threshold number δPLPFBW (e.g., 4) of points and the
negative prominence (decrease from baseline) is larger than a threshold unit δPLPFA (e.g.,
4 units), and there is no abrupt rise or elevated level of turbidity more than δPLPTI NTU
(e.g. 100 NTU) within the preceding threshold time interval δPLPFI (e.g., 1 h). Here,
NTU stands for “Nephelometric Turbidity Units.” A probable cause of a plummeting
peak is the sensor impulse noise.

Flat Plateau (FPT) denotes consecutive samples between an abrupt rise and an
abrupt drop where the rise amplitude is more than a threshold value δFPA (e.g., 300)
and the values within the plateau portion remain near-constant. Here, “near-constant”
means (max − min)/max ratio of the sample amplitudes is less than a threshold ratio
δFPR (e.g., 20%), and “abrupt” rise/drop is defined as a rise/drop of more than 10 units
over the course of four points in the time series, before and after the ends of the plateau.
A flat plateau may be caused by a sensor partially buried under sediment.

Flat Sink (FSK) denotes consecutive samples between an abrupt drop and an abrupt
rise where the drop amplitude is more than a threshold value δFSA (e.g., 2) and the
amplitude within the drop portion is near-constant. Here, “near-constant” and “abrupt”
are defined the same as those for the flat plateau (FPT). A flat sink may be caused by a
sensor buried under sediment partially or completely.
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Phantom Peak (PHP) is an upward peak that is not preceded by a rise in stage within
a threshold interval δPHPI-F for fDOM, δPHPI-T for turbidity (e.g., 0.5 h) (and, hence, is
not a real peak). There are additional conditions to account for exceptional cases specific
to either fDOM or turbidity:

• For a phantom peak in fDOM, the period of Sep-15 to Oct-31 is not considered. This
additional condition during the foliage season in Vermont accounts for fluorescent
DOC released from fallen leaves in the stream channel, which may cause in increase
in fDOM without a hydrological driver. (For phantom peaks in fDOM, the fDOM
time series is smoothed prior to this detection in order to keep locally fluctuating
small peaks from being detected as phantom peaks.)

• For a phantom peak in turbidity, the prominence of the peak is above a threshold
δPHPTA and there is no turbidity interference evident in fDOM. True turbidity (values
above 100NTU) causes a drop in fDOMbymore than a threshold ratio in an otherwise
rising fDOM trajectory; and this phenomenon indicates that the turbidity peak is a
real peak.

Figure 5 illustrates fDOMphantom peaks in relation to the stage time series. Figure 6
illustrates turbidity phantom peaks in relation to the stage time series (subfigure a) and
the fDOM time series (subfigure b).

Fig. 5. fDOM phantom peaks.

Precedence Among Peak Anomaly Types. There are peaks that fit the definitions of two
or more peak anomaly types. In this study, only one anomaly type is chosen according
to a predefined precedence rule. Specifically, for fDOM, in order of highest to lowest
precedence, skyrocketing peaks, phantom peaks, plummeting peaks, flat plateaus, flat
sinks, non-anomaly peaks. For turbidity, the order is skyrocketing peaks, phantom peaks,
flat plateaus, and non-anomaly peaks.
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Fig. 6. Turbidity phantom peaks. In the subfigure (a), the first peak following a stage rise is real,
and the second peak is phantom. In the subfigure (b), the first peak causing a turbidity-interference
in fDOM is real, and the second which does not is phantom.

4.2 Deep Learning

We have chosen ResNet as the deep learning model for its proven ability to avoid the
vanishing gradient issue, thereby achieving outstanding classification accuracy. Specifi-
cally, we use a 1-D time-series ResNet-50 implementation, with the PyTorchmodel code
obtained from the repository of Hong et al. 2020 [23]. It showed the best performance
in a review by Fawaz et al. 2019 [24] for univariate time series classification among the
current state-of-the-art deep learning-based time series classification algorithms.

Fig. 7. Time series 1-D ResNet-50 architecture.
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(a) fDOM original (b) fDOM augmented (c) Turb. Original (d) Turb. Augmented

Fig. 8. Class sizes of fDOM peaks and turbidity peaks before and after augmentation.

Figure 7 shows the network architecture of the deep learningmodel. The architecture
has a t × 3 input matrix, where t is the variable number of data samples, and the 3 rep-
resents the three types of time series data (i.e., fDOM, turbidity, and stage). As different
peaks occur over varying sample lengths, wemake use of PyTorch’s pad_sequence func-
tion, which pads a list of variable length tensors with a given padding value. Specifically,
we use a padding value of 0. We believe this is the least intrusive value possible, which
is important as we do not want to give the classifier any extra bias from the padded val-
ues. The core idea behind the ResNet model is to use residual blocks that have shortcut
connections between blocks to calculate the residual function, which eases learning as
compared to much deeper convolutional neural networks (Hong et al. 2020 [23]).

5 Performance Evaluation

5.1 Experiment Setup

The anomaly detection framework used is multiclass classification. In the knowledge
engineering approach, there is one binary classifier run for each anomaly type; the
anomaly detection algorithm runs the multiple classifiers sequentially (not in parallel)
to monitor individual time series, and, for each peak, looks at every classifier’s response
and determines the anomaly class.When themultiple classifiers detect different anomaly
types, the precedence rule is applied to choose one. In the deep-learning approach, the
three time-series -- stage, turbidity, and fDOM– are treated as one tri-variate time-series,
as mentioned in Sect. 4.2.

Data Augmentation for Class Balancing. The dataset collected from the research water-
shed is severely skewed in the anomaly class distribution, with the non-anomalous peak
(NAP) class accounting for 93% of the fDOM peaks and 73% of the turbidity peaks
within the seven-year period of data between 2012 and 2019 (see Fig. 8(a) and (c)).
Such a severe class imbalance would drive the classifier to focus on correctly detecting
the far more numerous non-anomalous peaks rather than the far fewer anomalous peaks
during training, as a result not trained adequately to detect anomalous peaks. So, we
augmented the dataset to keep the class sizes better balanced (see Fig. 8(b) and (d)).
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The augmentation scheme alters randomly selected real peaks in both the peak base
widths and the peak amplitude to a degree randomly selected within a predefined range.
This range varies by the peak type. The peak amplitudes were multiplied by a uniformly
generated number in the range of 1.1 to 3 for flat plateaus, 0.2 to 3 for flat sinks, and 0.8
to 1.2 for the other peak types. To produce a balanced peak distribution, the augmenta-
tion algorithm tracks the current distribution of peaks, and samples a new peak based
on the current distribution. In addition, test-time augmentation was used for statistical
significance of the result.

Fig. 9. Prequential
evaluation (source:
Cerqueira et al. [25]).

Training, Validation, and Testing Scheme. We used pre-
quential evaluation (as opposed to the conventional cross-
validation) to consider the effect of temporal ordering
inherent in time series. Basically, each new batch of data
is first used as test data and then appended to the existing
training data. Thus, the training data size keeps increasing,
and so does the training time (see Fig. 9). Our prequential
evaluation is a “growing window” version adopted from the
empirical study done by Cerqueira et al. 2020 [25]. Each time
series data was split into 90% for training/validation and 10%
for testing. The batch size was set to 32 samples.

Knowledge Engineering Threshold Parameter Tuning. For each anomaly type, the ran-
dom search approach was used to select parameter values in the parameter space defined
by the threshold parameters belonging to the anomalous peak type. The set of parameter
values that maximizes the anomaly detection performance was found using a random
search iterated 1,000 times for each batch of data (added in the prequential evaluation).
1,000 iterations are more than enough, and it gives 99.996% probability of achieving
near optimum within 1% of the true optimum. (A random search of n iterations has 1
− (1 − ε)n probability of finding parameter values achieving near-optimum within the
error ε from the true optimum (Firebug 2016 [26]).)

Deep Learning Model Parameter Tuning. Given the ResNet-50 used as the core model,
the Adam optimizer was used, alongside a batch size of 32 samples, with 50 epochs
and a learning rate of 1 × e−3. Learning rate decay was added, with the learning rate
decreasing by 0.1 every ten epochs. Early stopping was implemented as well, with a
patience of five epochs. If the validation score did not change after five epochs, the
algorithm stops training.

Performance metrics are the accuracy of peak anomaly detection and, additionally,
computing resources (time and memory) consumed for the anomaly detection.

Computing Platform. All experiments were performed on a local desktop, equipped
with an i7 quad-core 4790k CPU clocked at 4.0 GHz, 16 GB of DDR3 RAM, a GeForce
GTX 1080 GPU, and 750 GB of SSD storage.
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5.2 Experiment Results

Accuracy Results. Figure 10 and Fig. 11 show the confusion matrices of peak anomaly
detection accuracy achieved by the knowledge engineering and the deep learning
approaches for fDOM and turbidity time series, respectively.

(a) Knowledge engineering (b) Deep learning

Fig. 10. Confusion matrix of fDOM peak anomaly detection (PLP = plummeting; SKP =
skyrocketing; PHP = phantom; FPT = flat plateau; FSK = flat sink; NAP = non-anomalous).

(a) Knowledge engineering (b) Deep learning

Fig. 11. Confusion matrix turbidity peak anomaly detection (SKP = skyrocketing; PHP =
phantom; FPT = flat plateau; NAP = non-anomalous).

Table 1 compares the accuracy achieved by the knowledge engineering approach
and the deep learning approach (compiled from Fig. 10 and Fig. 11) for each applicable
peak type of fDOM and turbidity.2

Additionally, Table 2 shows the composite accuracy (i.e., balanced accuracy and
F1-score) achieved for fDOM and turbidity.

Computing Costs. Table 3 shows the computing costs of each approach in terms of the
training time and memory usage. The computation time was clock time measured using

2 Note that anomalous peaks are positive instances, and non-anomalous peaks are negative
instances in this anomaly detection problem.
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Table 1. Comparison of accuracy between knowledge engineering and deep learning for fDOM
(left) and turbidity (right).

fDOM 
KE 
(%)

DL 
(%)

DL/KE 
ratio 

KE/DL 
ratio Turbidity 

KE 
(%)

DL 
(%)

DL/KE 
ratio 

KE/DL 
ratio 

PLP 70.59 83.82 1.19 0.84

SKP 50.00 70.90 1.42 0.71 SKP 88.29 62.81 0.71 1.41

PHP 33.62 75.00 2.23 0.45 PHP 86.84 63.83 0.74 1.36

FPT 100.00 97.84 0.98 1.02 FPT 56.75 98.52 1.74 0.58

FSK 100.00 100.00 1.00 1.00

NAP 70.83 20.00 0.28 3.54 NAP 35.39 67.60 1.91 0.52

Table 2. Composite accuracies achieved.

Approach fDOM Turbidity

Balanced accuracy
(%)

F1-score (%) Balanced accuracy
(%)

F1-score (%)

Knowledge
engineering

69.86% 67.74% 66.87% 66.01%

Deep learning 74.66% 72.05% 73.19% 71.23%

a Python’s built-in time package called “datetime”. The clock was started upon initiation
of the split 1 andwas stopped upon completion of the split 5.Memory usage trackingwas
done using a Python’s built-in memory tracker called “tracemalloc” for CPU memory
in knowledge engineering and the PyTorch CUDA memory summary function for GPU
memory in deep learning. The memory usage tracking started and stopped at the same
clock points as the computation time tracking.

Table 3. Computing resources consumed. The average memory usage was calculated over the
entire run time.

Approach Training time Average memory usage Peak memory usage

Knowledge engineering 1.03 h 1.39 MB 3.81 MB

Deep learning 4.08 h 2001.34 MB 3015.57 MB

5.3 Discussion

The knowledge engineering approach and the deep learning approach had different
anomaly detection accuracies depending on the peak type (Table 1), while the deep
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learning did a bit better than the knowledge engineering overall (see Table 2). The
knowledge engineering approach was computationally a lot more efficient (consuming
less computation time and memory) than the deep learning (see Table 3). Let us share
below some further observations made.

Accuracy. Summarizing the confusion matrices (Fig. 10 and Fig. 11) gives interesting
contrasts in the peak anomaly detection accuracy between fDOM and turbidity (see
Table 1).

• For fDOM, deep learning outperformed knowledge engineering for PLP (by 1.23
times), SKP (1.43 times), and PHP (2.18 times) while comparable for FPT and FSK.
On the other hand, knowledge engineering outperformed deep learning for NAP (i.e.,
normal peaks) by 3.57 times.

• For turbidity, the results are different and somewhat reversed. Knowledge engineering
outperformed deep learning for SKP (by 1.41 times) and for PHP (1.36 times)whereas
underperformed for FPT (1.74 times) and NAP (1.91 times).

It is particularly noticeable that the deep learning did worse with NAP for fDOM
while better with NAP for turbidity. We speculate this difference is due to their being
more anomaly types for fDOM (five) than for turbidity (three), and therefore when
being trained for fDOM the deep learning “paid more attention” to correctly detecting
anomalous peaks at the expense of detecting non-anomalous peaks incorrectly.

Additionally, for turbidity, there was a large gap in accuracy for FPT between deep
learning and knowledge engineering. We speculate the underlying cause is an excessive
sparsity of FPT instances in the dataset. The original turbidity dataset has only one
labeled FPT instance, and this single instance does not seem as steep (along the rising
and falling edges of the plateau) as the knowledge engineering approach was looking
for. Although during the peak augmentation (see Sect. 5.1) some of the FPT instances
may have been made steep enough, not all of them would have been; and, as a result,
the limited number of parameters for knowledge engineering caused the approach to
miss the overall shape of the plateau, something that ResNet was extremely successful
at (note that the accuracies for FPT and FSK in fDOM were quite high).

Computing Resources. As shown in Table 3, the knowledge engineering approach used
much less computation time (25%) and memory (0.36% on average, 0.13% peak) for
the threshold parameter tuning than the deep learning approach for the model train-ing
(i.e., model parameter tuning). This is expected given the large difference in the number
of parameters needed in the two approaches—that is, a few threshold param-eters per
anomaly type in the knowledge engineering as opposed to over 25 million parameters
(see Table 8 in Zagorukyo and Komodakis, 2016 [27]) in the deep learning. Note that the
amount of computing resources used by the knowledge engineering is within the control
of the “knowledge engineers” doing the parameter tuning and, spe-cifically, depends on
the number of random search points tried during the tuning; the results in Table 3 are
for 1,000 random search points.

Combining Knowledge Engineering and Deep Learning. Given the differences in accu-
racies observed for the knowledge engineering and the deep learning for different peak
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types, combining the two approaches toward improving the accuracy would be a natural
next step. One straightforward way is to use both approaches, and for each peak type,
choose the approach that had the higher accuracy in the test results. For example, with
fDOM, we would choose the deep learning approach for all peak types except for NAP,
for which we would choose the knowledge engineering approach. Ultimately, integrat-
ing the two approaches into a single classifier would achieve the best accuracy, and we
defer this to the future work.

6 Conclusion

This paper presented a study conducted to detect peak anomalies from hydrological time
series data collected from a watershed in Vermont, U.S.A. We identified a set of peak
anomaly types important to the hydrological and geochemical study of thewatershed and
implemented two different computational approaches, knowledge engineering and deep
learning. We then assessed performance between the two approaches with respect to the
anomaly detection accuracy and the computational resources (time and memory). The
differences between knowledge engineering and deep learning for fDOM and turbidity
were quite interesting. For fDOM, we believe that the lower detection accuracy on non-
anomalous peaks can be attributed to dealing with a larger number (five) of anomalous
peak type classes, as compared with three in turbidity. This difference caused the fDOM
deep learning classifier to be worse at detecting non-anomalous peaks.

There are a number of future works in the plan. First, we will further improve the
computational tuning/training by breaking the time series data by season andmodel each
season separately. The breakdown can be by the calendar, such as winter (December –
March), spring (April – May), summer (June – September), and fall (October—Novem-
ber), or can be adaptive to the actual data by incorporating a time series change point
detection algorithm (e.g., BEAST (Bayesian Estimator for Abrupt Seasonal and Trend
change) (Kaiguang 2022 [28])). Second, we will generalize the study to include multiple
additional watersheds, and extend the work toward automated machine learning which
selects the best model (tuned parameters) based on precompiled characteristics of the
input time series data (Chatterjee et al. [29]). Having more data from different geograph-
ical areas would also lead to a more generalized classifier, as different watersheds may
exhibit peak instances of different shapes for the same anomaly type. Third, we will
develop a mechanism involving some form of merged classifier that trains using both
the deep learning approach and the knowledge engineering approach. A model could
learn to rely upon one or the other for a given peak type, using confidence values or
some other form of measurement, and train using this method. This could lead to higher
accuracies in detecting anomalies in different peak classes.
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Abstract. Pisco is Peru’s national drink (The Peruvian state has the
“Appellation of Origin”). It is distilled from grapes grown only in the
regions of Lima, Ica, Arequipa, Moquegua or Tacna, and using methods
that preserve the traditional principles of quality. Peru currently exports
pisco to large-market countries (e.g. the European Union, the United
States, Mexico, Canada, Australia, etc.); however, according to ADEX
(The Peruvian Exporters Association), despite the fact that exports grow
annually, losses have increased, mainly due to penalties and taxes for
adulterated pisco. The adulterated pisco contains a high concentration
of methanol and other types of alcohols, which are harmful to human
health, and consequently it damages the economics of the beverage indus-
try in Peru. This work addresses the design and development of a pro-
totype tool to classify pisco and adulterated pisco, which is based on i)
a gas sensor matrix that allows the identification of volatile compounds
and congeners of pisco, ii) a data acquisition module based on a low-
cost ARM (Advanced RISC Machine) micro-controller (Arduino), and
iii) a classification model based on machine learning techniques. In the
evaluation, pisco samples were used; and the results showed 97.29% of
accuracy for the problem of classification and 7.43 s for the problem of
training time. Therefore, it provides insights that the prototype is useful,
low-cost, easy to use and fast. Thus, its development continues.

Keywords: distillate · grape spirits · pisco · classification · machine
learning · PCA · sensors · aroma

1 Introduction

Pisco is the distilled drink most consumed and exported among alcoholic bever-
ages in Peru. It is a special type of beverage produced from grapes grown only
in the regions of Lima, Ica, Arequipa, Moquegua or Tacna (The Peruvian state
has the “Appellation of Origin”). Its differential is the use of a preserved tradi-
tional knowledge in the aging process. That is, its process of preparation through
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fermentation and distillation is very particular if compared with other alcoholic
beverages in the world, since only the fresh must of pisco grapes are used, which
allows its originality by becoming a brandy of unique and exceptional purity1.

According to ADEX (The Peruvian Exporters Association)2, the exportation
of pisco to large-market countries (e.g. the European Union, the United States,
Mexico, Canada, Australia, etc.) has grown annually. However, the losses have
increased, mainly due to penalties and taxes for adulterated pisco. An adulter-
ated pisco contains high concentrations of methanol and other types of alcohols,
which are harmful to human health.

In recent years, food and beverage safety have become a topic of interest
because a contaminated or adulterated product (by chemical and biological con-
taminants) can negatively affect human health, and consequently it damages
the economics of the beverage industry. Although different methods based on
gas chromatography (determine the composition of a mixture of chemicals) [35],
mass spectrometry (determine the distribution of the molecules of a substance
as a function of its mass) [20], or other techniques are available for quality
assessment of beverages, consumers are not motivated to adopt them due to
complexity drawbacks in configuration, excessive number of steps for analysis,
excessive processing time and costs, and lack of portability [6].

More recently, the development of analysis approaches based on electronic
noses (e-nose) or electronic tongues (e-tongue) [25] have become more attractive
tools for the food industry [29], beverages [22] and in other fields [18].

According to [29], an e-nose or e-tongue is a set of gas sensors or chemical
sensors that mimic the human nose or human tongue. Both e-nose and e-tongue
have shown great promise and usefulness in improving the analysis of beverage
quality characteristics, compared to traditional detection methods. Most of the
existing proposals are based on the aroma (odor) classification [19] by using
neural networks, genetic algorithms or statistical techniques. E-tongue based
methods are invasive, which can make them difficult to use in beverage analysis.
Therefore, designing less complex, low-cost and easy-to-use tool for rapid analysis
has become essential in beverage industry.

In this context, it is necessary to develop technological solutions of low cost
and rapid analysis for detecting adulterated pisco, which should take into account
the volatile and congener components of Pisco [13], i.e., the aroma. Several
approaches based on aroma (reported in [12,14,16]) were proposed for the classi-
fication of other types of beverages such as wine, beer or cachaça (Brazil). Thus,
aroma analysis allows the detection of anomalies in a rapid and timely way.

Therefore, this paper addresses the design and development of a prototype
tool to classify pisco and adulterated pisco, which is based on i) a gas sensor
matrix that allows the identification of volatile components and congeners of
samples of pisco through chemical analysis; ii) a data acquisition module based
on a low-cost ARM (Advanced RISC Machine) micro-controller (Arduino) con-
nected to the gas sensors; and iii) a classification model based on algorithms of

1 CONAPISCO https://bit.ly/3kQHt91.
2 ADEX https://bit.ly/3gbMF8w.

https://bit.ly/3kQHt91
https://bit.ly/3gbMF8w
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signal processing, principal component analysis (PCA) and Back-Propagation
neural networks performed on data obtained from samples of pisco. In the eval-
uation, pisco samples were used, and the results showed 97.29% of accuracy for
the problem of classification and 7.43 s for the problem of training time. There-
fore, it provides insights that the prototype is useful, low-cost, easy to use and
fast. Thus, its development continues.

2 Related Work

Several approaches based on e-nose and machine learning algorithms have been
proposed to classify or predict different parameters related to the quality of
alcoholic beverages, mainly for the classification or quality analysis of wine, beer
or distilled beverages. Consequently, there are different review studies [12,14,16]
that compare or validate existing proposals.

Methods based on machine learning along with other technologies such as
sensors and robotics have been proposed to classify beer or wine samples into
different categories or to determine their quality. These are based on the analysis
of aromas (foreign or adulterated) acquired by e-noses [11,15,22,27,34].

Santos and Lozano [27] used an e-nose, which consists of a device with a gas
sensors matrix (metal oxide or polymer semiconductors) capable of emulating the
olfactory system to analyze the two main odors of beer, acetaldehyde and ethyl
acetate. They used the e-nose output values as input to develop a probabilistic
neural network model to predict whether those compounds fell above a threshold
(the presence of defects in the beer) with 94% accuracy at the validation phase.

Gonzalez Viejo et al. [15,34] developed methods based on artificial neural
networks and e-nose for beer analysis, for instance, defect detection, classifi-
cation of hops, barley, yeast and types of beer. The sensors are calibrated to
measure volatile compounds such as carbon dioxide, ethanol, methane, diacetyl,
hydrogen, hydrogen sulfide, carbon monoxide, ammonia, and benzene, which can
affect beer quality. The proposed models reached an accuracy higher than 95%
and the developed device is easy to use and portable.

Rodriguez et al. [11] developed a portable and compact e-nose based on thin-
film semiconductor (SnO2) sensors and trained with a deep multilayer perceptron
neural network approach for early detection of wine spoilage (Brazilian wines),
whose results are delivered in less than three seconds. The accuracy achieved in
the validation phase was 96.34%.

Liu et al. [22] developed a portable e-nose prototype using sensors (oxide
semiconductor - MOS) to detect odors from different wines. Odor detection
makes it easy the distinction of wines with different properties, including pro-
duction areas, vintage years, fermentation processes and varietals. Four common
machine learning algorithms were used for classification tasks, being the “Sup-
port Vector Machine” (SVM) and Back Propagation Neural Network (BPNN)
algorithms the ones that achieved the best accuracy: 92.5% and 60.5%, respec-
tively. The results demonstrate the efficacy of the developed e-nose, which could
be used to distinguish different wines based on their properties after selecting
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an optimal algorithm. Insufficient samples or sensors may have affected the per-
formance of the algorithms used.

Table 1 compares the most relevant proposals based on the following charac-
teristics: Types of Sensors, Objective (Type of Beverage), Algorithms used for
data processing and classification, Response Time, Cost, Portability and Size,
Dataset Availability and Accuracy.

Table 1. Comparison of the most relevant e-nose-based beverage analysis approaches.

Approach Santos and
Lozano [27]

Gonzalez Viejo
et al. [15,34]

Rodŕıguez et al.
[11]

Liu et al. [22]

Sensor Type Commercial
microsensor of
SILSENS (MGS
4000)

9 Gas sensors
(MQ Sensors)

Thin film
semiconductor
(SnO2) sensors

Metal oxide
semiconductor
(MOS) sensors

Objective Beer Quality Beer Quality Wine Quality Wine Quality

Algoritmh PCA, PNN ANNOVA, ANN PCA, Deep MLP PCA, SVM, BPNN

Response
Time

– – <3 s Real Time

Cost Low <$100 Low –

Portability Small 15 cm – Portable

Dataset – – – –

Accuracy 94% 95% 96.34% 92,5%

Relevant existing approaches based on e-nose highlight the following chal-
lenges: i) sample preparation is challenging due to the amount of volatiles
released from beverage depends on many factors such as temperature, pressure
and humidity; ii) an insufficient number of data samples or sensors may affect
the performance of the algorithms used; and iii) the dimensionality reduction
can reduce the accuracy of classifiers.

Therefore, it is a challenging task to use e-noses in real environments or
mobile detection. However, most of the proposed approaches can be extended to
be used in other contexts, e.g. pisco.

Finally, it was difficult to find any proposal for the analysis of Peruvian pisco
or any type of similar beverage. Therefore, we consider it important to develop
a low-cost and portable prototype for the analysis or detection of adulterated
pisco.

3 Materials and Methods

The main objective of this work is to develop a low cost prototype for qual-
ity analysis of pisco with a limited sample size [31] of pure and adulterated
pisco (with high concentrations of methanol). In our approach, an array of MQ
sensors is responsible for collecting gas data from pisco samples, then, it is ana-
logically connected to a data acquisition board (based on an Arduino Nano
micro-controller), which sends the data to a computer via Bluetooth. Finally,
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Fig. 1. Illustration of the pisco classification approach

the data processing and pisco classification will be performed by signal process-
ing, principal component analysis (PCA) and neural networks algorithms on a
computer. Figure 1 depicts the proposed approach.

3.1 E-Nose Prototype

The prototype is composed of two modules interacting in the following way: the
sensor matrix module (Fig. 2a) in the bottom side that will reach the vial with
the sample of pisco, and the data acquisition module (Fig. 2b) in the upper side
connected to its power supply. The e-nose prototype is depicted in Fig. 2c.

The measurement begins with the e-nose prototype (see Fig. 2c) at the top
of the elevation system, after 20 s, the prototype lowers to the height of the vial
containing pisco or adulterated pisco, after 60 s, the prototype moves back to the
top and initial state for a period of 40 s; then the cycle repeats going down for
60 s and going up for 40 s until completing 1000 s seconds. Finally, the acquired
data is sent via Bluetooth to a computer, where the streamed data is displayed
in real time. The data visualization is essential for sampling, because it allows
the researcher to monitor in real time the acquisition of samples.

Sensor Matrix. According to the Peruvian Technical Standard (NTP 211.001.
2002), three distinct types of pisco were designated: Puro (pure), Mosto Verde
(Green Must) and Acholado (Multivarietal). Likewise, it classifies the pisco
grapes into aromatic (Italia, Moscatel, Albilla and Torontel) and non-aromatic
(Quebranta, Mollar, Negra, Corriente and Uvina). Thus, pisco consists of a wide
variety of volatile compounds, such as terpenes, higher alcohols, esters, methanol,
acetaldehyde, acetic acid and furfural [17].
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Fig. 2. MQ sensors (a), data acquisition board (b), and e-nose prototype (c).

According to Garrido et al. [13], pisco contains nineteen different chemical
compounds. This composition changes according to the type of pisco, as shown
in Table 2.

Table 2. Pisco composition [13].

Compound ITA QUEB TOR MOSC ALB MOL UVI

Methanol Yes Yes Yes Yes Yes Yes Yes

Ethanol Yes Yes Yes Yes Yes Yes Yes

Propan-1-ol Yes Yes Yes Yes Yes Yes Yes

Isobutanol Yes Yes Yes Yes Yes Yes Yes

3 - Metil Butan-1-ol Yes Yes Yes Yes Yes Yes No

2 - Metil Butan-1-ol Yes Yes Yes Yes Yes Yes No

Diethyl Acetal Yes Yes Yes Yes No Yes Yes

Ethyl Acetate Yes Yes Yes Yes Yes Yes No

In order to detect adulterated pisco, an e-nose must analyze the excess of
methanol, because it impacts negatively the human health. Then, in this work,
the sensors matrix was composed of MQ gas sensors because they present a high
sensitivity to compounds derived from alcohol. Since not all these sensors are
focused on alcohol, a careful selection of six sensors (MQ− 2, MQ− 3, MQ− 6,
MQ− 7, MQ− 8 and the MQ− 135) [1,7] were made.
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The MQ family of sensors has a sensitive layer made up of a metal oxide,
in this case tin dioxide (SnO2). In the presence of a gas, the metal oxide causes
the dissociation of the gas into ions, triggering an electron transfer and variation
in the conductivity of the layer. Since this process depends on temperature, the
sensor contains a heater to equilibrate the temperature of the pisco with the air
in the vial [24]. Each sensor has different characteristics to identify the odor and
taste of gas. The MQ− 2 sensor detects the presence of H2, alcohol, LPG, and
CH4 [23]; while Sensor MQ − 3 detects the presence of alcohol, CH4 and CO
[28]. Both MQ − 2 and MQ − 3 detect the presence of alcohol, however they
have a different level of sensitivity. Table 3 shows the types of gas that can be
detected by each sensor.

Table 3. Sensor array in e-nose prototype.

Sensor Gas Compound

MQ-2 Propane H2, LPG, CH4, CO, Alcohol, Smoke, Propane, air

MQ-3 Ethanol LPG, CH4, CO, Alcohol, Benzene, Hexane, air

MQ-6 Methane (CH4) H2, LPG, CH4, CO, Alcohol, air

MQ-7 Alcohol H2, LPG, CH4, CO, Alcohol, air

MQ-8 Methane (CH4) H2, LPG, CH4, CO, Alcohol, air MQ-135 Alcohol, NH4, CO2, air

MQ-135 Acetone Alcohol, NH4, CO2, air

Figure 3 displays the readings of the MQ sensors. Each response curve repre-
sents the voltage variation of each sensor with time when piscos’ volatiles reached
the measurement chamber. More details about the sensors matrix (see Fig. 2a)
design and implementation can be found in [4].

Microprocessor and Peripheral Modules. An Arduino Nano micro-
controller was used for the prototype and algorithm. The embedded software
has three main functions: i) acquiring sensors’ response, ii) processing data and
iii) communicating with the computer via Bluetooth.

The design of the e-nose acquisition module was carried out in the Eagle
tool. On the left side of Fig. 4, the six MQ sensors matrix is shown; on the right
side (bottom), the six potentiometers matrix is shown, which are connected to
the Arduino Nano JP2 (It presents 2 serial and wireless outputs) connector. On
the upper right side, we have the JP1 (with the pins of the CH−05 module for
Bluetooth) and S1 (the serial output to connect to the power supply via USB)
connectors.

Finally, a program in C language was embedded in the Arduino Nano for the
acquisition of data from the MQ sensors (see Fig. 2b). Details about the design
and implementation of the data acquisition board can be found in [4].
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Fig. 3. Visualization of acquired data from MQ sensors.

Fig. 4. Design of the e-nose acquisition module.

3.2 Pisco Samples

Samples of bottles of pisco (pisco and adulterated pisco) were used to analyze
their properties. For each bottle of pisco, 1000 samples were taken; furthermore,
80% were used for model training, the remaining samples were used for testing.

For each bottle, as shown in Fig. 2c, 50 ml of pisco was put into a vial (100
ml) and was allowed to equilibrate the temperature with the air in the vial. The
workflow of the e-nose prototype is depicted in Fig. 1.

The structure of the data acquired by the sensors is described by 8 columns
and 1000 rows (1000 samples). Thus, the first 6 columns are the readings of the
MQ sensors, and the last 2 columns are sample date and sample enumeration.
Figure 5 shows the data after cleaning.
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Fig. 5. Data acquired from pisco samples

3.3 Pisco Classification

Preprocessing. Before training and testing, sensors’ response data is cleaned -
Data Cleaning, that is, the columns are labeled with their respective MQ sensor,
the date and enumeration columns are removed (as in Fig. 5).

Then, a Pearson Correlation Analysis [3] on the data shows that the corre-
lation between the variables of the MQ sensors is close to 1 (as in Fig. 6), which
statistically indicates direct relationship among them, then, statistical analysis
of regression and prediction can be carried out [30].

Fig. 6. Pearson correlation analysis on the acquired data.

As a next step, response signals of the sensors (see Fig. 3) - curves have to
be transformed into a format of features, in order to be carried out by pattern
analysis and recognition algorithms.
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Feature Extraction. Feature extraction3 [8,21] consists in transforming raw
data, such as text, signals or images, into numerical features usable for machine
learning, while preserving the information in the original data set. Feature
extraction is related to Dimensionality Reduction [32] or Feature selection.

Research proposed in [10,29] developed techniques to extract statistical val-
ues from a typical gas sensor matrix output signals (as in Fig. 3). Therefore, in
this work was used a sliding window [5] technique to extract features. Several
kinds of features (e.g., stable value - SV, mean-differential coefficient value, and
response area value) can be used in pattern recognition algorithms.

Thus, our data is transformed into 32 columns with temporal features (see
Fig. 7 and 8):

‘0_ECDF Percentile Count_0’, ‘0_ECDF Percentile Count_1’,
‘0_ECDF Percentile_0’, ‘0_ECDF Percentile_1’, ‘0_ECDF_0’,
‘0_ECDF_1’, ‘0_ECDF_2’, ‘0_ECDF_3’, ‘0_ECDF_4’,
‘0_ECDF_5’, ‘0_Histogram_0’, ‘0_Histogram_1’,
‘0_Histogram_2’, ‘0_Histogram_3’, ‘0_Histogram_4’,
‘0_Histogram_5’, ‘0_Histogram_6’, ‘0_Histogram_7’,
‘0_Histogram_8’, ‘0_Histogram_9’, ‘0_Interquartile range’,
‘0_Kurtosis’, ‘0_Max’, ‘0_Mean’,
‘0_Mean absolute deviation’, ‘0_Median’,

The feature extraction procedure was developed using Python language and
the Time Series Feature Extraction Library - TSFEL [2] module (It computes
over 60 different features extracted across temporal, statistical and spectral
domains). Details about the formulas and the feature extraction transformations
are available in [4].

Fig. 7. Features extracted from curves - part 1.

3 SCIKIT https://bit.ly/3eM5Pl2.

https://bit.ly/3eM5Pl2
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Fig. 8. Features extracted from curves - part 2.

This procedure was carried out for both the pisco and adulterated pisco
samples, and at this stage, we labeled the data by adding a last column with: 0
for adulterated pisco and 1 for pisco.

The resulting dataset (pisco + adulterated pisco) used for our experiment
was expressed as a 2000 × 33 (32 extracted features + 1 label for pisco or
adulterated pisco) matrix. Taking as an input this initial dataset, our Back-
Propagation Neural Network model produced results with 20% of accuracy. In
order to improve this result, we reduced the dimentionality of our dataset.

Dimensionality Reduction Dimensionality reduction [9,32] is the transformation
of high-dimensional data into a meaningful representation of reduced dimension-
ality, i.e., reduce the number of features in a dataset by creating new features
from the existing ones. Ideally, the reduced representation should have a dimen-
sionality that corresponds to the intrinsic dimensionality of the data. Principal
Components Analysis - PCA [33] is one of the most used linear dimensionality
reduction technique.

In order to improve the accuracy of our experiment, we applied PCA, reduc-
ing the dimension from 32 (first) features to 14 principal components. In general,
first few principal components whose cumulative variance contribution exceeds
95% are considered dimensionality-reduced data and often contain nearly all
information from the original data [22].

Pattern Recognition. In this work, a Back-Propagation Neural Network
(BPNN) was used to classify pisco and adulterated pisco. This technique uses
supervised learning type. A multilayer perceptron neural network (MLP) with
4 neurons in the hidden layer was used. The training algorithm used was Back-
Propagation. The pipeline of the classification approach is depicted in Fig. 1
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Data Preparation: Data is divided into two subsets: input (14 principal com-
ponents from PCA) and outcome (2 classes representing adulterated pisco and
pisco).

Fig. 9. Classification model based on BPNN.

Training the BPNN: In BPNN training, several neurons in the hidden layer
were explored. The final model has 14 nodes in the input layer, 4 neurons in the
hidden layer and 2 neurons in the output layer (See Fig. 9).

The initialization of the hyperparameters is very important for the accuracy
and performance of neural networks. We started with learning rate = 0.01, a
ReLu activation function in the hidden layer, and a softmax activation function
in the outcome layer. This program was developed using the Python language
and the Keras4 module. In Keras, accuracy is used as metric for classification
models; for loss argument we used categorical cross entropy and the Adam opti-
mizer. In order to get a good time performance for training, we explored several
values for batchsize and epochs, so our data was divided into a batch size of 32,
and the number of epochs was determined to be 150.

4 KERAS https://keras.io/.

https://keras.io/
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Table 4 shows that the best accuracy and a good training time are obtained
when we reduce the number of epochs, hidden layer neurons. Bold row indicates
the best results.

Table 4. Accuracy values in training.

num. of principal
components

neurons epochs batch size accuracy time

2 16 500 32 68.80% 42.26 s

4 16 500 32 84.35% 27.03 s

6 16 500 32 91.50% 25.77 s

6 12 500 32 90.89% 23.27 s

6 12 300 32 89.95% 15.59 s

6 8 300 32 87.74% 13.88 s

8 8 300 32 91.54% 13.89 s

10 8 300 32 96.85% 14.00 s

10 4 300 32 82.95% 14.04 s

12 4 300 32 86.90% 14.08 s

13 4 300 32 93.19% 13.87 s

13 4 150 32 93.84% 7.57 s

14 4 150 32 97.29% 7.43 s

16 4 150 32 99.99% 7.71 s

18 4 150 32 100.00% 7.71 s

Validation: Cross-Validation [26] is a common solution when the available
datasets are limited. Instead of training a fixed model only once as in Train/Test
split, iteratively several models are developed on different portions of the data. K-
Fold is a common cross-validation (CV) approach [31]. Table 5 shows the results
obtained after applying cross-validation to our dataset. Bold row indicates the
best results.

Again, the best accuracy results are obtained with 14 components, 97.20%
and 96.00% for accuracy in training (accuracy t) and validation (accuracy v)
data, respectively. Given, the accuracy values closely follow the training results,
it validates the Pisco quality classification model with a BPNN.

4 Results and Discussion

The resulting model is a BPNN, with 3 activation layers, and a performance of
97.29% for accuracy (Tables 4 and 5):

– Input layer: The best accuracy is between 2 and 14 principal components.
– Hidden layer: 4 neurons for the shortest training time and high accuracy.
– Output layer: 2 neurons, for pisco and adulterated pisco.
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Table 5. Accuracy values in validation.

num. of principal
components

neurons epochs batch size accuracy t accuracy v time

2 16 500 32 68.76% 67.10% 44.16 s

4 16 500 32 84.30% 83.05% 29.00 s

6 16 500 32 91.44% 89.62% 27.47 s

6 12 500 32 90.69% 88.99% 25.11 s

6 12 300 32 89.90% 90.12% 18.02 s

6 8 300 32 87.54% 85.92% 15.68 s

8 8 300 32 91.47% 90.09% 15.98 s

10 8 300 32 96.77% 94.43% 16.70 s

10 4 300 32 82.76% 81.01% 16.40 s

12 4 300 32 86.69% 84.33% 16.11 s

13 4 300 32 93.09% 91.65% 15.67 s

13 4 150 32 93.61% 94.79% 9.77 s

14 4 150 32 97.20% 96.00% 9.21 s

16 4 150 32 100.00% 99.99% 9.91 s

18 4 150 32 100.00% 100.00% 9.96 s

In Table 4, we observe that few components lead to high number of hidden
neurons and high hyperparameters, i.e., high processing time and a low accu-
racy. On the other hand, when the number of components increase, we see that
accuracy and training times improve. Thus, the optimal number was deter-
mined to be 14 components, since a higher number tends to overfitting, and
a smaller number tends to take longer and lower accuracy.

Table 5 shows that accuracy and validation times improve for 14 components.
Figures 10a and 10b depict the accuracy and loss values obtained for training
and validation, respectively.

Fig. 10. Accuracy and loss in training and validation.
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Testing in Production. Tests were carried out with samples of several bottles
of pisco and adulterated pisco. Results have shown a high accuracy (100%) of the
model and a low response time (Overall, 1018.10 ms = approximately 16.96 min):

– Sampling: 1000 ms = 16.6 min for collecting data from samples.
– Processing: 15.10 s for feature extraction and dimension reduction.
– Classification: 3.00 s.

5 Conclusion

An e-nose prototype was developed for pisco quality analysis, which is based
on Gas Sensors, Principal Component Analysis and Back-Propagation Neural
Networks. This prototype takes as an input the odors - aromas of pisco to detect
adulterated pisco.

In general the prototype performed the classification problem with a high
accuracy (97.29%) and in a low training time (7.43 s).

In order to validate the model, the data was divided into 80% for training
and 20% for testing, the validation accuracy was 96.00%. It was used a
cross-validation technique with a total training time of 9.21 s.

The main limitation of this research is the limited sample size. In order to
reduce this threat, we applied an approach for validation with a limited sample
size proposed in [31]. Other limitation is the procedure to acquire the aromas
from the samples, given that it is carried out in an open environment, the per-
formance may have been affected.

As future work we intend: i) to develop a more portable prototype, which
can be designed in an acrylic box where the aromas are more concentrated; ii) to
extend the evaluation using several bottles of pisco and their types; iii) to adjust
the accuracy of the prototype by analyzing other properties like grape variety,
aging time, production areas and grape origin; and iv) to extend the research
for analysis of other types of beverages.

References

1. Abraham, S., Li, X.: A cost-effective wireless sensor network system for indoor air
quality monitoring applications. Procedia Comput. Sci. 34, 165–171 (2014)

2. Barandas, M., et al.: Tsfel: time series feature extraction library. SoftwareX 11,
100456 (2020)

3. Benesty, J., Chen, J., Huang, Y., Cohen, I.: Pearson correlation coefficient. In:
Noise reduction in speech processing, pp. 1–4. Springer, Berlin (2009). https://doi.
org/10.1007/978-3-642-00296-0 5

4. Bolivar Valdivia, R.G.: Evaluación de la calidad del pisco mediante sensores de gas
y machine learning (2021)

5. Brownlee, J.: Introduction to time series forecasting with python: how to prepare
data and develop models to predict the future. Machine Learning Mastery (2017)

6. Brudzewski, K., Osowski, S., Golembiecka, A.: Differential electronic nose and
support vector machine for fast recognition of tobacco. Expert Syst. Appl. 39(10),
9886–9891 (2012)

https://doi.org/10.1007/978-3-642-00296-0_5
https://doi.org/10.1007/978-3-642-00296-0_5


Gas Sensors and Machine Learning for Quality Evaluation 173

7. Carrillo-Amado, Y.R., Califa-Urquiza, M.A., Ramón-Valencia, J.A.: Calibration
and standardization of air quality measurements using mq sensors. Respuestas
25(1), 70–77 (2020)

8. Dara, S., Tumma, P.: Feature extraction by using deep learning: a survey. In: 2018
Second International Conference on Electronics, Communication and Aerospace
Technology (ICECA), pp. 1795–1801. IEEE (2018)

9. Deng, L., Yu, D., et al.: Deep learning: methods and applications. Foundations and
trends R© in signal processing 7(3–4), 197–387 (2014)

10. Fu, J., Li, G., Qin, Y., Freeman, W.J.: A pattern recognition method for electronic
noses based on an olfactory neural network. Sens. Actuators, B Chem. 125(2),
489–497 (2007)

11. Gamboa, J.C.R., da Silva, A.J., de Andrade Lima, L.L., Ferreira, T.A., et al.: Wine
quality rapid detection using a compact electronic nose system: application focused
on spoilage thresholds by acetic acid. Lwt 108, 377–384 (2019)

12. Gamboa, J.C.R., da Silva, A.J., Araujo, I.C., et al.: Validation of the rapid detec-
tion approach for enhancing the electronic nose systems performance, using differ-
ent deep learning models and support vector machines. Sens. Actuators, B Chem.
327, 128921 (2021)

13. Garrido, A., Linares, T., Cárdenas, L.: Estudio de la composición del pisco de
diferentes variedades de uvas pisqueras desde el mosto hasta el producto (parte
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Internacional de Producción de Alcoholes y Levaduras, pp. 21–26 (2009)

18. Hsieh, Y.C., Yao, D.J.: Intelligent gas-sensing systems and their applications. J.
Micromech. Microeng. 28(9), 093001 (2018)

19. Jong, G.J., Wang, Z.H., Hsieh, K.S., Horng, G.J., et al.: A novel feature extraction
method an electronic nose for aroma classification. IEEE Sens. J. 19(22), 10796–
10803 (2019)

20. Kaufmann, A.: The current role of high-resolution mass spectrometry in food anal-
ysis. Anal. Bioanal. Chem. 403(5), 1233–1249 (2012)

21. Liu, H., Motoda, H.: Feature Extraction, Construction and Selection: A Data Min-
ing Perspective, vol. 453. Springer Science & Business Media, Berlin (1998)

22. Liu, H., Li, Q., Yan, B., Zhang, L., Gu, Y.: Bionic electronic nose based on MOS
sensors array and machine learning algorithms used for wine properties detection.
Sensors 19(1), 45 (2019)

23. Mouser: Mouser MQ-2 Technical Data. https://bit.ly/3AHF1bl, Accessed Aug
2021

24. Nagy, A.S., Polanco Risquet, A., Mart́ınez de la Cotera, O.L., Carralero Ibar-
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Abstract. Transfer Learning in Deep Convolutional Neural Networks is
a highly used method for image classification, the performance depends
on the selection of the layers to be frozen; the search for the optimal
layer where the backward freezing will be applied becomes increasingly
complicated as the number of layers increases. We found an approxima-
tion of the optimal layer to apply backward freezing using a modified
Binary Search method. We experimented with InceptionV3, Xception,
DenseNet121, NasNetMobile, and ResNet50; the case of study is the
classification of melanomas of benign and malignant class from Kaggle.
We use partitions with four-folds and measure the performance with the
ROC AUC score. Our results show an improvement in the ROC AUC
score for ResNet50 and no significant change for InceptionV3.
Code: https://www.kaggle.com/code/hherrera007/binary-search.

Keywords: Transfer learning · Deep Convolutional Neural Network ·
Optimal layer selection · Image Classification · Freezing

1 Introduction

Since the CNNs creation, various researchers have been responsible for building
models called Deep Convolutional Neural Networks (DCNN) [13], this type of
convolutional neural network has demonstrated its ability to solve image classi-
fication problems through a hierarchical model with millions of parameters and
large databases [12]. Its use has been successfully implemented in the industry
and commerce fields, and has had a great impact on the field of medicine [2].

These DCNN combined with transfer learning give us better results due to
the reuse of the acquired knowledge. Transfer learning develops models based on
historical data for tasks with low data availability, and new types of classification
models are inferred [8]. DCNN with transfer learning frozen layers increases the
classification accuracy. One of the problems is to determine which layers are
optimal to freeze. This problem grows as the architectures grow and as the
number of layers grows. In order to provide a solution, Nagae [11] proposes the
use of genetic algorithms for which he initializes a number of genotypes that
will increase the number of evaluations and generations to detect the layers
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. A. Lossio-Ventura et al. (Eds.): SIMBig 2022, CCIS 1837, pp. 175–190, 2023.
https://doi.org/10.1007/978-3-031-35445-8_13
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to be frozen. The main problem with this approach is the high variance of its
results, which does not generate consistent accuracy, as well as the high number
of iterations and its associated computational cost. In this work, we propose a
modified binary search method, which achieves low variance results and reduces
the number of iterations for the determination of the optimal layer by applying
backward freezing.

2 Related Works

Although transfer learning is already an accepted method in current DCNN
models, one of the problems this method faces is knowing from which layer
it should be trained again and from which it should not. This can become a
complicated process as current DCNN models deal with a large number of layers
[11]; applying genetic algorithms for layer detection in the CIFAR-100 dataset
can increase accuracy level by 12% to 15% [11]. Another work implements genetic
algorithms to freeze selected layers to improve the accuracy in the classification
of pneumonia increasing the accuracy level by 2% [9]. Both works [9,11] use
genetic algorithms to improve the level of accuracy.

3 Materials and Methods

3.1 Dataset

For the experiment, we will classify 3,297 dermatoscopic images related to 2
melanoma classes (benign and malignant) divided into:

– 1,800 benign dermatoscopic images
– 1,497 malignant dermatoscopic images

For the training, we will use:

– 1,440 benign dermatoscopic images
– 1,197 malignant dermatoscopic images

For the validation, we will use:

– 360 benign dermatoscopic images
– 300 malignant dermatoscopic images

The dataset was provided by Kaggle1 based on the images of the ISIC (Inter-
national Skin Imaging Collaboration), all the images were resized to 224 × 224
pixels.

1 https://www.kaggle.com/datasets/fanconic/skin-cancer-malignant-vs-benign.

https://www.kaggle.com/datasets/fanconic/skin-cancer-malignant-vs-benign
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3.2 Modified Binary Search

The modified binary search is shown in Algorithm 1, is very similar to the binary
search algorithm, with some differences in the evaluation process as we are using
a delta.

Algorithm 1. Modified binary search for layer selection
procedure Binary search(model, layers, folds, delta, data)

LB ← 0
UB ← layers � DCNN layers embebbed in the model.
IB ← �LB+UB

2
� � First intermediate bound.

LB score ← train and evaluate(model, data, backward = LB, folds)
IB score ← train and evaluate(model, data, backward = IB, folds)
UB score ← train and evaluate(model, data, backward = UB, folds)
iterations ← �log2(layers)�
for iteration in iterations do

min score ← min(LB Score, UB Score)
if IB score + delta ≥ min score then

if min score = LB Score then
LB ← IB � New lower bound.
LB ← IB score � New lower score.

else
UB ← IB � New upper bound.
UB ← IB score � New upper score.

end if
else

break � Stopping iterations.
end if
IB ← �LB+UB

2
� � New intermediate bound.

if IB = LB or IB = UB then
break � Stopping iterations.

end if
IB score ← train and evaluate(model, data, backward = IB, folds)

end for
best layer ← 0
best score ← max(LB score, IB score, UB score)
if best score = LB score then

best layer ← LB
else if best score = IB score then

best layer ← IB
else

best layer ← UB
end if
return best layer

end procedure

Binary search expects an ordered list of elements [3], in our case we are
using deep convolutional neural networks, and one of the problems related to
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neural networks is randomness, changing the weights in the classification tasks
can produce quite different results [4], and is possible that in the experiments
the final values are very close, thus we will consider a delta to evaluate the scores
obtained from the evaluation of the models.
Based on this algorithm the maximum number of iterations and evaluations are:

Iterations = �log2(layers) + 1� (1)

Evaluations = 2 + �log2(layers) + 1� (2)

3.3 DCNN Models

The DCNN models and the number of layers to be evaluated are the following:

– InceptionV3: 311 layers
– Xception: 132 layers
– DenseNet121: 427 layers
– NasNetMobile: 769 layers
– ResNet50: 175 layers

3.4 Evaluation

The models will be evaluated using the ROC AUC score, since we are working
with medical images, the ROC AUC score can generate better results when
we are assessing medical conditions [10]. We are using transfer learning for the
DCNN models, the initial weights are provided by IMAGENET through transfer
learning. We will use the best ROC AUC score among the 4 kfolds per layer to
determine the value to evaluate as upper bound, lower bound, and intermediate
bound. The number of kfolds was chosen based on previous works with CNN
[7,15], we are adding a table indicating all the scores to determine their average,
maximum, minimum, median, variance, standard deviation, and the box plot to
compare our scores between the freezing in layer 0 (no freezing), the optimal
layer, in case if such layer is found, and for all the frozen layers, we are setting
our delta value to 0.01. Finally, we are going to compare our results to the ones
produced by the genetic algorithms.

4 Experimental Evaluation and Discussion

4.1 InceptionV3 Evaluation

As shown in Table 1, our results are based on InceptionV3 with 311 layers and
8 iterations. Table 2 shows the details related to the ROC AUC score per Fold
and Layer that was applied the backward freezing.
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Table 1. InceptionV3 Experimental Results per Iteration.

Iteration/Layer 1 2 3 4 5 6 7 8

0 0.895 0.895 0.895 0.895 0.895 0.895 0.895 0.895

1 0.8978

2 0.8856 0.8856

4 0.89 0.89

9 0.8525 0.8525

19 0.8464 0.8464

38 0.8369 0.8369

77 0.8328 0.8328

155 0.8222 0.8222

311 0.8083

In these iterations we are applying the modified binary search to find the
optimal layer to apply the backward freezing, increasing the ROC AUC score
from 0.8083 to 0.8978.

For iteration 7: We are applying the delta because the intermediate score
is less than the minimum bound (0.8856 vs. 0.89), but the difference was not
greater than 0.01. Had the delta not been applied, the iteration would have ended
at this point, but we would not have gotten the best result (freezing layer 1).

Table 2. InceptionV3 Experimental Results per Fold and Layer.

Layer 0 1 2 4 9 19 38 77 155 311

Fold 1 0.895 0.891 0.886 0.890 0.843 0.838 0.804 0.833 0.811 0.781

Fold 2 0.876 0.894 0.880 0.882 0.826 0.846 0.837 0.822 0.798 0.808

Fold 3 0.883 0.891 0.873 0.872 0.853 0.824 0.814 0.819 0.804 0.769

Fold 4 0.875 0.898 0.882 0.885 0.833 0.808 0.822 0.808 0.822 0.741

Avg 0.882 0.894 0.880 0.882 0.839 0.829 0.819 0.820 0.809 0.775

Min 0.875 0.891 0.873 0.872 0.826 0.808 0.804 0.808 0.798 0.741

Max 0.895 0.898 0.886 0.890 0.853 0.846 0.837 0.833 0.822 0.808

Mdn 0.879 0.893 0.881 0.883 0.838 0.831 0.818 0.820 0.808 0.775

Var 8.6E-5 1.0E-05 2.7E-05 5.8E-05 1.3E-04 2.9E-04 1.9E-04 1.0E-04 1E-04 7E-04

SD 2.6E-04 3.0E-05 8.0E-05 1.8E-04 4.0E-04 8.6E-04 5.6E-04 3.0E-04 3E-04 2E-03

As shown in the box plot (Fig. 1) the optimal layer has a better value when
the freeze was applied, and their values do not overlap, this could means that
applying the freezing in layer 1 would be the optimal layer, in addition, its
average value exceeds the one in the model that does not apply freeze.

Finally, the Inception model was designed to decouple its layers to achieve a
better result [14]. Based on that fact, we can infer that freezing can be applied
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in the first layer because the layers are decoupled. We can also deduce that
unfreezing all the layers produces a good ROC AUC score, but freezing the first
layer slightly improves the ROC AUC score.

Fig. 1. ROC AUC comparison for the best layer in InceptionV3.

4.2 Xception Evaluation

As shown in Table 3, our results are based on Xception with 132 layers and 7
iterations. Table 4 shows the details related to the ROC AUC score per Fold and
Layer that was applied the backward freezing.

Table 3. Xception Experimental Results per Iteration.

Iteration / layer 1 2 3 4 5 6 7

0 0.8794 0.8794 0.8794 0.8794 0.8794

4 0.8875 0.8875

6 0.8939 0.8939

7 0.86833

8 0.8919 0.8919 0.8919 0.8919

16 0.8655 0.8655

33 0.8236 0.8236

66 0.8336 0.8336

132 0.7972

In these iterations we are applying the binary search to find the optimal layer
to apply the backward freezing, increasing the ROC AUC score from 0.7972 to
0.8939.

For iteration 2: We are applying the delta because the intermediate score is
less than the minimum bound (0.8236 vs. 0.8336), but the difference was not
greater than 0.01. Had the delta not been applied, the iteration would have
ended at this point, but we would not have gotten the best result (backward
freezing until layer 6).
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Table 4. Xception Experimental Results per Fold and Layer.

Layer 0 4 6 7 8 16 33 66 132

Fold 1 0.868 0.873 0.879 0.868 0.881 0.836 0.824 0.806 0.797

Fold 2 0.865 0.888 0.880 0.864 0.881 0.866 0.791 0.834 0.775

Fold 3 0.879 0.872 0.894 0.873 0.892 0.857 0.810 0.813 0.796

Fold 4 0.876 0.880 0.850 0.867 0.871 0.864 0.822 0.833 0.762

Avg 0.872 0.878 0.876 0.868 0.881 0.855 0.812 0.822 0.782

Min 0.865 0.872 0.850 0.864 0.871 0.836 0.791 0.806 0.762

Max 0.879 0.888 0.894 0.873 0.892 0.866 0.824 0.834 0.797

Mdn 0.872 0.877 0.879 0.868 0.881 0.860 0.816 0.823 0.785

Var 4.3E–05 5.3E–05 3.3E–04 1.5E–05 7.0E–05 1.9E–04 2.2E–04 1.9E–04 2.9E–04

SD 1.3E–04 1.6E–04 1.0E–03 4.4E–05 2.1E–04 5.6E–04 6.7E–04 5.8E–04 8.7E–04

As shown in the associated box plot (Fig. 2) the optimal layer has a better
value when the freeze was applied, but their values overlap, this could mean that
applying the backward freeze in layer 6 would not be the optimal layer, but its
average and median value slightly exceed the model that does not apply freeze.

Fig. 2. ROC AUC comparison for the best layer in Xception.

Analyzing the Xception architecture, this is based on ”Extreme” Inception,
therefore we will find similarities with the Inception architecture. The key of
Xception architecture is the depth wise separable convolution layers [1], based on
that we can infer that the freezing can be applied in the firsts layers because the
rest of the layers are decoupled, which leads to the conclusion that by unfreezing
all the layers we have a good ROC AUC score, but when freezing the first 6
layers we have a better ROC AUC score.

4.3 DenseNet121 Evaluation

As shown in Table 5, our results are based on DenseNet121 with 427 layers and
5 iterations. Table 6 shows the details related to the ROC AUC score per Fold
and Layer that was applied the backward freezing.
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Table 5. DenseNet121 Experimental Results per Iteration.

Iteration/Layer 1 2 3 4 5

0 0.8944 0.8944 0.8944

53 0.8958 0.8958

79 0.8908 0.8908

92 0.8777

106 0.9031 0.9031 0.9031 0.9031

213 0.865 0.865

427 0.8678

In these iterations we are applying the binary search to find the optimal layer
to apply the backward freezing, increasing the ROC AUC score from 0.8678 to
0.9181.

For iterations 1 and 4: We are applying the delta because the intermediate
score is less than the minimum bound (0.865 vs. 0.8678 for iteration 1, 0.8908
vs 0.8958 for iteration 4), but the difference was not greater than 0.01. Had the
delta not been applied, the iteration would have ended at these points, but we
would not have gotten the best result (backward freezing until layer 106).

Finally, we are stopping the iteration in step 5 because the difference between
the intermediate score and the minor score is greater than the delta (0.01).

Table 6. DenseNet121 Experimental Results per Fold and Layer.

Layer 0 53 79 92 106 213 427

Fold 1 0.894 0.896 0.889 0.873 0.889 0.861 0.868

Fold 2 0.889 0.880 0.888 0.878 0.903 0.856 0.844

Fold 3 0.896 0.896 0.891 0.870 0.889 0.851 0.861

Fold 4 0.884 0.876 0.884 0.870 0.884 0.865 0.849

Avg 0.891 0.887 0.888 0.873 0.891 0.858 0.856

Min 0.884 0.876 0.884 0.870 0.884 0.851 0.844

Max 0.896 0.896 0.891 0.878 0.903 0.865 0.868

Mdn 0.892 0.888 0.888 0.872 0.889 0.858 0.855

Var 3.4E–05 1.1E–04 7.1E–06 1.4E–05 6.8E–05 3.6E–05 1.2E–04

SD 1.0E–04 3.4E–04 2.1E–05 4.3E–05 2.0E–04 1.1E–04 3.5E–04

As shown in the associated box plot (Fig. 3) the optimal layer has a better
value when the freeze was applied, but their values overlap, this could mean
that applying the freeze in layer 106 would not be the optimal layer, but its
average value slightly exceeds the model that does not apply the freeze without
exceeding its median.
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Fig. 3. ROC AUC comparison for the best layer in DenseNet121.

By analyzing the results, we notice that the fact that we are choosing layer
106 to apply the backward freezing could be related to the nature of the DenseNet
architecture since the DenseNet layers depend on the previous layers to apply a
composite operation [6]. Therefore, in the experiments, the first 106 layers with
the knowledge acquired from transfer learning contain the essence that we need
to maintain to obtain betters results and left the other 321 layers to retrain, but
we modified the layers with the initial weights from transfer learning.

4.4 NasNetMobile Evaluation

As shown in Table 7, our results are based on NasNetMobile with 769 layers and
2 iterations. Table 8 shows the details related to the ROC AUC score per Fold
and Layer that was applied the backward freezing.

Table 7. NasNetMobile Experimental Results per Iteration.

Iteration/Layer 1 2

0 0.8961 0.8961

192 0.6086

384 0.7614 0.7614

769 0.7653

In these iterations, we are applying the binary search to find the optimal layer
to apply the backward freezing, increasing the ROC AUC score from 0.7653 to
0.8961.

For iteration 1: We are applying the delta because the intermediate score is
less than the minimum bound (0.7614 vs. 0.7653), but the difference was not
greater than 0.01.

Finally, we are stopping the iteration in step 2 because the difference between
the intermediate score and the minor score is greater than the delta (0.01).
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Table 8. NasNetMobile Experimental Results per Fold and Layer.

Layer 0 192 384 769

Fold 1 0.888 0.609 0.563 0.765

Fold 2 0.862 0.595 0.761 0.738

Fold 3 0.896 0.564 0.610 0.729

Fold 4 0.884 0.562 0.600 0.760

Avg 0.883 0.582 0.633 0.748

Min 0.862 0.562 0.563 0.729

Max 0.896 0.609 0.761 0.765

Mdn 0.886 0.579 0.605 0.749

Var 2.1E-04 5.4E-04 7.7E-03 3.0E-04

SD 6.4E-04 1.6E-03 2.3E-02 9.0E-04

As shown in the associated box plot (Fig. 4) that not applying freeze has a
better value than applying freeze and their values do not overlap.

Fig. 4. ROC AUC comparison for the intermediate layer in NasNetMobile.

By analyzing these results, we can conclude that the use of a binary search
shouldn’t apply for this kind of network (the NasNets) because the best result
is to unfreeze all the layers, the NasNet works with Recurrent Neural Net-
works(RNN), this kind of neural network use feedback in its processing [16],
hence, the backward freezing disrupts the feedback and we have this drop in the
score.

4.5 ResNet50 Evaluation

As shown in Table 9, our results are based on ResNet50 with 175 layers and 7
iterations. Table 10 shows the details related to the ROC AUC score per Fold
and Layer that was applied the backward freezing.
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Table 9. ResNet50 Experimental Results per Iteration.

Iteration/Layer 1 2 3 4 5 6 7

0 0.8881 0.8881

43 0.8908 0.8908

65 0.9047 0.9047 0.9047 0.9047 0.9047

66 0.9181

67 0.9103 0.9103

70 0.8986 0.8986

76 0.8917 0.8917

87 0.8958 0.8958 0.8958 0.8958

175 0.8564

In these iterations, we are applying the binary search to find the optimal
layer to apply the backward freezing, giving us an increase in the ROC AUC
score from 0.8564 to 0.9181.

For iteration 4: We are applying the delta because the intermediate score is
less than the minimum bound (0.8917 vs. 0.8958), but the difference was not
greater than 0.01. Had the delta not been applied, the iteration would have
ended at this point, but we would not have gotten the best result (backward
freezing until layer 66).

Table 10. ResNet50 Experimental Results per Fold and Layer.

Layer 0 43 65 66 67 70 76 87 175

Fold 1 0.881 0.890 0.905 0.918 0.873 0.899 0.873 0.894 0.850

Fold 2 0.869 0.890 0.885 0.903 0.910 0.885 0.879 0.896 0.842

Fold 3 0.888 0.891 0.892 0.885 0.899 0.884 0.878 0.885 0.850

Fold 4 0.875 0.877 0.903 0.898 0.877 0.893 0.892 0.896 0.856

Avg 0.878 0.887 0.896 0.901 0.890 0.890 0.881 0.893 0.850

Min 0.869 0.877 0.885 0.885 0.873 0.884 0.873 0.885 0.842

Max 0.888 0.891 0.905 0.918 0.910 0.899 0.892 0.896 0.856

Mdn 0.878 0.890 0.897 0.900 0.888 0.889 0.879 0.895 0.850

Var 6.9E-05 4.7E-05 8.6E-05 1.9E-04 3.2E-04 4.8E-05 6.2E-05 2.7E-05 3.4E-05

SD 2.1E-04 1.4E-04 2.6E-04 5.7E-04 9.7E-04 1.4E-04 1.9E-04 8.0E-05 1.0E-04

As shown in the associated box plot (Fig. 5) the optimal layer has a better
value when the freezing was applied and their values do not overlap. This could
mean that applying the backward freeze until layer 66 would be the optimal
layer. In addition, its average and median values exceed the model that does not
apply freeze.

Therefore, in the experiments, the first 66 layers with the knowledge acquired
from transfer learning contain the essence that we need to maintain to obtain
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betters results, avoiding the backpropagation for those gradients in these frozen
layers [5], and leaving the other 109 layers to retraining, but modifying the layers
with the initial weights from IMAGENET.

Fig. 5. ROC AUC comparison for the best layer in ResNet50.

4.6 Comparison with Genetic Algorithms

We have repeated the same models, data, and folds to apply the genetic algo-
rithms, in this case, we chose 8 genotypes and the initialization is based on the
current state of the art [11], for the experiments we chose the Elite selection
method. As shown in Table 11 we have close values, but the binary search is bet-
ter comparing the average and the median (except DenseNet121). A particular
case is the evaluation of NasNetMobile. By using the binary search, the best
result is to unfreeze all layers in 4 evaluations and 2 iterations. By using genetic
algorithms, we have a lesser score and apply more evaluations.

Finally, Table 12 consists of a summary with the comparison of the average,
median, variance, and standard deviation for each DCNN model. In all models,
we can observe an increase in the ROC AUC score compared with the case of
freezing all layers, proving that freezing specific layers improves the results using
the binary search or genetic algorithms, except for NasNetMobile.

Table 11. Comparison between binary search vs. genetic algorithm.

InceptionV3 Xception DenseNet121 NasNetMobile ResNet50

Bin. search Gen. alg Bin. search Gen. alg binary search Gen. alg Bin. search Gen. alg Bin search Gen. alg

Fold 1 0.8911 0.87472 0.8786 0.8831 0.8886 0.8936 0.8881 0.8650 0.9181 0.8719

Fold 2 0.8942 0.87972 0.88 0.8528 0.9031 0.8736 0.8619 0.8772 0.9028 0.8908

Fold 3 0.8911 0.87611 0.8939 0.8708 0.8889 0.8906 0.8961 0.8631 0.8847 0.8883

Fold 4 0.8978 0.90944 0.8503 0.8692 0.8842 0.8914 0.8842 0.8381 0.8981 0.8953

Avg, 0.8936 0.8850 0.8757 0.8690 0.8912 0.8873 0.8826 0.8608 0.9009 0.8866

Min 0.8911 0.87472 0.8503 0.8528 0.8842 0.8736 0.8619 0.8381 0.8847 0.8719

Max 0.8978 0.90944 0.8939 0.8831 0.9031 0.8936 0.8961 0.8772 0.9181 0.8953

Mdn 0.8927 0.8779 0.8793 0.8700 0.8888 0.8910 0.8862 0.8640 0.9005 0.8896

Var 1.02E-05 2.70E-04 3.34E-04 1.55E-04 6.76E-05 8.48E-05 2.15E-04 2.70E-04 1.90E-04 1.04E-04

SD 3.19E-05 1.64E-02 1.83E-02 1.24E-02 8.22E-03 9.21E-03 1.46E-02 1.64E-02 1.38E-02 1.02E-02
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Table 12. Comparison summary between binary search vs. genetic algorithm.

InceptionV3 Xception DenseNet121 NasNetMobile ResNet50

Bin. search Gen. alg Bin. search Gen. alg Bin. search Gen. alg Bin. search Gen. alg Bin. search Gen. alg

Avg � � � � �
Mdn � � � � �
Var � � � � �
SD � � � � �

5 Conclusions

Based on these experiments, we conclude that binary search for transfer learn-
ing optimal layer selection has a better ROC AUC score for InceptionV3 and
ResNet50. These results are consistent with the variance in all validation stages.
Additionally, using this method, we discovered that just relying on the weights
provided by IMAGENET does not guarantee the best score, therefore finding
the layers to freeze increases the ROC AUC score, and the iterations reduce the
execution time to find it logarithmically. It was found that binary search would
not apply to all DCNN architecture types, as we observed in the NasNetMo-
bile experiment that using RNN would not apply and maybe the best thing to
do is unfreeze all its layers. Also, we can see an overlap (despite the fact that
we had an improvement in the average) in Xception and DenseNet121, thus we
can suggest repeating the experiments using other datasets. The use of genetic
algorithms can improve our results but compare with the binary search method
for this dataset, we were able to prove that the binary search has better results
in terms of average and median (except for DenseNet121) and the number of
evaluations is lesser in the binary search.

Finally, the optimal layer is not necessarily the one found in these experi-
ments. Therefore, this value may vary depending on the dataset. Below is shown
in Table 13 and Table 14 a summary of the DCNN experimental features and the
improvements obtained when using this method.

Table 13. Summary Experimental Features.

Model Layers Max. Iterations Experiment Iterations

InceptionV3 311 9 8

Xception 132 8 7

DenseNet121 427 9 5

NasNetMobile 769 10 2

ResNet50 175 8 7
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Table 14. Summary Experimental Results (ROC AUC score).

Model Optimal Layer Optimal Layer score All Frozen No freezing Overlap

InceptionV3 1 0.8978 0.8083 0.895 No

Xception 6 0.8939 0.7972 0.8794 Yes

DenseNet121 106 0.9031 0.8678 0.8944 Yes

NasNetMobile 0 0.8961 0.7653 0.8961 No

ResNet50 66 0.9181 0.8564 0.8881 No

Additionally, we are showing a comparison chart with the experimental
results for non-overlapped results (Fig. 6) and Fig. 7 for overlapped results,
excluding NasNetMobile.

Fig. 6. Comparative ROC UAC score chart for InceptionV3 and ResNet50 (non-
overlapped results).

Fig. 7. Comparative ROC UAC score chart for Xception and DenseNet (overlapped
results).

6 Future Works

In the field of DCNNs, the methods for selecting layers to improve accuracy in
classification tasks are relatively new. Therefore, for any future work, we recom-
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mend trying new methods for the selection of the layers to be frozen, in addi-
tion to implementing genetic algorithms or the modified binary search method
used in this article. It is also recommended to carry out this optimization work
using other datasets. Finally, we suggest researching the layers inside the DCNN
architectures to explain the improvements that can be obtained by applying the
freezing using the binary search or any other genetic algorithms.
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Abstract. Public services are essential to satisfy the needs of health-
care, education, justice, Etc. in citizens’ daily life. Thus, individuals need
these services in a certain proximity to their homes. Nonetheless, in big
cities, some public services are not close enough. This is especially true
for poor individuals who need public transportation to reach such ser-
vices. To assess the accessibility of individuals to public services using
the public transportation system, we propose a methodology to com-
pute profile districts based on the accessibility to different services. We
apply our methodology to Lima and Cusco cities in Peru, showing the
tool’s utility while being simple to understand. We profile fifty different
districts in four groups, allowing policymakers and urban planners to
observe the lack of public services to understand the urban dynamics
and social exclusion.

Keywords: Public Service · Index Computation · Unsupervised
Learning · Accessibility

1 Introduction

In recent decades, the influence of accessibility has been studied in different
domains, like transport system access [18], public services access [19], parks
access [23], jobs access [1], health access [21], food access [9], access to Covid-19
services [11], location selection for public service facilities [28], and even housing
prices based on accessibility to public services [29]. The accessibility metrics are
vital for understanding urban dynamics. Correspondingly, low accessibility to
the public transportation system leads to social exclusion [24].

The work of Levinson and Wu [14] generalizes the concept of accessibility and
details different aspects about where the trip starts; the impedance function in
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terms of time, distance, and economical cost; how to assess direct access, when
the travel begins; the travel purpose; the transportation mode; and the access
for whom. The authors focus on all the elements intervening in the accessibility
and methodology that can be applied to all public services. Stewart [25] defines
different accessibility metrics based on utility, space-time, or integral.

However, accessing relevant information limits measuring accessibility in a
different context. Thus, accessibility metrics demand precise information about
origins, destinations, infrastructure, and paths, which is not trivial to access.
This is especially true for developing countries, which need this analysis, but
the information sometimes does not even exist. Accordingly, one way to gather
information for accessibility is to profit from a pervasive system present in smart
cities [30]. In the last decades, cities have expanded the use of technology in order
to improve various sectors [16]. Smart cities direct their services to analysis plat-
forms to improve the quality and functioning of built environments, often con-
ditioned to previously established urban patterns. There is an application work
area oriented to intelligent public transport systems [4,16]. Solutions leading to
smart public transport in cities provide an efficient and safe practice for the user
of these services, as well as sustainability and optimization of resources in city
administration [26].

There are various methods to generate the matrix of origin and destination
of the trips that are some essential inputs to start studies of the conditions of
public transport in the cities. Trip chain methods under various patterns are
essential strategies for estimating the destination of trips, especially for identi-
fying unlinked trips, which are often a persistent problem [12]. Another study
addresses the data from automated data collection systems, which exposes the
feasibility of applying trip chaining to infer the origin-destination of the bus pas-
senger from the automatic location of the vehicles. With the same probabilities,
it is possible to estimate the times of descent of the passengers and the stages
of travel in the public bus to link them subsequently [27]. In this context, many
cities worldwide are concentrating on collecting urban traffic data to identify
and monitor traffic patterns, in most cases multimodal, to have a structured,
organic and scientific perspective in decision-making related to traffic. City and
its equipment, as well as the support of the use of technology for more accessible
and inclusive urban planning and mobility decision-making [13].

In the current effort, we propose a methodology to assess accessibility in
terms of spatial access to public service amenities using the public transport
system as infrastructure. The data used for this work is from open data and a
pervasive system like the GPS to gather public transportation routes. The rest of
the paper is organized as follows. Section 2 presents the related works. Section 3
introduces the proposed methodology, while Sect. 4 details the results of applying
the described methodology to Lima and Cusco cities in Peru. Finally, Sects. 5
and 6 present the discussion, conclusion, and new research avenues, respectively.
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2 Related Works

In the present section, we describe the different works quantifying accessibility
in the literature. In our context, accessibility is a metric for quantifying the
difficulty of accessing public services through the public transport network.

For instance, Atiullah et al. [24] made a literature review about public trans-
port accessibility. They define accessibility as physical access to goods, services,
and destinations. It allows accessing specific areas and measures the advan-
tage of certain zones compared to others. Thus, good accessibility of public
transport also improves the accessibility to other (public) services. Conversely,
the low accessibility to public transportation systems leads to social exclusion.
Therefore, the authors analyze the public transport accessibility relates to public
health, employment, social exclusion, mobility, sustainability, economic, spatial,
and temporal efficiency.

Fransen et al. [5] studies time gaps in accessibility for public transport due to
its importance in providing poor population segments, especially those without
private vehicles, the possibility to participate in society’s daily basis activities.
The study area was the Flanders region in the north of Belgium, with 6.4 million
inhabitants in an area of 13 597 km2 divided into 308 districts. The authors
used three datasets: segmented socio-economic factors, facility locations, and
transport networks. To quantify the gap between public transport demande and
public transport provision, the methodology takes the difference between the
index of public transport provision (IPTP) and the index of public transport
gaps (IPTG). The former use socio-economical groups’ distribution of computing
an index of public transport needs for each district. Then, a statistical approach
based on factor analysis was employed; as a result, a temporally reliable picture of
accessibility by public transport was constructed. The latter builds a cost origin-
destination matrix taking the shortest path between the district’s centroids and
some amenities (e.g., jobs, schools, healthcare facilities, Etc.) for different three
hours time windows. Finally, they take the difference between both indexes to
quantify the gap.

Boisjoly et al. [2] study the healthcare accessibility of eight cities in Canada
using the 2SFCA model with a temporal threshold of 45 min. The authors focused
their study on accessibility using only public transport. Therefore, the data from
travel time was gathered from public transport operators, hospital capacity from
the CIHI hospital inventory, and trips from census tracts to hospitals, as well
as population density from Statistics Canada Census 2016. Authors find that
vulnerable census tracts have less healthcare access compared to other census
tracts. Another work from Chen et al. [3] uses accessibility metrics to quantify
disparities in Nanjing, Jiangsu Province, China. Authors propose an accessibility
metric integrating the times of different modes in a trip, including the following
parts: access to the initial bus/metro stop/station or a transfer by walking, the
in-vehicle transport time, making interchanges or transfers between modes, and
exiting the vehicle and walking to the final destination. The proposed metric is
flexible and handles large amounts of timetable data for measuring accessibility
disparities in urban areas. Besides, this model is not limited by the transportation
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type. Authors claim that their method could be used to analyze real estate,
health care, education, retail, Etc. sectors.

Finally, Jeon et al. [8] analyze the accessibility to public services in rural areas
using the public transportation system in Chungju-si, South Korea, as infras-
tructure. The objective of their research was to assess the accessibility of public
facilities using public transportation from rural areas where the opportunity to
reach public services is weaker than in urban areas. To quantify accessibility,
they compute the elapsed time from departing from the community centre to
the nearest bus stop by walking, riding the bus, and waiting time for trans-
fer to the closest public service. The authors found that walking time from the
community centre to the nearest bus stop takes ten minutes or more; the bus’s
average speed is 21.9 km/h. The accessibility time from the community centre to
public services facilities is 15.43 min, to the emergency centre 35.15 min, to the
medical centre 8.7 min, to elementary school 9.7 min, to middle school 16.26 min,
to high school 22.61 min. Finally, the authors observed that traffic accessibility
using bus vehicles in the East and South is lower than in areas in the West
and North in the Chungju-si region. In the same spirit, we propose in the next
section a methodology to quantify accessibility in the urban context to public
service facilities based on open data, extending the methodology proposed by
Nunez-del-Prado and Rojas-Bustamante [22]. The basic idea is to provide a tool
for policymakers to evaluate public service delivery in terms of accessibility, for
public policy making, to initiate cross-sectoral investments, or to assess urban
planning.

3 Methodology

In the current section, we describe the proposed methodology to assess the acces-
sibility metric in terms of distance to different public services relying on the
public transport infrastructure as illustrated in Fig. 1.

The first step of the methodology is the road network or transport network
acquisition. The graph G of the transport network models the streets as edges
and the intersections as nodes for a given city where the vehicles, both public
and private, circulate (c.f. Fig. 1A). To extract this graph, we rely on the Open-
StreetMaps service1, which can be query using the OSMnx Python Library2.
The second step builds the graph GT to represent the public transportation
network. Thus, the spatial representation of the public transport routes is inter-
sected with the transport network G to obtain GT , which is a subgraph of G
(c.f. Fig. 1B). The most common form to represent this information is using
a geospatial vector data format generated by a geographic information system
(GIS) software known as a shapefile or in a set of latitude and longitude coor-
dinates in a comma-separated file. Once the transport network G and the public
transportation network GT are built, both graphs are intersected with the level

1 OpenStreetMap: www.openstreetmap.org.
2 OSMnx Python package https://github.com/gboeing/osmnx.

www.openstreetmap.org
https://github.com/gboeing/osmnx


Profiling Public Service Accessibility 195

Fig. 1. Methodology schema.

three administrative boundaries i.e., district i Di (c.f. Fig. 1C). Thus, each anal-
ysis area Ai is establish using Eq. 1.

Ai = G ∩ GT ∩ Di (1)

where i is a given district.
Consequently, for each analysis area Ai, the minimal distance in the graph

GT to reach a given public service based on public transport infrastructure is
measured (c.f. Fig. 1D). Accordingly, the minimal distance from the nodes in
the subgraph Gi to the amenities snapped in Gi is computed using the Dijkstra
algorithm3 implemented in NetworkX [6] weighted by the street distance. With-
out loss of generality, the considered public services are financial services, justice,
health, food, security, education, and higher education. These public services are
represented by the bank, courthouse, hospital, marketplace, police, school, and
university amenities.

The next step is the index computation that considers the set of amenities,
namely hospitals, schools, universities, and marketplaces, among overs represent-
ing different public services. Hence, the distance expressed as a vector υ ∈ R

n of
average distances from all nodes in street network G through the public trans-
portation network GT to a set of amenities in a given administrative area Ai,
where n is the number of evaluated public services presence. Finally, to have a
single comprehensible metric, the average of the distance in the vector υ was
computed. Hence, the metric is simple to understand, not only for policymakers
but for citizens. This metric aims to quantify the public services presence in
3 Python recipe: https://code.activestate.com/recipes/119466/.

https://code.activestate.com/recipes/119466/


196 L. Rojas-Bustamante et al.

terms of distance as proposed in [1]. Thus, the spatial distance is easy to under-
stand, simplifying more abstract models such as principal component analysis
(c.f. Fig. 1E). It is important to note that other amenities could be added to
enrich the index.

Finally, for profiling the analysis area A i.e., districts, the unsupervised learn-
ing k-Means algorithm [15] is used. This algorithm groups administrative areas
sharing a similar index vector (i.e., profile) in k groups. The clustering algorithm
takes as input the distance vectors υ to output groups of districts sharing the
same public service access level.

4 Results

In this section, we describe the obtained results by applying the before-described
methodology. In the following paragraphs, we detail the attained outcomes of
Lima and Cusco cities in Peru.

4.1 Lima Study Case

Lima is the economical and political capital of Peru. It is the biggest capital
city in South America with about 10.6 million inhabitants [7]. Lima metropolis
is composed of Lima and Callao provinces, which are physically next to each
other. Thus, Lima province is composed of 43 districts (i.e., administrative level
3) where Lima district is the seat of the national government, and Callao con-
stitutional province is composed of seven districts where the major port and
airport, in the country, are located.

To model Lima with the 50 districts, we gathered the road network graph,
consisting of 14 207 nodes and 17 930 edges. Also, we obtained amenities loca-
tions from OpenStreetMaps. The public transportation network was provided by
the Urban Transportation Authority for Lima and Callao (ATU)4.

Based on the collected information, we first built the graph for public trans-
portation and then for each one of the 50 districts we calculate the average
distance to all the amenities taken for this study: bank, courthouse, hospital,
marketplace, police, school, and university. Thus, we built an origin-destination
matrix M i

OD, for each district i in Lima as follow:

MOD =

⎛
⎜⎜⎝

p h b c s u m

node1 2.4 1.3 0.7 1.2 3.7 4 0.8
node2 1.4 2.3 1.7 0.2 2.7 2 1.8

. . .
noden 2.1 0.3 4.3 2.3 1.3 1.2 2.2

⎞
⎟⎟⎠

4 ATU: https://portal.atu.gob.pe.

https://portal.atu.gob.pe
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Fig. 2. Results Lima.

Where in the columns we have the shortest distance to police (p), hospital
(h), bank (b), courthouse (c), school (s), university (u), and marketplace (m)
amenities from noden. It is important to notice that this distance corresponds
to the public transportation graph. Thus, it represents the shortest distance to
commute from one place to another inside a district through public transporta-
tion. To achieve this results, we used GostNets5 and NetworkX libraries, which
implement Dijkstra’s algorithm weighted by the street distance to consider spa-
tial distance instead of the number of hops.

Once the distance matrix M i
OD for each district i was built, we can have the

density distribution of served nodes depending on the distance. Figure 2 shows
the per cent of nodes reaching a given amenity, representing public services,

5 GostNets: https://github.com/worldbank/GOSTnets.

https://github.com/worldbank/GOSTnets
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within a certain distance. For instance, we observe that in Lima, more than 60%
of the inhabitants must travel more than 5km to access a healthcare facility.

Fig. 3. Accessibility to Lima’s Public services.

In order to compare distances among all districts, we introduce the average
distance to reach all amenities from all nodes of each district graph. It is worth
noting that missing values are replaced with the maximum value of each amenity
distance to penalize the absence of public service. We compute the accessibility
index metric considering the average distances of all amenities per district as
follows in Eq. 2:

indexj =
∑

di
n

(2)

Where i corresponds to each amenity amenity = {p, h, b, c, s, u,m} and j
represents each district from Lima. Furthermore, if di is unavailable, we take the
maximum distance on the amenity over all districts. We obtained how far or how
close public services are located in each district. Finally, the higher the index
is the less presence of government public services we have. Figure 3 shows the
heatmap of the average distances to all the amenities considered for this study
as well as the index previously calculated for Lima-Callao.

The last part of our methodology was about clustering districts into groups
with similar accessibility characteristics in terms of distances to public services.
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Fig. 4. District accessibility profiles.

For this aim, we used k-means algorithm [10,30] and the silhouette technique
to find the optimal number k of districts profiles. As illustrated in Fig. 4A, the
silhouette analysis indicates that the optimal number of profiles is k = 4. The
output of the k-means algorithm is depicted in Fig. 4B. To obtain this result, the
clustering algorithm takes as input the average distances vectors for all districts,
as follows :

⎛
⎜⎜⎝

p h b c s u m

district1 4.4 3.1 5.7 8.2 13.7 11 9.8
district2 11.4 7.3 8.7 7.2 8.7 9 7.8

. . .
districtn 12.1 15.3 14.3 2.3 6.3 8.2 5.2

⎞
⎟⎟⎠

To describe each accessibility profile, we utilized a radial graph for district
profiling visualisation as depicted in Fig. 5. Each radial graph contains seven
axes representing the amenities’ distance. Where each amenity provides a public
service to the given district. Then, inner circles symbolize the distance in kilo-
meters. Hence, we observe, in each radial graph, different profiles belonging to
grouped districts. For instance, Cluster 0 shows that justice, financial, higher
education security and marketplace services are difficult to access. The districts
belonging to this accessibility profile are Ancon, Carmen de la Legua Reynoso,
La Perla, Puente Piedra, Santa Rosa, and Ventanilla. Regarding Cluster 1, the
present accessibility profile evinces a complicated access to higher education
services represented by the university. This profile is composed of Ate, Breña,
Carabayllo, Chaclacayo, Independencia, Jesús Maria, La Molina, Lima, Lince,
Lurigancho, Luŕın, Miraflores, Pueblo Libre, Santa Anita, San Isidro, San Juan
de Lurigancho, San Mart́ın de Porres, Surquillo, Villa el Salvador, and Villa
Maŕıa del Triunfo districts. Concerning Cluster 2, we note the low accessibil-
ity to courthouses, marketplaces and police services. This profile is formed by
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Fig. 5. Radial district profiling based on distance in Km.

Barranco, Bellavista, Callao, Chorrillos, Comas, El Agustino, La Victoria, Los
Olivos, Magdalena del Mar, Pachacamac, Rimac, Santiago de Surco, San Borja,
San Juan de Miraflores, San Luis and San Miguel. Finally, Cluster 3 groups
Cieneguilla, La Punta, Mi Perú, Pucusana, Punta Hermosa, Punta Negra, Santa
Maŕıa del Mar and San Bartolo districts, which are far away from most of the
public services.

4.2 Cusco Study Case

Cusco city is the country’s main tourist attraction due to Machu-Picchu, a mod-
ern wonder of the world, with 1.35 million inhabitants and eight districts.

The first step for analysing the accessibility to public services is to build
the public transport network over the road network and district division. There-
fore, to gather information from public transport, we have used the Smartbus
TMsolution from the Peruvian company Smart Innovation Group6. This solution
allows gathering geolocated information using GPS technology on smartphones.

Once the public transportation network was built over the graph extracted
from OSM service, the minimal distance from all nodes to the amenities repre-
senting public services is calculated. Figure 6 shows the proportion of nodes in
each district having access to public services. The results in Cusco are pretty
different from those obtained in Lima, as demonstrated in Fig. 6. In almost all

6 Smartbus: https://smartbus.pe/.

https://smartbus.pe/
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Fig. 6. Results Cusco.

districts, more than 60% of persons have to travel for more than 4km to reach
health services.

The heatmap in Fig. 7 shows the average distances to all the amenities con-
sidered for this study in Cusco. We note that Ccorca and Poroy are the districts
with less accessibility. Conversely, the district profiling process was only applied
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Fig. 7. Accessibility in Cusco Public Services.

to Lima-Callao since Cusco has only eight districts, and it is straightforward to
analyze each district individually.

Consequently, the index proposed in this research is a tool for policymakers,
urban planners, and citizens to understand and quantify access to public services
through distance using the public transportation system.

5 Discussion

The findings of this analysis warn that two cities in Peru, specific cases of Lima
and Cusco, present differences in accessibility to public services, having differen-
tiated geography and some diverse districts. The common denominator is that
both enjoy historical centrality. Thus, in both cases, the accessibility to its histor-
ical areas is much more viable than in the peripheral districts. Bearing in mind
that although these have geographically lost their centrality, they still maintain
the administrative and service centrality of the contemporary city.

An extension of this study considers how it has been identified that acces-
sibility is aligned with the distributions of travel distance and route that must
be carried out to reach certain public services so that the analysis of accessi-
bility in transport can underestimate the benefits to users. Favored groups and
overestimated the benefits provided to disadvantaged groups, creating a harmful
bias.

The construction of the origin and destination matrix for each of the cities
analyzed has made it possible to calculate the average distance of accessibility
to them. Thus, a comparison of the advantage of connectivity in specific areas
compared to others shows urban inequality concerning specific basic services.
For example, the distance to travel to access health services between Lima and
Cusco is an average of 4 km to 5 km.
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The study also identifies and quantifies the relationship between accessibil-
ity and the distance that must be travelled to reach different public services.
It is essential to clarify that the distances correspond to those travelling by
public transport. The distance matrix shows us that there are districts served
whose accessibility to services such as police, hospital, banking, justice, school,
university, and the market are shorter in relation to others whose accessibility
represents long interdistrict routes.

The multidimensional character is reflected in the social segregation of neigh-
borhoods and the distribution of public services based on basic infrastructure.
The heat maps presented demonstrate this character, which is expressed at the
red level the more segregated the district is in services, thus generating urban
inequalities resulting mainly from the absence of health and safety services.
While accessibility measures have a long history in siting decisions of, for exam-
ple, health facilities, travel times are generally taken as a static input, with little
regard to actual transport provision or associated constraints [17].

It is essential to highlight the territorial groupings identified by the study
that share similar accessibility indices, which have been oriented to the analysis
of the city of Lima, chosen for the extension of the districts that form it, unlike
Cusco, whose sample methodologically does not require such a grouping.

Under the proposed methodology, different generated profiles have been con-
trasted, which show the fragmentation of the city versus peripheral areas. For
example, areas with a concentration of services such as those of justice located
mainly in downtown Lima, on the other hand, health coverage, in general,
requires a long distance to travel to the sectors with the highest population
density, such as the extreme urban cones of the north and south. We observe
that the accessibility to markets in the zone is less compared to the central zone.
Besides, accessibility to police infrastructure is evenly distributed in all districts
except in the southern part of the city. Secondly, there is no higher education
coverage in the extreme north and south of the city [20].

It is essential to highlight that despite the limited number of public trans-
portation routes 14 out of 18, we are able to provide an accessibility analysis
for Cusco. Besides, our metric is only spatial, but we show the pertinence and
simplicity of the metric to quantify accessibility to public services at different
city scales.

The analysis demonstrated quantitatively the accessibility metric to pub-
lic services. In addition, it referenced in the spatial planimetry a perspective
of socio-spatial organization of the public sphere of cities that, following the
academic postulates of the most relevant multilevel models, must incorporate
individual attributes, instrumental variables and spatial regimes for political
decision-making.

6 Conclusion

The present study proposes a methodology to quantify accessibility to public
services using as infrastructure the public transportation system. As a study
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case, we have applied the accessibility metrics in various districts of Lima and
Cusco from access to basic public services. The results show different distances in
the various coverages that must provide quality of life to citizens, thus generating
urban inequalities directly related to the level of facilities in cities at a spatial
level. This is especially true for the lowest socio-economic sectors that need
public transportation to reach public services.

It is essential to generate statistical information and increase installed insti-
tutional capacities to proceed to diagnose the various forms of segregation and
inequalities around access to opportunities in the different Peruvian and Latin
American districts. The indicators by districts analyzed from the clusters and
profiles in both cities identify those that lack one or two public services, this
being a necessary input for making decisions on urban and land policies, as
well as transport networks, both keys to the role of government with the aim of
contributing to building more accessible, equitable and democratic cities.

Accessibility planning must recognize the potential value in which people can
reach different places in a city, controlling travel times and in optimal transport
conditions. If the accessibility metrics presented are more significantly aligned
with the resilience of citizens, they could be the basis for future research, promot-
ing more meaningful participation and a fair process, recognizing the importance
of the study to pay attention to the problems of gentrification and displacement.

Finally, the use of unsupervised learning to profile public service accessibility
based on the Public Transport Infrastructure has shown that the public dimen-
sion of services in both cities is highly fragmented. As a result of the diagnosis
of the structure of the urban order with the main police services, hospital, bank,
courthouse, school, and university, which must be understood that the actions
are unrelated to governments. Thus, the generated data are vital for decision-
makers in cities for planning and promoting equal opportunities for citizens in
all the studied districts.

As new research avenues, we plan to introduce the time in the accessibility
metric to extend it to a space-time metric. Besides, we want to extend the
analysis to a national level to study accessibility in urban and rural environments.

Acknowledgement. The authors thank Smart Innovation Group S.R.L., the com-
pany that helped us to gather public transportation routes in Cusco using their Smart-
bus solution.

Data availability The code for the experiments is available at https://github.com/
leiparov/intercon-simbig-2021.git. The dataset for public transportation in Cusco are
publish in https://data.mendeley.com/v1/datasets/2rbs4pc894/draft?preview=1. The
public transportation network for Lima is available upon request at https://soluciones.
atu.gob.pe/saip portal/.
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Abstract. Edge detection acts as a fundamental segmentation technique in the
fields of remote sensing, computer vision and pattern recognition. It locates signifi-
cant discontinuities and variations of digital images so as to identify intrinsic edge
information involved. Various edge detection schemes have been implemented
in numerous cases of science and engineering successfully, such as the classi-
cal edge detection (e.g. Canny, Sobel, Laplacian), dynamic edge detection (e.g.
Gabor, Curvelets), and intelligent edge detection (e.g. Ant Colony Optimization,
Particle Swarm Optimization, Genetic Algorithm) based on computational intel-
ligence. However, there is still a lack of a systematic approach to analyze merits
and drawbacks of the existing edge detection schemes from both qualitative and
quantitative points of view. In fact, features of detected edges or contours can be
represented at multiple scales, such as the 24-bit RGB scale, 8-bit gray scale and
single bit binary scale. In this article, some typical edge detection techniques of
Canny edge detection, Gabor edge detection and ACO edge detection are used to
illustrate classical, dynamic and intelligent edge detection schemes, respectively.
Several complex skyline digital images are selected in case studies. Qualitative
analysis is conducted to examine visual appeals of detection outcomes based on
three schemes at the RGB scale; while quantitative analysis will be conducted to
compare edge detection outcomes based on three schemes at the gray and binary
scales instead, in the frequency domain and spatial domain, respectively. It pro-
vides a comprehensive approach to thoroughly evaluate the overall quality of edge
detection schemes.

Keywords: Canny Edge Detection · Gabor Edge Detection · Ant Colony
Optimization (ACO) Edge Detection · Qualitative Analysis · Quantitative
Analysis

1 Introduction

Edge detection is broadly applied to capture edge pixels and recognize object contours
via search-based or zero-crossing based methods. For instance, remote sensing images
are characterized by the spectral, temporal, spatial and radiometric resolutions. Edge
detection has various remote sensing applications such as soil salinity detection, water
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body identification and ecological monitoring. However edge detection is sensitive to
illumination, background, artifacts, noises, surface orientation, object geometry and so
on. There is no unique way to overcome all uncertainties in feature detection processes
to reach the ground truth and capture the perfect edges, thus numerous edge detection
schemes have been proposed and successfully applied. Some classical edge detection
approaches (e.g., Canny operator, Prewitt operator, Sobel operator) adopt the 1st-order
gradient magnitudes or 2nd-order Laplacian of the Gaussian filter to identify edges. The
dynamic edge detection approaches (e.g. Gabor filters, Curvelet filters) uses spatiotem-
poral information for dynamic recognition of textures and edges. Intelligent edge detec-
tion approaches (e.g. Ant Colony Optimization, Particle Swarm Optimization, Genetic
Algorithm edge detection) are based on evolutionary optimization instead [1–3].

Canny edge detection searches for the edges via a Gaussian filter to reach the local
intensity gradient minima of the intensity gradient. In practice, Canny edge detection
employs bilinear interpolation and trilinear interpolation to switch between square and
hexagonal structures. It improves the efficiency and accuracy to estimate the pixel edge
strength [4, 5]. TheACOscheme is a statisticalmethod to simulate realworld issueswhen
ants randomly seek for a path between food sources and the colony. The exploration scope
is constrained while an optimal path will be followed by all ants via positive feedback at
the end. The fuzzy-rule-based systems with continuous ACO are proposed, which use
the online-rule-generation to identify the number of rules and initial parameters, in order
to reach all the free parameter optimization via continuous ACO with higher learning
accuracy. ACO is also applied to solve combinatorial optimization. ACO is relevant
to regulator circuits with discrete components. It looks for optimal continuous values
of inductors to optimize power electronic circuit design via the orthogonal approach.
Furthermore, ACO has been successfully used for edge detection of typical landmarks.
Integration of ACO and adaptive contour tracking provides strengthens the accuracy of
edge detection [6–10]. The Gabor filter could also perform edge detection, even though
it is not an orthonormal wavelet transform. Edge detection and contour tracing can be
carried out together when Gabor wavelet transform and adaptive contrast stretching
are integrated for true color RGB images. To capture surface topography features, the
Gabor filter and pyramid decompositions of wavelets are applied to multiple texture
characterization cases and topography partitioning. The Gabor filter has been used for
biometric feature identification aswell. It captures the ear features via theGabor operator.
The local features and global features can both be optimized via Genetic Algorithms.
Quantitative comparisons between the Gabor edge detection and fuzzy C-means region
detection are made in both spatial and frequency domains [11–13].

The notion of spatiotemporal characteristics is also applied in obtaining the spa-
tiotemporal image descriptors so as to better represent the dynamic textures using the
directional number transitional graph [14]. In practice, spatial-temporal patterns could be
extracted automatically via the first-order statistics and Genetic Algorithms. It has been
well applied for inductive thermography imaging, where a quantitative index F-score
is used to objectively compare performance of several segmentation schemes [15]. In
this research, three typical edge detection algorithms will be thoroughly analyzed. Both
the qualitative and quantitative comparisons among diverse edge detection schemes will
be made. Qualitative analysis will be conducted on detected edges at the RGB scales.
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Selected information metrics of the discrete entropy, relative entropy, mutual informa-
tion, Accuracy and F-Score will be used in quantitative comparisons at the gray scale
and binary scale, respectively.

2 RGB Scale, Gray Scale and Binary Scale

From the trichromatic theory of additive color vision, each specific color represents a
mixture of Red, Green, and Blue (RGB) components in the 3D Cartesian coordinate.
The RGB model generates nonlinear visual perception. Inside the RGB color cube, the
Red, Green and Blue are 3 primary color axes within [0, 255] (8 bits). The whole RGB
color representation covers 24 bits or 6 hexadecimal bits. Black and white are located at
two ends of the main diagonal. Any projection of the RGB components onto the main
diagonal results in the gray scale within [0, 255] (8 bits). The dimensions of the RGB
true color and gray scale images are (M × N × 3) and (M × N), respectively. When the
binarization process is introduced via thresholding to generate two components of black
and white in each pixel, the single-bit binary scale images are produced. The outcomes
at the RGB color scale, gray scale and binary scale are all able to manifest the feature
information from multiple aspects.

3 Classical Canny Edge Detection

Canny edge detection identifies edges at zero-crossings of the 2nd order directional
derivatives of the digital images. The Canny operator utilizes Gaussian convolution with
an optimal smoothing filter against noises as being shown as (1). The digital image could
then be smoothed via Gaussian convolution as (2). The presence of Gaussian smoothing
filter leads to noise removing in the digital image.

G(x,y,σ) = 1

2ψ2 exp

(
−x2 + y2

2ψ2

)
(1)

H(x, y) = I(x, y) ∗ G(x, y) (2)

where I denotes the intensity of the source image;H denotes the intensity of the smoothed
image; G is the Gaussian smoothing filter; * stands for convolution.

The magnitude and phase of the 2D spatial gradient indicate the edge strength and
edge direction. The local optima of the 1st order derivatives of the smoothed image H(x,
y) is used to locate the edge in the direction of the gradient magnitude. It shows the
zero-crossing point of the 2nd order derivative. The edge direction belongs to one out of
eight π/4 degree evenly distributed angles [0, 2π] to represent vertical, horizontal and
diagonal directions. Edge thinning is applied next via non-maximal suppression. The
edge direction can trace edges and suppress non-edge pixels. Adaptive edge tracing is
applied afterwards via the Chain Code criterion, which can enhance the edge thinning.
The 8-connectivity Chain Code can be applied to every pixels surrounding the testing
node so as to illustrate the pixel thin line trajectory. Thresholding with hysteresis (upper
and lower thresholds) is performed at last for better edge tracing and marking to avoid
broken edges. The strong and weak edges are located using these two thresholds. The
starting pixel of an edge is based on the upper threshold while path tracing is applied to
detect true weak edges above the lower threshold.
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4 Intelligent ACO Edge Detection

The application of ACO edge detection turns out to be an optimization issue of searching
paths over the weighted graph, where the artificial ants track down solutions of the
combinatorial optimization problem across a connected construction graph. The goal
is to increase pheromone intensities relevant to good solutions and to decrease those
intensities relevant to bad solutions through reinforcement and evaporation processes.
It will expand the diversity and avoid stagnation. In ACO, the shortest path is made up
of multiple segments. All ants tend to follow the actual pheromone trails to available
food sources traversed by other ants when returning to the colony. The ants are able
to mark best solutions and to use past markings for optimization. Prior information of
food foraging is provided in decision making as well via positive feedback. ACO is
formulated in two separate stages: Edge Selection and Pheromone Update.

In the first stage, an ant can move from node i to node j with certain probability. The
path visibility η is defined as the ratio between the highest variation of intensity and the
highest intensity. Edge pixels are preferred to have relatively larger values of visibility.
The selection rule is formulated as (3).

pi,j=
(
τi,j

)α(
ηi,j

)β

∑(
τi,j

)α(
ηi,j

)β
(3)

where α is a parameter to adjust the impact of τi,j, β is a parameter to adjust the impact
of ηi,j, τi,j is the pheromone intensity on edge between i and j, ηi,j is the path visibility
of between i and j. The maximal intensity variation is expressed as (4) to enhance the
accuracy of edge detection.

ηi,j=
(i + 1,j + 1)
Max

[m,n] = (i - 1,j - 1)
|I(m,n) - I(i,j)|

IMAX
(4)

where, I represents the pixel intensity and IMAX is the maximal intensity. The higher the
pheromone intensity variation (path visibility) is, the larger the chance an ant chooses
that particular edge.

In the second stage, the pheromone intensity is subject to reinforcement when foods
exist once again. Pheromone also evaporates over time so as not to be convergent to
the local optima. The pheromone intensities are reduced by evaporation but enhanced
by depositing pheromone. The pheromone density function relies on two processes
of reinforcement and evaporation. It produces a self-organized indirect coordination
system where all ants are able to exchange useful information indirectly by depositing
their pheromones. The updating rule is shown as (5).

τi,j = (1 − ρ)τi,j + �τi,j (5)

where ρ is the pheromone evaporation rate (0 < ρ < 1), τi,j is the pheromone amount
between i and j on the edge, �τi,j is the deposited amount of pheromone, �τi,j = ηi,j if
the ant travels on the edge between i and j.
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Each pixel is assumed to be connected with 8-neighborhood pixels. The ants start
from strong endpoints and extend the search region so as to capture compensation seg-
ments for the fragmented edges. Thresholding is applied to detect pixel locations and
then to make a binary decision if it lies in edge or not, as well as to overcome structural
variation.

5 Dynamic Gabor Edge Detection

The 2D Gabor filter h(x,y) has been described as Gaussian kernel function modulated
by the complex sinusoid, with varied orientations and diverse frequencies to catch
edges dynamically and effectively without necessary fragment connecting. In the spatial
domain, the 2DGabor function is simply the product of theGaussian envelope g(x,y) and
complex sinusoid carrier c(x,y) as (6). In (7–8), σx and σy denote the standard deviations
in x and y directions, u0 and v0 denote the central frequencies.

h(x, y) = c(x, y)g(x, y) (6)

c(x, y) = e - j2π(u0x + v0y) (7)

g(x, y)= 1

2ψxσy
e
−

(
x2

2σ2x
+ y2

2σ2y

)
(8)

The 2D Gabor filter is simply defined as (9). The high frequency edges are related
to high output values when the Gabor filter is applied.

h(x,y) = c(x,y)g(x,y) =
1

2ψxσy
e
−

(
x2

2σ2x
+ y2

2σ2y

)
e - j2π(u0x+v0y) (9)

In the frequency domain, frequency shifts occur in both the u axis and v axis.

H(u, v) = G(u − u0, v − v0) (10)

Via convolution, H(u, v) is derived to be (11):

H(u, v) =
e
−

[
(u - u0)2

2σ2u
+ (v - v0)2

2σ2v

]

2ψxσy
= 2ψuσve

−2π2
[
(u - u0)

2σ2u + (v - v0)
2σ2v

]
(11)

where σu and σv denote standard deviations in the u and v axes.

σx = 2ψu;σy = 2ψv (12)

2DGaborwavelets are introduced the next to performdilation and rotation operations
on the Gabor function, using both scaling and phase factors.

gmn(x, y) = g(x0, y0)/ αm (13)
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where the scaling factor s= α(−m) (α = 2; m= 0, 1,…,M− 1) and phase factor θn = nπ
/N (n = 0, 1,…, N − 1). M and N indicate the total number of scales and orientations.
x0 and y0 are formulated in (14–15).

x0 = x cosθn + y sinθn (14)

y0 = − x sinθn + y cosθn (15)

Since α is selected as 2 at each level of discrete wavelet transform in context, it will
produce the 2 × 2 quadrant blocks with 4 subbands. Gabor filters can also be further
expanded to optimal Gabor filters and Gabor pyramids.

6 Qualitative Comparisons at RGB Scale

The skyline is the scene viewed near the horizon. A skyline image can show features
covering important information in both the natural and inspiring ways. It illustrates an
comprehensive vision of the city environment with the dense spatial composition of
complex physical structures, such as high-rise skyscrapers, iconic (towers, monuments
and statues), peaks and ridges of mountains, blue (oceans, rivers, lakes, bays), sandy
beaches and harbors, curves of bridges, green (parks, trees, landscape, vegetation), man-
made structures (plazas, streets, walkways, sports fields and stadiums), aswell asmodern
people and civilizations (aircrafts, vehicles, boats), etc.

Thus case studies are to be made using several typical digital images with diverse
information complexity, including the skylines of Istanbul and Bosphorus Bridge, Yoko-
hama and Landmark Tower, as well as Miami and Miami Beach. The source images
together with the detected features using classical Canny edge detection, intelligent
ACO edge detection and dynamic Gabor edge detection are depicted in Figs. 1, 2 and
3, respectively. Qualitative assessment can be directly made via visual appeals. At the
full color RGB scale, edge detection is conducted at each of red, green and blue color
channels individually. Then combination of information in three primary color channels
gives rise to outcomes stem from diverse edge detection schemes.

Even though the information conveyed from three skyline images varies significantly,
it is readily to make similar conclusions when 3 detection schemes are compared with
each other. Canny edge detection produces good localization and response with thin
and clean edges, which is also robust against noises. But it is time consuming since
additional adaptive tracking is made along high values and maximal gradients in a
3 by 3 neighborhood pixels of output images. It can also generate broken segments
due to faint outcomes generated. ACO edge detection can produce thin edges as well,
while it is also efficient in compensating for broken edges. To reach optimal contour
and edge detection, ACO edge detection applies a pheromone matrix to show image
information by capturing pixel position and intensity of edges. It covers pixel-wise
edge information on all routes dispatched by ants on the image. Thus missing edges
can be easily recovered when indirect useful information exchange occurs to avoid
information loss in its self-organization system. Fine details can be well collected by
ACO edge detection. Dynamic Gabor filter edge detection has the high efficiency via
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Fig. 1. Skyline of Istanbul and Bosphorus Bridge at RGB Scale (Source, Canny; ACO, Gabor)

Fig. 2. Skyline of Yokohama and Landmark Tower at RGB Scale (Source,Canny; ACO,Gabor)

multi-resolution analysis. It generates high edge detection accuracy and noise robustness.
However Gabor edge detection produces relatively thick and blurry edges. Gabor edge
detectionhighlights the essential edges in tradeoffwith someextra excessive information.

For performance comparisons to be more convincing, corresponding quantitative
analysis must be carried out as well. It will be applied to the comparative studies at both
the gray scale and binary scale.
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Fig. 3. Skyline of Miami and Miami Beach at RGB Scale (Source, Canny; ACO, Gabor)

7 Quantitative Analysis at Gray Scale in Frequency Domain

For quantitative analysis at the gray scale, there are numerous information metrics to
choose from. In context, discrete entropy, relative entropy and mutual information are
selected. Three gray scale source images and corresponding gray scale features using
classical Canny edge detection, intelligent ACO edge detection, and dynamic Gabor
edge detection are shown in Figs. 4, 5 and 6, respectively.

7.1 Discrete Entropy

The discrete entropy is to measure the average information content to show the uncer-
tainty of information source. It leads to expected amount of conveyed information, which
is defined as the sum of products of the outcome probability and the log function of its
own inverse as shown in (16), taking into account every possible outcome {1, 2, …, n}
in the event {x1, x2, …, xn}, p(i) is the probability distribution, for all the histogram
counts. In context it shows the average information conveyed from any digital image.

H(x) =
n∑

i = 1

p(i)log2
1

p(i)
=−

n∑
i = 1

p(i)log2p(i) (16)

Being a statistical measure of randomness, the maximal entropy occurs in case all
possible outcomes are equal with uniform probability distribution. For n= 256, discrete
entropy can be derived as log2(n) = 8 bits. Instead the minimal entropy occurs when the
outcome is certainty, which is equal to zero.

7.2 Relative Entropy

Relative entropy indicates how one probability distribution of the histogram differ from
another probability distribution. Given two discrete probability distribution functions p
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and q. The relative entropy of p in terms of q is defined as (17). Relative entropy is
nonnegative. When two distributions have equal quantities of information, the relative
entropy reaches its minima of zero.

d =
n∑

i = 1

p(i)log2
p(i)

q(i)
(17)

7.3 Mutual Information

The mutual information is used to measure the uncertainty reduction of one random
variable based on existing knowledge of another. The mutual information is the sym-
metric function, formulated as (18). It intuitively indicates that information Y could tell
on X is equal to the reduction of uncertainty of X owing to the existence of Y. In case X
and Y are independent, the mutual information is zero. The larger the I(X,Y), the more
information will be shared by X and Y.

I(X;Y) = H(X) - H(X |Y) =
∑
X,Y

pXY(X, Y)log2
pXY(X, Y)

pX(X)pY(Y)

= −
∑
X

pX(X)log2pX(X)+
∑
X, Y

pXY(X, Y)log2
pXY(X, Y)

pY(Y)

(18)

where I(X; Y) denotes the mutual information; H(X) and H(X|Y) denote the discrete
entropy and conditional entropy, respectively.

Fig. 4. Skyline of Istanbul and Bosphorus Bridge at Gray Scale (Source, Canny; ACO, Gabor)

In Tables 1, 2 and 3, the discrete entropies, relative entropies and mutual information
of source images and detected features at the gray scale based on three schemes have
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Fig. 5. Skyline of Yokohama and Landmark Tower at Gray Scale (Source,Canny; ACO,Gabor)

Fig. 6. Skyline of Miami and Miami Beach at Gray Scale (Source, Canny; ACO, Gabor)

been listed. Source images contain the complete information with the largest discrete
entropies with no doubt. The classical Canny edge detection generates the feature of the
smallest discrete entropy with the least amount of information, followed by intelligent
ACO edge detection, and dynamic Gabor edge detection in order. More information
has been retained by ACO edge detection and Gabor edge detection than Canny edge
detection with faint edges. Conversely, in ACO edge detection, prior information is
provided in decision making via positive feedback to enhance the edge detection; in
Gabor edge detection, multiple resolution analysis produces high efficiency and detail
information recovery.
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When source images are used as references, relative entropies computed based on
features extracted from Canny edge detection are much larger than those from ACO
edge detection and Gabor edge detection, it shows the high level of dissimilarity with
the source images occur when Canny edge detection is applied. It matches the qualita-
tive analysis result where edges detected by Canny scheme are faint with merely thin
edges captured exclusively. For mutual information between the source images and fea-
tures extracted from three schemes, the features extracted from Canny edge detection
lead to the largest mutual information, followed by those from ACO edge detection and
Gabor edge detection. It indicates that the highest dependency on source images features
exists in Canny edge detection, followed by ACO edge detection and Gabor edge detec-
tion. Gabor edge detection always generates the smallest amount of mutual information,
because edges generated by the Gabor filter could sometimes be over-decorated, when
wavelet functions are involved to generate the high resolutions in both spatial and fre-
quency domains. Gabor filters are able to locate edges with the high efficiency and high
robustness. However the extra information captured could even result in blurry edges.
As an alternative, Gabor filters can be further expanded to optimal Gabor filters and
Gabor pyramids.

Table 1. Metrics in Skyline of Istanbul at Gray Scale

Istanbul Skyline Discrete Entropy Relative Entropy Mutual Information

Source Image 7.0514

Canny Edge Detection 4.6047 4.6239 2.4466

ACO Edge Detection 5.2255 3.8287 1.8258

Gabor Edge Detection 5.8465 4.0402 1.2049

Table 2. Metrics in Skyline of Yokohama at Gray Scale

Yokohama Skyline Discrete
Entropy

Relative
Entropy

Mutual
Information

Source Image 6.5007

Canny Edge Detection 3.6370 6.0594 2.8637

ACO Edge Detection 4.6641 4.2249 1.8366

Gabor Edge Detection 5.0157 3.756 1.4851
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Table 3. Metrics in Skyline of Miami at Gray Scale

Miami Skyline Discrete
Entropy

Relative
Entropy

Mutual
Information

Source Image 6.2955

Canny Edge Detection 3.6870 6.0709 2.6085

ACO Edge Detection 4.4768 5.9128 1.8187

Gabor Edge Detection 5.5257 4.3258 0.7698

8 Quantitative Analysis at Binary Scale in Spatial Domain

For quantitative analysis at the binary scale, still there are many information metrics
to choose from. In context, the Accuracy and F-Score are selected. Three binary scale
features via classical Canny edge detection, intelligentACOedge detection, and dynamic
Gabor edge detection are extracted by binarization using thresholding, whose edges are
manifested in Fig. 7.

Fig. 7. Edge Detection of Skylines at Binary Scale (Canny; ACO; Gabor)

Neither the true binary edge information nor the ground truth is available in reality.
Now the analysis is conducted in alternative ways. As both the intelligent ACO edge
detection and dynamic Gabor edge detection will produce slightly better results than the
classical Canny edge detection. Two assumptions can be made respectively: either the
binary feature from intelligent ACO edge detection serves as ground truth; or the binary
feature from dynamic Gabor edge detection serves as ground truth, then comparisons
can be made easily. At last, the binary feature from intelligent ACO edge detection and
the binary feature from dynamic Gabor edge detection are compared with each other.
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The Accuracy and F-Score are defined in (19–20) whose results are listed in Table 4.

Accuracy =
TP + TN

FN + FP + TP + TN
(19)

F - Score =
2*TP

FN + FP + 2*TP
(20)

where the number of positives is defined as the total number of pixels that have intensity
one on the reference binary image while the number of negatives is defined as the total
number of pixels that have intensity zero on the reference binary image. Also if A is the
ground truth image, then the number of true positives (TP) is defined as the total number
of pixels which have the value one in both images A and B; the number of false positives
(FP) is defined as the number of pixels whose intensities appear as one in B but zero in
A; the number of true negatives (TN) is defined as the total number of pixels which have
the value zero in both images A and B; the number of false negatives (FN) is defined
as the number of pixels which appear as zero in B but one in A. Accuracy is adopted
with correctly classified observations in case the True Positive and True Negatives are
more important. For those imbalanced class distributions, though, F1-Score is the better
measure to express the accuracy.

Table 4. Measures of Skyline Features at Binary Scale

Istanbul Skyline Canny v.s.ACO Canny v.s. Gabor Gabor v.s. ACO

Accuracy 0.9237 0.7989 0.7987

F-Score 0.9561 0.8035 0.8274

Yokohama Skyline Canny v.s. ACO Canny v.s. Gabor Gabor v.s.ACO

Accuracy 0.9486 0.7912 0.8116

F-Score 0.9708 0.8738 0.8824

Miami Skyline Canny v.s. ACO Canny v.s. Gabor Gabor v.s.ACO

Accuracy 0.9502 0.8126 0.8301

F-Score 0.9723 0.8902 0.8975

Whichever is assumed to be the ground truth, it shows in Table 4 that the accuracy
ranges from 0.79 to 0.95 while the F-Score ranges from 0.80 to 0.97 in all cases. It
indicates that all three powerful edge detection schemes are able to generate cogent out-
comes. Among 3 schemes from Table 4, classical Canny edge detection and intelligent
ACO edge detection will produce outcomes with high similarities; while classical Canny
edge detection and dynamic Gabor edge detection will produce outcomes with low simi-
larities, showing the significant difference between the over-decorated (Gabor detection)
and under-represented cases (Canny detection). In summary, Canny edge detection can
provide clear thin edges with good connectivity at the expense of the potential broken
edges and high structural variations. ACO edge detection covers more detail informa-
tion to compensate for the thin edges with better connectivity, which is more accurate
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than Canny edge detection but it still contains structural variation. Gabor edge detection
covers multiple resolution information with high efficiency and robustness as well as
the least structural variation but it could be subject to blurry and magnified outcomes.

9 Conclusions

Comparative studies on 3 typical edge detection schemes are presented: Canny edge
detection, ACO edge detection andGabor edge detection, to represent classical, dynamic
and intelligent edge detection approaches. The comprehensive comparisons are made
from both subjective and objective points of view, where merits and drawbacks of each
approach have been examined accordingly. In qualitative analysis, detected RGB scale
features are selected. In quantitative analysis, detected gray scale and binary scale fea-
tures are selected. A set of information metrics are also introduced to evaluate the qual-
ity of edge detection. Both the ACO edge detection and Gabor edge detection generate
slightly better outcomes than Canny edge detection. If true edge detection and sharp
detail information are major concerns, then ACO edge detection is the best among three
typical edge detection schemes. If high efficiency and robustness as well as multiple
resolutions are the major concerns, then Gabor edge detection is the best among three
typical edge detection schemes.
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Abstract. Soil organic carbon traditional analysis methods have a high
economic, environmental and time-consuming cost. General efforts are
focused on developing new low-cost and environmentally friendly alter-
natives. The aim was to evaluate the prediction of soil organic carbon
using machine learning for local conditions of Peru. A total of 351 dry
topsoil samples were analyzed to obtain soil organic carbon and color
measurements. The models used were multiple linear regression, gener-
alized additive models, regression tree cubist, random forest, K-nearest
neighbors and neural networks. The results show that the simplest mod-
els were competitive with complex models, suggesting to incorporate
other predictor variables to improve the models performance.

Keywords: Soil color · Pedometrics · Machine-Learning

1 Introduction

Soil organic carbon is essential for weather regulation and keeping soil stability,
plant nutrient availability, water retention capacity and soil biodiversity, since it
is the main habitat of soil organism [27]. The most common methods for quan-
tifying soil organic carbon are visible and near-infrared reflectance spectroscopy
[1], Walkley and Black [49], Heanes, Loss on ignition and Dumas combustion
by LECO [8], different methods will require different infrastructure, operational
cost, economic efficiency, time and precision [33]. In Peru Walkley and Black
is the principal method used in laboratories [24,36], nevertheless [37] reports
that this methodology has serious drawbacks and generates toxic acid waste [41]
containing reduced chromium (Cr3+) and possibly oxidized chromium (Cr6+),
besides being time consuming and expensive. [29] explains that the Cr6+ has
carcinogenic and non-carcinogenic effects, and in the Cr6+ exposed workers, all
parameters of pulmonary function had decreased. [22] inquires about an urgent
need to develop rapid and inexpensive soil characterization techniques to support
many important applications, such as precision agriculture.
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A relationship between soil organic carbon and soil color is acknowledged,
albeit not a direct one [31]. The traditional view of soil science believes that
soil organic matters are mainly composed of humic substances [32]. The main
soil pigments are humus providing a dark color, and hematite or hydroxides
coloring the soil red and yellow [46]. Humic acid has extremely low reflectance
throughout the visible range, suggesting a very dark color, while fulvic acid had
a higher reflectance, particularly in the green and red spectral regions [40]. The
relationship between soil color and soil carbonate components suggests that it is
possible to estimate soil organic carbon from soil color. Different authors sought
to obtain equations to estimate organic carbon using soil color [25,51], however
the results are not encouraging or are only reproducible under local conditions.
Therefore, the aim was to evaluate the prediction of soil organic carbon using
machine learning for local conditions of Peru.

2 Related Work

The use of hand-held color sensors based on spectrometry is a rapid, inexpensive
and non-destructive alternative for soil organic carbon estimation [18]. Sensors
to measure soil organic carbon work at different wavelengths, such as portable
X-ray fluorescence [14,28], ultraviolet to visible light [53], near-infrared [10], mid-
infrared [15,47], visible to near-infrared [17] or hyperspectral wavelength sensors
[9,54]. Low-cost spectrometers measure visible spectrum and are currently use
to measure soil organic carbon [30] such as Konica Minolta [19,42] and Nix
color sensors [45], this devices classify color into different color systems. The soil
color is measured with Munsell system [38] conventionally, other system such as
CIE, CIELab, XYZ, RGB or CMYK can be used. The color space of CIELab
is composed of planes of constant lightness L (values from 0 to 100) with a
net of lines parallel to the a and b axes (values from -100 to +100) [16]. RGB

Table 1. Research background of Nix color sensor use to predict soil organic carbon.
Country, number of samples (N), minimum and maximum soil organic carbon values
(SOC), metrics reported (R2 and RMSE), color system (CS) [RGB (a), CIELab (b) and
CMYK (c)], equation reported (EQT), best model (BM) [Multiple Linear Regression
(MLR), Generalized Additive Models (GAM), Random Forest (RF), Support Vector
Machine (SVM)] and reference (Ref).

Country N SOC R2 RMSE CS EQT BM Ref

Russia 21 [1.26,4.16] 0.86 — b No MLR [23]

USA 31 [0.20,3.60] 0.80 0.42 b Yes MLR [43]

India 200 [1.27,3.96] 0.58 4.10 b No GAM [26]

India 371 [0.08,2.26] 0.70 0.27 abc No RF [44]

USA 134 [0.34,4.11] 0.60 0.50 abc Yes MLR [39]

Brasil 705 [0.46,10.56] 0.34 1.75 abc No SVM [12]
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color space values vary from 0 to 255 in red, green, and blue color space [11].
There is not much research about soil organic prediction using the Nix Color
sensor,existing results suggest potential in this technology. However, there are a
few equations published that can be used in another contexts (Table 1).

Recent applications suggest a combination of remote sensing and field data
with Nix [3] and the use of digital cameras to identify color and predict organic
carbon content [9,13]. A not much researched area in the use of color sensors
comes when processing data. A common issue between color data sets is the
predictors high dimensionality and multicollinearity. [52] scouted different meth-
ods to reduce dimensionality before modeling and [35] proposed supervised and
unsupervised models that incorporate dimensionality reduction.

3 Methodology

3.1 Soil Samples

A total of 483 topsoil samples were collected from all Peru regions, in exception
of Tacna and Tumbes, inventoried by the Soils Department of the Universidad
Nacional Agraria La Molina. The samples were air dried under shade and sieves
(2 mm) to obtain fine earth air dried (FEAD), and the soil organic carbon (SOC)
on % was quantified with the Walkley and Black method. Ten grams of soil
were located in a white background, making sure the sample was distributed
homogeneously and had not any white spots that could be detected by the
Nix lector. The color was quantified in color systems RGB and CIELab using
a pocket-size device Nix mini color sensor TM version 1.5. This device plugs
in with smartphones through the Nix digital app in order to obtain RGB and
CIELab values, each sample was measured three times and finally averaged.

3.2 Pre-processing

The initial dataset had 483 instances, 132 were eliminated for having higher SOC
content than 2 %, following carbon upper limits for arable topsoils [4],resulting
in 351 datasets. Before data calibration, scatter-plot were used to detect empty
areas found when plotting the relationship between SOC and R, G, B, L, a, b
variables. Thirteen values were removed following this procedure. Imputation of
the predictors was done with the predictive mean matching method in the Mice
library [6]. Data were transformed with the min-max method considering the
maximum and minimum theoretical values of each one (Fig. 1).

3.3 Modelling and Validation

Data analysis and modeling were done using R language version 4.2.1 [34]. The
color systems selected from the systems provided by Nix device readings were
RGB and CIELab; these variables were used as the predictors. The validation
method worked under the retention method, 70 % of the data was used for the
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Fig. 1. Soil samples processing description, color readings, and SOC measurement for
modeling and model validation.

statistical model and the other 30 % was used for validation. The implemented
models were multiple linear regression (MLR), linear generalized additive mod-
els (GAM), regression trees (cubist), random forest (RF), k-nearest neighbors
(KNN) and neural networks (NN). Variables for MLR and GAM under their sig-
nificance inside the model and expert selection, for the other models all variables
were used. The hyperparameters required to model RF were determined by 10-
fold cross-validation looking for the best number of variables randomly sampled
at each split and number of trees. The models KNN and NN require normalizing
the predictors by mean and standard deviation. The KNN was tested by 10-fold
cross validation from two to a hundred neighbors. Three neural networks of one,
two and three hidden layers were adjusted with 32, 16 and 8 neurons in each
layer, activation function for each layer was the rectilinear unit (RELU) and
linear for out layer. The libraries used were caret [20], cubist [21], and Keras [7]
implemented in R.

4 Results and Discussion

Some remarkable aspects during data collection were making sure the angle
between the soil sample and the device lector in every reading was the same,
considering we worked with such a wide range of soil samples from different
regions and expected having an even wider range of textures. In clay soils with
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fine particles the device tended to sink because of its own weight inducing a null
measurement, in these cases, we had to lift the device approximately 1cm from
the sample to avoid the lector getting completely covered by the fine particles.
It would have been appropriate to have the Powder Adapter provided by Nix
Sensor TM , that helped us keep the same distance of 0.5 mm from the device to
the sample in every lecture. Table 2 shows high variability in the dataset (CV
greater than 20 %), the application of the models is restricted to the range of
the soil organic carbon used.

Table 2. Estimated parameters for predictor and response variables. Mean, standard
deviation (SD), median (Q2), minimum value (Min), maximum value (Max), and coef-
ficient of variability in percentage (CV) were calculated.

Variable Mean SD Q2 Min Max CV

SOC 0.62 0.55 0.44 0.01 1.98 89

L 44.94 7.99 45 18 63 18

a 5.64 4.01 6 -5 17 71

b 19.92 4.28 20 7 31 21

R 124.12 24.83 124 41 192 20

G 102.72 18.39 102 44 149 18

B 73.42 17.24 72 17 123 23.44

4.1 Models Description

A high correlation among predictors (color systems variables) was found, this
violates the assumption of independence of the regression. [20] remarks that
multiple linear regression will become unstable with high variability with pre-
dictors correlation. Which led us to select only the predictor most related to
dark colors. The two most significant predictor variables were lightning (L) and
the interaction between R:G:B, because they can tell about soil darkness. As [5]
mentions, organic matter tends to cover mineral particles, darkening and mask-
ing the brighter colors of the minerals themselves as the organic matter increases.
In order to acquire a more simple dataset, we worked with a square root transfor-
mation of the predictor. Table 3 shows a significant inverse relationship between
organic carbon and square root RGB interaction or L values. Figure 2 depicts a
better adjustment with RGB interaction, it is supported with a smaller RMSE
value and higher R2. Nevertheless, for each case a non-homogeneity of variances
is remarkable, in addition, the Anderson-Darling test [2] indicates there is a
non-existing residuals normality (p < 0.0001), which is a qualification for linear
regressions.

A scale-location GAM model was adjusted in order to correct the not nor-
mal distribution problem and the heterogeneity of variances. Table 4 displays
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Table 3. Linear regression parameters of proposed models. Estimate coefficient (EST)
and standard error (SE) were calculated by least-squares, t-value was used to test null
hypothesis of existence of estimated coefficient.

Coefficient EST±SE t-value (p-value)

Model 1

Intercept 1.3276 ± 0.1120 11.85(< 0.0001)

R:G:B -2.9469 ± 0.4492 -6.56(< 0.0001)

Model 2

Intercept 1.7396 ± 0.1742 9.985(< 0.0001)

L -2.4918 ± 0.3819 -6.524(< 0.0001)

Fig. 2. Scatter-Plot of multiple linear regression proposed.

a significant no lineal relation among L and RGB interaction that can adjust
the dataset variability into its linear form. The scale intercept (1/variance) z
value was higher than the traditional intercept, indicating that modeling the
variance separately was adequate. Also, Fig. 3 summarizes the result of a no lin-
ear form and a non-homogeneous variance with L predictor. Dark soils (low L)
present greater variance than light-colored soils (intermediate and high L) and
the prediction tends to become constant toward darker colors. This suggests a
limitation in the prediction of soil carbon, the SOC can continue increasing but
it cannot get darker to the human eye and the device itself, so for RGB and for
L this critical point is 0.3.

Optimal performance in the random forest model was obtained with 2 ran-
domly sampled variables in each split and from 300 trees the RMSE remained
constant, the value was set at 500, default parameters were left for the cubist
model. Both models resulted in a lower predictive power than linear models. The
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Table 4. Generalized Additive Model parameters for proposed model. Estimate coef-
ficient (EST) and standard error (SE) were calculated by least-squares, Z value was
used to test null hypothesis of existence of estimated coefficient. Effective degree of
freedoom (edf) reflects the non-linearity of predictor (edf > 1), Chi test was used to
test null hypothesis of correct edf.

Intercept EST±SE Z (p-value)

Parametric Coefficients

Intercept -0.5472 ± 0.0620 -8.8240(< 0.0001)

Scale Intercept 7.0606 ± 0.0739 95.4600(< 0.0001)

Variable edf χ2 (p-value)

Spline Smooth Coefficients

L 2.549 34.162(< 0.0001)

Scale-RGB0.5 1.000 3.843(0.05)

Fig. 3. Scatter-Plot of Generalized additive model proposed.

most important predictors for RF were the colors R, G, B, and for cubist the R
color and b of CIELab. The best number of neighbors found for the KNN was
27 and the best neural network was the two layers network.
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4.2 General Comparison

Table 5 shows that the simplest models (MLR and KNN) resulted in the best pre-
dictive power and fit to the data. Nevertheless, objectively the difference between
metrics is way too small to consider it a different result. Complex models had
poor performance compared to the simple models, showing that the prediction
capacity is limited to using few parameters. The work of [23,39,43] got deter-
mination coefficients higher than 0.60, although these values were taken from
homogeneous landforms or just with one soil class. Our work includes samples
from a wide range of landforms from all over the country, the high variability
explains the low determination coefficients in our models. [12] was also performed
under an extensive region with different landforms and low values of soil organic
carbon. Their results are close to us in variability (R2) but with less predictive
power (RMSE), possibly because we work with a small range of soil organic
carbon.

Table 5. Metrics comparison between existing models and proposed models, the two
best values of each metric were bold.

Model RMSE R2

MLR 1 0.5175 0.0465

MLR 2 0.5239 0.0287

GAM 0.5251 0.0270

Cubist 0.5333 0.0400

RF 0.5726 0.0014

KNN 0.5162 0.0412

NN 1 0.5323 0.0243

NN 2 0.5349 0.0150

NN 3 0.5400 0.0202

The poor performance of machine learning models can be related to a problem
of underfitting, what occurs when an algorithm lacks sufficient model capacity
or sufficient training to fully learn the true relationship [48]. Different sources
of error can accumulate in the data to bring it underfitting, inadequate predic-
tors, the device precision, or lack of data. [33] comments that a disadvantage of
using the RGB color system is that the three bands are highly correlated and
determine illumination intensity jointly and suggest that CIELab is a better pre-
dictor of SOC, however, adds that the correlation is not reasonably high. The
research commented in the section on related works were carried out using Nix
Pro equipment, our research was done with a low-cost Nix mini. [50] indicates
that Nix mini does not work with the precision required to be implemented in
an industry setting, which is reflected in our results. We cannot attribute the
underfitting problem to the amount of data since previous works [38] had less
than 300 instances.
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Despite this, our model prediction errors are very close to those reported by
different authors, with the difference that our proposal may be applicable on a
national scale. Models could be improved by incorporating other low-cost soil
variables or by replicating the study with more accurate color sensors. Addi-
tionally, it is pending to extend the study to soils with organic carbon contents
higher than ours.

5 Conclusions

Soil organic carbon can be predicted based on soil color with low-cost equipment
such as the Nix mini color sensor. Simpler models like the multiple linear regres-
sion and k-nearest neighbors have a slight advantage in their predictive power
over complex models. The main modeling problem was underfitting, so it is sug-
gested to incorporate other low-cost variables to improve predictive capabilities.

6 Supplementary Files

Soil organic carbon and color measurements, R code, and figures were stored in
Figshare https://doi.org/10.6084/m9.figshare.20410653
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of soil pH, total carbon and total nitrogen content based on linear and non-linear
calibration methods. J. Cent. Eur. Agric. 20(1), 504–523 (2019). https://doi.org/
10.5513/jcea01/20.1.2158

https://doi.org/10.1016/j.geoderma.2021.115547
https://doi.org/10.1016/j.geoderma.2021.115547
https://doi.org/10.1016/j.compag.2015.11.014
https://doi.org/10.1016/j.geoderma.2016.10.027
https://doi.org/10.1016/j.geoderma.2020.114775
https://doi.org/10.1016/j.geoderma.2020.114775
https://doi.org/10.2139/ssrn.4082866
https://doi.org/10.1134/s1064229316110107
https://doi.org/10.1134/s1064229316110107
https://doi.org/10.1016/j.geoderma.2021.115426
https://doi.org/10.1097/00010694-194704000-00001
https://doi.org/10.1097/00010694-194704000-00001
https://doi.org/10.2136/sssaj2005.0384
https://doi.org/10.1016/j.saa.2022.120949
https://doi.org/10.1016/j.saa.2022.120949
https://doi.org/10.1111/ejss.12875
https://doi.org/10.5513/jcea01/20.1.2158
https://doi.org/10.5513/jcea01/20.1.2158


Ideation of Computational Thinking
Programs by Assembling Code Snippets

from the Web

Hasan M. Jamil(B)

Department of Computer Science,
University of Idaho,
Moscow, ID, USA

jamil@uidaho.edu

Abstract. The emergence of Github Copilot, IBM’s CodeNet, and
Amazon’s CodeWhisperer challenges the conventional wisdom of code
development by expert developers. These machine learning based plat-
forms aim to mine a large compendium of existing code bases, learning
and refining their coding skills over time. Despite their promises, research
show that these systems have a long way to go before being considered
a proper development platform. For now, they probably will serve well
as a programming aid and a promising research opportunity. In this
paper, we introduce the idea of open-source code scavenging from the
web toward constructing an executable programming solution for com-
putational thinking exercises. We present a model and an architecture
of CodeMapper that aims to scour the internet to find code segments to
stitch together a target program fully autonomously.

Keywords: Computational thinking · Program synthesis · Program
dependence graphs · Graph matching · Crowd sourcing · Programming
in pseudocode

1 Introduction

Novice programmers often face difficulties in framing their computational think-
ing [27] solutions into a sequence of coherent conceptual steps. The challenges
they face could potentially be at any level of the pseudocode, algorithm and
computer program continuum. In an increasingly popular and feasible e-learning
environment where one-on-one human mentoring is absent, persistent cognitive
gaps in this continuum need to be removed by a smart learning environment
using tool support. Systems such as Flowgorithm [4] and TryPL [14] try to
reduce cognitive gaps by allowing novice learners to think in terms of visual or
textual algorithms respectively as opposed to coding in full textual syntax of
a programming language such as C++, Java or Python. While numerous tools
are available to help master textual programming [5,17,18,23], not many are
available to help programming in pseudocode [2]. Despite this array of tools,
challenges novice programmers in general face are numerous [26], online novice
programmers in particular [8].
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Recent research on learners’ approach to coding [22] suggest that auto grad-
ing and feedback [11,23], code comprehension support [26], solution tools [5],
early identification of difficulties and personalized feedback [1,19], etc. can play a
significant role in alleviating learning difficulties. One powerful technique, early
validation of conceptual grasps of a computational thinking problem [20], to
remove cognitive gaps however, has not received adequate attention. Thus, until
recently there has been a dearth of tools or techniques to address it.

We believe that in ways similar to early feedback on assignments and assess-
ment of progress, removing misconceptions and conceptual errors early could
increase novice learners’ confidence and subsequently, accelerate their progress
[7,23,25] using tools such as PCDIT [15], COSPEX [10] or PAAM [18]. However,
none of these tools allow the learner to simply explore if their solution will work
without even beginning to code. We believe that novice programmers must be
allowed to program in pseudocode in ways similar to MaBL [2]. We also believe
that technologies similar to Amazon’s CodeWhisperer, Github Copilot and IBM
CodeNet could significantly revolutionize pseudcode based programming to help
novice programmers learn better coding.

In this paper, we introduce the model of a tool, called CodeMapper, for a
pseudocode based programming. CodeMapper allows novice programmers to use
a graphical tool to construct a pseudocode using conceptual terms such as sort or
order, swap, largest or smallest, search or locate, compute average, etc. Learners
develop pseudocode by appropriately and meaningfully sequencing these con-
cepts that lead to a computational thinking solution. Since pseudocodes will
have to be mapped to an executable program to test the correctness or validity
of the solution, CodeMapper scours online sites such as StackOverflow, GitHub,
SourceForge, Bitbucket, GitLab, etc. for code snippets or program modules not
available in CondHunter repository. Once all the components are identified, stan-
dardized, and unified, an executable program is synthesized for execution, and
the executed results are presented for learners’ review and validation.

In the remainder of the paper, we present the model on which CodeMapper is
based. Then we discuss the design and functions of each of its major components.
We highlight the novel features of CodeMapper in relation to contemporary sys-
tems and discuss its strengths and weakness. Finally, we also discuss its planned
usage as a community coding tool for novice programmers.

2 CodeMapper Model

The goal of CodeMapper is to help learners organize their thoughts into a coher-
ent sequence of modules toward a solution. There are no artificial limits on the
choice or characteristics of these modules. They can be as simple and elementary
as “swap the two values” to as broad, abstract or high-level as “find all subgraph
isomorphs of graph G”. The model assumes that learners will be able to find
codes corresponding to such instructions in CodeMappers codebase. Once the
codes are found, identified and selected, the fragments are “aligned” to match
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type declarations, variable names and scopes, and so on, and a complete pro-
gram is synthesized for compilation. If the compilation is successful, the results
are presented to the user for review or consumption.

Formally, a CodeMapper database D is a tuple of the form 〈Π,Ξ,Σ,Ω, Υ, Λ〉
where Π is a set of code fragments or snippets, Ξ is a program synthesizer that
analyses the pseudocode, and develops a construction plan for synthesizing a
program P given a pseudocode C, Σ is a search and recommendation function
to help identify candidate code fragments in Π, Υ is a unification function that
makes the code fragments chosen as part of a synthesized program P congruent
in terms variables and types, and finally, Λ is a set of compilers, one for each
language to compile and execute a synthesized program P .

2.1 Concept Hierarchy of Code Snippets

Code fragments or snippets π in the set Π ∈ D are the main ingredients of D.
These code snippets are of the form 〈ν, δ, β, φ, ϕ, ιλ〉 where 1) β is the body of the
code snippet, φ is a binary switch indicating if the code snippet is a compilable
program (a function or a complete program), or not, 2) ϕ is the complete set of
variables and their types in the snippet, 3) ι ⊆ ϕ are the variables receiving values
from another snippet (formal parameters or connecting values), and finally, 4) λ
is the language of the body of the code snippet (C++, Java or Python). These
code snippets are placed as the leaf nodes in a partial order of group membership
relation � in the concept hierarchy Ω, e.g., mi � mj where mi,mjs are distinct
concepts and means that mj is a broader concept than mi and the reverse does
not hold, i.e., mj �� mi. This also means that every code snippet belonging to one
concept (denoted πi ∈ m as opposed to πi � m which is used to denote concept
hierarchy) behaves identically to another code snippet πj ∈ m, or πj ∈ m′ such
that m � m′ holds or m � m” and m′ � m” holds, i.e., πi ≡ πj holds as they
are functionally equivalent and belong to the same broader group. For example,
bubble sort and selection sort are members of quadratic-sort group, while heap
sort and merge sort are logn-sort group1, yet all are sorting algorithms. Finally,
ν and δ are the snippet’s identifying name and a description that characterizes
the code snippet for human consumption.

2.2 Program Synthesizer

The synthesizer function Ξ is implemented both as a graphical and text interface
in CodeMapper. It functions in conjunction with the search and find function Σ,
and the code snippet unifier function Υ . While the outcomes of its two interface
modes are likely the same, they function slightly differently. In text mode, it
accepts complete pseudocode and synthesizes a target program in a compiler
mode returning either a success or failure status, and executing the code if the
synthesis is successful. In the process, it looks for code snippets in the database
Ω to match, and leaves an order for the search function Σ to hunt for a code on

1 Worst-case complexity for both groups.
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sites such as StackOverflow or SourceForge that matches the missing requests,
sanitizes the discovered snippet and includes it in Ω for future use, and abandons
the synthesis, largely because the discovery process is likely offline.

In its graphical interface incarnation, it supports both a compile mode and
an interactive interpreter mode. In the compiler mode, the interface presents the
Ω database partial order to the user to choose code segments on a drag and drop
canvas (see Figs. 1(a) and 1(b)), and string them together in a sequence that
reflects her imagination of a solution (see Fig. 1(c)), and compiles it with the
press of a button (see Fig. 1(d)). In this mode, it can only use the code snippets
available in Ω and is unable to find or request new code segments using Σ. The
advantage of this mode is that synthesis of a program is certain because Ξ is
able to stitch up the code segments.

Fig. 1. Program development using CodeMapper compile mode.

In contrast, the interpreter mode is interactive and functions in a more
user friendly way. It has a type ahead search bar that is able to look through



238 H. M. Jamil

the database descriptions to find the code snippets with maximal match, and
shows the search in a dynamic, visually synchronized graph, matching the type-
ahead text, i.e., in text type-ahead search bars, the matching text is shown, in
CodeMapper, and the graph nodes that match are shown relative to the texts
typed. With a click of a mouse, CodeHunter then drops the node on the canvas
for the user, so that it can be connected with other nodes, as shown in Fig.
1(c). In this mode too, CodeMapper can only use snippets in the Ω database.
However, the description can now be used to search the internet, as in the text
mode, for a code snippet should the database search fail.

2.3 Search, Find and Annotate with Σ

Code snippet discovery requests from the internet can be made manually as
shown in Fig. 2(a), or left for the CodeMapper system to process automatically,
using the same search engine. Once a code snippet is found, a crowd curation
request is set for public annotation of the code snippet using the form in Fig.
2(b) before the snippet is placed in Ω in a searchable and editable index as shown
in Fig. 3, and used in the graphical view as shown in Fig. 1(b). Indexing the code
snippets has been found to be useful for efficient program synthesis [16]. Crowd
annotation is adopted because research has shown [28] that automated program
synthesis systems such as Copilot and CodeWhisperer are prone to suggesting
buggy codes that also pose security risks [3,6], necessitating significant cleaning
[21] before they can be safely used. A detailed discussion on code snippet indexing
follows in Sect. 3.

Fig. 2. Search, Find and Annotate with Σ.

2.4 Code Snippet Unification Using Υ

It is highly likely that the code snippets assembled and indexed in Ω are authored
by a wide number of people having distinct coding styles, heterogeneous variable
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Fig. 3. Detail database view of the code snippets.

names, and types. Therefore, it is highly unlikely that two code snippets chosen
by a learner or the synthesizer Ξ to string together will match entirely. It is,
therefore, essential that we align these code segments in terms of their variable
names, types and scopes. If the snippet is a compilable function or a program
(i.e., φ =True), then the only remaining issue is to determine how to send values
to its formal parameters. However, if it is not, then it needs to be assembled
either into a function, or as part of the previous code segment by unifying the
variables using a data flow analysis and adding all missing type information.

For example, consider the three code fragments f1 through f3 below, respec-
tively. How these fragments are indexed and selected, will determine how they
will be processed by Ξ. Assuming that the pseudocode included the two instruc-
tions – 1) pick a list of five numbers, and 2) arrange the list in ascending order.
The synthesizer essentially has two choices – pick the pair f1 and f2, or the pair
f1 and f3 requiring diametrically different synthesis strategies.

//f1:
int values[] = {5, 1, 4, 2, 8};

//f2:
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void bubbleSort(int arr[], int n)
{ int i, j;

for (i = 0; i < n - 1; i++)
for (j = 0; j < n - i - 1; j++)

if (arr[j] > arr[j + 1])
swap(arr[j], arr[j + 1]);

}

//f3:
for (k = 0; k < last - 1; k++)

for (j = 0; j < last - k - 1; j++)
if (v[j] > v[j + 1])
{

t = v[j];
v[j] = v[j+1];
v[j+1] = t;

};

The choice of the pair f1 and f2 will result in the following program. In this
construction, CodeMapper follows two principles – minimal editing, and no code
writing. Based on these principles, the pair f1 and f2 are preferred over the pair
f1 and f3. For the former pair, the synthesizer only needs to add the last two
lines in the main() and link the function with a function call to bubbleSort() by
creating a dependency graph of function calls. However, the program will not
execute until a function for swap() is not made available in Ω. Note that, in this
instance, no unification was necessary since the interaction of the variables are
entirely through the function call. The snippet description for the fragment f2
includes the formal parameters array arr, and size n, while the formal description
of fragment f1 includes only the array variable values.

void bubbleSort(int arr[], int n)
{ int i, j;

for (i = 0; i < n - 1; i++)
for (j = 0; j < n - i - 1; j++)

if (arr[j] > arr[j + 1])
swap(arr[j], arr[j + 1]);

}

void main()
{ int values[] = {5, 1, 4, 2, 8};

int n = 5;

bubbleSort(values, n);
}

Since the size of the array values can be taken from the pseudocode, it is
initialized as the statement int n = 5; as the minimum editing possible and
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not considered coding although the size is missing in this code snippet. However,
if the bubbleSort function was not available, the synthesizer would be forced to
choose the f1 and f3 pair. In this case, the construction of the program will be
as follows. Note that in this case, CodeMapper again added the missing types
for the variables in the fragment f3, and unified the variable names values and
using a data flow analysis based on fragment descriptions.

void main()
{ int values[] = {5, 1, 4, 2, 8};

int last = 5, j, k, t;

for (k = 0; k < last - 1; k++)
for (j = 0; j < last - k - 1; j++)

if (values[j] > values[j + 1])
{

t = values[j];
values[j] = values[j+1];
values[j+1] = t;

};
}

3 Code Snippet Database Powered by Crowd Sourcing

Every code segment associated with a terminal concept (code snippet π) can
be represented using a graph, called the program dependence graph (PDG) [9].
Clustering of these graph structures helps organize them in the concept hierar-
chy into functionally similar nodes as structurally similar graphs exhibit similar
execution behaviors. However, structurally dissimilar graphs can also be func-
tionally identical. For example, though the PDGs corresponding to insertion sort
and quick sort are structurally different, they are functionally identical – sort-
ing. It therefore becomes necessary that we engage the crowd to annotate each
concept node, and manually establish their functional similarity. Figure 3 shows
the annotated information available for each of the concepts entered using the
form in Fig. 2(b). Furthermore, the granularity of concepts could also be varied.
For example, it need not be a complete procedure. We could also have a concept
called counter loop, specialization of which could be a for counter loop and a
while counter loop with respective for and while statement incarnations.

Manual curation by crowd is also necessary since concepts can be aggrega-
tions of simple concepts (called terminal, not defined in terms of other concepts),
or complex concepts (concepts defined using other simple or complex concepts
recursively). Most complex concepts that represent similar functions cannot be
clustered using PDG. For example, the node structure in Fig. 1(b) is created or
curated by the crowd to show heap, merge and radix sorts each to be a spe-
cial type of ascending sort. Clearly, merge sort is a complex concept, and so is
quick sort. While it is conceivable that most merge sort and quick sort PDGs
are group wise similar, it is unlikely for the merge sort and quick sort PDGs to
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be similar, although they function similarly. The annotations and their position
in the concept hierarchy thus becomes important in CodeMapper, allowing the
system to use the specificity and referencing (aggregations) relationships among
concepts to make smart decisions in synthesizing high quality programs. From
this perspective, concepts and their realization in CodeMapper have strong sim-
ilarity with those of knowledge representation of ontologies and the semantic
web, and we envision CodeMapper to be similar to sites such as StackOverflow
or Github, in which crowd sourcing fuels its success.

4 Open Source Implementation of CodeMapper

We have developed CodeMapper as an open source system so that it can be
developed as a community project and leverage combined ideas. The source
code of CodeMapper project is publicly available at [24]. It is therefore open
to contributions and will soon be under the MIT license. We plan to create
a suggestions page to solicit ideas about desired features and implementation
strategies to facilitate its continuous development.

4.1 Software Tools and Operating Platform

CodeMapper is built with Microsoft’s new platform ASP.NET Core 2.0 with
Facebook’s front end library React. The choice of the .NET platform was moti-
vated by its flexibility and easy extensibility. This platform allows flexible addi-
tion and removal of functionality as needed, and thus supports incremental
design while focusing on the end goal. Facebook’s React was utilized due to the
need for dynamic user experience and user interface operations, and for leverag-
ing React’s ability to allow for building reusable components. Several command
line tools node package manager, .NET common line tools, and yarn package
manager were also used. For back-end system development, we have used either
a yarn or npm development server, and the IIS Express along with the .NET
command line servers.

4.2 Hardware and Operating System

The current implementation was on MacBook Pro running macOS High Sierra
version 10.13.1. The computer is equipped with a 2.8 Ghz Intel Core i7 processor,
16 GB 2133 MHz MHz LPDDR3, Radeon Pro 555 2 GB Intel HD Graphics 630
1536 MB. Much of the development was done on a virtual machine utilizing
Parallels software. CodeMapper is compliant with most widely used browsers
such as Google Chrome, Microsoft Edge, Internet Explorer, Safari, and Fire
Fox. We tested the software on different machines of varying configurations and
did not experience any performance related glitches to date.
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4.3 Online Code Harvesting

In order to make CodeMapper a truly powerful tool, users should be able to scour
the internet for code snippets to be used in node creation. It supports the search
and find interface shown in Fig. 2(a) for this purpose. In this interface, search for
codes can be initiated using a brief description of target code. CodeMapper then
initiates search using the APIs provided by sites such as GitHub, SourceForge,
GitBucket, etc. The APIs are then interrogated using NLP techniques to pick
out specific terms. Once the results are returned in a list as shown, users pick
and choose snippets of code as needed to create nodes. Users are able to copy
the code snippets into the system database for cataloging in ways discussed in
Sect. 3.

5 Conclusion and Future Research

Being crowd reliant, CodeMapper inherits typical drawbacks of this paradigm,
yet being a community system, it also has some serious responsibility. For exam-
ple, annotation accuracy is largely curator dependent and a weak, incompetent
or malicious curator may jeopardize the system, and thus, a user’s ability to con-
struct meaningful and useful programs. One of two possible solutions appears
appropriate. The standard approach practiced in similar circumstances such as
GitHub is to accept only administrator curated annotations, and allow local
overriding by any user on their own without affecting the community annota-
tion. The second approach is to use an inaccurate model where the reliability
of an annotation is dependent upon the combined credibility of all the curators
who contributed to the annotation, an approach adopted in CrowdCure system
[13].

The focus of this paper has been to articulate a novel idea of softening the
transition cost of novice programmers and K-12 STEM learners from block-
based languages to text-based imperative languages and foster their computa-
tional thinking. CodeMapper stands in significant contrast to systems such as
Flowgorithm or TryPL that are still at the algorithm level. CodeMapper is more
coarse grained, and abstract. It encourages novice programmers to think in con-
ceptual terms or concepts, and modules, small or large without any focus on
the finer logical details (at the sentence level). It is thus squarely geared toward
prototyping and conceptual validation of a computational thinking solutions.
Although the CodeMapper system is at the prototype stage, most of its core
components have been developed and tested, but its integration with the sister
system MindReader [12] remains as a future research. We believe that though
CodeMapper is a part of the overall MindReader system, it stands on its own
as an intelligent web application that has significant potential to help impart
quality computational thinking education.
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5. Corno, F., Russis, L.D. , Sáenz, J.P.: Textcode: a tool to support problem solving

among novice programmers. In: Harms, K.J., Cunha, J., Oney, S., Kelleher, C.,
(eds.) IEEE Symposium on Visual Languages and Human-Centric Computing,
VL/HCC 2021, St Louis, MO, USA, 10–13 October 2021, pp. 1–5. IEEE (2021)

6. Dakhel, A.M., et al.: Github copilot AI pair programmer: asset or liability? CoRR,
abs/2206.15331 (2022)

7. Denny, P., Whalley, J., Leinonen, J.: Promoting early engagement with program-
ming assignments using scheduled automated feedback. In: Szabo, C., Sheard, J.,
(eds.) ACE’21: 23rd Australasian Computing Education Conference, Auckland,
New Zealand (and virtually), 2–5 February 2021, pp. 88–95. ACM (2021)

8. Fabito, B.S., Trillanes, A.O., Sarmiento, J.R.: Barriers and challenges of computing
students in an online learning environment: Insights from one private university in
the Philippines. CoRR, abs/2012.02121 (2020)

9. Ferrante, J., Ottenstein, K.J., Warren, J.D.: The program dependence graph and
its use in optimization. ACM Trans. Program. Lang. Syst. 9(3), 319–349 (1987)

10. Gupta, N., Rajput, A., Chimalakonda, S.: COSPEX: a program comprehension
tool for novice programmers. In: 44th 2022 IEEE/ACM International Conference
on Software Engineering: Companion Proceedings, ICSE Companion 2022, Pitts-
burgh, PA, USA, 22–24 May 2022, pp. 41–45. IEEE (2022)

11. Hogg, C., Jump, M.: Designing autograders for novice programmers. In: Merkle,
L., Doyle, M., Sheard, J., Soh, L., Dorn, B., (eds.) SIGCSE 2022: The 53rd ACM
Technical Symposium on Computer Science Education, Providence, RI, USA, 3–5
March 2022, Vol. 2, pp. 1200. ACM (2022)

12. Jamil, H., Mou, X.: Automated feedback and authentic assessment in online com-
putational thinking tutoring systems. In: 22nd IEEE International Conference on
Advanced Learning Technologies (ICALT 2022), Bucharest, Romania. 1–4 July
2022, pp. 53–55. IEEE Computer Society (2022)

13. Jamil, H.M., Sadri, F.: Crowd enabled curation and querying of large and noisy
text mined protein interaction data. Distrib. Parallel Databases 36(1), 9–45 (2018)

14. Keene, J., Jamil, H.: Natural language programming with trypl. In: 22nd IEEE
International Conference on Advanced Learning Technologies (ICALT 2022),
Bucharest, Romania. 1–4 July 2022, pp. 38–40. IEEE Computer Society (2022)

15. Kurniawan, O., Jégourel, C., Lee, N.T.S., Mari, M.D., Poskitt, C.M.: Steps before
syntax: helping novice programmers solve problems using the PCDIT framework.
In: 55th Hawaii International Conference on System Sciences, HICSS 2022, Virtual
Event / Maui, Hawaii, USA, 4–7 January 2022, pp. 1–10. ScholarSpace (2022)

http://www.flowgorithm.org/


Code Mapper 245

16. Lorenzen, T., Mondshein, L., Sattar, A., Jung, S.: A code snippet library for CS1.
Inroads 3(1), 41–45 (2012)

17. Luxton-Reilly, A., McMillan, E., Stevenson, E., Tempero, E.D., Denny, P.: Lade-
bug: an online tool to help novice programmers improve their debugging skills.
In: Polycarpou, I., Read, J.C., Andreou, P., Armoni, M., (eds.) Proceedings of the
23rd Annual ACM Conference on Innovation and Technology in Computer Science
Education, ITiCSE 2018, Larnaca, Cyprus, 02–04 July 2018, pp. 159–164. ACM
(2018)

18. Malik, S.I., Mathew, R., Al-Sideiri, A., Jabbar, J., Al-Nuaimi, R., Tawafak, R.M.:
Enhancing problem-solving skills of novice programmers in an introductory pro-
gramming course. Comput. Appl. Eng. Educ. 30(1), 174–194 (2022)

19. Marwan, S., Gao, G., Fisk, S.R., Price, T.W., Barnes, T.: Adaptive immediate feed-
back can improve novice programming engagement and intention to persist in com-
puter science. In: Robins, A.V., Moskal, A., Ko, A.J., McCauley, R., (eds.) ICER
2020: International Computing Education Research Conference, Virtual Event,
New Zealand, 10–12 August 2020, pp. 194–203. ACM (2020)

20. Nirgude, M.: Debugger tool to improve conceptual understanding of programming
language of novice learners. In: Kinshuk, Iyer, S., (eds.), 2013 IEEE Fifth Inter-
national Conference on Technology for Education, T4E 2013, Kharagpur, India,
18–20 December 2013, pp. 69–72. IEEE Computer Society (2013)

21. Reid, B., Treude, C., Wagner, M.: Optimising the fit of stack overflow code snippets
into existing code. In: Coello, C.A.C. (ed.) GECCO’20: Genetic and Evolutionary
Computation Conference, Companion Volume, Cancún, Mexico, 8–12 July 2020,
pp. 1945–1953. ACM (2020)
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Abstract. Currently, Peru’s population has a great sense of insecurity. According
to INEI surveys, 85% of the population has this perception of insecurity, being
burglary in homes one of the criminal acts that affect this perception, also accord-
ing to INEI data, due to the lack of information that the victims have about the
perpetrator, they do not report the case. That is why the present work aims to
design and implement a smart doorbell for multifamily dwellings, in order to be
able to register and identify people who visit the home through the Telegram mes-
saging application. This ensures that vulnerable people in the home cannot let in
unknown or dangerous people by being able to identify the visitor at the door of
the home, when the person in charge is not present. This system is achieved by
using a Raspberry Pi to connect all the devices used and send all the data collected
to the respective people, according to a list of identifiers for each group of people
living in the building.

Keywords: Smart doorbell · Telegram · Home burglary · Home security ·
Internet of things

1 Introduction

In Peru, there has been a strong sense of insecurity among the population for several
years, provoked by the various reported cases of criminal acts such as crimes against
property, life, body and health. According to the survey conducted in [1], 21.1% of the
population aged 15 and over have been victims of some type of crime and 85% have a
perception of insecurity within the next 12 months. This perception of insecurity comes
from the fear of being a victim of some type of crime, being one of the reasons why
people implement security practices in order to feel safe [2].

Related to this, in [1] it is also indicated that in the last six months of the data
collected, 9.5% of urban dwellings have been affected by burglary or attempted burglary.
In addition, it was also found that the three main reasons why people do not report these
incidents are because they consider it to be: awaste of time, the actwas not consummated,
and they do not know the offender.
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In addition, according to other studies on this type of crime, it is noted that alarms,
dogs or other forms of surveillance used in the home do not generate the desired deterrent
effect; however, many of these criminals always look for a time when no one is in the
house, and even knock on the door to make sure of this [3, 4]. Therefore, having a system
that can register the people who visit the home would help to safeguard the integrity
of the home and its family, and could avoid exposing vulnerable people in the home to
dangerous people when they are alone at home.

Therefore, this paper presents a smart doorbell based on the Internet of Things (IoT),
which can be used to notify the residents of the house through messages in the Telegram
application. This system allows to specifically notify a group of people living in the
same building, preserving their privacy, in addition to being able to respond to visitors
from a distance.

2 Literature Review

There are several works on intelligent doorbells, being the technologies used one of
the main differences between them. In [5], the focus is on the safety of elderly people.
Due to the fact that many of these people have certain reduced capacities and therefore
need assistance. Therefore, they develop a solution using facial recognition, relying on
Microsoft’s Project Oxford for facial recognition, and a Raspberry Pi 2 to communicate
the doorbell and camera used. The process begins when a person presses the doorbell,
capturing an image of his face and identifying himself, based on an inclusion or exclusion
list, to finally inform through a mobile application to the elderly person in the home,
being able to choose the option to inform his caregiver or not so that he can help him
according to the situation, in case it is a person from the exclusion list the caregiver
would be informed without the elderly person having to do it.

Another similar work is [6], which differs from the previous one in that it is more
focused on people in general and on maintaining the tranquility of the home. This is
done based on the facial recognition result, to determine whether to trigger the usual
doorbell sound or to send a notification to the user’s application with the data obtained
from the image. In these two works, an own Android application is developed to be able
to use such a system.

Other works were also found using external applications to communicate with the
user, as in the case of [7], where an intelligent doorbell is developed using Gmail to
receive notifications. In this way, they seek that the owners of the house can know about
the visitor even when he is not in the house. For the development of this solution, a
NodeMCU is used that will connect to the doorbell and will connect through the Internet
to a web server which will be responsible for sending the respective mail. Similarly, [8]
develops a home security systemwith the help of theThingspeak IoTplatform,whichwill
send all the data collected by various sensors (PIR, smoke, vibration and temperature),
in addition to a pi camera, notifying the user via Gmail of the anomalies detected, and
if required contacting the emergency services.

The use of more means to notify the user has also been addressed in other research,
such as in [9], detecting whether a person is present at the door by means of a PIR sensor
and taking pictures or recording a video of this, notifying via SMS and Gmail the user
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about this if he/she presses the doorbell within a given time frame or otherwise triggering
an alarm. Another similar work is found in [10], where the image taken will be used
to perform facial recognition, if it is recognized the door will be unlocked otherwise it
will activate the sound of the doorbell or notify the owner of the house, in addition to
activating the alarm if the person tries to break the door.

Another way to communicate with the end user is found in [11], which develops
an alert system for deaf or hard of hearing people. In this solution, SMS messages are
used to receive notifications and also a vibrator to alert the hearing impaired person.
Thus, every time the button is pressed, a photo of the person’s face is taken and stored
on a server, and at the same time the SMS message is sent to the mobile device and
the vibrator, which the person will be wearing, is activated by means of a Bluetooth
connection. In addition, it should be mentioned that an Rs232 Modem is used to send
the SMS, as well as a Raspberry Pi and a Bluetooth HC-05, necessary to connect the
vibrator via Bluetooth.

In addition, several works using the Telegram application are also found in the
literature. According to [12], among the end-user communication applications, Telegram
is the best option for these IoT systems, due to the fact that it presents a high level of
security and speed, in addition to allowing two-way communication, compared to other
alternatives such as E-mail, Twitter and WhatsApp. It should also be noted the ease of
handling Bots in Telegram and the tools available for this purpose.

With this in mind, some of the IoTwork using the Telegram application is as follows.
In [13], smart spaces were developed to facilitate access to certain devices within the
employees’ workspace by sending commands to a Telegram Bot. In case of [14, 15], a
security system is designed for door access with facial recognition, in case the person
is in the database the door will be opened, otherwise the person or persons in charge
will be notified to authorize the entry via Telegram with the collected image, if they
authorize the entry by sending a message to the Telegram Bot the door will be opened.
In [16], a surveillance system is designed, in which it will take an image capture when a
human face is detected and store it in a database, which via Telegram can be consulted.
In a similar way, [17] develops a security application, but performing the notification
whenever any body movement is detected within the range of the camera. And finally,
in the case of [18–20], home security systems are developed using cameras and other
devices, such as a PIR sensor for data collection at the door of the home, in addition to a
Raspberry Pi to connect these devices and send data or receive orders from the user by
sending commands within the Telegram application to a Bot created for this purpose.

3 Methodology

In order to design and implement the proposed system of this work, wewill continuewith
the architecture for this system and the identified use cases. However, before continuing
with these points, it is necessary to specify the terms Visitor and Inhabitant used in these,
in order to improve the understanding of the system:

• Inhabitant: Person or group of persons residing inside an apartment of the building.
• Visitor: Person or group of persons visiting or seeking to meet with an Inhabitant.
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3.1 System Architecture

The architecture for this smart doorbell systemwas developed based on a 4-layer Internet
of Things architecture, as seen in Fig. 1.

Fig. 1. 4-layer system architecture

The hardware components in theDevice layer are amicrophone, awebcam, a speaker
and two buttons. In the Network layer, a Raspberry Pi 3B+ will be used to communi-
cate all the components of the Devices layer, and will be connected to a router in the
building to be able to communicate with the Telegram messaging application. Within
the Middleware layer, there is the Telegram application in which the Inhabitant will be
able to interact with the system. Finally, in the Application layer, there is a mobile device
through which the User can make use of the Telegram application.

The connections from the Devices layer to the Network layer are made through
the available ports on the Raspberry Pi, in the case of the speaker it can be connected
via Bluetooth. For the connection between the router and the Raspberry Pi, it is done
through an ethernet cable or Wi Fi. The connection between the Network layer and the
Middleware layer is done through the HTTP protocol, because a Telegram Bot will be
used, which is controlled by the API that the Telegram company provides within its
services. It is also worth mentioning that the Telegram application uses MTProto for its
instant messaging services.

3.2 Use Case Diagram

Taking into account the aforementioned architecture, the use cases identified for the
development of this system are shown in Fig. 2.

Following these use cases, the process performed by the proposed system can be
described as follows:

1. Visitor presses the external button at the entrance.
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Fig. 2. System use case diagram

2. System asks him/her about the person he/she is looking for and about his/her
information.

3. Visitor answers the questions.
4. System identifies the Inhabitant he is looking for.
5. System captures an image of the Visitor’s face.
6. System notifies the Inhabitant with the collected data via Telegram.

From the latter, optionally, the Inhabitant can send a voice message via Telegram
to the system, to play it on the speaker at the entrance. In addition, he/she can press
the internal button at the entrance, when opening the door, in case he/she considers that
he/she is in danger when opening the door, causing the alarm sound to be emitted and
notifying the other inhabitants of the building (see Fig. 3).

3.3 Software Requirements

For the realization of this system, it is necessary to use the following software:

– Raspberry Pi OS: This is the official operating system for Raspberry Pi boards,
provided by the Raspberry Pi Foundation itself.

– Python: It is one of the most popular programming languages, in which a wide variety
of applications can be developed.

– SpeechRecognition: It is a Python library for speech recognition.
– pyTelegramBotAPI: It is a Python implementation of Telegram Bot API.
– gTTS: It is a Python library to interact with the Google Translate’s text-to-speech

API.
– OpenCV: A programming library focused on real-time computer vision.
– pydub: A Python module for audio manipulation.
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Fig. 3. Layout of system components

4 Experimental Results

For this section a prototype of the proposed system was made, using all the necessary
hardware components mentioned above and a Protoboard to connect the Raspberry Pi
with the buttons to be used, in the case of the microphone, this is built into the webcam
used (see Fig. 4). Also, 2 Telegram chat groups were created in order to test the correct
functioning of the system, which have as name “Floor 2” and “Floor 4”, in them will
be added to the Telegram Bot created with all permissions enabled. The code of the
system was made in Python, inside it there is also the Telegram Bot handler, and it will
be executed by the Raspberry Pi.

To identify each Inhabitant a single JSONfile is used that stores the names to identify
to which Telegram group to send the collected data using the group ID (see Fig. 5).

When the Visitor mentions a stored name, the system recognizes the ID of the
Telegram group to send the collected data to. Once notified about the visit, a time limit
is set to send a voice message to the group to be played on the system’s speakers, which
will inform the Visitor if the Inhabitant is not at home or any other situation (See Fig. 6).
In addition to this, the correct functioning of the emergency system was verified, which
is activated by pressing the respective button three times and deactivated only once,
reproducing the alarm sound and sending the alert messages to all the inhabitants of the
building (See Fig. 7).

However, it should be mentioned that the Inhabitant that the Visitor is looking for
is not always correctly recognized, this is caused by the fact that the library still has
problems in distinguishing certain proper names, for example, in the case of names like
“Juan” it is recognized correctly, but in the case of “Gianfranco”, it sometimes recognizes
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Fig. 4. Realized prototype of the system

Fig. 5. Example of a JSON file of identifiers

it as “yan Franco”. This is also affected by the visitor’s pronunciation or ambient noise.
One way to minimize these errors is to opt for an easy-to-pronounce alias such as a floor
or apartment number, or to add these other results in the corresponding name section of
the JSON file.
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Fig. 6. Notification and reception of a voice message by the Telegram bot implemented.

Fig. 7. Alert message sent by the Bot

5 Discussion

In this paper we propose a prototype of an intelligent doorbell that bymeans of questions
asked by the system, it can recognize and record the visitor’s answers in order to make
an accurate decision based on these data. In the literature, one of the technologies fre-
quently used in intelligent doorbells is facial recognition [5, 6, 10, 14, 15], a very useful
technology to be able to recognize the Visitor, however, this requires a previous training
to have a good accuracy in recognizing people, which usually will be people that are
known by the Inhabitant. However, in many cases, the Visitors will be unknown to the
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Inhabitant, so it is not enough to be able to identify if the person is someone unknown
or not, it is necessary to be able to extract as much information from the Visitor (Who is
he looking for?, Why is he looking for him?, etc.) to make a correct decision in order to
safeguard the security of the home. Therefore, the implementation of technologies such
as speech recognition and speech synthesis can help in this data collection, providing
useful information to the Inhabitant about the Visitor.

It is worth mentioning that there are still some errors in the complete recognition of
the words pronounced by the Visitor when answering the system, this happens mainly
with proper names that are not common or originate from other countries, in these cases
the system usually recognizes them as a word that generally will have some similarity,
but sometimes returns a very different one. Among the factors that may influence in this
case are the ambient noise and the pronunciation of the Visitor. For ambient noise, the
library itself incorporates a basic function to reduce its influence. For the last factor,
if the country where it will be applied is known in advance, the library used allows
configuring certain languages with certain countries (when using the Google service),
so it would achieve greater accuracy to the dialect differences, however, the problem
still persists in the proper names, although it can be minimized by adding similar words
in pronunciation in the JSON file is not very effective. It is worth mentioning that if the
Visitor says the words slowly, there is a better chance of recognizing it, but this is not
always the case.

Another aspect to mention for this developed system is the user interface, although
it is not the main focus of this work, it is important to take into account this aspect,
especially if among the Inhabitants there are elderly people who will use the system.
For this prototype, the interface is simple, the Inhabitant receives the data from the Bot
through a group chat in the Telegram application, allowing him/her to send a voice
message through that chat, to be played to the Visitor, within a time limit after receiving
the visit notification, in addition to receiving messages from the Bot about changes in the
emergency status. In other research works such as [5, 6] mobile applications are created,
thus facilitating the use of the system. In this case, the interface is limited to the features
of Telegram, however, it should be mentioned that this application allows the creation
of interactive menus that can help improve the usability of the system.

6 Conclusion

The smart doorbell developed in this work aims to provide an extra layer of security to
visitors at home. To do this, it allows to notify about the presence of the visitor at the
entrance even if the inhabitants are not present at home through the Telegram application
via a developed Bot. Previously, it collects data about the visitor by capturing an image of
his face and registering his answers to questions that the system asks him, sending them
as part of the notification to the inhabitant. This is achieved thanks to the application of
voice recognition and voice synthesis technologies.

Also, the system gives the inhabitant the possibility to send a voice message to the
Bot so that the system can play it back to the visitor. In this way, the inhabitant can
communicate any information to the visitor without being present in the home. In case
the door is going to be opened, a button is placed inside the entrance which can be



Smart Doorbell with Telegram Notification for Multifamily 255

pressed to activate an alarm in case of danger situations, causing the Bot to notify the
other inhabitants of the alert.

However, it should bementioned that voice recognition still has problems identifying
uncommon proper names, so it is preferable to opt for easy-to-pronounce aliases in order
to recognize which inhabitant is being searched for.

7 Future Work

For future work, several new technologies can be applied to the context developed in
this work, such as the application of voice biometric recognition as a means of authen-
tication, apart from passwords or facial recognition, especially useful to add specific
functionalities for the inhabitant, such as opening the entrance door remotely. On the
other hand, machine learning models can be designed to detect suspicious behavior or
risky situations outside the home bymeans of the camera, in order towarn the inhabitants
or the respective authorities. And finally, the creation of intelligent chat Bots to improve
the interaction of this type of systems with different users.
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Abstract. Food fraud is the set of practices based on adulteration,
intentional manipulation of food or counterfeiting, which are carried out
to obtain an economic benefit. They are considered criminal actions, as
they are punishable by law, are harmful to society and are morally rep-
rehensible. One of the solutions to prevent the entry of fraudulent foods
is their early detection. The study focuses on identifying two types of
offenses, either the presence of improper sanitary certifications in a food
or verifying whether the product belongs to an illegal or unauthorized
import. To achieve this objective, the RASFF (Rapid Alert System for
Food and Feed) data set will be used, which is a system where the Euro-
pean Union food and feed control authorities exchange information on
the different risks that have been detected. The use of information from
the RASFF model can be useful for predicting the type of fraud they
are committing. Several techniques already implemented will be used to
compare the results. Naive Bayes model, logistic regression, multilayer
perceptron, decision tree, random forest and SVM. The best model was
the multilayer perceptron.

Keywords: machine learning · fraud food · RASFF

1 Introduction

Over the past few years, there has been a significant increase in the number of
documented cases of foodborne diseases reported by various countries across the
globe. Worldwide, the number is estimated to be 600 million cases of foodborne
illnesses annually, resulting in 420,000 deaths, with about 30% of the deaths
recorded in children [19]. The Grocery Manufacturers’ Association estimates
that global food fraud costs between $10 billion and $15 billion per year; equat-
ing to an estimated 10% of all food products sold commercially. Others such as
PricewaterhouseCoopers estimate much higher, $30 to $40 billion annually in
2017 [20]. Food fraud is carried out for financial gain. It is the fraudulent and
intentional substitution or addition of a substance in a product to increase the
apparent value of the product or reduce the cost of the product. Product to
increase the apparent value of the product or reduce the cost of its production
of its production [14,15]. Food fraud is committed when a food product is placed
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on the market that, intentionally and in breach of the relevant legislation, is not
of the agreed or defined nature, thus constituting a deception of the consumer
or purchaser, with the aim of obtaining an economic benefit. Among the fraudu-
lent practices employed are adulteration, counterfeiting, misleading labeling and
others related to the sale. And, their scope can range from loss of consumer confi-
dence in the agrifood chain to a public health problem. The Rapid Alert System
for Food and Feed (RASFF) is the tool used by the authorities that control food
and feed, the network is composed of the Member States of the European Union,
the European Commission, EFSA, EFTA, In this way, when a member of the
network has information about a risk derived from feed and food, it immediately
notifies the European Commission through the RASFF, which in turn transmits
the notification to all the members of the network. The institution collects a lot
of information about the types of fraudulent products and report them, thanks to
this information we can use various machine learning models to predict the type
of fraud that could incur a product that is entering the European market and
thus prevent all the consequences explained above. Despite the relevance of pre-
dicting food safety risks, some authors [11] show that the problem of prediction
in food and feed safety has not yet been studied in depth. Few works approach
the problem within the RASFF framework or use the information stored in its
portal for this purpose and none of them fully exploit the huge amount of data
stored there. In addition, there are no studies on which is the best predictive
strategy or which of the available techniques, whether the more classical ML or
the more novel neural approaches, is more suitable for this problem [11]. In this
study, the food fraud notifications in RASFF range from the year 2000 to the
year 2020 and were used to develop several machine learning models for pre-
dicting the type of food fraud. To validate the model, Cross validation with 10
iterations with the KNIME software and the use of grid search to find the best
parameters. In addition, the objective of the article is based on the fact that the
data will have the same seed and therefore the same proportion of data for an
effective comparison [2]. A total of 1144 food reports are used which have the
data of year, product, country of origin, country of notification and type of fraud
[3].

2 Methodology

First we enter the data understanding phase, we use the collected data previ-
ously created by the RASFF organization, we understand the dataset and its
distribution, then we do data preparation. The tasks include selection of most
important data, elimination of empty data and finally conversion of categorical
data to numerical data using one hot encoding technique [10]. Then we move to
the stage of using algorithms, we use cross validation with 10 iterations for each
algorithm and compare the results. By using metrics such as accuracy, f1-score
and AUC we evaluate the results to finally propose the best model, which can
be seen graphically in Fig. 1 [12].
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Fig. 1. Methodology

3 Related Work

Machine learning (ML) has proven to be a useful technology for data analysis
and modeling in a wide variety of domains, including food science and engi-
neering [16]. Food fraud can damage human health and erode consumer confi-
dence, it is imperative that it is detected at an early stage [14,15]. Soon’s study
aimed to use Bayesian network to predict fraudulent food products originat-
ing from China. For this purpose, the RASFF database was used, where 1668
fraud-related notifications were included. Six categories of food and beverage,
year, hazard/other, notification of both origin or route of distribution and action
taken were used. The types of food fraud were divided into artificial enhance-
ment (AE), adulteration, documentation, illegal trade, other and unauthorized
activities. The BN model predicted the probability distribution for AE type food
fraud (43.77%), other forms of fraud (20.20%), adulteration (15.95%), documen-
tation (10.49), illegal trade (6.47%) and unauthorized activities (3.18%). The
model correctly predicted 85% of the fraud [1]. Bouzembark’s study aimed to
predict the type of food fraud expected for imported foods. For this purpose, a
Bayesian Network (BN) model was used, which was developed based on reports
of adulteration/fraud (RASFF) in the period 2000 to 2013. In this period, 749
food fraud notifications were reported and categorized into 6 different types of
fraud (i) improper, fraudulent, missing or non-existent health certificates, (ii)
illegal importation, (iii) tampering, (iv) improper, expired, fraudulent or miss-
ing declarations common entry or import documents, (v) expiration date, (vi)
mislabeling. The constructed BN model was validated using 88 food fraud noti-
fications reported in RASFF in 2014. The proposed model correctly predicted
80 % of the food fraud types when the food fraud type, country and food cate-
gory had been previously reported in RASFF. The model predicted 52% of the
88 types of food fraud correctly. The presented model can help the risk man-
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ager/controller in border inspection messages to decide which type of fraud to
check for when importing products [14,15]. An ELM is a type of NN and, for
that study, the number of nodes in the input layer, output layer, and hidden
layers was set to 11, 3, and 20, respectively. The proposed model is used to ana-
lyze food safety inspection data with complex, discrete, high-dimensional and
nonlinear properties. The accuracy and training time are verified using 10% ran-
domly selected unused data. The model is validated using the unused half of the
same data set, and the results reveal a network prediction accuracy level of 86
% for the ELM network [16]. To obtain the best classification results, however,
several key parameters of the SVM model must be set correctly,and this is not
easy. An study apply a parallel SVM model to explore a model of risk assess-
ment for dairy production.The study is based on several data sources, including
analytical data relating to dairy products, including the concentration of related
factors (e.g., protein, sodium). Model prediction accuracy was as high as 90%
[16]. Alberto’s study describes how the use of different ML techniques can help
solve the prediction problem in the field of food and feed safety and increase the
chances of detecting specific products and/or contaminants that present a higher
risk at a given time. The author has carried out a comparison between neural
and non-neural ML models that have been used to predict three different prob-
lem features within the RASFF dataset. The author indicates that predictors
are incoming alert notifications. For this purpose, the author used both neu-
ral models and non-neural machine learning methods combined with different
strategies to categorize the data set. Among the neural models used were the
multilayer perceptron and the convolutional neural network, using gridsearch to
obtain the best parameters. The use of the Categorical Embeddings and the use
of a multilayer perceptron obtained an accuracy of 86.81% in the prediction [11].

4 Materials and Methods

4.1 Dataset

The data contains information about food fraud. A total of 1,144 food fraud
notifications for the period 2000-2020 were downloaded from the Rapid Alert
System for Food and Feed (RASFF) database. Each record contains detailed
information on the type of notification and the products and countries involved.
Based on the description of each notification, we add a variable "type of food
fraud" (that is, two different types of food fraud). This dataset can be used
to analyze food fraud and a subset was used to train various machine learning
models [3] (Table 1).

The Fraud column will be the data to be predicted, therefore we need a
clearer view of the data. We will provide a table where we put the definitions of
the variables (Table 2).

The data set has different distributions depending on the data type. In the
first place we will show the number of instances per data in the type of fraud.
It is observed that the largest number of frauds is given by the type HC as can
be seen in Fig. 2.
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Table 1. Table of variables

Variable Description Data

Year Year of fraud notification 2001,2002...2020
Product Product category alcoholic, molluscs,..., wild
Notified RASFF member country RASFF member country
Origin Country where the product was imported United States, Japan,..., Brazil
Fraud Type of fraud HC, Illegal-importation

Table 2. Description of the target variable

Name Description

HC Inappropriate, Fraudulent, Missing or
Non-existent Health Certificate (HC)

Illegal Information Illegal or unauthorized import, trade or transit

4.2 Random Forest

Random Forest is a combination of predictive trees that is, a modification of
Bagging, which works with a collection of trees uncorrelated and averages them
in which each tree is held to depend of the values of a random sample vector
independently and with the same distribution of all trees in the forest. general-
ization error for forests converges to a limit as the number of trees in the forest is
great The generalization error of a forest of trees of classification depends on the
strength of the individual trees in the forest and the correlation among them.
Using a random selection of features to split each node produces error rates that
compare favorably to the AdaBoost algorithm but are more robust with respect
to noise (strong classifier). Internal estimates monitor for error, strength, and
correlation. Also, these are used to show the response to increasing the number
of features used in the split. Internal calculations are also used to measure the
importance variable. The ideas are also applicable to regression.

The common element in all these procedures is that for the kth tree a random
vector k is generated, independent of the last random vectors 1, ..., k-1 but with
the same distribution; and a tree is developed using the set of training and of k,
which results in a classifier where h(x, k) is a vector input. As noted above, the
Random Forest method is based on a set of decision trees, that is, a sample enters
the tree and is subjected to a series of binary tests at each node, called split,
until you reach a leaf where you find the answer. This technique can be used to
break down a complex problem into a set of simple problems. In the training
stage, the algorithm tries to optimize the parameters of the split functions from
the training samples [4].
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Fig. 2. Comparison of the amount of data from HC and Illegal importation

4.3 Decision Tree

A decision tree is a prediction model whose goal is main one is inductive learn-
ing from observations and logical constructions. They are very similar to systems
rule-based prediction, which serve to represent and categorize a series of condi-
tions that occur in a successively to solve a problem. constitute probably the most
used and popular classification model. The knowledge gained during the learning
process inductive is represented by a tree. a tree graphically it is represented by
a set of nodes, leaves and branches. the node main or root is the attribute from
which the process is started classification; internal nodes correspond to each of
questions about the particular attribute of the problem. Each possible answer to
the questions is represented through a child node. The branches coming out of
each of these nodes are labeled with the possible values of attribute 2. The final
nodes or leaf nodes correspond to a decision, which coincides with one of the
class variables of the problem to solve This model is built from the description
narrative of a problem, since it provides a graphic view of the decision making,
specifying the variables that are evaluated, the actions to be taken and the order
in which you take them decision will be made. Every time this type is executed
model, only one path will be followed depending on the value value of the eval-
uated variable. The values they can take The variables for this type of models
can be discrete or continuous.

A decision tree generation algorithm consists of 2 stages: the first corresponds
to the induction of the tree and the second to the classification. In the first
stage The decision tree is constructed from the set of training; commonly each
internal node of the tree is consists of a test attribute and the portion of the
set of training present in the node is divided according with the values that this
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attribute can take. construction of the tree starts by generating its root node,
choosing an attribute from test and dividing the training set into two or more
subsets; for each partition a new node is generated and so on successively. When
in a node there are objects of more than a class generates an internal node;
when it contains objects of only one class, a leaf is formed to which is assigned
the class tag. In the second stage of the algorithm each new object is classified
by the constructed tree; Later traverses the tree from the root node to a leaf,
starting at which determines the membership of the object to some class. The
path to follow in the tree is determined by the decisions taken at each internal
node, according to the attribute of proof present in it [5].

4.4 Naive Bayes

Bayesian classification methods are based primarily on principally in Bayes’s
Theorem, then exposes this theorem and the naïve bayes classifier.

This refers to the calculation of the conditional probability of event A given
that the event has occurred. event B, its general form is: If A1 , A2 ,...,An are
events exhaustive and exclusive such that P(Ai/B)> 0, for all i=1,2,...n. ,..., let B
be any known event conditional probabilities P(B/Ai), the probability P(Ai/B)
is given by the expression

P (Ai|B) =
P (B|Ai)P (Ai)

P (B)
(1)

Until now the discussion has derived from the model of independent charac-
teristics, that is, the Naive Bayes probability model. The Naive Bayes classifier
combines this model with a decision rule. The first common rule is to collect the
most likely hypothesis, also known as the maximum posterior or MAP [6].

4.5 Logistic Regression

Logistic regression is one of the statistical models widely used in different disci-
plines that is widely used in different disciplines that is used to predict a binary
categorical binary categorical variable centered on several independent variables,
either quantitative or independent variables, which can be quantitative or qual-
itative. qualitative.

Performing a statistical model of this type allows to model the probability
of a given event occurring as a function of these explanatory variables. these
explanatory variables.

The likelihood-based inference approach is the most commonly used to make
inferences (parameter estimation, parameter estimation used to make inferences
(estimation of parameters, confidence intervals, hypothesis testing, prediction)
in the logistic regression model. logistic regression model. This approach works
well when there are large samples. However, this is not the when working with
small samples, as this approach is based on asymptotic arguments. approach is
based on asymptotic arguments.
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The Multiple Logistic Regression Model allows us to study whether or not a
binary response variable is dependent on other variables. a binary response vari-
able is dependent or not on other independent variables. independent variables.
That is, it statistically models a binary response in terms of a set of indepen-
dent variables. independent variables. In this way, what distinguishes it from a
linear regression model is from a linear regression model is fundamentally that
the response variable in logistic response variable in logistic regression is binary
or dichotomous [7].

4.6 Multilayer Perceptron

Artificial Neural Networks (ANNs), which is a form of artificial intelligence, that
in its architecture tries to mimic the biology of the human brain and nervous
system was used in this study. The important component of this simulation is
the novel structure of the information processing system which consists of a
huge amount of well-interconnected processing elements (neurons) focused on
solving a particular problem. Just as it is the case in human beings, ANNs also
learn by training. An ANN is developed for a distinct application. These appli-
cations include patterns recognition and data classification through a learning
process. There are several types of ANNs with different applications, such as
data association, data prediction, data classification, data conceptualization and
data filtering. The most common type of ANN has three interconnected lay-
ers: input, hidden and output. Multi-layer networks make use several types of
learning techniques [8]. Multilayer Perceptron (MLP) is a feedforward supervised
neural network model. It consists of an input layer, an output layer, and an arbi-
trary number of hidden layers. The basic MLP has a single hidden layer. Neurons
use nonlinear activation functions, either sigmoid, hyperbolic tangent, or Recti-
fied Linear Unit (ReLU). Learning is carried out through backpropagation using
the generalized delta rule to update the weights matrices [11].

4.7 SVM

A Support Vector Machine (SVM) learns the decision surface from two different
kinds of input points. As a one-class classifier, the description given by the
support vector data is able to form a decision boundary around the learning
data domain with little or no knowledge of the data outside this boundary. The
data is mapped by means of a Gaussian kernel or another type of kernel to
a feature space in a higher dimensional space, where the maximum separation
between classes is sought. This boundary function, when brought back to the
input space, can separate the data into all the different classes, each forming a
cluster [9].

5 Results and Discussions

There are some metrics that will help to better evaluate the models.
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Accuracy helps us to get the percentage of observations that have been cor-
rectly classified, the closer its value is to 1, the better it will be [13].

accuracy =
TP + TN

TP + FP + FN + TN
(2)

Precision measures the ability of a classifier not to label as positive a Obser-
vation to be considered as negative. The higher this value is, the better [11]. Its
formula is:

precision =
TP

TP + FP
(3)

Recall (sensitivity): It is a measure of the integrity of a classifier, it measures
the actual observations that are labeled (predicted) correctly, that is, how many
positive class observations are labeled correctly.

F-measure (measure F): It is a weighted average between precision and recall.
ROC curve: It is possible to compare the performance of one classifier with

another using the area under the ROC curve. It is the most used evaluation
metric. The ROC curve is formed plotting the true positive rate (sensitivity)
and the false positive rate (specificity). The area under the curve (AUC) will be
the best performance measure for evaluate the classifiers. This measure is the
most recommended for unbalanced data, and It will be the main measure for
decision making when choosing the models. Without However, it is emphasized
that although ROC curves have been (and continue to be) widely used in the
scientific literature, these should be complemented with other curves such as as
the PRC curve (precision and sensitivity curve) [13].

5.1 Multilayer Perceptron Analysis

Neural networks have three variable components, the epochs, the number of
layers, and the number of neurons per layer. The number of epochs will be
constant for all comparisons, the number will be a thousand epochs because it
is observed in Fig. 3 that the error decreases significantly at iteration 1000 and
the same event was observed for all comparisons.

In this study, we used the ten fold cross-validation and gridsearch to deter-
mine appropriate parameters according to the average value of accuracy.Now, to
determine the size of the hidden layer, we used the following steps [17]. First, for
a single hidden layer, we set the initial number of nodes in the hidden layer to
be 1 and the model was trained and tested and the average accuracy value was
obtained. Then the number of nodes in the hidden layer was gradually increased
(2 for each time until it reached 19). Second, on the premise of fixing the param-
eters of the previously hidden layers, we added neurons for each layer starting
from 1 and then determined their optimal number of neurons with the first step.
Third, we repeat the second step, but now it would be increased by 2 neurons
per layer. Later, when the best model with maximum precision was found, the
10-fold cross-validation was used for training and testing the model to obtain the
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Fig. 3. Comparison of the error with the number of iterations of a neural network

best accuracy. As shown in Fig. 4, we find that the model has the best accuracy
when the number of hidden layers is 1 and the number of neurons is 15.

Finally, we select the model with 1 hidden layer, whose number of nodes is
15 neurons per hidden layer. With these parameters, an accuracy of 0.829 is
obtained [18].

5.2 Comparison of Algorithms

After applying the algorithms to the data set, the three algorithm evaluation
metrics were used: Accuracy, AUC and F-measure.The three algorithms with the
highest precision are the multilayer perceptron with 0.829 percent, the random
forest with 0.818 percent ,the Decision tree with 0.761 . The three algorithms
with the highest AUC are the multilayer perceptron with 0.859, the random for-
est with a value of 0.857 and the Decision Tree with 0.721 . The three algorithms
with the highest F measure are the multilayer perceptron with 0.814,random for-
est with a value of 0.803, the Desicion tree with 0.824 (Table 3).

5.3 Discussions

The best algorithm seen in the experimental part was the multilayer perceptron
with an accuracy of 0.829 outperforming the other machine learning models. It
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Fig. 4. Maximum precision with different numbers of layers and neurons per layer

Table 3. Table of results

N◦ Algorithms Accuracy AUC F-Measure

1 Multilayer Perceptron 0.829 0.859 0.814
2 Random Forest 0.818 0.857 0.803
3 Decision Tree 0.761 0.721 0.824
4 SVM 0.753 0.65 0.7255
5 Logistic Regression 0.681 0.718 0.636
6 Naive Bayes 0.613 0.5 0.5095

is shown that the use of a neural algorithm is better for the prediction of the case
study as shown also by the analysis of Nogales in his article for the prediction
of food safety risk and using the multilayer perceptron obtaining an accuracy
of 86.81% using the categorical Embeddings technique and using the RASFF
dataset [11]. Wang’s paper that studied the application of machine learning
algorithms for food safety prediction also suggests using neural algorithms. He
suggested using neural models to analyze food inspection data with complex,
high-dimensional and nonlinear properties. In his literature review he found that
the use of an ELM model to predict food safety risks in dairy products obtained
an accuracy of 0.86 [16].

6 Conclusion

Food fraud is a problem that affects the European Union, resulting in the decep-
tion of the authorities in order to obtain an economic benefit. The RASFF is a
dataset that informs us about various types of products and the type of fraud
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they may have. The data used from the dataset were the year, the type of prod-
uct, the notification, the country of import, the country of origin of the import,
and the target variable which would be the type of fraud. The types of fraud
were classified into two categories which were HC(Non-Existen Health Certificate
in the product) and the presence of an illegal import of the analyzed product.
Several algorithmic techniques were used including Naive Bayes model, Logis-
tic Regression, Multilayer Perceptron , Decision Tree, Random Forest and SVM.
The best performing model was the Multilayer Perceptron with an AUC of 0.859
and an Accuracy of 0.829 outperforming the other algorithms. It is recommended
for future work to use more types of food fraud, i.e. to use expired-date type,
tampering, no labelling, ced, non-existence of fraud, among others. In addition,
it is recommended to use deep learning models such as convolutional neural net-
works to compare them with the models presented in the proposed work. As a
continuation of the work, the model could be deployed in a Web application so
that the authorities can verify imported food in real time and can detect in time
the type of food fraud before it enters the country of destination.
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