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Preface

The 6th International Conference on New Trends in Information and Communications
Technology Applications (NTICT 2022) was hosted and organized by the University of
Information Technology and Communications, Baghdad, Iraq. It was held in Baghdad
on November 16–17, 2022. NTICT 2022 was a specialized international conference
that aimed to present the latest research related to information and communications
technology applications. NTICT was the first conference in Iraq to have its proceed-
ings published in Communications in Computer and Information Science (CCIS) by
Springer. NTICT 2022 aimed to provide a meeting for an advanced discussion of evolv-
ing applications in machine learning and computer networks. The conference brought
both young researchers and senior experts together to share novel findings and practical
experiences in their fields. The call for papers resulted in a total of 67 submissions from
which only 53 articles passed the prescreening stage. In the second stage, each sub-
mission was assigned to at least three international reviewers for double-blind reviews.
After receiving the review comments, the Program Committee decided to accept only 14
papers based on a highly selective review process with an acceptance rate of 26%. The
accepted papers are categorized to 4 fields; 7 papers in computermethodologies, 2 papers
in information systems, one paper in network systems, and 4 papers in security and pri-
vacy. The conference organizing committee would like to thank all who contributed to
the success of this conference, in particular the members of the Program Committee and
the respected international reviewers for their scientific efforts in carefully reviewing
the contributions and selecting high-quality papers. The reviewers’ efforts to submit the
review reports within the specified period were greatly appreciated. Their comments
were very helpful in the selection process. Furthermore, we would like to convey our
gratitude to the keynote speakers for their excellent presentations. A word of thanks is
extended to all authors who submitted their papers and for letting us evaluate their work.
The submitted papers were managed using Springer Nature’s EquinOCS conference
management system; thanks to the Springer team for publishing these proceedings. We
hope that all participants enjoyed a successful conference, made a lot of new contacts,
engaged in fruitful discussions, and had a pleasant stay in Baghdad.
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Estimating Blur Parameters to Reconstruct
the Motion Blurred Images

Nidhal K. El Abbadi1(B) , Ali Hussein Abdulkhaleq2 ,
and Safaa Alwan Al Hassani3

1 Computer Techniques Engineering Department, College of Engineering & Technology,
Al-Mustaqbal University, Babylon, Iraq

nidhal.abass@fulbrightmail.org
2 Department of Information Technology, Technical College of Management, Al-Furat

Al-Awsat Technical University, Najaf, Iraq
3 Computer Science Department, Faculty of Computer Science and Mathematics, University of

Kufa, Najaf, Iraq

Abstract. One of the important topics of image restoration is the restoration of
a motion-blurred image. The restored blurred images are based on estimating the
two parameters of a point spread function (PSF) angle and length of the blur
kernel. In this article, we suggested checking the quality of the input images
before going further in processing when the image is not blurred, estimating the
PSF parameters, and reconstructing the image based on the periodicity of motion-
blurred in the frequency domain. Fourier transform is used to detect the blur in
the input images, and the Hough transform is used to estimate the blurred image
angle. Also, the cepstrum domain is used for blur length estimation by finding
the lowest peak. After blur parameters are estimated, we determine a point spread
function (PSF) to deblur the imageusing awiener filter of non-blind deconvolution.
The visual, as well as the peak signal-to-noise ratio (PSNR) of restored images,
are compared with competent recent schemes. The experimental results of the
suggested algorithm show good accuracy, robustness, and time efficiency for blur
detection, estimation of the PSF parameters, and reconstruction of the image when
compared with other works and methods.

Keywords: blur angle · blur length · blur image · image processing · point
spread function

1 Introduction

Modern image processing sciences, including photography, astronomical images, med-
ical images, and microscopy images, have evolved well over recent years and many
advanced techniques have emerged. These advances have allowed images to be acquired
at higher speeds and higher resolution. High-resolution techniques can lead to degraded
acquired image quality, which is an example of a blur. The effect of image de-blurring
is effectively a clear image when eliminating distortion and blur [1].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. M. Al-Bakry et al. (Eds.): NTICT 2022, CCIS 1764, pp. 3–24, 2023.
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Image blur is the primary cause of image loss, and the de-blurring image is a common
research concern in the field of image processing [2]. Different factors can cause image
degradation, such as out of focus, camera movement or object movement, and atmo-
spheric turbulence. Any motion at the time of image capturing for the camera or objects
can cause a motion blur, this is because the sensors can observe the same point on the
scene [3]. Mathematically, the motion-blurred image can be modeled as a convolution
of the latent image with the point spread function (PSF), also called the blur kernel [4].
Blur image restoring, is a process in which latent sharp images are restored from the
observed image using part or no information about the blurring process. There are two
main methods to restore the images from degraded images, non-blind and blind images.
In most cases a PSF is assumed to be known before recovering the true image, this
is called the non-blind restoration or classical restoration. While the second method is
based on the estimation of PSF without any prior information about the blurring process
[2]. Generally, the restoration of motion-blurred images aims to eliminate the effect of
PSF. There are two parameters used to determine PSF: the motion length and direction,
unfortunately, their values are often unknown because there is no information about
motion when the image is captured [3, 4].

De-blurring is a technique to remove artifacts from images that blur. Image de-
blurring can broadly divide into two classes, specifically blind and non-blind deconvo-
lution. Some of the well-known non-blind de-blurring methods are the Lucy Richardson
algorithm, Wiener filter, and Regularized filter. The accuracy of restoration depends on
the estimation of blur length and blur angle that constructs the PSF itself. For instance,
after the PSF reconstruction from these two parameters, a Wiener filter can restore a
degraded image in the current method.

The main contribution of this paper is the ability to check the images whether it is
blurred or not before any deblurring process. Also, the high accuracy of estimating the
motion blur angle and length is considered a contribution that enhances the deblurring
process.

The rest of the paper includes related works in Sect. 2, where there are several previ-
ous and related papers discussed. A brief idea about the motion blur, Hough transform,
and cepstrum domain analysis is presented in Sects. 3, 4 and 5 respectively. The method-
ology of the proposed method is introduced in detail in Sect. 6, while the results of the
proposed method are displayed in Sect. 7. Finally, introduce the conclusions in Sect. 8.

2 Related Works

This section is focused on the reviews of previous methods that have worked in this field
of study, emphasizing the studies with the most relevance to the method suggested in
this work.

(Li et al. 2021) Introduced a method to recover the motion blurred image captured
by mobile device. They suggested using a generative adversarial network based on the
mobile net network. The backbone of the network is already trained (where only the
generator is trained), so the entire network is trained by the authors [5].

(Zhang and Zheng, 2020) incorporated the Fourier image spectrum with the iden-
tification of edges dependent on phase consistency. The blurring angle is defined by
measuring the direction of the central bright stripe’s edge. Bilinear interpolation is then
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used for producing the sub-pixel image of the spectrum, measuring the distance between
the dark bands, and estimating the blurring length [6].

(Y. Elmi et al., 2020) presented an approach for estimating parametric PSF. This
approach can be used to estimate the linear motion blur vector parameters. This method
is used to determine the angle and length of the motion blur vector in a single image to
produce PSF for de-blurring. This blind approach takes small vectors in all trends and
deburrs with the PSF of those candidate vectors. A no-reference quality measurement
metric assesses the goodness of the deblurred image. The no-reference image quality
metric assesses measuring the edge degradation in the sharpness, and the quantity of
artifact produced from saturated pixels in the deblurred image. In the next iteration,
the unacceptable blurring caused by motion vectors is eliminated. The approximation
has been enhanced by extending the length of the rest vectors, and the same procedure
is continued recursively. The method continues until only one vector remains as the
estimate for movement vector blur. In this method there is no additional hardware is
needed, fully automatic, and doesn’t require operator intervention, use the blurred image
for estimating PSF only, improved movement accuracy blurred vector parameters, and
less computational time [7].

(Murthy et al., 2018) introduced a technique used to estimatemotion blur parameters
by formulating the trigonometric relationship between the movement of blurred spectral
lines of the image and the blurred parameters. The length of motion blur is calculated
by rotating the Fourier spectrum to the estimated motion angle. This allows forehand
angle estimation to be performed. By exploring the trigonometric relation between spec-
tral lines, the suggested approach estimates both length and angle simultaneously, thus
eliminating spectrum rotation for length estimation [8].

(Albluwi et al., 2018) proposed a method based on a convolution neural network
(CNN) for deblurring images and increasing image resolution of blurred low-resolution
images. The super-resolution CNN architecture is composed of four layers, two for
input and output and two hidden layers, the first hidden layer focus on extracting the
overlapping patch. Each patch represents a high-dimensional vector. While the second
hidden layer maps the high dimension vector to another high-dimensional vector to
represent a high-resolution patch [9].

(Kumar, 2017) suggested an efficient method of estimating parameters of the point
spread function (PSF) based on the Histogram of Oriented Gradients (HoG) and the
statistical characteristics of an image. In specific, HoG and statistical characteristics
help to estimate the motion-based PSF angle and velocity parameters. Once all the
parameters have been estimated, the blurred image reconstruction is carried out using
a newly introduced non-blind process in the moment domain. The benefit of using the
moment domain is quick convergence, and the variations in the PSF parameters are
robust [10].

3 Motion Blur Model

The 2D linear shift-invariant model that case the blur and the degraded image is
represented by Eq. 1.

g(x, y) = f (x, y) ∗ h(x, y) + η(x, y) (1)
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where:
f(x, y): is the original image.
g (x, y): is the blurred image.
h: is PSF.
η (x, y): is Gaussian noise.
The angle and length of linear blurmotion are related directly to the camera properties

during the time of the image captured. After estimating the two parameters of the blur
kernel’s length and angle, PSF could be reconstructed, and a blurred image restoration
could be done [4].

4 Hough Transform

The Hough transform is a technique used to find shapes in a digital image. The classical
Hough transform is most commonly used to detect regular curves such as lines, circles,
ellipses, etc. In this paper, we use a polar mathematical model (Eq. 2) to detect lines:

ρ = x ∗ cos(θ) + y ∗ sin(θ) (2)

where ρ (rho) is the distance of the perpendicular vector from the origin to the line, 8
(theta) is the angle between the x-axis and the ρ vector. The values ρ and θ are limited
to θ ∈ [0, 180] in degrees, and ρ ∈ [−D, D] where D is the maximum distance between
opposite corners in an image. A line in image space can be represented as a single point
in the parameter space (also called Hough space) with the parameters θ and ρ. Each point
in the image space can produce a sinusoid curve in the Hough space. A line in image
space consists of many pixels or points, these points can define curves in the Hough
space, and all the lines (belonging to points of a single line in image space) in the Hough
space pass through a single point. When the Hough transform is applied to the image
for the entire pixels, then it is easy to detect the lines that have the high vote. The result
of the Hough transform is stored in a matrix that is often called an accumulator table.
Where one dimension of this matrix is the theta values (angles), and the other dimension
is the rho values (distances) [11].

5 Cepstrum Domain Analysis

Cepstrum transform is used to separate the blur components from the image components.
Without the additive noise, image g (x, y) is defined in theCepstrum transform as follows:

Cp = F−1log|F{G(x, }|) (3)

= F−1{log[H (u, v)].log[F(u, v)]}

= F−1{log[H (u, v)] + log[F(u, v)]}

= Ch(p, q) + Cf (p, q)
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where F {.} denotes Fourier transform, G (u, v), H (u, v), and F (u, v) are Fourier
transforms of the blurred image, PSF, and the original image respectively. As a blurred
image, it is better to separate motion blur from the cepstrum domain than the Frequency
domain. In the frequency domain, it is possible to represent sinc function. So, uniform
motion blur has periodic patterns by zero-crossing of sinc function, this is displayed in
the cepstrum domain as negative peaks as shown in Fig. 1, where the original image
blurred with uniform motion blur by an angle equal to 45° and length equal 15. The sinc
function in the frequency domain is shown in Fig. 1 (c), and the negative peaks of the
blurred image’s cepstrum are shown in Fig. 1 (d) [12].

Fig. 1. (a) Original image (b) Blurred image (c) Fourier transform (d) Negative peaks.

6 Methodology

Blurring the image with a linear motion makes the edges in the image expand in the
direction specified by the PSF. This research aims to determine the length and direction
of the edge extensionwhich represents thePSFparameters. The proposed systemconsists
of four main stages: blur detection, blur angle estimation, blur length estimation, and
construction of the PSF algorithm. The construct of the PSF algorithm depends on the
blur angle algorithm and the blur length algorithm. Figure 2 shows a flowchart of the
proposed system.

6.1 Check the Image Quality

The first step in the proposed algorithm is to check the quality of the input image, when
the input image is blurred then continue with other steps; otherwise, when the image has
no blur (clear) then no need to remove the blur. Algorithm 1 summarized the main steps
for checking the image quality.
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Fig. 2. General flowchart of the proposed system
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Algorithm 1: Checking Image Quality

Input: Image

Output: Decision "Blur or Clear image"

Begin
Step 1: Input color image.

Step 2: Convert RGB image to grayscale image.

Step 3: Compute the Fourier transform F (u, v).

Step 4: Compute the log spectrum of F (u, v).

Step 5: Convert the image to a binary image.

Step 6: Extract the largest object (connected component) 

Step 7: Plot an ellipse around the selected object.

Step 8: Determine whether the input image is blurry or not by calculating

The length of the long diagonal of the ellipse and comparing it with

the threshold values.

End.

If the input image is colored, then it is converted into a grayscale image. The sug-
gested algorithm works efficiently with the grayscale images. The gray image will be
transformed by using discrete Fourier transformation. In this step, horizontal lines of
the spectrum (in dark, light, and white strips) are obtained in case of a blurry image, but
these lines are not clear. So, a logarithmic transformation is applied to the spectrum to
increase the contrast of the lines, and the lines become more clear. Detection of these
horizontal stripes in the spectrums of an image can help determine the quality of the
image; so, the resulting image is converted to a binary image. From the binary image,
the largest object (connected component) is selected. Ellipse will be plotted around the
selected object. The length of the long diagonal of the ellipse is selected. When the
length of the long diameter of the ellipse is larger than the threshold value (these values
are determined by the experiment to be the threshold value that separates between clear
and blurs images as shown in Table 1) then the image is blurred, otherwise, the image
is clear. Figure 3 illustrates the steps of determining the image quality.

Table 1. The threshold value between clear and blurred images is according to image size.

Image size Limit value

256 × 256 47.5

500 × 500 135

600 × 600 160

700 × 700 173.4
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Fig. 3. (a) Authentic Image (b) frequency spectrum of an image (c) logarithmic transformation
(d) Binary image (e) Extract the largest object and draw an ellipse.

6.2 Motion Blur Angle Estimation

One of the important parameters that are used in deblurring is motion blur angle. Steps
for estimating motion blur angle are summarized in Algorithm 2.

Algorithm 2: Motion Blur Angle Estimation
Input: Blurred image (gray image)

Output: Blur angle

Begin
Step 1: Compute the Fourier transform F (u, v).

Step 2: Compute the log spectrum of F (u, v).

Step 3: Detect the edges of the image by using Sobel edge detection.

Step 4: Compute the Hough transform.

Step 5: Blur angle is the angle corresponding to the median of the largest five

            votes resulting from Hough peaks.

End.

The input image into Algorithm 2 is grayscale, the suggested method works effi-
ciently with the grayscale images. The gray image will be transformed by using discrete
Fourier transformation, in this step, we get spectrum horizontal lines (in dark, light, and
white strips) which are perpendicular to the blur direction as shown in Fig. 4(c), but
these lines are not clear, so, the logarithmic transformation is applied to the spectrum to
increase the contrast of the lines, and the lines become more clear as shown in Fig. 4(d).
Detection of these horizontal stripes in the spectrums of blurred images (created due to
uniform linear motion) can help to estimate the blur angle.
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The fourth step is the edge detection in the image resulting from step three by using
the Sobel filter, the result is shown in Fig. 4(e), in this case, the image will be displayed
as parallel lines (mostly discontinuous lines) around the sides of the spectrum center
which called the top and bottom edges for the spectrum. So, to get continuous lines, the
Hough transform will be applied on these edges to discover the direction of the line and
determine the blur angle as shown in Fig. 4(f). The median of the five-largest votes will
be selected from Hough peaks and the corresponding theta is the angle of blur direction.

Fig. 4. (a) Authentic Image (b) Blurred image with angle 45 and length 15 (c) frequency spectrum
of blurred image (d) logarithmic transformation (e) Sobel edge detection (f) Hough Transform

6.3 Motion Blur Length Estimation

The second essential parameter that is used in deblurring is motion blur length. The blur
length estimation is based on the value of the blur angle estimated in Algorithm 2. The
steps of estimating the blur length are summarized in Algorithm 3.

Algorithm 3: Motion Blur Length Estimation
Input: Blurred image (gray image), and motion blur angle.

Output: Blur length

Begin:
Step 1: Transform the blurred RGB image to a grayscale image.

Step 2: De-noising image based on the CCN denoising method. 

Step 3: Compute the Fourier transform F (u, v).

Step 4: Compute the log spectrum of F (u, v).

Step 5: Performing inverse Fourier transform to get the image in the cepstrum

           domain.

Step 6: Rotate the image clockwise with the blur angle estimated from algorithm 2. 

Step 7: Determine the average of all the columns of the image in step 6.

Step 8: Blur length is estimated by finding the lowest peak value.        

End.
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The input gray image will be denoised by using the convolution neural network
(CNN) denoising method which works efficiently to remove unwanted particles. Then,
the image is transformed into the cepstrum domain, because the cepstrum can be used to
estimate the zero patterns in the frequency response fromwhich one can estimate motion
length. To transform an image into the cepstrum domain, first, transfer the image by
Fourier transform and calculate logarithmic transformation for it. After that, the inverse
Fourier transform was taken, which transform the image into the cepstrum domain.
Next, rotate the image clockwise by the angle estimated in Algorithm 2 to make the blur
direction perpendicular to the x-axis. The final step is to calculate the average of all the
perpendicular lines which convert 2D images to one dimension vector. The blur length
is estimated by finding the smallest peak values of the vector.

6.4 Create De-blurring Filter (PSF)

One of the most important de-blurring algorithms is generated in this section. This
algorithm is a de-blur filter that works as the heart of the proposed system. The de-
blur filter restores the original image using non-blind deconvolution, which is based
on previously estimated blur angle and length. Steps for creating a de-blur filter are
summarized in Algorithm 4.
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The image can be divided into two halves. As a result, the line will cut the image
into symmetric parts, whether horizontal, vertical, or diagonal. Therefore, the work will
be based on the half-length of the line. The first step is to determine the size of the
half-matrix based on the half-length, cosine, and sine of the blur angle. The size of the
half-matrix will depend on the estimated angle and length in the previous algorithms.
Two matrices are constructed depending on the size of the half-matrix calculated in the
previous step. One of the matrices represents the horizontal line, and the other represents
the vertical line. The orthogonal line is constructed based on these twomatrices byfinding
the shortest distance between each pixel location and the rotating line, where the distance
between these points and the line is perpendicular. To get an ideal line, first, find points
far beyond the line’s endpoint. The distance between these points and the line’s endpoint
is calculated. Finally, the values of these points are modified, and the matrix’s values are
updated according to the algorithms of the last two equations in step eight. After that,
check whether the matrix values are less than zero, and update them to zero. Next, the
matrix is rotated counterclockwise at 180° and modified to become a full-size matrix.
The full-size matrix’s values are normalized. Finally, the upper rows of the full-size
matrix are flipped with the lower rows if the cosine of an angle is greater than zero.
The line direction of the De-blur filter (Full-Size Matrix) is the same as the image’s blur
motion direction.

6.5 Deblured Image

Finally, non-blind Deconvolution techniques such as Wiener and Lucy-Richardson Fil-
ters were used to recover the sharp image using the PSF function created in the previous
algorithm.

The following equation can be used to restore the original image using the Wiener
filter:

F̂(u, v) = W (u, v)G(u, v) (4)

F̂(u, v) is the restored image, W(u, v) is the Wiener filter, and G(u, v) is the blurred
image all in the frequency domain? The Wiener filter W(u, v) can be described as the
equation below:

W (u, v) = H∗(u, v)
|H (u, v)|∧2 + S_U (u,v)

S_X (u,v)

(5)

where H(u, v) is the point spread function in the frequency domain, S_X is the signal
power spectrum and S_U is the noise power spectrum. After the image was restored, it
converted from the frequency domain to the spatial domain.

Also, the iterative Lucy-Richardson algorithm can be used to recover the original
image by using the equation below:

f̂k+1 = f̂k

(
h ∗ g

h ⊗ f̂k

)
(6)

where f̂k+1 is the estimate of a restored image after k iterations, ∗ is the correlation
operator, and h refers to the point spread function. The image h⊗ f̂k is a blurred image.
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7 Experimental Results and Discussion

In this proposal, the standard images such as Lena, Cameraman, Peppers, Baboon, Girl,
Corridor, and Characters with different sizes of 256 × 256, 500 × 500, 600 × 600, 688
× 688, and 700 × 700 are selected to use in the evaluation the proposal efficiency under
control environments. Images are blurred with different lengths and angles ranging from
10 to 85 pixels and 10 to 180°.

The first test was to detect if an image has blurred or not, a test implemented with
different image sizes 256 × 256, 500 × 500, 600 × 600, and 700 × 700. The test was
performed by using 1000 clear images from the VOC 2012 dataset. Also, blurred images
were created by artificially blurring the images (fourteen standard and natural images
were blurred with various lengths ranging “from 10 to 90 pixels”, and various angles
ranging “from 10 to 180°”) to produce 8092 blurred images, in addition to fifty blurred
images from (VOC 2012 dataset), that produces 8142 blurred images.

Figures 5, 6 and 7 illustrate the process of detecting a blur and the elapsed time
required to determine whether an image has blurred or not for various image sizes.
When images were blurry or clear, the proposed method produces good results for all
image sizes.

0

5000

10000

256 x 256 500 x 500 600 x 600 700 x 700

Image Size

Blurred Images 

Detect Blurred image Error Detec on

Fig. 5. Implementation of blur detection algorithm on blurred images.

Mean absolute error (MAE) was calculated for blur detection in the blurry image;
the value of MAE was very small, specifically for image sizes 256 × 256 and 700 ×
700. In addition, when the image was clear, the MAE for the 500 × 500 and 600 × 600
image sizes has very small MAE, as shown in Table 2.

It is concluded that the detection of blur can be achieved very efficiently for different
image sizes.

The second test was to measure the best image size that can be used to determine
the blur angle. Blurred images with sizes 256 × 256, 500 × 500, and 600 × 600, and
different blur lengths and angles are used in this test. The estimation of the angles for
each image size is shown in Figs. 8, 9 and 10. Angles estimated when image size 256 ×
256 gives good estimation when the blur length is from 10 to 60 but shows some error,
specifically when the blur length is equal to (70, 80, and 85) which is eliminated when
the image size is bigger.
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Fig. 6. Implementation of blur detection algorithm on clear images.
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Fig. 7. Elapsed time to detect if an image has blurred or not for various image sizes

Table 2. Illustrate the MAE of the proposed method for different image sizes.

Image size Number of clear
images

Number of blurred
images

MAE of Clear
image

MAE of a blurred
image

256 × 256 1000 8142 0.005 0.0001

500 × 500 1000 8142 0.003 0.001

600 × 600 1000 8142 0.003 0.001

700 × 700 1000 8142 0.009 0.0002

It is concluded from the testing results that the increasing image size will enhance
the angle estimation specifically for blur lengths ranging from 15 to 85.

The errors that result when estimating blur angles for different length is shown in
Fig. 11. The error is very small, one degree or less for just blur length equal to 10 and
maybe a very small value with blur length equal to 15 and 25, while the others have no
error.
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Fig. 8. Angle estimation for image size 256 × 256.

Fig. 9. Angle estimation for image size 500 × 500.

Fig. 10. Angle estimation for image size 600 × 600

Estimation of blur length for various blur angles to find the best image size that can
give a more accurate estimation is the second test. The results from Fig. 12 approved
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Fig. 11. Angle estimation errors for various blur length

that the small image size is not a good choice for estimating the length and direction of
the blur. At the same time images with size 600 × 600 (Fig. 14) give some errors in the
estimation of blur length for some images such as the cameraman image which gives a
length of 11 instead of the real length of 15 when the angle was 40°. Also, the corridor
image gives an outlier length when the angle equals 80. The best accuracy for length
estimation was achieved when the image size is 500 × 500 as shown in Fig. 13.

Fig. 12. Length estimation with different blur angles.

The errors that result when estimating blur length for different angles are shown in
Fig. 15. The error is very small, less than one pixel mostly when the angles are 30 and
40.

We argue that the best accuracy can be achievedwhen the image size for this proposal
is 500 × 500. At this size, there is a very good angle estimation and a very good length
estimation.
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Fig. 13. Length estimation with different blur angles.

Fig. 14. Length estimation with different blur angles.

The other test is to measure the image quality after de-blurring. Different images
with different lengths and angles were used in this test as shown in Fig. 16, the image
size was 500× 500, and the first row of images in Fig. 16 shows the blurred image, while
the second row of images shows the de-blurred image after restoration by the proposed
algorithm. The information about these images is summarized in Table 3. Table 3 shows
the details about the PSF parameters used to blur images, while the last row shows the
value of PSNR after image de-blurring.

Deblured images visually seem like pleasant images, where the values of PSNR
encourage values.

Another test was to calculate image quality after blurwas removed usingRichardson-
Lucy Filter. The test used eighty images from the VOC 2012 dataset entered into the
system that was originally blurred at different lengths and angles, and the image size was
500 × 500, as shown in Fig. 17. Figure 17 shows the blurred image in the first row and
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Fig. 15. Length estimation error for different angles.

Fig. 16. Deblur images according to the proposed algorithm

Table 3. Information about the images in Fig. 16.

Images A b c d e F g

Blur angle 45 30 70 10 80 40 20

Blur length 15 20 25 30 35 40 50

PSNR after
de-blurring

111 112 103 101 113 114 109

the de-blurred image in the second row. After eliminating the blur, the Brisque values
decreased, indicating that the image quality improved significantly.

The suggested blur angles estimated values, and run times are compared with other
previous approaches such as Dash [13], Kumar [10],Wang [4], and Iraei methods [3], for
different images with different sizes as shown in Table 4. From Table 4 it is concluded
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Fig. 17. Deblur images according to the proposed algorithm using Richardson–Lucy Filter

that the result of the proposed method is more accurate than other estimation methods
and the time is also the best.

Another comparison is listed in Table 5, which compared the suggested motion
length estimation and the run time with the same methods used in comparing angle
estimation. Different lengths for different image sizes are used in this comparison. The
proposed method results achieve very good estimation, although some of the other pre-
vious methods produce comparatively good accuracy for length estimation than the
proposed method.

Also, the absolute error of blur angles estimated shown in Fig. 11 are compared with
other previous approaches such as Dash [13], Kumar [10], Wang [4], and Iraei methods
[3].

The Dash method has a pretty good result to estimate angles smaller than P = 45°
for all blur lengths, in opposite for angles larger than P = 45°, where the absolute error
rate is greatly increased. Kumar’s method has estimated various angles as uniformly as
possible rather than the two previously mentioned methods. This method still has a very
high absolute error for L = 10, L = 20, and L = 30, and functionally is not suitable
for these lengths. In the Wang method, there is a reasonably good approximation for all
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Table 4. Results comparison of blur angle estimation using different methods.

Table 5. Results comparison of blur length estimation using different methods.

blur lengths at all angles, and the absolute error rate is reduced. Iraei method show high
absolute error rate at L= 10, L= 20, and L= 30, but the error rate for some angles drops
to less than 0.1 and has zero error when L = 50, L = 70, and L = 90. Also, the amount
of this error will be reduced by increasing the blur angle. As it is clear in Fig. 11, the
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suggested method that used Hough transform for edges detect, exhibit a great decrease
of the absolute error rate for all angles and all blur length down to zero when the length
of motion L = 20, L = 30, L = 40, L = 50, L = 60, L = 70, L = 80 and L = 85 for all
angles.

Figure 15 shows the absolute error rate of the proposed method when blurred with
blur lengths from 10–85 (with step 5 pixels) for six different blur angles. Figure 15 also
shows that the proposed method has a maximum absolute error of 0.9 in the worst case.
Most lengths have an absolute error of less than 0.3, which means restoring the blurry
image is more accurate than other methods.

Another test is implemented on noisy blurred images to prove the robustness of the
de-blurring method to noise. Gaussian noise was added to eight different images with
different sizes of signal-to-noise ratio (SNR= 25 dB). The fivemethods (Dash’s, Kumar,
Wang, Iraei, and the proposed methods) are used to estimate the PSF parameters, and
then reconstruct the original images. The results showed in Table 6. As Table 6 shows, the
maximum absolute error for the estimated blur angle by the proposed method is reached
zero, and it is a very good result compared with other methods, although the results of
other methods were very good in general. Same thing for the blur length the results were
very good except for a small deviation of estimation lengths for some images.

Table 6. Results comparison of blur parameters estimation in noisy states (SNR = 25 dB)

Moreover, the PSNR of de-blurred noise was good in general, and it reflects the good
robustness of the noise.
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8 Conclusion

In this work, the deblur image restoration is constructed by determining the PSF. The
estimation of angle and length by the proposed method gives more accurate results
than the other methods. The main contribution of this work is the ability to check the
blurred image before the de-blurring process. The range of estimation angles and length
is wider than the previous methods. In this work, we prove that size of the image will
have significant effects on the accuracy of estimation of the PSF, and then restore the
de-blurring image. Generally, the absolute errors are reduced. This method is robust and
works very well even with noisy images. The suggested method produces a pleasant
deblur image and it is reliable.
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Abstract. In a virtualization aspect, Network Function Virtualization (NFV) has
a role in implementing network slicing. Using NFV to slice the network, make the
network more flexible, but very complicated in term of management. A slice is a
set of services that the network needs based on the user requirements. Moreover,
each slice has a set of services called sub-slice, or one type of service. This research
aims to improve the availability and scalability of the services in network slicing by
managing the performance of the inter/intra slice in real-time. Also, this research
will enhance the Quality of Service (QoS) for the network resources and services
and theQuality of Experience (QoE) for the users within the slice whenwe applied
machine learning algorithms to classify and predicate accurate service to the user.

With this research, we implemented the slices based on the principles of NFV
to deliver flexibility in the 5G network by creating multiple slices on top of the
physical network. When the implementation of the prototype is completed, traffic
generated tool was used to send traffic over the slices. After data collection, we
classified different services using machine learning algorithms. The optimizable
tree model had almost high accuracy among other algorithms which was 99.3%.

Keywords: 5G · Network Slicing · NSSF · Traffic-Classification · QoS ·
inter-slice · NFV · E2E ·Machine Learning

1 Introduction

Next-generation networks will be configured with softwarization techniques based on
a Software-Defined Network (SDN) and NFV. The implementation of the network ele-
ments will be started from the core layer to the access layer. The key benefits of using
the SDN are to reduce time configuration for complex networks, reconfigure them easily
and optimize the resources using a programmable interface [1]. In addition, there are
different aspects that lead the future network using NFV because it is bringing a great
effect on the network especially when it is optimizing the Network Functions (NFs),
while the SDN optimises the fundamental system [2].
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The NF is a functional block built on top of the physical or virtual infrastructure
to create a network service and define the functional behaviour of the networks. With
future systems, all NFs and resources will be virtualized and reconfigured in the core
network to provide scalability and flexibility to the networks [3]. The network resources
such as storage, computing and radio access network will be virtualized and dynamically
managed to scale up/down the resources in the network. A network slice considered a
logical network contains a set of resources [4] These resources will be provided in the
slice by the service provider based on the requirements that have been agreed upon in
the service level agreement (SLA) between the service provider and customers (slice
owner).

The 3G Partnership Project (3GPP) in their TS 28.801 explained the concept of
network slicing, the network functions and the connection between them. Also, 3GPP
explained and standardised the QoS and QoE for future mobile networks. In this survey
[5], the 3GPPTS 23.501 and 23.502 reviewed in terms of themobilitymanagement in 5G
with inter-slice handover in a service level. In their researchdirections, authorsmentioned
that the continuity between the slices is not given in the 3GPP TS. Furthermore, the
creative concept of the Network Slice Subnet Instance (NSSI) is explained within the
3GPP TR 28.801. Network Slice Management Function (NSMF) send a request to the
Network Slice Subnet Management Function (NSSMF) to create the NSSI. The NSSI
depends on the availability and reliability of the physical and logical resources, and it
is work on the run-time operations. The 3GPP TR 23.799 discussed all that in their
technical specification document.

The QoS set of policies needs to be considered in real-time traffic with a group of
functions and services to guarantee the required bandwidth for each application.With the
QoE, the performance of the service needs to be improved to bring an efficient service to
cover the demands of the end-user. However, there are three types of verticals that will be
considered in this work: eMBB (enhanced Mobile Broadband), URLLC (ultra-Reliable
Low Latency Communications) and MIoT (Massive IoT) [6]. Furthermore, managing
the priority of the slice and the QoS flow during the session setup of the service are still
open issues. In addition, slice and mobility management at the service level in real-time
is discussed in a state-of-the-art paper in [7].

In Sect. 2, we summarize the related research to implement the slice approach on
5G systems. In Sect. 3, we propose our slicing prototype and classification model using
our dataset. In Sect. 4, we explain and evaluate the performance of the model. Finally,
in Sect. 5, we conclude this paper.

2 Related Works

By increasing the number of user requirements, the future network was invented to be
flexible as possible. Network slicing is used to provide the flexibility needed in the new
radio network. The programmability of network service is realized in slice selection.
Vertical slice, radio access slice and air interface slice mentioned in [1]. With vertical
slicing, they could slice one network into multiple vertical networks. Each slice could
have its own core network and architecture for End- to-End network slicing in the 5G
network. In addition, this architecture gives flexibility, scalability and efficiency for air
interface network slicing [8].
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Vassilaras et al. [9] reviewed all the network slice problems. In addition, their con-
centration on controlling and managing the resource allocation in the virtual network
using a real-time management algorithm.

Yousaf et al. in [10] proposed a network slicing with flexible mobility and QoS/QoE
support for 5G networks represented an open research problem. They mention many
issues that need to be considered, such as packet filter for 5G services. Zhang et al. in
[11] presented a network slicing architecture, the concept and the management of the
network slicing and the handover management scheme for handover between different
access networks.

Many issues and challenges discussed in network slicing for the future network.
The new approach to mobility management needs to be developed to support seamless
handover for 5G new radio in network slicing to improve the continuity and scalability
of the user experience [12].

Oladejo and Falowo demonstrated the network capacity of Mobile Virtual Network
Operators (MVNOs) in amulti-Tenancy. In their work, the resource allocation is realized
based on the hierarchalmodel by setting a priority to different slices to solve the resources
allocation problem. Moreover, SLA between infrastructure providers and MVNOs was
taken into consideration [13]. Zhang et al. in [14], proposedflexible reschedulingnetwork
services over multi Virtual Network Function (VNF) within different orders in run-
time process. Their sharing and preemption model was developed using the Integer
Linear Programming algorithm to increase the number of legal resources. Also, the result
showed that this model beats the other models in terms of resource sharing acceptance
in the virtual network.

Mobility management architecture based on a network slicing explained in which
means each slice manages its users across heterogeneous radio access technologies.
In this architecture, each slice has the slice configuration and service characteristics
control different requirements such as latency and speed [15]. Mobility [16] is one of
the key issues in a service level for future networks because the management in the
mobility is in two levels of mode: idle mode for the user reachability and connected
mode for the handover. Sattar and Matrawy in [17] mentioned two key challenges in
network slicing for 5G core Networks in terms of isolation and End-to-End delay. The
End-to-End slice means creating a connection between the core network and RAN.
The relationship between this connection could be one-to-one or one-to-many with a
real-time application. They applied Mixed-Linear Integer Programming (MILP) as a
formulation for a model optimization algorithm. In the end, they simulated the 5G core
network and slice request and their simulation result met the minimum requirement, but
it need more enhancement.

A slice management schema proposed in [18] to reduce the interference in a wireless
network by defining different policies within their routing protocol. A virtual function is
used to satisfy the QoS requirement when the resources isolated between slices are done
based on their priority. In this paper, traffic policy flows based on two types of priority:
high and low priority. So, the highest weight gets through the shortest path to provide
a better QoS and lower interference to VIP slices. Their proposed solution is based on
brute-force search to find the shortest path and k-hop distance interference algorithm
because it is used with different types of wireless networks. Besides, they evaluated
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the routing algorithm performance for the wireless network environment. In the end, a
comparison between their result and the naive slice management method showed that
their method defeated NSM in terms of the QoS, throughput and delay performance.

Shurman et al. in [19] designed network slicing over a mmwave bands with a fre-
quency range between (30–300) GHz to prove that their work supports the 5G channel.
Their scenario has two types of priorities based on the reserved value. Moreover, this
value is set as a tag on the frame, which corresponds to a slice priority after sending
the packet to the switch. The Work in [20] proposed a set of policies that work with
network slicing and sub-network slicing in a dynamic way. Their ontologies managed
the lifecycle for the slices dynamically based on two types of policies: inter-slice policy
and intra-slice policy. In their model, the resources and the services came from remote
health scenarios to support eHealth and Ultra HD video to support multimedia services.
Virtual resources allocation within slice priority identified in [21] to change the traffic
dynamically without affecting the QoE for the users. The inter and intra-slice priority
will depend on the QoS requirement for various users and services in the future network.

A dynamic management resource approach applied a reinforcement learning algo-
rithm to meet the end-users requirement [22]. In this approach, the authors managed the
resources using a Markov Decision Process (MDP). Then, they utilized Q-learning for
managing the resources dynamically. In the end, they compared their result with differ-
ent algorithms using an inelastic flow to demonstrate that the number of the resources
increase, the amount of profit increase and the satisfaction rate for the QoS increase in
the dynamic resource allocation.

Kim et al. in [23] addressed the complexities of the 5G network, where each user
within the slice has two service function chains (SFCs). The first SFC handles the traffic
in the control plane and the second one is used to carry the traffic in the data plane. Both
of the SFCs work on the physical and virtual layers to reduce the traffic cost according
to the users’ requirements in different verticals in terms of latency and bandwidth.
Supervised learning algorithm is used to classify and predict slice traffic over the 5G
network [24]. 5G services are allocated dynamically in real-time. Their work is done
based on open-source code to program the slice decisions.

Based on the authors’ knowledge, none of the above research paper deal with the
5G function to solve the open research issues, such as resource allocation, mobility and
slice management. For that reason, we will build a set of slices on top of the 5G core
using open-source code to send traffic, collect the slice traffic and predict the 5G services
using the best machine learning model that’s fit our dataset. This solution will enhance
the QoS and QoE for the user when applying more services to future networks and let
the users connect to multiple slices at the same time.

3 The Proposed Model

This system will be developed using softwarization approaches based on SDN and NFV.
All NFs will be implemented according to the 5G functions. The 5G means a wireless
network standard by a group of telecommunications companies to increase the speed of
data communication, capacity and coverage in logical networks instead of the traditional
networks. The compensation between SDN, NFV and 5G functions introduced real-time
dynamic programming services to the network based on the use cases demand.
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From the diagram below in Fig. 1, the infrastructure layer will be represented as a
user plane which contains all the slices that will be implemented as virtual Tenants. The
5G core will work as the brain of the network to control the top layer of the network
(application plane) and the lower layer (user plane). The Proposed slice model builds
on top of Free5gc open-source code for the 5G core [25] and UERANSIM open-source
code is used for the users and radio access network [26].

Fig. 1. System Prototype

All the slice resources and services will be reconfigured by the 5G core using the N4
interface. In addition, the application plane will contain all the functions and services.
The 5G core needs to manage the slices in the data plane such as slice policy, data flow
and slice management. All the future networks will need to implement the slice in the
core network to control the users in the data plane. The slice implementation will use
Access and Mobility Function (AMF) for controlling the user data, mobility state and
authentication, Police Control Function (PCF) for policy rules and authorization and
Network Slice Service Function (NSNF) to manage the policies for the network slicing.
According to the 3GPP specifications, all functions will be implemented at the core
layer and will run through different types of interfaces based on the function. All these
functions will be connected using a specific interface named Service-Based Interface
(SBI) through the SBI Message Bus. In this system, many functions will be configured,
such as mobility, policy control, and priority with different functional requirements such
as latency, mobility, availability, reliability and data rates to serve the specific users.
Furthermore, all 5G functions will be configured in the core network and then will be
run in the user plane depending on the requirement of the slice management in the future
network as listed below:

Adding/scaling a set of services and resources that support the slice.
Moving the users from one slice to another and assigning the users for more than

eight slices at the same time for a specific purpose based on the user demands or in
emergency cases.

Isolating the slices from each other to prevent any interference between the slices.
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In slice management, flexibility is one of the features required in the future network,
which means that scale the slice up and down. Specifically, the network slice priority
will be changed based on the network situation, such as an emergency state or disaster.
Moreover, the priority of the user per service needs to be changed depending on the
service regulations.

Network policies will be divided into two types: inter-slice and intra-slice policies.
The inter-slice priority deal with the devices inside the slice. On the other hand, the
intra-slice policy deals with devices within different types of slices. The 5G core in
this system will be responsible for managing the mobility as a service, managing slice
policies, the QoS flow and the life cycle for the slice. Furthermore, each Tenant has a
different type of service such as Tenant 1 for emergency services and Tenant 2 for video
live stream. In the end, this system needs to use management optimization techniques
to support a users. Indeed, network slicing faced many challenges such as:

Guaranteeing that the SLAs will be available on each slice over the 5G networks at
the same time and increase the QoS and the QoE for the user based on the requirement.

Combining themain keys for the future networks: flexibility, efficiency and lightness.
Slicing is used to combine multiple applications on a single network.
Minimising the Operating Expenditure (OPEX) and improving the revenue of the

networks.
Time increases for the network services in two cases Time-to-Market (TTM) and

Time-to-Customer (TTC).

4 Result and Discussion

In this section, we will explain our prototype and how we generated the traffic over the
5G networks. Free5gc is required for the 5G core on the core layer, and it is run on the
Ubuntu server. For the access layer, the User Plan Function (UPF) is run on the Ubuntu
server and connects to another server containing UERANSIM, which is used for the
Radio Access Layer (RAN) and the user device. Inter and intra slice were configured
over the 5G core, UPF and RAN. Each user can connect to more than eight slices and
generate traffic over them based on the user requirements.

Traffic is generated over the slices and over the 5G core. The traffic was collected
from the core and user plane using Wireshark. From the Wireshark file, we checked the
performance of the network in terms of delay, throughput and window size on different
streams.

TCP stream sent over slice number five with 60.64.0.1 as the IP address for the
slice to show the throughput of the connection from the online server with IP address
140.110.240.80. The number of the packets plotted over time in steven’s graph as is
shown in Fig. 2. The number of the TCP packets increased regularly until 26 s then the
TCP packets become stable until 36 s when the TCP packets start increase. The number
of the TCP packets in our work is better than the result for the TCP protocol in [27].

The throughput average for six streams is shown in Fig. 3. This traffic was sent from
the online server using a traffic-generated tool to slice number six that the user connected
to using 60.65.0.1 as IP for slice number six. On the other hand, the throughput average
for 44 streams is shown in Fig. 4. This traffic was sent from the online server using a
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Fig. 2. Steven’s graph for TCP traffic

traffic-generated tool to slice number five that the user connected to using 60.64.0.1 as
IP for a slice. The connection dropped between 28 s–38 s as is shown in the graph. TCP
packets length in the blue line, the throughput stream in yellow and the goodput in the
green line. The average throughput for the 5G slices is important with and without the
user mobility. The average packets arrival on the system is better than the result in [28].

After sending the traffic over slice number five, we calculated the duration for the
packet when it is sent and received from the server to the slice using TCP protocol. In
this case, Round-trip time (RTT) determines the successful delivery of the packet as is
shown in Fig. 5.

Fig. 3. Throughput for the 5G network after sending 6 streams

Window scaling for 44 streams over slice number five as is shown in Fig. 6.
After generated the traffic over the 5G network, we calculated the delay as is shown

in Fig. 7.
In this research, we will classify the 5G traffic for different services using machine

learning in Matlab. The idea of using different machine learning algorithms is to choose
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Fig. 4. Throughput for the 5G network after sending 44 streams

Fig. 5. Round-trip time

the best model that’s fitted our purpose. We need to apply an algorithm that has good
accuracy and less training time to make the decision of choosing the services faster to
reduce the energy. We didn’t look at the computation power in this paper, but it will be
investigated more about it in our future work.

The classification model will help us to identify the best algorithms for our dataset.
Our dataset contains: Traffic time, source and destination address, protocol name, the
length of the packets and the packet information. Different types of protocols are gen-
erated over the 5G systems such as: TCP, UDP, ICMP and HTTP. In MATLAB, we
will identify all columns as input features except the service name will be the output.
Machine Learning Model Classification for the prototype is shown in Table 1. Our pre-
diction accuracy values are enhanced in many models and get higher accuracy compared
with the work in [29]. In our system, different types of traffic are classified over the End-
to-End 5G slice network. The accuracy is not only our concern, but we need to predicate
future services in less time. For this reason, the medium tree model has less training
prediction time compared with other models.
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Fig. 6. Window Scaling

Fig. 7. Delay

After the classificationmodel, theConfusionmatrix for the best algorithm that’s fitted
our model is shown in Fig. 8. The optimizable tree model trained with high accuracy
which is 99.3% as shown in Table 1. With our model, the maximum number of splits
was 258 and the split criterion was twoing rule. The optimization result for this model
is shown in Fig. 9 for the minimum classification error.

Table 1. Model Classification

Class Classification Model Accuracy % Prediction Speed
(obs/sec)

Train Time (sec)

Trees Fine 99.2 810000 13.029

Medium 97.0 900000 11.633

Coarse 89.3 820000 18.956

Optimizable 99.3 1300000 719.5

(continued)
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Table 1. (continued)

Class Classification Model Accuracy % Prediction Speed
(obs/sec)

Train Time (sec)

SVM Linear 80.1 7600 48116

Quadratic 86.6 400 72551

Boosted Trees 98.8 42000 4441.5

Ensemble Bagged Trees 98.8 34000 4880.1

RUSBoosted Trees 33.4 37000 5687.6

Narrow 94.0 350000 5562

Neural Network Medium 95.2 390000 6120.7

Wide 95.9 250000 19540

Bilayered 91.6 320000 11392

Trilayered 89.5 310000 17325

Fig. 8. Confusion matrix for the Optimizable model
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Fig. 9. Minimum classification error

5 Conclusions and Future Work

Several techniques need to be implemented to make the 5G core takes the right decision
with the upcoming request to choose the slice and service within the slice. For example,
when the user is on a video call, then at the same time, this user receives a phone call. So,
the 5G core needs to make sure that the user will be available in both slices without any
interference or cut in a call. But if the user decides to leave the video slice and move to
another one, the 5G core will be able to forward the traffic based on the users’ demands.
Based on the authors’ research resource allocation, slice andmobilitymanagement is still
an open issue and under investigation by telecommunication companies and researchers
especially at a service level for real-time application. In this research, we implemented
the slices over the core and user plane layer and generated traffic over the slices and the
core to see the performance of the traffic when we sent different types of services. After
training our model with multi-machine learning algorithms. We will identify the best
algorithm to fit our model to deal with real-time traffic to predict the services based on
the requirements. For future work, wewill implement a machine learning algorithmwith
an SDN controller to connect it with the 5G core to manage the mobility for inter/intra
slice without effects the QoS in real-time when it is delivered to the users based on their
demands and this system needs to specify the mobility types to support the 5G users.

References

1. Kheddar,H.,Ouldkhaoua, S., Bouguerra, R.:All you need for horizontal slicing in 5g network.
arXiv preprint arXiv:2207.11477 (2022)

2. Pérez, M., Losada, N., Sánchez, E., Gaona, G.: State of the art in software defined networking
(SDN). Visión electrónica 13(1) (2019)

3. Fitzek, F., Granelli, F., Seeling, P.: Computing in Communication Networks: From Theory to
Practice. Academic Press, New York (2020)

http://arxiv.org/abs/2207.11477


36 N. A. Mohammedali et al.

4. Kaur, K., Mangat, V., Kumar, K.: A review on virtualized infrastructure managers with
management and orchestration features in NFV architecture. Comput. Netw. 109281 (2022)

5. Sajjad, M.M., Bernardos, C.J., Jayalath, D., Tian, Y.-C.: Inter-slice mobility management in
5G: motivations, standard principles, challenges, and research directions. IEEE Commun.
Stan. Mag. 6(1), 93–100 (2022)

6. Guo, S., Lu, B., Wen, M., Dang, S., Saeed, N.: Customized 5G and beyond private net-
works with integrated URLLC, eMBB, mMTC, and positioning for industrial verticals. IEEE
Commun. Stan. Mag. 6(1), 52–57 (2022)

7. Mohammedali, N.A., Kanakis, T., Agyeman, M.O., Al-Sherbaz, A.: A survey of mobility
management as a service in real-time inter/intra slice control. IEEE Access 9, 62533–62552
(2021)

8. Hurtado Sánchez, J.A., Casilimas, K., Caicedo Rendon, O.M.: Deep reinforcement learning
for resource management on network slicing: a survey. Sensors 22(8), 3031 (2022)

9. Vassilaras, S., et al.: The algorithmic aspects of network slicing. IEEE Commun. Mag. 55(8),
112–119 (2017)

10. Yousaf, F.Z., et al.: Network slicing with flexible mobility and QoS/QoE support for 5G
networks. In: 2017 IEEE International Conference on Communications Workshops (ICC
Workshops), pp. 1195–1201. IEEE (2017)

11. Zhang,H., Liu,N.,Chu,X., Long,K.,Aghvami,A.-H., Leung,V.C.:Network slicing based 5G
and future mobile networks: mobility, resource management, and challenges. IEEECommun.
Mag. 55(8), 138–145 (2017)

12. Gonzalez, A.J., et al.: The isolation concept in the 5G network slicing. In: 2020 European
Conference on Networks and Communications (EuCNC), pp. 12–16. IEEE (2020)

13. Oladejo, S.O., Falowo, O.E.: 5G network slicing: a multi-tenancy scenario. In: 2017 Global
Wireless Summit (GWS), pp. 88–92. IEEE (2017)

14. Zhang, Y., He, F., Sato, T., Oki, E.: Optimization of network service scheduling with resource
sharing and preemption. In: 2019 IEEE 20th International Conference on High Performance
Switching and Routing (HPSR), pp. 1–6. IEEE (2019)

15. Aljeri, N., Boukerche, A.: Smart and green mobility management for 5G-enabled vehicular
networks. Trans. Emerg. Telecommun. Technol. 33(3), e4054 (2022)

16. Siddiqui, M.U.A., Qamar, F., Tayyab, M., Hindia, M., Nguyen, Q.N., Hassan, R.: Mobil-
ity management issues and solutions in 5G-and-beyond networks: a comprehensive review.
Electronics 11(9), 1366 (2022)

17. Sattar, D., Matrawy, A.: Optimal slice allocation in 5G core networks. IEEENetworking Lett.
1(2), 48–51 (2019)

18. An, N., Kim, Y., Park, J., Kwon, D.-H., Lim, H.: Slice management for quality of service
differentiation in wireless network slicing. Sensors 19(12), 2745 (2019)

19. Shurman,M., Taqieddin, E., Oudat, O., Al-Qurran, R., et al.: Performance enhancement in 5G
cellular networks using priorities in network slicing. In: 2019 IEEE Jordan International Joint
Conference on Electrical Engineering and Information Technology (JEEIT), pp. 822–826.
IEEE (2019)

20. Celdrán, A.H., Pérez, M.G., Clemente, F.J.G., Ippoliti, F., Pérez, G.M.: Dynamic network
slicing management of multimedia scenarios for future remote healthcare. Multimedia Tools
Appl. 78(17), 24707–24737 (2019)

21. Dighriri, M., Alfoudi, A.S.D., Lee, G.M., Baker, T., Pereira, R.: Resource allocation scheme
in 5g network slices. In: 2018 32nd International Conference on Advanced Information
Networking and Applications Workshops (WAINA), pp. 275–280. IEEE (2018)

22. Kim, Y., Kim, S., Lim, H.: Reinforcement learning based resource management for network
slicing. Appl. Sci. 9(11), 2361 (2019)

23. Addad, R.A., Bagaa, M., Taleb, T., Dutra, D.L.C., Flinck, H.: Optimization model for cross-
domain network slices in 5G networks. IEEE Trans. Mob. Comput. 19(5), 1156–1169 (2019)



Enhancing Service Classification for Network Slicing in 5G 37

24. Tsourdinis, T., Chatzistefanidis, I., Makris, N., Korakis, T.: AI-driven service-aware real-time
slicing for beyond 5G networks. In: IEEE INFOCOM 2022-IEEE Conference on Computer
Communications Workshops (INFOCOM WKSHPS), pp. 1–6. IEEE (2022)

25. Free5GC.org. Free5GC: an open-source 5G core network (2019). https://www.free5gc.org/.
Accessed 20 Apr 2022

26. Güngör, A.: UERANSIM: an open-source 5G UE and gNodeB (2021). https://github.com/ali
gungr/UERANSIM. Accessed 25 Apr 2022

27. Chouman, A., Manias, D.M., Shami, A.: Towards supporting intelligence in 5G/6G core
networks: NWDAF implementation and initial analysis. arXiv preprint arXiv:2205.15121
(2022)

28. Nadeem, L., Amin, Y., Loo, J., Azam, M.A., Chai, K.K.: Quality of service based resource
allocation in D2D enabled 5G-CNS with network slicing. Phys. Commun. 52, 101703 (2022)

29. Salhab,N., Rahim,R., Langar, R., Boutaba, R.:Machine learning based resource orchestration
for 5G network slices. In: 2019 IEEE Global Communications Conference (GLOBECOM),
pp. 1–6. IEEE (2019)

https://www.free5gc.org/
https://github.com/aligungr/UERANSIM
http://arxiv.org/abs/2205.15121


MesoNet3: A Deepfakes Facial Video Detection
Network Based on Object Behavior Analysis

Qasim Jaleel(B) and Israa H. Ali

University of Babylon- College of Information Technology, Babylon, Iraq
{qasim.jaleel1984,Israa_hadi}@itnet.uobabylon.edu.iq

Abstract. Deepfake is the process ofmanipulating objectswith images and video.
As a result of the development of deep learning techniques such asGAN,Deepfake
has become closer to the truth. Many researchers are based on discovering deep
fakes that were created by traditional methods. These methods produce often
generate artifacts that may be subtle to humans. This paper can detect deepfakes
that are perfectly created. Through the use of the new MesoNet3 algorithm to
analyze behavior, facial expressions, and the appearance of an object based on
a dataset. This paper consists of two stages. The first stage is to build a new
MesoNet3 network that is trained on a set of data using a deepfake dataset. The
second stage is to test the videos through the extraction of the face. After that,
enter it into MesoNet3 and discover whether it is fake or not. The new MesoNet3
algorithm has proven its ability and accuracy in detecting fake video, compared
to the old Meso-4. The accuracy of the MesoNet3 in detecting and distinguishing
fake and real videos is %99.54.

Keywords: MesoNet3 ·Media Forensics · DeepFake Detection · Face
Detection ·Meso-4

1 Introduction

FAKE videos with facial information created through digital modification, particularly
using DeepFake technologies, have recently become a major public concern [1]. The
phrase “DeepFake” refers to a deep learning-based technology for creating fake videos
by exchanging a person’s face with another person’s face[2]. In addition, fake content
includes fake news, hoaxes, and financial fraud [3]. As a result, the field of research,
which has traditionally focused on generic media forensics, is being reenergized, with
more emphasis ondetecting facialmodification in images andvideos [4]. In general, there
are types of deep fakes, among these types, full-face synthesis is the creation of a new
face that does not exist [5]. Switching identity is switching one face to another. Attribute
Manipulation in the treatment of some facial features, such as age, hair color, and others.
Expression Swap consists of changing a person’s facial expressions [6]. These methods
mentioned earlier are created using deep learning. Like any other modern and rapidly
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evolving technology, Deep Learning has brought with it new obstacles. Some of these
are the so-called “Deep Fakes” or “deep fakes,” which are made with deep generative
models that can edit video and audio recordings [4]. One of the most important deep
learning techniques that can create a perfect deep fake is the generative adversarial
networks (GAN) [7] as shown in Fig. 1.

Fig. 1. Facial manipulation by GAN [8].

Videos created using GAN are more realistic and difficult to detect by traditional
methods that rely on clear visual effects between video frames [9]. The diversity of the
methods of GAN that create deep fakes, such as(cycle GAN, biGAN, couple GAN, etc.),
as well as the great and continuous development of the tools used in the process of deep
fakes [7]. This development makes it difficult to use well-known deepfake detection
algorithms. Therefore, they propose a method based on analyzing the behavior of the
object by comparing the behavior of the object in fake videos with the behavior of the
object in real videos. One of the techniques used to detect deepfakes is Meso-4. This
method is used to detect deepfakes that are created using one of the methods (Deepfake
or Face2Face) [10]. TheMeso-4 network is broken down into four convolution layers and
a dense network with one hidden layer. It makes use of the ReLU activation functions
to process non-linearities [11]. The gradient vanishing problem is likewise addressed
by batch normalization in this network. Furthermore, this network employs dropout in
the completely connected layer, ensuring classification endurance [12]. In Fig. 2 there
are more details [13]. In this paper, the Meso-4 was modified and a new three-layer
structure was created. Next, train this network using the Deepfake dataset. The reason
for reducing the number of Meso-4 layers is to preserve the finer details of the object’s
behavior. These finer details can be used to detect abnormal behavior of the video object.
Because the deep fake videos are close to the real ones. Therefore, the Meso-4 network
sometimes fails to detect abnormal behavior. Whereas theMeso-3 network preserves the
smallest details of the behavior of the video object. Which makes it give more accurate
results than Meso-4.
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Fig. 2. Meso-4 Architecture.

2 Related Work

A lot of research has been done to discover deepfakes. We mention some of them.
Robail Yasrab and et al. [14] propose a deepfake detection method using upper body
language analysis. The proposal was to use LSTM in the process of training the network.
The research relied on the movement of the upper part and the movement of the head in
training the network.Where the network can detect deepfake videos. Shruti Agarwal and
et al. [15] employed forensic technology to detect deepfakes in videos. The proposal uses
the CNN network for the training and detection of deep fakes. Train network by features
that represent head pose, facial landmarks, and facial expression. Hernandez-Ortega
and et al. [16] applied develop a spatial-temporal representation of motion (MMSTR)
for video based on heart rhythm signals. And by monitoring the heartbeat, the fake
video is detected, and this depends on the network training. Chih-Chung Hsu and et al.
[9] this research uses contrastive loss and deep learning to detect fake images. First,
advanced GANs generate fake–real image pairs. Next, dense networks are reduced to
a two-streamed network to allow pairwise input. The proposed common fake feature
network is then trained to distinguish between fake and real images. A classification
layer is added to the proposed common fake feature network to detect fake images. The
proposed method outperformed other fake image detectors in experiments. Sawinder
Kaur and et al. [17] a method that makes use of temporal sequential frames is proposed
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as a means of identifying deepfake videos that depict politicians. The forged video is
used to extract the frames at the first level of the proposed approach, and then a deep
depth-based convolutional long short-term memory model is used to identify the fake
frames at the second level. The proposed model is also tested on a ground truth dataset
of fake videos that we just put together. This dataset uses the source and destination
video frames of well-known politicians. Zhiming Xia and et al. [10] in this paper, the
authors propose a method for detecting Deepfake videos that are based on MesoNet and
includes a preprocessing module. First, the preprocessing module needs to be created so
that cropped face images can be preprocessed. This improves the discrimination between
the different multi-color channels. After that, the images that have been preprocessed
are loaded into the traditional MesoNet. Darius Afchar and et al. [13] conducted this
research using theMeso-4 network and theMesoInception-4 network, based on a dataset
of training. Both networks are based on the mesoscopic properties of images. This gives
the ability to notice slight changes in faces in videos and detect deep fakes.

3 The Proposed Method

The proposed system consists of two stages. The first stage is the construction of the
MesoNet3 network. TheMesoNet3 is then trained and tested using the deepfake dataset.
The second stage is the testing of videos, passing them to the MesoNet3 network, and
classifying whether they are fake or real.

3.1 MesoNet3 Network

Thefirst stage is the construction of theMesoNet3 network,which consists of three layers
and can detect deepfake videos. The first and second layers consist of a convolutional
layer of 8(3 * 3) and a Relu function followed by batch normalization and max pooling.
The third layer consists of the convolutional layer 16(3 * 3) and the Relu function,
followed by batch normalization and max pooling. In Fig. 3 there are more details.

3.2 Dataset

The used dataset is the deepfake dataset. This data consists of two groups: the training
group and the evaluation group. In the following Table 1, the number of images for
each group is shown. Faces were extracted from publicly available videos online. 175
videos were downloaded from various online platforms for fake images. Their duration
ranges between 2 and 3 min, with a minimum resolution of 854× 450 pixels. They were
compressed using the H.264 codec but at different compression levels [13].

3.3 The Preprocessing

The preprocessing step includes resizing the image dimensions of the database images to
224 * 244 pixels, which is considered an appropriate size. However, it may not achieve
the claimed accuracy in the paper. This could be due to the large size of the dataset,
which may contain too many images in the test set. To counteract this, use this step to
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Flatten

Dropout (0.5)

Fully-connected (16)

LeakyRelu 

Dropout (0.5)

Fully-connected (2)

Prediction 

Convolutional 8(5*5) + Relu 

Batch normalization 

Max pooling 2*2 

Convolutional 8(3*3) + Relu

Batch normalization

Max pooling 2*2 

Input (224,224,3)

Convolutional 16(5*5)+ Relu

Batch normalization

Max pooling 4*4 

Fig. 3. MesoNet3 Network Architecture.

Table 1. Shows the number of images for the deepfake dataset.

Set Size of the forged image class Size of real image class

training 5111 7250

validation 2889 4259

increase the size. It takes all of the images as well as creates a new dataset by reserving
only 10% of the data (randomly) for the test set (rather than 36.7 percent in the original
dataset). This will be radically altered. The distribution used in the paper was as shown
in Table 2.

Table 2. Shows the distribution of the number of images used in the learning and testing of the
MesoNet3 network.

Set Size of the forged image class Size of real image class total

training 7175 10337 17512

testing 773 1172 1945

7948 11509 19457
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3.4 Testing the Videos

In the second stage, after building and training theMesoNet3 network using the deepfake
dataset. Some videos test whether they are fake or real. Fig. 4 shows the general steps
for testing videos.

Input Video File. The first step is to take the videos to be tested by the system. The
system receives various types of video files. But the more accurate and not bad the
videos, the more accurate the result. The reason is that the MesoNet3 network depends
on the behavior of the object, such as facial expressions, head movement, and others.

Face Detector (MTCNN). The Multi-task Cascaded Convolutional Networks
(MTCNN) is a face identification and alignment network. It’s utilized to identify faces
and significant features like the eyes, nose, and mouth. As shown in Fig. 5. Through this
technique, it will take the behavior of the object. This step is important in capturing the
features of the object, which will be used in the later steps of deepfake detection.

Test the array of images 
containing faces               

MesoNet3 network 

Resulting (fake or real) 

Evaluation 

Input 
video file

Take only images with faces 

Face detector (MTCNN) 

Extract faces 

Fig. 4. General steps in testing the videos.

EXTRACT FACES. In this step, faces are combined and frames that do not contain
faces are removed. It relies only on the face and its behavior of expressions andmovement
of the head and eyes, as shown in Fig. 6.

Mesonet3 Network. The faces are located and collected before being forwarded to the
MesoNet3 network. The MesoNet3 network structure is intended to detect anomalous
object behavior. Face emotions, head movement, facial position, eyes, and other features
were taught to the network. This aids in spotting the object’s aberrant behavior and
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Fig. 5. Face detector.

Fig. 6. Extract faces.
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determining if it is real or fake. Two similar videos of the same person have been sent
to the MesoNet3 network, one of them is fake and the other is real. After collecting the
faces, they are sent to the MesoNet3 network, where it is determined whether they are
real or fake.

Evaluation. In the evaluation stage, the faces that were rated as real are evaluated cor-
rectly. Fake faces that have not been properly classified depend on confidence measures.
Fig. 7 shows the result of the real classification and the percentage of confidence for
each face that was recognized. Fig. 8 shows the misclassification ratio, where the confi-
dence is very low, so it is considered a false classification. Fig. 9 shows the result of the
fake classification and the percentage of confidence for each face that was recognized.
Fig. 10 shows the fake misclassification ratio, where the confidence is very low, so it is
considered a false classification.

Fig. 7. The real classification and the percentage of confidence.
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Fig. 8. The real misclassification and the percentage of confidence.

Fig. 9. The fake classification and the percentage of confidence.
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Fig. 10. The fake misclassification and the percentage of confidence.

4 Experiment Results

The system consists of two stages. The first stage is to build a new network consist-
ing of three layers. These three layers enable the detection of abnormal behavior in a
person. Where the network is trained for different people based on facial expressions,
eye movement, head position, and other features of the object. The second stage is the
video test, where the test passes several steps. The first step is to distinguish the faces.
The second step is to extract faces from videos. After that, those faces are passed to
the network to discover whether these videos are fake or real, with a percentage for
each of them. After training and testing the network, its accuracy is %9322. After 10
training epochs, the deepfake dataset was used in the training. The relationship between
the loss of the training data and the evaluation data and the relationship between the
loss and the accuracy of the model is shown in Fig. 11. The accuracy of the system in
detecting and distinguishing fake and real videos is %99.54. When it was tested on the
deepfake data set, it gave the accuracy of the Meso3 network as %93.22. When tested on
the same deepfake data set, the Meso-4 network’s accuracy was %92.94. When testing
the videos, the MesoNet3 network achieved an accuracy of %99.54, while the Meso-4
network achieved an accuracy of %78.72 on the same videos, as shown in Table 3.
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Table 3. Show The Accuracy of the Mesonet3 and Meso-4

Type dataset The Accuracy of the Mesonet3 The Accuracy of the Meso-4

Deepfake dataset %93.22 %92.94

Untitled videos %99.54 %78.72

Fig. 11. The relationship between the loss, accuracy between train, and validation.

5 Conclusion

The proposedMesoNet3 network achieved good results compared to other networks such
as Meso-4. The accuracy of the MesoNet3 network is due to the design of the network
structure, which consists of three layers. These layers enable the detection of abnormal
behavior by training the network on facial expressions and head and eye movements.
This enables the network to identify fake or real videos with high accuracy. In addition,
both networks depend on the accuracy of the videos; the higher the accuracy, the better
the results.

References

1. Rössler, A., Cozzolino, D., Verdoliva, L., Riess, C., Thies, J., Nießner, M.: FaceForensics:
a large-scale video dataset for forgery detection in human faces (2018). http://arxiv.org/abs/
1803.09179

2. Huang, R., Fang, F., Nguyen, H.H., Yamagishi, J., Echizen, I.: Security of facial forensics
models against adversarial attacks (2019)

3. Nguyen, T.T., et al.: Deep learning for deepfakes creation and detection: a survey (2019)
4. Yang, X., Li, Y., Lyu, S.: Exposing deep fakes using inconsistent head poses (2019)
5. Li, Y., Yang, X., Sun, P., Qi, H., Lyu, S.: Celeb-DF: a large-scale challenging dataset for

DeepFake forensics (2020)

http://arxiv.org/abs/1803.09179


MesoNet3: A Deepfakes Facial Video Detection Network 49

6. Kaur, S., Kumar, P., Kumaraguru, P.: DeepFakes: temporal sequential analysis to detect face-
swapped video clips using convolutional long short-term memory (2020). https://doi.org/10.
1117/1.JEI.29

7. Qi, H., et al.: DeepRhythm: exposing DeepFakes with attentional visual heartbeat rhythms
(2020)

8. Ramachandran, S., Nadimpalli, A.V., Rattani, A.: An experimental evaluation on DeepFake
detection using deep face recognition (2021)

9. Hsu, C.C., Zhuang, Y.X., Lee, C.Y.: Deep fake image detection based on pairwise learning.
Appl. Sci. (Switzerland) 10 (2020). https://doi.org/10.3390/app10010370

10. Xia, Z., Qiao, T., Xu, M., Wu, X., Han, L., Chen, Y.: DeepFake video detection based on
MesoNet with preprocessing module. Symmetry 14 (2022). https://doi.org/10.3390/sym140
50939

11. Pashine, S., Mandiya, S., Gupta, P., Sheikh, R.: DeepFake detection: survey of facial
manipulation detection solutions (2021)

12. Xia, Z., Qiao, T., Xu, M., Wu, X., Han, L., Chen, Y.: DeepFake video detection based on
MesoNet with preprocessing module. Symmetry 14, 939 (2022)

13. Afchar, D., Nozick, V., Yamagishi, J., Echizen, I.: MesoNet: a compact facial video forgery
detection network (2018). https://doi.org/10.1109/WIFS.2018.8630761

14. Yasrab, R., Jiang,W., Riaz,A.: FightingDeepFakes using body language analysis. Forecasting
3, 303–321 (2021)

15. Agarwal, S., Farid, H., El-Gaaly, T., Lim, S.-N.: Detecting deep-fake videos from appearance
and behavior (2020)

16. Hernandez-Ortega, J., Tolosana, R., Fierrez, J., Morales, A.: DeepFakesON-Phys: DeepFakes
detection based on heart rate estimation (2020)

17. Kaur, S., Kumar, P., Kumaraguru, P.: DeepFakes: temporal sequential analysis to detect face-
swapped video clips using convolutional long short-term memory. J. Electron. Imaging 29,
33013 (2020)

https://doi.org/10.1117/1.JEI.29
https://doi.org/10.3390/app10010370
https://doi.org/10.3390/sym14050939
https://doi.org/10.1109/WIFS.2018.8630761


Computer Vision Techniques for Hand Gesture
Recognition: Survey

Noor Fadel1(B) and Emad I. Abdul Kareem2

1 Software Department, University of Babylon, Babylon, Iraq
noor.fadel@itnet.uobabylon.edu.iq

2 Computer Science Department, Mustansiriyah University, Baghdad, Iraq
mmimad72@uomustansiriyah.edu.iq

Abstract. Hand gesture recognition has recently emerged as a critical component
of the human-computer interaction (HCI) concept, allowing computers to capture
and interpret hand gestures. In addition to their use in many medical applications,
communication between the hearing impaired, device automation, and robot con-
trol, hand gestures are of particular importance as a form of nonverbal communi-
cation. So far, hand gesture recognition has taken two approaches and relied on
a variety of technologies; the first on sensor technology and the second on com-
puter vision. Given the importance of hand gesture recognition applications and
technology development today, the importance of the research lies in shedding
light on the latest techniques used in the recognition and interpretation of hand
gestures. A survey on the techniques used from 2017–2022 has been presented
in this research, with a focus on the computer vision approach. The survey was
carried out as follows: the first part dealt with research based on artificial intel-
ligence techniques for hand gesture recognition, and the second part focused on
research that used artificial neural networks and deep learning for hand gesture
recognition.

Keywords: AI Techniques · Deep learning · Human-computer interaction HCI ·
Sign language · Hand gesture recognition

1 Introduction

According to the notion of human-computer interaction (HCI) technology, humans and
machines may interact naturally. Conventional human-machine contact is mostly done
through devices like mice, keyboards, and displays. It goes without saying that these
devices generally need to be connected to a computer. In some cases, such as virtual
reality (VR), remote control (RC), and augmented reality (AR), the procedure of linking
these devices is insufficient. As a result, it is critical to do research on how to create an
HCI environment that is in tune with human communication behaviors [1, 2].

Gesture recognition is an important and major research topic in the field of assistive
technology. The hand gesture is a convenient way to transfer the information as well as
an alternative to devices such as the mouse and keyboard. Also, it helps older adults who
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cannot walk or talk communicate with their caregivers when they need help through
hand gestures [2].

The use of hand gestures varies from one application to another, depending on
the user’s cultural background, application domain, and environment. Likewise, with
expressive gestures [3]. One of the new paradigms today is the so-called natural user
interface (NUI). The basic idea is that the user does not have to rely on additional
hardware as a means of input or output and can operate the computer system in the same
way that real objects would be input [3, 4].

Recognizing hand gestures has gained increasing importance in recent times for two
main reasons: first, the growth of the deaf and hard of hearing population around the
world, with a small percentage; and second, the development of applications based on
vision and touchless control on devices such as video games, smart TV control, and
virtual reality applications [4].

Hand gestures provide a non-physical link to the computer for user comfort and
safety, as well as the ability to handle complicated and virtual settings in a much eas-
ier manner than the traditional ways in a significant variety of HCI applications [5].
Hand gesture applications, on the other hand, need the ability to correctly apply and
comprehend various gestures [6].

1.1 Hand Gesture Methods

Gesture recognition aims to establish a system that can recognize human gestures for
data transfer or command and control. It detects human hand motion and translates it
into commands [6]. To collect data or information for the identification of hand gestures.
This may be accomplished primarily using two techniques [7].

Sensor-Based Approaches. Collecting data consisting of finger and hand position,
movement, and trajectory requires the use of sensors or devices physically attached to
the user’s arm or hand. The main sensor-based methods are:

1. The glove-based approach measures hand and finger position, acceleration, degrees
of freedom, and flexion.

2. Electromyography (EMG) measures the electrical impulses of human muscles and
decodes biological signals to detect the movement of fingers.

3. Other uses include mechanical, ultrasonic, electromagnetic, and other tactile tech-
niques.

Vision-BasedApproaches. With these approaches [8], humanmovements are captured
by one or more cameras [9], and vision-based devices can handle many features to
interpret gestures (i.e., color, texture, and shape of the hand). The sensor does not have
this characteristic.Although these approaches are simple, they canposemany challenges.

Systems that require a variety of lighting, complex backgrounds, the presence of
objects of hand-like skin color (clutter), and some criteria such as detection time, speed,
durability, and computational efficiency [8, 9].

The term “vision-based” is most commonly used to capture images and recordings of
bare hands without gloves or markers. The sensor-based approach reduces the need for
preprocessing, which is the basis of traditional vision-based motion detection systems
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[7, 10]. The vision-based approach also doesn’t need any extra tools besides cameras,
but it does need a lot of data to make a framework that can be used for scenarios that
aren’t visible (see Fig. 1).

Fig. 1. Hand Gestures. (a) Glove-based attached sensor (b) computer vision–based camera [11].

There are many categories of hand gestures, conversational-gestures, manipu-
lated (metaphoric)-gestures, fingerspelling-gestures, and communication/controlling-
gestures [7].

It is very important to focus on the recent techniques that deal with the concept of
recognizing gestures under the computer vision approach and to compare the recent
work of researchers by highlighting the stages pursued by researchers and surveying
their papers for the past five years. All phases of artificial intelligence research into hand
gesture recognition were analyzed in this work, along with a summary of deep learning
research into hand gesture recognition processes.

1.2 Applications of Gesture Recognition System

Gesture recognition as new interactive technology makes human-machine interactions
more natural, convenient, and efficient. The gesture recognition applications are as
follows:

1. Talking to the computer: instead of clicking the mouse can add citations or move
images by simply flicking the hand [11].

2. Medical surgery: Gestures can be used to control the visual display and assist users
with disabilities as part of rehabilitation therapy [2].

3. Gesture-based game control [13].
4. Hand gestures to control home appliances such as MP3 players and TVs, etc. [4].
5. Sign language: Sign language applications are very important in order to bridge the

communication gap between deaf people and people who do not suffer from speech
and hearing problems [3]. There are many sign languages, most notably American,
British, Hindi, Arabic, etc.

6. The driver can be viewed from the eye to choose a radio station, and you can change
the station without looking away from the road by simply flicking the hand [6].
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7. When the term “immersion” is used, it is frequently associatedwith augmented reality
[12]. Immersive media can create an environment that can be stopped and interacted
with. “Immersion” is a term that has attracted much attention in technology (see
Fig. 2).

Fig. 2. Application of Hand Gesture [13].

2 Research Aims and Approach

The goal of this paper is to review current issues and advances in vision-based hand
gesture recognition, as well as to identify potential future directions. The main research
question is: “What are the most recent technological advances and advancements in
vision-based hand gesture recognition systems?” To answer this question, all articles for
hand gesture recognition systems from 2017 to 2022 have been gathered and identified
the methods used. The research was a serious look at each stage of hand gesture recog-
nition. It focused on hand gesture recognition systems based on segmentation, feature
extraction, and classification.

The second section will have presented the previous research works that deal with
survey research within a specific approach, as well as present a set of data sets and their
specifications. The third section presents themethodology of the research sections,where
a comprehensive survey will be addressed for each stage of hand gesture recognition
based on artificial intelligence and deep learning (see Table 1). The last section is the
conclusion view and the references used.

2.1 Related Works

Several reviews summarize a series of studies on gesture recognition. Mention a few
pertinent research papers.

[14] research focuses onhow to extract structural information and spatiotemporal fea-
tures in a sequence of video frames by checking three groups based on the type of neural
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network used in gesture recognition. Tow-dimensional convolutional networks, three-
dimensional convolutional neural networks, and long-term memory (LSTM) networks.
Researchers discussed the advantages and limitations of current technology.

[15] focuses on the sub-steps present in each major step associated with system
design, namely: data acquisition, segmentation, tracking, feature extraction, and ges-
ture recognition. Therefore, segmentation, tracking, feature extraction, and identification
techniques were studied and analyzed. This work reviewed the comparative studies of
various technologies for recognizing hand gestures.

[16] is concerned with the provision of sensory glove-based sign language recogni-
tion (SLR) systems. The trends and gaps available in this research approach have been
explored to provide insights into technological environments. The review looked at the
most recent research in four main areas: development, framework, recognizing other
hand gestures, and reviews and surveys.

[17] focused on the latest developments in multimedia gesture recognition and pre-
sented a JMLR special topic on gesture recognition between 2011-and 2015. It also
looks at the latest work on gesture recognition based on a proposed taxonomy for ges-
ture recognition and talks about the problems researchers have had, how they solved
them, and where they want to go with their research in the future.

[18] outlines the vision-based hand gesture recognition algorithms reported over
the last 16 years. Methods using RGB and RGBD cameras have been validated by
quantitative and qualitative comparisons of the algorithms. The algorithm uses a set of 13
metrics selected from the various attributes of the algorithm, an empirical methodology
used to evaluate the algorithm, and algorithm detection accuracy to predict success in
real-world applications. It will be compared quantitatively. The paper also reviewed the
26 publicly available hand gesture databases and provided web links for download.

[19] Studies centered on the applications of profound learning to RGB-D-based
motion acknowledgment highlighted the strategies of encoding spatial-temporal-
structural data characteristics in the video. Unlike the above literature, which provides a
broad and general report on gesture recognition, this survey covers most of the new hand
gesture recognition technologies based on AI and deep learning from 2017 to 2022.

2.2 A Review of Gesture Recognition Dataset

Gesture recognition is a significant focus of HCI research. The gesture can be defined as
dynamic or static depending on whether it occurs during a specific time or at a specific
instant. In general, dynamic gestures aremore diverse andmore expressive. Five datasets
for gestures that have been largely adopted from publicly available datasets will be
mentioned.

20 BN Jester Dataset. Dataset 20 BN-JESTER 1 is a big set of videos labeled using a
laptop camera or webcam, and these videos show people making preset hand gestures
(see Fig. 3). This dataset can be obtained by visiting this link: https://www.kaggle.com/
datasets/toxicmender/20bn-jester/version/1.

Dvs-Gesture Dataset. This dataset was used to create the real-time gesture recognition
system described in the paper [A Low-Power, Fully Event-Based Gesture Recognition
System]. A DVS128 was used to record the data. The dataset contains 29 people and

https://www.kaggle.com/datasets/toxicmender/20bn-jester/version/1
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Fig. 3. Examples of videos from the 20BN-jester, a randomly sampled video dataset.

11 hand gestures under 3 different lighting conditions and is released under a Creative
Commons Attribution 4.0 license (see Fig. 4). This dataset can be obtained by visiting
this link: https://research.ibm.com/interactive/dvsgesture/.

Fig. 4. Dvs -Gesture Dataset video frames of the gestures.

Ego-Gesture Dataset. The Ego-Gesture dataset is a large dataset for recognizing cen-
tered hand gestures. The dataset contains 2081 RGB-D videos, 24161 gesture sam-
ples, and 2953224 frames from 50 distinct clips. This dataset can be obtained by visit-
ing this link: http://www.nlpr.ia.ac.cn/iva/yfzhang/datasets/egogesture.html. The dataset
contains 83 categories of static or dynamic gestures that focus on interactingwith devices
(see Fig. 5).

ASL Alphabet. The dataset of images of alphabets from American Sign Language is
separated into 29 volumes, representing the different categories. 87,000 images with a
size of 200x200 pixels. Training data set. 26 volumes are for letters A-Z, and 3 chapters
are for SPACE, DELETE, and NOTHING. These last three categories are very useful
in applications and real-time classification. Only 29 images are available. The test data
is on 29 images only (see Fig. 6A). This dataset can be obtained by visiting this link:
https://www.kaggle.com/datasets/grassknoted/asl-alphabet.

Arabic Alphabets Sign Language Dataset (ARASL). A data set that collects Arabic
language signals, and the number of images for each category varies from one category

https://research.ibm.com/interactive/dvsgesture/
http://www.nlpr.ia.ac.cn/iva/yfzhang/datasets/egogesture.html
https://www.kaggle.com/datasets/grassknoted/asl-alphabet
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Fig. 5. Sample of Ego-Gesture.

to another. It consists of 54,049 Arabic alphabet images for more than 40 people, in
addition to 32 standard Arabic signs and alphabets (see Fig. 6B). This dataset can be
obtained by visiting this link: https://data.mendeley.com/datasets/y7pckrw6z2/1.

Fig. 6. A- Letter “A” from American Sign Language B- Letter “Baa” from ArASL.

3 Methodology of Research

The topic of hand gesture recognition is vast, and much research has been done in recent
years. This study surveys the most recent studies on hand gesture recognition. We will
also contrast the various methodologies and applications described in the examined
papers. The review indicated that most articles use a single camera webcam or laptop
for the data acquisition process.

In recent years, vision-based hand gesture recognition research has shifted to inte-
grating more in-depth information sources like Microsoft Kinect and Leap Motion
Controller.

The survey methodology is divided into two parts: the techniques that rely on the
principle of artificial intelligence for hand gesture recognition, and the other section is
based on the techniques used in artificial neural networks and deep learning for hand
gesture recognition, as illustrated (see Fig. 7).

https://data.mendeley.com/datasets/y7pckrw6z2/1
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Fig. 7. Survey Methodology

3.1 Hand Gesture Recognition Based on AI Techniques

This section reviews hand gesture segmentation methods and features extracted for
diverse applications as well as hand gesture classification algorithms based on AI tech-
niques. The research dealswith a serious survey of each stage of hand gesture recognition
and focuses on hand gesture recognition systems based on segmentation, extraction of
features, and classification, each stage separately (see Table 1).

Segmentation. Image segmentation is one of the most frequently used techniques in
image processing. The appropriate method for segmenting images, in fact, depends
largely on the quality of the images and the dataset, if it is static or dynamic handmotion.
Many methods of segmentation have been dealt with in recognizing hand gestures,
starting from discovering edges, clustering, and using threshold or contour methods
[20].

Using traditional image processing approaches to recognize the person’s hands, such
as background reduction based on running average, skin color thresholding, upper body
and face cascade classifiers, and finger recognition based on contour detection, the video
frames yielded unsatisfactory results.

The research [21] examined three methods for segmenting dynamic hand gestures
based on the gesture recognition system. The research suggested both segmentation
methods related to skin andmovement in addition to contour features. The color space has
been changed to Y–Cb–Cr. Morphology operations were also applied after the contour
process to obtain the hand area only and to increase the accuracy of segmentation (see
Fig. 8).

To encode the color information in an image, a mathematical model can be derived
from the color space, which, axiomatically, can be used. There are many different
color spaces that can be used for many kinds of applications [22], including computer
vision applications, image processing applications, and digital graphics applications.
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Fig. 8. Segmentation result in [21].

Fig. 9. Skin Color Detection. (A) Use The Color Space YUV Threshold. (B) Detect and Track
the Hand Using the Resulting Binary Image [22].

(See Fig. 9) is a demonstration of the YUV color space being used to identify different
skin tones. [23] They used the Hough transform to extract features for the fingertips.

A new technique that describes the number of hand gestures ranging from 0 to 5 that
people indicate that a computer understands has been proposed by [24]. This technique
is implemented by reading a frame as an image and then extracting it only manually
using the YCbCr color space filter. Then it is converted to a black and white image. The
experiment was conducted using 180 random hand gesture frames taken from random
people (see Fig. 10).

It was found that under-regulated lighting circumstances, high-resolution cameras,
and a short distance away, gestures were examined with three criteria that directly affect
the identification rate, namely noise, light levels, and hand size. The method conducts
finger counting and gesture recognition based on the maximum distance between the
observed fingers, with an average performance of 50 to 70% of successful detection for
14 movements based on color space-based Y–Cb–Cr segmentation. The Y–Cb–Cr color
space was shown to be helpful. Lighting effects that impede detection are particularly
difficult to remove.

Skin color detection using RGB channels in [25]. Because the blend of an image’s
color channel and intensity information has uneven features, it is not recommended for
skin segmentation. Because the threshold value is an average of three-channel values,
adjusted RGB color information is isolated from the brightness in a straightforward
manner (r, g, and b). However, it cannot be depended on for segmentation or detection
under changing illumination conditions. Converting the RGB color space to another
color space in order to identify the region of interest in the hand through other hues such
as red, pink, orange, and brown is an important procedure. The color may be determined.
The hue of the sample may be predicted ahead of time. If it is comparable, we might
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Fig. 10. Hand Gesture Detection and Foreground Segmentation Stages [24].

refer to it as the skin or the region of interest. The skin color approach has a number of
obstacles, including lighting fluctuation, backdrop concerns, and other sorts of noise.

[26] found that applying the Y–Cb–Cr color scheme helps to eliminate lighting
effects, but that intense light during capture affects accuracy. With the help of the CAM
Shift algorithm, YUV color space was used in [27]. The background color was distin-
guished from skin color, and then a naive Bayes classifier was used to aid in gesture
recognition.

The hand segmentation algorithm used in the research [28] was performed using a
Kinect camera depth sensor, followed by a calculation of fingertip locations using 3D
communication, Euclidean distance, and geodetic distance on manual skeletal pixels to
provide higher accuracy.

In studies [29], a hybrid technique of hand segmentation utilizing depth and color
data from the Kinect sensor has been suggested. In addition to relying on skeletal data,
in the suggested technique, the image threshold was applied to the depth frame as a pixel
segmentation technique to extract the hand from the color frame.

Several academics have proposed the use of a depth camera that offers three-
dimensional geometric data about the item [30, 31]. This is due to the fact that the
three-dimensional data from the depth camera directly reflects the depth field and is
unaffected by lighting, shadows, and color, unlike a color image, which only comprises
projection. However, the cost and accessibility of depth cameras will limit their applica-
tion. In [32], they utilized Y-Cb-Cr, SkinMask, and HSV segmentation techniques (hue,
saturation, and value). The SkinMask procedure is then subjected to binarization and
color segmentation in order to identify pixels that match the color of the hand. Threshold
masking determines the dominating characteristics in the HSV process (see Fig. 11).

Studies by [33–35] proposed a model that used 3D hands and objects using a sin-
gle RGB image to understand interactions between them. [36–40] presented a method
for tracing a complex deformable object by interacting with the hand based on the 3D
position of the hand in single-depth images. Artificial Neural Networks (ANN), Fuzzy
Clustering Algorithm, Graph-based Feature, Hidden Markov Model (HMM), Conden-
sation Algorithm, and Finite State Machine (FSM) are all mentioned methods. In [41]
as an effective method to recognize hand gestures.

FeatureExtraction. Theaccuracyof the quality of any algorithmdepends on thequality
of extracted features, because these features, or rather important information, give a
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Fig. 11. Segmentation in [32]

complete impression of the classification or recognition process. Therefore, accurate
information extraction from images must aid in the process of gesture recognition.

The Fourier descriptor, and fingertips, contour hand, motion gesture, or centroid,
capture the basic structure. It can be considered a common method of feature extraction.
Both contour hand and complex Alhzat are feature extractions used in [42]. In [43],
employing Discrete Fourier-Transform (DFT) techniques on histograms, a method for
extracting features was implemented (vertical and horizontal).

In [44], thewavelet feature is determined by enforcing thewavelet invariantmoments
of the hand region, and the distance feature is extracted by calculating the distance from
the fingers to the hand centroid. Both of these features are determined by calculating the
wavelet invariant moments of the hand region. After that, a feature vector is created, and
it is made up of wavelet invariant moments and a distance feature. Last but not least, a
support vector machine classifier that is based on the feature vectors.

The method that was proposed in [45] first processed the images after extracting
a histogram of gradient features from the input data that was provided by a portable
webcam. The portable webcam provides the proposed system with the input data, which
comprises four different handmotions to be interpreted.After the image thatwas acquired
has been processed using the data that was entered, the graph of the vector gradient
features will be retrieved from the obtained image. Following this, the processed image
is looked up in a database that contains images of gestures. The K-Nearest Neighbor
method is used to perform the comparison and recognition of the image. The slide show
is then controlled by the image that was initially detected.

American Sign Language was used in the study. [46] Images are collected from
the webcam and preprocessed. The figure is divided into two parts by means of poly-
gon approximation and convex decomposition approximation. Features are extracted by
recording the unique features between the different convex parts of the hand. The result-
ing singularity was used as the extracted feature vector. This training includes features
that are almost unique to various hand gestures.

This article [47] describes current machine learning approaches for recognizing hand
gestures using detailed data from time-off light sensors. Experiments have shown that
convolutional neural networks and long-term memory provide the most reliable results
for implicitly extracted features. It is a method that uses image color statistics and also
uses a “regional contrast” (RC)-based extraction algorithm for prominent objects.
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[48] used a different technique to extract hand features, namely a histogram of ori-
ented gradients (HOG) of oriented gradients (HOG) was used for image processing
to extract characteristics of the hand. The Accurate End Point Identification method
was implemented and applied to gesture images which were captured in varying back-
grounds to detect edge points and branch points, and it was also applied to blurred images
containing multiple objects.

[49] A three-dimensional convolutional neural network model for learning region-
based spatiotemporal aspects of hand movements has been proposed. This model takes
as its input a sequence of RGB frames that were taken by a straightforward camera.
In order to extract the features from the full video sample, a 3DCNN was used, and a
SoftMax layer was utilized in order to perform the classification. It acquired recognition
rates of 84.38%, 34.9%, and 70% on the three datasets, respectively, by using three
gesture datasets derived from color videos: KSU-SSL, ARSL, and ASL classes.

Higher-order local autocorrelation (HLAC) features are used to extract features in
the novel method of feature extraction that is described in [50]. This method is a recent
development in the field of feature extraction. Identifying the texture of the image of
hands in relation to prospective location and the pixel product picked in white requires
the extraction of features from grayscale images using a variety of masks. Then, based
on the Mutual Information Quotient, the characteristics that hold the most valuable
information are chosen for selection (MIQ). In order to categorize the various ways in
which people use their hands, a multiple linear differentiation analysis (LDA) classifier
was utilized. Experiments conducted on the dataset provided by NUS reveal that HLAC
is superior to other feature extraction approaches in terms of its ability to recognize hand
motions.

In each of the following works [51] and [52], several methods were used to extract
specific features and apply them to gesture images. The first research focuses on the
identification of accurate endpoints, which are applied to gesture images to detect edge
points and branch points, as well as in blurry images that contain multiple objects. The
second study presents a double-channel convolutional neural network (DC-CNN) in
which the original image is preprocessed using canny detection to detect the edge of the
hand before being given to the network. To categorize output results, each two-channel
CNN has its own weight and SoftMax classifier.

In order to obtain the hand edge images, first the original gesture images must be
preprocessed, and then edge detection must be done on those images. Second, the hand
gesture images and the hand edge images are each chosen to serve as one of CNN’s
input channels in their respective orders. The number of convolutional layers and the
other parameters are identical across all channels. However, each channel has its own
unique weight. The final step is to execute feature fusion at the complete connection
layer, and the output result is then classed using the SoftMax classifier. There are ten
different gestures stored in the database.

In [53], depending on depth information, feature extraction was motion gesture and
compared the motion patterns for 26 gestures. In [54], a Kinect camera depth sensor was
used to capture the image. Euclidean distance and geodesic distance fingertip skeleton
pixels were extracted. By using a depth camera, the feature extraction based on hand-
skeletal joints’ positions data set is dynamic hand gesture [55]. In [56], based on Kinect
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camera features, gestures were extracted by computing skeleton point clouds with a
YOLOv3 algorithm, while [33, 34, 37, 38, 40] feature extraction depended on using 3D
hand pose estimation.

Classification. There are many classification algorithms that can be used to identify
different gestures, whether the gesture is dynamic, sign language, etc. The extracted
features are sent to one of the classification methods, and the data is divided for testing
and training the classification algorithm, through our survey of a number of researchers.
The result was that the most used methods for classification are both Artificial Neu-
ral Networks (ANN), K-Nearest Neighbor (KNN), Naive Bayes (NB), Support Vector
Machine (SVM), etc.

The study [57] provided an effective, fast, and easymethod for dynamic hand gesture
recognition based on two-line features extracted from two-line real-time video. The
feature selection was used to represent the hand shape of the Kurdish Sign Language’s
dynamic word recognition. Features extracted in real-time from preprocessed manual
objects were represented by optimized values for the captured binary frames. Finally,
we used an artificial neural network classifier to recognize hand gestures.

[58] Hand gesture recognition algorithms for the elderly are offered. Using contour
and rule-based algorithms, respectively, detection, feature extraction, and classification
are the three main components of the procedure. The method relies on the vision-based
recognition of six fixed hand gestures.

In [32], they used the segmentation methods of YCbCr, SkinMask, and HSV, then
binarization. SoftMax classification is used to classify hand gestures where features are
extracted through convolutional neural networks (CNN). While in [49], a SoftMax layer
was used for classification. Using three gesture datasets from color videos: KSU-SSL,
ARSL, and ASL classes, it obtained recognition rates of 84.38%, 34.9%, and 70% on
the three datasets, respectively. Also, [52] used SoftMax for classification.

They were able to identify hand gestures in their research [59–62] by utilizing the
Nearest Neighbor (KNN) classifier. The work that was presented in reference number
[63] identified detections by employing a hybrid of the k-nearest neighbor (KNN) and
decision tree classification methods. The classification of [64–68] gestures was also
accomplished with the assistance of a Support Vector Machine (SVM). The gestures of
[69] were organized into categories using a decision tree.

They employed a tweaked version of the deep forest algorithm in order to identify
the pattern in [70]. The classification process in [71] was carried out using a random
regression forest technique. The hand gesture is modeled and decomposed using the
Gaussian mixture model and Hidden Markov Model, and the GMM is employed as a
substrate of the HMM to decode the sEMG function of the gesture. This can be found in
[72]. In addition, a hand gesture detection system was developed and implemented by
introducing Bhattacharyya divergence into the Bayesian Sensing HiddenMarkovModel
(BSHMM). This research was published in [73].

Other. Far from using the segmentation algorithm, [74] proposed a real-time dynamic
hand gesture detection system based on TOF. This system was designed to work in
real-time. The act of identifying movement patterns based on hand motions captured as
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input depth images is referred to as “pattern recognition. The system works well overall,
except that the depth of field of the TOF camera isn’t good enough.

A new method is presented in [75] for RGB video recording of sign language based
on extracted structural features, in addition to taking into account the difficulties in
extracting accurate structural data due to obstruction. Using skeletal and depth data for a
skeleton-based approach [76], a dynamic and recognizable hand gesture was introduced
(see Fig. 12).

Fig. 12. Skeleton Dataset to Representation Hand Skeleton Model [76].

Using Kinect sensor depth metadata, a new dynamic hand gesture recognition tech-
nique was described in [77]. For classification and recognition, an orientation feature
retrieved for segmentation (SVM) algorithm and HMM were used.

A three-part gesture recognition robot system was introduced [78]: an intelligent
robot system, gesture recognition, and anAndroid app. Three independent discriminators
contained in the gesture recognition system were verified to control gesture recognition
based on the use of an algorithm based on feature extraction and template matching. The
average rate of gesture recognition was 94.6%.

Principal Component Analysis (PCA) and classifiers such as the Support Vector
Machine (SVM) and k-near-neighbor (k-NN) were used in addition to the recognition
experiments. Reducing this similarity between frames is an important step in pattern
recognition. The method was applied to the Irish Sign Language data set [79].

This article [80] focuses on a dynamic 3D gesture recognition system that uses hand
location information. It uses the natural structure of the hand topology (later called hand
skeletal data) to extract effective manual kinematic descriptors from a set of gestures.
The descriptors are then encoded into statistical and temporal representations using the
Fisher kernel and a multi-level time hierarchy, respectively. The proposed approach
was applied to a three-handed gesture dataset, each containing 10, 14, and 25 gestures.
Also, the proposed evaluation is from the perspective of hand gesture recognition and
low-latency gesture recognition (see Fig. 13).

This work summarizes the technologies of the above works by surveying a number
of artificial intelligence techniques for recognizing hand gestures (see Fig. 14).

3.2 ANN and DNN Techniques for Hand Gesture Recognition

Even if a related dataset is used to pre-train the network and take advantage of trans-
fer learning, one of the primary challenges associated with deep learning-based image
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Fig. 13. Overview of The Approach in [80].

Fig. 14. Taxonomy of Artificial Intelligence Techniques based on Hand Gesture Recognition

recognition is the requirement for a vast amount of labeled data. In addition, there are
other issues, such as design optimization, which can be difficult and time-consuming
[81]. These challenges are one of the main problems with deep learning-based image
recognition. (See Fig. 15) for the research and techniques that have been used recently
to recognize hand gestures.

Method Based on CNN. In this paper [82], a standard dataset called IPN Hand is
provided. This dataset contains more than 4,000 gesture samples and 800,000 RGB
frames from 50 distinct targets for 13 different static and dynamic gestures focusing on
interaction with non-touch screens based on 3D-CNN technologies.

Graph CNNs are employed in the study of [83] to create a 3D network of the hand
surface. Hand segmentation and 3D hand position estimation, including skeletal con-
straints, can be learned using a CNN-based approach developed by [84]. Deep learning
models using parallel convolutional neural networks (CNNs) to process the positions of
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hand skeleton joints have been introduced in [85] for the purpose of 3D hand gesture
detection.

For classification, a network containing an RNN and additional accelerometer data
was employed (CNN), and an RNN was used for the classification. [88] Hand motions
were classified using the Deep Convolutional Neural Network. The Deep Convolutional
Neural Network (ADCNN) feature from this paper was taken and used for hand cate-
gorization in this article. The experiment uses 100% training data, 99% test data, and a
total run time of 15,598 s [90].

Another suggested method is to track hands using webcams. The background is then
removed using the skin color (Y-Cb-Cr color space) and morphology approach. A kernel
correlation filter (KCF) is also employed to monitor the ROI. The final images are sent to
the Deep Convolutional Neural Network (CNN). It compared the performances of two
modified models, AlexNet and VGGNet, using the CNNmodel. In [91], the recognition
rates for training and test data are 99.90% and 95.61%, respective.

A newmethod based on the Deep CNN feeds resized images directly to the network,
ignoring segmentation and recognition levels and directly classifying hand gestures. The
system operates in real-time, with a result of 97.1% for simple backgrounds and 85.3%
for complex backgrounds [92].

The depth image generated by the Kinect sensor was used to segment the color
image and then combined with a convolutional neural network that applied an error
backpropagation algorithm to change the thresholds and weights of the neural network.
Use skin-colormodeling.AnSVMclassification algorithmhas been added to the network
to improve the results [93].

[94] Developed A 2-Channel Convolutional Neural Network (DCCNN) in another
research paper, where the original images are preprocessed to detect the edges of the
hand before being transmitted to the network. Each of the two-channel CNNs has its
own weight, and the output is classified using the SoftMax classifier. The detection rate
of the suggested system is 98.02.

RNN-Based Method. The author of [86] has developed two channels for dynamic
hand gestures. The detection method uses a low-complexity recurrent neural network
(RNN) algorithm for portable devices. It is initially based on video signals and uses
convolutional neural networks. In contrast, [87] uses a bidirectional recurrent neural
network (RNN) with skeletal sequence to enhance motion, and an RNN function was
used.

In this paper [89], an improved recurrent neural network is proposed for skeletal-
based dynamic hand gesture recognition. After finger movement and general movement
features are extracted, they are fed into a bidirectional recurrent neural network (RNN)
along with the extracted finger movement features to describe finger movements. This
method is effective and superior to other art initiation methods.

The hand gesture recognition system successfully identifies 10 gestures in [96].
The entire system includes a signal processing part that produces a Range-Doppler Map
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(RDM) sequencewithout clutter, and amachine learning part that is an LSTM (long-term
memory) encoder for learning the temporal characteristics of the RDM sequence.

Hybrid Method. This study [95] proposes combining the capabilities of two deep
learning technologies, a convolutional neural network (CNN) and a recurrent neural
network (RNN), to automatically recognize hand gestures using depth and structure data.
The purpose of this study is to use depth data and apply CNNs to extract important spatial
information from images. Tandem CNN + RNN can recognize different gestures. It
combines both skeletal anddepth information to extract temporal and spatial information.

A proposed deep learning-based method for temporary 3D shape recognition issues
[97] is primarily based on a combination of a convolutional neural network (CNN)
and a long-term memory (LSTM) recurrent network. Introducing a two-level education
method that focuses on CNN education at first and then changes the wholemethod (CNN
+ LSTM) at the second level.

This paper [98] affords a powerful deep structure for non-stop gesture recognition.
First, continuous gesture sequences are broken up into remoted gesture times using the
proposed temporally dilated Res3D community, which is mostly based on the 3-D con-
volutional neural community (3DCNN), the convolutional long-short-term-memory net-
work community (ConvLSTM), and the 2-D convolutional neural community (2DCNN)
for remoted gesture recognition.

Fig. 15. Taxonomy of Deep Neural Network Techniques for Hand Gesture Recognition

4 Conclusion

There is no doubt that understanding various hand gestures, whether they are sign lan-
guage or other expressions, is critical. Researchers have made great strides in hand
gesture recognition because of its widespread practical applicability. In light of this, it is
crucial to highlight the most cutting-edge technologies in use by conducting a compre-
hensive literature review on the subject of vision-based hand gesture recognition, with
a particular focus on those based on the principles of artificial intelligence and deep
learning techniques. The ability to use these technologies in a wide range of critical
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applications makes computer communication more natural. There are several factors
that affect the interpretation of gestures, including the background, the source of light,
and the skeletal structure of hand movement. The majority of studies have found that
edge detection, depending on geometric features for fingers, is particularly useful for
recognizing gestures when the fingers of the hand are extended but that recognition is
more challenging when the hand is closed. Recently, deep learning has seen widespread
application in a lot of research for hand gesture recognition with high accuracy. Through
the comprehensive research survey, the associative memory network has not been used
in any of the surveyed research. It is necessary to work on techniques based on neural
networks or deep learning, which give better accuracy of results than other traditional
methods.
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Abstract. Human faces can reveal not just the human identity, but even demo-
graphic characteristics such as ethnicity and gender. Recently, the researchers get
the advantages of Deep Learning techniques in developing face recognition sys-
tems implemented on both 2D and 3D face datasets. However, the usefulness of
Deep learning in analyzing facial features of 3D faces gender, and ethnicity are
examined in literature with only three main perspectives: data representation, aug-
mentation, and comparison using the several commonly used format of 3D face
representation such as depth images, point clouds, normal maps, triangular mesh,
and horizontal disparity images. Many algorithms are implemented by authors
on popular 3D datasets including FRGC v2, 3D-Texas, and BU3D-FE. In this
work, we highlight the advantages of using the deep learning 3D representation in
“race recognition” approaches and refer the researchers to the important related
works in this field by comparing them according to their distinguishing metrics
and invariant conditions support and the used techniques and datasets.

Keywords: Race Classification · Deep Learning · 3D face Recognition

1 Introduction

1.1 Face Morphology and Computer Vision

The biological system of the human body is a complex composition in which many
details and information can be reflected via the superficial layer of the skin. Body parts’
appearance and pattern, shape, color, local and general characteristics can tell informa-
tion about the human age, gender, disease, ethnicity, and more. The human face is a very
important part of the human body that can tell many details to the physician, specialists,
and devices’ sensors. The morphology of the skull, color, iris, lips, under-bones con-
cavities, muscle shape, skin pattern, and fat distribution reflect different biological and
social signs about the human.

Facial muscle motion and actions also can reveal more information about biological
health and diagnose many types of negative and positive signs of health state such as;
partial loss of muscle activity, involuntary movements, and muscle shape abnormality.
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In general, the images of human faces with their global appearance and their local
segmented parts can be translated or mapped into good facial information. Face photo
can be segmented into different areas of interest (AOI), face photo is used to maintain
different types of information via extracting face features that are mapped into their
corresponding values and more.

The human face plays an important role in multi-disciplinary research as it reflects a
bank of information and demographical attributes such as gender, ethnicity, expression,
age, social signals, emotions, and more [1].

Computer vision is one of many scientific fields that got many advantages in face
morphology analysis and recognition. It allows the researchers and specialists to focus
on their required interest areas and face features and enables them to study specific
cases and conditions via image processing, data mining, artificial intelligence, computer
training, and fast learning abilities. Distinct anatomical areas of face image are used as
"face landmarks" to support researchers and daily life applications. By applying some
pre-processing, object and edge detection, extraction, and recognition techniques, it
becomes possible to analyze the lips, eyes, iris, nose, mouth, and contours to classify,
detect, verify, authenticate, recognize, and serve different today’s scientific and industrial
applications.

Face description is usually performed by collecting the information of the visual
attributes such as; soft biometrics (gender, race, age), in addition to the physical charac-
teristics such as lips shape, and other environmental related aspects (lighting, shadow,
head pose). In the face recognition step, themeans of several attributes can be considered
to avoid restricting the recognition to the overwhelming biometric comparison. How-
ever, considering a single local feature might support the global or multiple features in
the comparison or classification tasks and enhance the accuracy.

Researchersmarked several issues in the face recognition and classification field such
as; variability of data (facial expressions for example can vary with the degree of expres-
siveness, age, personality, or race. The head pose also affects the recognition during
capturing the face image. In addition, illumination conditions of capturing environment
are worthy to be considered as an affecting factor in facial features recognition.

Gabor-based [2] and several alternative HOG and LBP-based techniques used hand-
crafted or some enhanced selected face features to avoid degrading the accuracy via
this variability [3]. Although such traditional features learning tackled some variability
limitations, the huge data variability defined another challenge. Recent deep learning-
based approaches performed better with large variability and achieved higher accuracy
in face morphology recognition and human groups’ classification.

1.2 Using the Facial Features to Analyze the Human Face

Computer vision tries to simulate the human visual perception system as an initial step to
collect meaningful descriptions of the required facial features of different applications.
Some classic approaches derived the color texture and superficial shape (geometrical)
in what is called appearance-based approaches. The extracted face descriptions in this
type are supported by the good abilities of both machine learning and pattern recogni-
tion to achieve an acceptable accuracy in extraction and recognition based on the fast
comparison. However, these approaches sometimes miss the linearity of following the
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face precepting mechanism that is used in the human visual system. In addition, image
manipulation (such as; scale variation), data variation, and illumination variation rep-
resented essential degradation factors of such approaches’ accuracy. “Feature-based"
approaches considered both configural and shape features to enhance the recognition
accuracy and avoid the previous limitations. Some examples of existing approaches that
used Local features are; a classification approach [4] that used the Lip shape and its color
to recognize the gender. This work analyzed the "Lip Feature" which is an important
human face local feature that usually differs from person to person. Another existing
work [5] discuss the robustness of using the "Iris" area and its random tissues and unique
properties in extraction and classification tasks. "Nose feature" and especially "nose tip"
was reported in the literature as a distinctive region of a human face that has a property
of stability even during face expressions changes.

Furtherly to achieve different tasks, Face data might be processed at various levels,
the feature might be integrated, and multiple features are studied together to learn how
they are relating to each other and how to influence each other. Generally, two types
of detection approaches are examined: “feature-based” and “image-based". The first
approach extracts important features from the human face and matches them against a
gallery or a saved knowledge of the facial features. However, the image-based approach
obtains directly the best match between the testing images and the training images [6].

A common local features-based type of classifier finds the minimum distance and
labels the testing sample to the mean associated class, while the nearest neighbor clas-
sifier assigns the testing samples to the class that has the nearest neighbor. More specif-
ically, the k-nearest neighbor (KNN) classifier assigns the testing images to the nearest
neighbor by the first k searched neighbors. Machine learning algorithms such as CNN
also is commonly used as classifiers, identifiers (comparing to many), and authenticators
(comparing to one) of 2D and 3D facial image representations. Several commonly used
features in Literature are summarized below:

Gabor Filters (Commonly Used)
Gabor Filters is a processing tool to extract the feature from images and obtain informa-
tion about it. This tool implements neural network algorithms that could be trained by
the obtained features of this filter. Scaling RMS contrast and presenting fuzzily skewed
filtering is an innovative approach used in this technique. The source photos are first
transformed into gray-level images before being cropped into (100 x 100) pixel images.
The face images are rotated by calculating the center of the two eyes for each face.
Contrast and illumination equalization, histogram equalization, and fuzzy filtering are
the three steps in the pre-processing phase of the related approach. A model of ethnic
classification of a person from face images is proposed byMomin [7] to detect the facial
landmarks and then applies Gabor filters to each component to extract key facial fea-
tures. It showed that the mouth and the nose outperform the eyes in the characterization
of ethnicity. Jae Choi [8] employed Gabor DCNN (GDCNN) to improve the face anal-
ysis and performed extensive experiments on four public face databases. Ahmed [9] in
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2021 implemented Gabor wavelet transform for feature extraction on ORL and YALE
databases and used the CNN deep learning to achieve 85.42% and 92% respectively.

Statistical Principal Component Analysis (PCA)
PCA also called “Eigenface” extracts the standard features from the human face photos
to be assigned with unique features resulting using the subtraction of the average vector
from the face vector. It is a type of template matching step to directly compare the pixel
intensity values obtained from facial images. Then, the eigenvectors are obtained math-
ematically from a covariance with a step of dimensionality reduction to avoid memory
issues.

PCA Advantages: (1) Easy to compute based on linear algebra), (2) By using PCA
beforehand to lower the dimensions of the training dataset, it prevents the predictive
algorithms from overfitting.

PCA Disadvantages: (1) It is difficult to tell which are the most important features in
the dataset after computing principal components. (2) A trade-off between information
loss and reducing the dimensionality of the discriminative feature vector.

PCA is combined with deep learning by Sunitha [10] to employ feature reduction.
on the high-dimensional retrieved features in addition to using an optimal kernel

extreme learning machine (KELM) with parameter tuning to enhance the performance.

Linear Discriminant Analysis (LDA)
LDA also called “Fisher’s Discriminant Analysis” that collects images and classifies
them, then calculates the vector of the classes via maximizing the inter-class matrix in
addition to minimizing the intra-class matrix. Calculating the Eigenvector is also used
in this extraction approach. However, choosing a single feature for analysis might cause
overlapping in this classification thus, using multiple features usually leads to better
classification.

Sahan [11] in 2021 generated a type of one-dimensional face feature set using the
LDA from the original image database to train one dimension classifier (1D-DCNN)
and implemented it on the MCUT dataset with a near-optimal achieved accuracy. The
efficiency and performance of combining the Deep Learning and LDA are also tested
by Bajrami [12] on labeled faces in the wild LFW dataset. The author showed that the
Deep learningmethod achieves better recognition accuracy and recognition time ismuch
faster than the LDA method in large-scale datasets.

Independent Component Analysis (ICA)
Similar to the PCA (a generalization of the PCA), ICA uses a subspace to reduce the
dimensionality. PCA treats the images as random variables of a Gaussian distribution,
then minimizes the second-order statistics. However, ICA is also generalized to non-
Gaussian distributions and is used to find the nature of the data statistical dependency.
An initial hybridization in filter banks [13] is generated by a fusion of PCA and ICA
filters and is used by Dutta by employing the DCNN to improve the face classification on
Frav-3D, Gavab-DB, and Casia-3D datasets. The author called the proposed approach
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(PICANet) which consists of different layers: convolutional layer, nonlinear processing
layer, pooling layer, and classification layer.

Local binary patterns (LBP)
LBP is an image operator that converts an image into an array of integer labels that
represent the image’s small-scale appearance. It converts the greyscale image of each
pixel’s (3 by 3) neighbors into a binary image using themiddle pixel value. The difference
between the center and the points around it is then calculated by the LBP (greater
than zero a one is assigned, otherwise it remains zero). Furthermore, LBP can use the
histogram of labels to construct a texture description. LBPNet approach is proposed by
Xi [14] to extract and compare features in multilayer hierarchy which retains the CNN
topology with modified trainable kernels on FERET and LFW datasets. Another work
to combine the LBP and CNN in face analysis also is presented by Zhang [15].

Dynamic link architecture (DLA)
The DLA’s main concept is to exploit synaptic plasticity, which is already present on
the time scale of information processing and not just for memory acquisition, to quickly
combine groupings of neurons into higher symbolic units.

Elastic Bunch Graph Matching (EBGM)
EBGM can only be used on objects that share a common structure, such as frontal faces
with a common set of "landmarks" such as the tip of the nose or the corner of an eye.
A Gabor wavelet convolution is used to characterize the characteristics. The EBGM’s
fundamental flaw is that the initial stage of the recognition process requires manual
landmark selection of the facial image [16].

Geometric feature matching (GFM)
Face recognition performance cannot be ideal and will generally not be as good as
appearance-based models that leverage substantially more information encoded in a
face image since a face is described by just a limited number of biologically important
landmarks. The study of geometry-based facial recognition, on the other hand, will help
to promote the development of hybrid and speedier approaches. Even if the intricacies
of the face’s key characteristics are not resolved, GFM can recognize the image. The
remaining data is simply geometrical and represents the remaining data at a very coarse
resolution (i.e., loss of imagepixels). Thegoal, however, is to obtain informative elements
such as the chin and other significant facial features. The correlation coefficients are
obtained using a collection of training face images to locate the eye position in the
image. It then compares this to the test image and looks for the highest values [17].

Histograms of Orientated Gradient (HoG) Features
A feature descriptor that is used in computer vision and image processing to detect
objects. The method counts the number of times a gradient orientation appears in a
localized area of an image. This method is comparable to edge orientation histograms,
scale-invariant feature transform descriptors, and shape contexts, but it is distinguished
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by the fact that it is computed on a dense grid of evenly spaced cells and employs
overlapping local contrast normalization for increased accuracy [18].

Scale Invariant Feature Transform (SIFT) Features
SIFT is a computer vision technique for detecting, describing, and matching local fea-
tures in images. A set of reference photos is used to extract SIFT key points of objects,
which are then saved in a database. An object in a new image is recognized by comparing
each feature from the new image to this database individually and discovering candidate
matching features based on the Euclidean distance of their feature vectors. Subsets of
important points that agree on the item and its location, scale, and orientation in the new
image are identified from the whole set of matches to filter out good matches. Using
an efficient hash table implementation of the generalized Hough transform, consistent
clusters can be determined quickly. Outliers are removed after each cluster of three or
more features that agree on an object and its pose is subjected to more extensive model
testing. Finally, given the precision of the fit and the number of likely false matches, the
likelihood that a certain set of features indicates the presence of an object is calculated.
Object matches that pass all of these checks can be confidently identified as the correct
ones [19].

WLD Features
WLD is based on the concept that human pattern perception is influenced not only by the
change in a stimulus (such as sound or illumination) but also by the stimulus’s original
intensity. Differential excitation and orientation are the two components that makeup
WLD. The ratio between two terms determines the differential excitation component:
One is the relative intensity differences between a current pixel and its neighbors, while
the other is the current pixel’s intensity. The gradient orientation of the current pixel is
represented by the orientation component. It constructs a concatenated WLD histogram
for a given image using the two components [20].

In summary, methods that use a combination of features or multiple features would
have high dimensionality, computational complexity, and reduced speed. However,
Feature Selectivity, Feature Fusion Techniques, or Dimensionality Reduction can be
employed to avoid these limitations.

Methods based on appearance can be holistic (global) or local. Local approaches use
local neighbor-hood of small size for feature extraction, whereas holisticmethods extract
the feature from the query image worldwide. The shape of the face is well represented by
global features, but the texture of the face is well represented by local features. Shape-
based features are good for coarser recognition and representation of a face, but they fall
short when compared to appearance-based techniques in capturing delicate details like
wrinkles and bulges. Using a few spatial locations on the face to represent features is
not as successful as using appearance-based feature representation [21]. A list of some
existing face feature extraction approaches and techniques is summarized in (Table 1).

1.3 Face Features Representation

Face Space Theory, A Representation Example
Face space Theory is one of the well-known traditional approaches that is suggested by
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Table 1. The Basic methods and algorithms of face feature extraction

Feature Extraction Approach

LBP [22]

Eigen Light Field [23]

Gabor Wavelet [24]

LTP [25]

PCA Eigenfaces [26]

SIFT [27]

3D Morphable Model [28]

PDBNN [29]

Modular Eigenfaces [30]

LDA Fisher faces [31]

ICA [32]

SURF [33]

APM [34]

DLA [35]

AAM [36]

ASM [37]

Genetic Algorithm Evolutionary Pursuit (EP) [38]

Wavelet Packet Analysis (WPA) [39]

EBGM [40]

Trace Transform (TT) [41]

Kernel Methods [42]

Simulated Annealing for 3D Face Recognition [43]

Partial Least Squares (PLS) [44]

Discriminant Face Descriptor [45]

Hybrid Deep Learning (HDL) [46]

Arc Face [47]

Large margin cosine loss (LMCL) [48]

CNN and Bag-of-visual-words (BOVW) [49]

Valantine, it represented the human face using amultidimensional space. Each dimension
represents a facial feature, each face is represented by a point in space (a feature vector),
and each vector value reflects a feature magnitude on its scale. The “facial space dis-
tances” between feature vectors corresponding to perceptual differences between human
faces were assessed using this theory.
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Additionally, this assumes that taking up a subspace per identity including the differ-
ent appearances of each identity resulted from the variation of head pose, illumination,
aging, and expression [50]. The face space theory can be summarizedwith the following:

Faces: multidimensional space.
Face: feature vector (a point in multidimensional space).
The magnitude of the descriptive feature per its corresponding unique scale: value

in the feature vector.
perceptual differences between faces: inter feature vectors distances (face space

distances).
Identity: a subspace of total space (contains its different appearances).
The critical face features that when changed could classify the human face into other

different subspaces (change in identity).
Face space theory is followed bymany extensions or improved approaches based that

supposed some enhancements in face recognition fields such as; a reverse engineering
technique by Abudarham [51] that discuss the problem of identification of critical fea-
tures. It defined the “critical features” for identification as that feature that when changed
would move the face outside its subspace and cause a change in identity. On other hand,
“not critical features” are those when changed would not move the face outside its sub-
space features and do not affect the identity recognition of a face, as described in (Fig. 1)
[51].

Fig. 1. Critical and non-Critical Face Features

This work modified one or more of the 20 features of human faces using a computer
application and examine how changing each of these features affects the identification
based on human perception ability. It implemented several experiments to identify the
critical features and sort the 20 features according to their importance and effect on
the identification process. Furtherly, the initial selectivity of critical features is also
considered a dimensionality reduction step (preprocessing step) in the face recognition
field.
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2 Classifying the Human Faces According to Their Features

Template Matching
Each face image is described by a feature vector in the computer vision world and stored
in computers as matrices, the least distance between two matrices (two faces) reflects
the most similarity. In template matching, the classification might base on calculating
the distance (such as; Euclidean, Squared Euclidean, City-Block, Canberra, Hausdorff,
Quadratic Form, and Chi-square Statistic).

Machine Learning
ML starts with training the model using training data (examples) and their related class
labels (supervised learning). The classifier then separates data into classes. Machine
learning such as; SVM, KNN, Naïve Bayes algorithm (NB), or ANN are used for
classification separately or in a cascaded manner.

Artificial Neural Network (ANN)
A network of artificial neurons that can communicate with one another and learn from
their experiences. The numeric weights of linked neurons are modified throughout the
training stage. The initial layer recognizes a set of provided inputs, whereas successive
levels identify “patterns of patterns” detected by the preceding layers [52, 53].

Convolutional Neural Network (CNN)
The convolutional layer, pooling layer, nonlinear layers, and fully connected layers are
all layers in the CNN architecture. The convolution and pooling layers function as a
neural network that extracts features, whilst the fully connected layers function as a
classification neural network that functions based on picture features and produces an
output [54].When compared to standardNNdesigns, theCNNautomatically learns local
feature extractors and implements the weight-sharing principle, allowing for a reduction
in the number of free parameters and therefore increasing performance capacity [54].

2.1 Some Issues and Challenges of the Face and Race Classification

Uncontrolled Illumination
In contrast to the human perception systems, face recognition and classification
approaches in the computer vision field might misclassify human faces due to vary-
ing light during photo capturing. Illumination might tell faked information about the
skin color features or even the shape-related features and cause labeling them with the
wrong class, see (Fig. 2).

The extraction of illumination invariant characteristics, which is required for a strong
face recognition system, is still hampered by illumination. The impacts of illumination
on an image include changes in location, shadow shape, and the reversal of contrast
gradients [55].

Training level and testing level are also degraded accuracy prone while the learning
process is also sensitive to varying illumination. Using image processing techniques is a
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Fig. 2. Illumination Invariant Effect

commonly experienced solution in literature, normalizing the captured 2D images of var-
ious light conditions such as; Single scale retinex (SSR), Multiscale retinex (MR), Self-
quotient image (SQI), Discrete cosine transform (DCT)-based Normalization, Wavelet
transform-based, Tan and Triggs normalization (TT), Weber faces Retina model, his-
togram equalization, Gamma correlation, logarithms transform, and using only specific
parts of faces that are less sensitive to the lighting environment. However, 3D face
approaches have been showing better robustness for illumination issues with limitations
of training samples cost and implementation complexity. For more details about the
illumination issues, we recommend the reader to see these references: [56–61]. Some
examples of faces data sets that (support/don’t support) the illumination variation are
summarized in (Table 2).

Facial Expression
In contrast to the static mode of the human face, facial expressions variation is used to
reflect different emotions and translate many mental states of people such as; sadness,
happiness, and more. This expression is usually used in medical applications in which
each facial expression can be combined with a specific ailment. In the year 2017, Savran
[79] conclude that an individual expresses and passes 7% of information to others via
language, 38% via speech representation, and 55% via facial expression. In general,
the facial expression is reflected by a change in the facial appearance and face parts’
geometry and might lead to degrading the face classification and recognition algorithms.
A related work [80] tried to solve this issue using some specific preprocessing steps to
distinguish only the expression-specific features from the face and treat them separately.
Producing 3D disparity maps is also proposed by Mi [81] through which a biological-
based disparity energy model is used to identify and verify human faces with different
facial expressions. Sharp variances [82] in the facial convex regions are also studied as
a 3D model and linked to the bone structure by Li [82]. The extraction of illumination
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Table 2. Illumination Invariant Support in the Existed Datasets

Support Illumination Variation Doesn’t Support Illumination Variation

Multi-PIE [62] LFW [63]

GBU [64] CASIA-Webface [65]

FRGC v2.0 [66] FaceScrub [67]

CASIA-3D FaceV1 [68] IJB-A [69]

UHDB11 [70] VGG-Face [69]

UHDB3 [56] MegaFace [71]

MS-Celeb-1M [72]

MF2 [73]

SCface [74]

ND-2006 [74]

Bosphorus [75]

3D-TEC [76]

UMB-DB [77]

Florence Faces [78]

invariant elements remains a challenge for robust face recognition systems. The effects
of illumination on an image include changes in position, shadow shape, and contrast
gradient reversal.

Gradual Modification by Ageing
Classification algorithms can result in two different classes for the same individual face
during two iterations that are separated by several years period. Typically, aging variation
can significantly affect the human face structure.Amassive time gap between the average
age of human faces that are used in training and faces that are intended to be checked
as input images. An example of a model based on age partial spaces learning from
appearance-age labels is studied by Zhou [83] using probabilistic linear discriminant
analysis. Appearance-age labels are used in this work to train the aging subspace, to
be followed by using the expectation-maximization algorithm and experimenting with
the proposed algorithm on the FGNET, and MORPH datasets. In literature, solving the
aging issue sometimes is motivated by the fact that aging effects on human faces are a
nonlinear modification that defers even within the same class of faces. However, aging
is usually a smooth transformation in the face parts’ appearance.

Medical Modification of Face Appearance
The face image of an individual might be entirely changed by Plastic surgery that can
change the skin texture, face parts size and shape, and more. Hence, face features and
even the holistic appearance of the human face can be severely changed and lead the
recognition algorithm tomake thewrongdecision orwrong resulting class. The challenge
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of plastic surgery is studied on a specific face dataset by Sable [84] via applying entropy-
based volume SIFT face recognition. This work extracted the important regions and
amounts of the scale-space structure and considered the entropy as a high-order statistical
feature that is slightly affected bymedicalmodification and alterations in the human face.
A recent review by Bouguila [85] concluded that:

1) The quality and comprehensiveness of training data sets will have a significant impact
on the accuracy of future facial recognition systems.

2) Facial recognition trainingdatabases featuringpatientswhohavehad facial treatments
should be increased and balanced to include more photographs of people of various
ages, races, and surgeries.

3) To account for cumulative effects during algorithm training, patients who have
undergone various procedures at the same time would be useful.

4) Efforts must be made to offer scientifically rigorous data on facial biometric identifi-
cation following facial cosmetic surgery, as well as to incorporate these concepts into
the usual consultation or consent process for patients seeking aesthetic facial surgery.

Occlusion and Covered Parts
Occlusion can be described by the blockage of a limited part/parts of a face image that
is covered or obstructed. Criminal people and thieves usually occlude parts of their
faces to avoid recognizing their identity. Scarves, Sunglasses, and hats can hide some
important information for recognition applications. Hence, face recognition systems
need to be robust to occlusion. Zeng [86] in 2020 mentioned five widely used testing
scenarios in studying the occlusion face recognition, ranging from most to least realistic
representations:

Real occlusions: Faces are occluded by realistic pictures such as sunglasses or a scarf
in gallery photographs, while faces are occluded by realistic images such as sunglasses
or a scarf in probe images.

1) Partial faces: gallery images are occlusion-free mugshots, whereas test face images
are only partial faces.

2) Synthetic occlusions: gallery photographs are real-life faces captured in uncontrolled
situations, whereas probe faces are occluded with synthetic occlusions to replicate
real-life occlusions.

3) Occluding rectangle: gallery images are mugshots with no occlusion, whereas test
face images are occluded with a rectangle, such as white or black rectangles.

4) Occluding irrelevant photos: gallery images are un-occluded mugshots, whereas test
face images are occluded with unrelated images like a baboon or a non-square image.

Two-dimensional images of the human face can describe many important features,
several examples of such common traditional features are described in (Table 3).



A Comprehensive Review in Using the Advances of Deep Learning 89

Table 3. Several Traditional Features of Face Classification

Feature Description

Skin color Light-Dark

Skin texture arks, scars, freckles, wrinkles

Hair Color Red, Blond, Black, …

Hair length Bald-long hair

Face proportion: The ratio between length (top to bottom) and width

Jaw width Narrow–wide

Chin shape Pointed–rounded–flat (square)

Forehead height Distance between the eyebrows and the hairline (Short–long)

Eyebrow shape Rounded–straight

Eyebrow thickness Thin–thick

Eye shape Narrow–round

Eye size Small-large

Eye color Light–dark

Eye distance Small-large

Ear protrusion Flat on the skull or protruding outward (Adjacent to the skull–protruding
outward)

Cheek shape Sunken and skinny cheeks or full and puffy (Sunken–puffy)

Overall Nose size Small–Large

Nose shape Pointed and thin - flat and wide

Mouth size width from left to right (Small–Large)

Lip thickness Thin–Thick

3 Race Classification

3.1 Race Recognition Based on Face Morphology

A race is a grouping of individuals into groups that are generally considered separate
within a society, based on similar physical or social characteristics [87]. The human
faces contain important information that could be used to collect useful demographics
and enhance face recognition tasks in computer vision systems.Naturally, humans utilize
information from various visual cues for face recognition and particularly people who
are related to the same race are more accurate at recognizing faces of their race than
stranger races. Hence, focusing on race information could be also used to concentrate
the algorithms’ search towards a more feasible space during the matching process of
unseen faces and to optimize face recognition algorithms.
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In reality, "heritable, phenotypic features, geographic ancestry, physical appearance,
ethnicity, and social status are used to categorize humans into huge and distinct pop-
ulations or groupings". A high concurrency was defined for creating race recognition
systems based on this concept [88].

In recent years, race-based face recognition has emerged as a fascinating topic for
a variety of applications, including enhancing security systems and preserving various
types of multimedia data privacy and lawful user identification, as well as managing
industrial systems [89]. Facial morphometry describes how the form of a person’s face
evolves. It’s also excellent for allowing variations between races, ethnic groupings,
sexes, and even family members. Artists and plastic surgeons alike are fascinated by
the morphology of the face. The face criteria are beneficial in a variety of situations,
including looking for a missing person, identifying a criminal, and locating a person
in unfortunate circumstances such as a car accident, burn, or natural catastrophe. Face
parameters can be used to treat congenital and post-traumatic facial deformities [90].

In Inter person interaction, the face plays an essential role in carrying the identifica-
tion information.Theunique informationof each individual’s face helps others to identify
him in daily life communication and interaction. Computer vision uses the features of
the face like cutaneous, bones, subcutaneous layers, andmuscle shapes to distinguish the
unique morphological attributes of every single person. Many scientific, medical, and
art fields used, measured, and reproduced some facial characteristics to study, analyze,
and recognize individuals. In literature, an example of an interesting facial topic was
the face contour that is used by plastic surgeons, anatomists, anthropologists, and even
artists to identify individuals’ race.

Racial information analysis includes the initial face detection level, images’ prepro-
cessing level, the extraction of race-discriminative features of human faces level, and the
final level of finding a specific representation of the face by which the relevant race can
be grouped or classified based on their shared distinctive information. Face detection is
used to confirm the existence of a face in an image or video. The image is pre-processed
after detection to acquire the region of interest and improve image quality. Another type
of pre-processing technique is normalization, which involves transforming and mapping
diverse scales of face images into the same scale. Another preprocessing method is face
alignment, which is the process of locating fiducial points such as the mouth, eyes, chin,
and nose [91].

Calder [92] distinguished human faces by their face-specific cues with a range grad-
uated from the basic global level to the detailed face feature, till the final individual
identification based on both levels. Many recent types of research required some knowl-
edge of second-order level features to integrate their race categorization and recognition
tasks.

In the year 2014, Fu [93] qualitatively classified the representative feature extraction
methods into; Chromatic, Global feature, and Local feature descriptor representation.

"Chromatic Representation" such as skin color tones to represent the primary face
features required to classify the faces according to their race into Asian/ Non-Asian, or
Caucasian/ Non-Caucasian [94–96]. Although the fusion of skin tone with some facial
metrics can perform well in racial comparison, several clear drawbacks are experienced
such as; (1) intra-groups skin color sharing (for instance, two different races such as;
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Southern Indians and Africans can be classified together based on their dark-skin tones).
(2) In an uncontrolled illumination environment, color is highly sensitive to light vari-
ation. (3) several psychological studies demonstrated that skin tone has not a virtual
relationship to the human race perception system [97].

The second representation is “Global feature representation” (AKA Holistic rep-
resentation) performed well in race recognition for its capability of preserving the
interrelations among facial parts descriptions. PCA-based statistical feature extraction
approaches [98–100] are commonly used examples of accurate and reliable extracting
and recognizing facial cues.

Holistic features-based classification is often used to establish a “baseline” for com-
parisons, GHULAM [101] is an example of such use of PCA features where these global
features are extracted and used in comparing between training and test images of the
dataset.

"Local Feature Descriptor Representation" Compared to global had several advan-
tages of lower processing time, reliability, minimizing noise, elimination the irrelevant
information to reduce the used memory, and additionally it is robust to face geometry,
face rotation aging, and pose variation. Gabor [102] wavelet representation is one of
the commonly used techniques in race categorization applications. However, its feature
vector’s high dimensionality forces a need for associated dimension reduction tech-
niques. Some other existing examples of local features’ representation are Adaboost,
optimal decision-making rules, Quad-Tree clustering, independent component analysis
(ICA-based), wavelet, weber local descriptors, and local binary patterns LBP.

The periocular region contains many different racial traits, such as eyelids and can-
thus. These fundamental characteristics cannot be highlighted in methods for dealing
with periocular region texture as a whole. It can obtain detailed texture and geometrical
features in some fascinating local regions by examining geometrical structures in the
periocular area based on facial landmarks [103].

A related work [104] in 2017, considered that there are three main methods of race
classification; Holistic face, local feature, and 3D methods. 3D-based classification out-
performs the 2D models via its essential craniofacial features and robustness against the
variant face poses and expressions and variant illumination. Several recent contributing
works [103, 105] used the 3D face features with some limitations of complicated feature
extraction steps.

Human faces can be classified into a variety of features. However, classifying faces
based on expression, age, and gender in large datasets can cause an accuracy reduction.
Alternatively, race-based classification provides the dominant personal feature that can-
not be easily hidden behind the face traits and appearances like gender and age can.
Similar to face recognition, typical race classification systems usually normalize the
input faces and prepare the images for extracting the discriminant features of the fact
based on these selected features, the race classifier recognizes the race of the input face
image and labels them into Asian, African, European,…etc. globally, theWorld popula-
tion is classified into the most studied and popular racial groups Caucasian, East Asian,
African/African American, Pacific Islander, Asian Indian, Native American/American
Indian, and Hispanic/Latino. However, building a robust and accurate race classifier
might be a challenge while using huge face databases. Such a classifier also needs to
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be trained well on suitable multiple-race face datasets to avoid later overfitting by the
new unseen examples. Face segmentation and investigation of salient face features is
an essential step in race recognition to avoid processing all the faces traditionally and
increase the data dimensionality. In literature, most race classifiers either use landmark
localization or a one-dimensional feature vector to describe the face.Although landmarks
localization usually outperforms one-dimensional approaches, changes in face rotation,
lighting conditions, and capturing distance might degrade its performance. Traditional
classifier usually uses machine learning methods to classify the faces in two general
steps; extracting artificially designed features and training a proper classifier with these
features.

A commonly used direction in race classification literature is the anthropometric
(shape-based) methodology that is usually proposed to tackle the race estimation prob-
lem.Many proposed 3Dmodels depend on anthropometric statistics to categorize human
faces according to their race where they reconstruct the facial geometrical structure by
using 3D face models from the faces’ images. Although their high computational cost,
3D models can perform well. However, some distances between landmark points in
2D images also can be used as geometric invariants in 3D models to simplify these
approaches.

Becerra [106] proposes a simpler way of describing face photos by merging local
appearance and geometry traits and exploiting race information from distinct face sec-
tions using a component-based methodology in 2018. The experimental results of this
work are obtained in the FERET subset from the EGA database with traditional but
effective classifiers like Random Forest and Support Vector Machines. These results are
extremely similar to those obtained with a recent deep learning approach, according to
the author. 68 landmark points (control points) are scattered around the face in this work
in the following manner: 17 points for face contour, 12 points for eyes, 10 points for
brows, 9 points for nose, and 20 points for the mouth. It computed the ratio of distances
of all conceivable combinations of four and five non-coplanar or collinear control points
using the 2D/3D invariant measures defined in prior similar work for the case of 2D
images. As a result, we ended up with a high-dimensional vector, which we decreased
using Principal Components Analysis (PCA). Some configurations (distances or ratios)
are more significant than others, and some of them may be redundant, therefore this
allows for the optimum invariants to be found for the situation. The geometric depiction
of this work’s invariant distances is shown in (Fig. 3).

The face image is divided into 10 interest regions (see Fig. 4) to explore the impact
separately following the approach that includes hair and contour components due to its
proven importance for attribute categorization in the state of art.

3.2 Race Classification, A Literature Review

One of themost basic and simple ways of characterizing a face is through visual features.
Soft biometrics, such as demographic data (age, gender, race), facial signs, and specific
face traits, as well as other contextual factors, are examples. Because of its numerous
implementations in fields such as biometrical authentication, control of the individual’s
access, buildings’ surveillance, and security systems, visual attribute estimation has
been a hot study topic in last years. Soft biometrics could be implemented in a variety of
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Fig. 3. Invariant distances for geometric representation

Fig. 4. The 10 regions of interest

ways, including performing identification using a set of face information, narrowing the
search area of hard biometrics by comparing it to those that fit a specific soft biometric
description, and supplementing hard biometric feature evidence. Some existing related
works of race classification are shown in (Table 4).
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Table 4. Several Related Works in Race Classification

Authors Year Datasets Datasets
Description

Supported Races Used Techniques

Becerra et al. [106] 2018 EGA integrates
different
single-race
datasets
(FERET,
FRGC,
CASIA-Face
V5, FEI,
JAFFE, and
Indian Face),
containing 2
345 faces of
three age
groups and five
races

Asian, Indian,
African-American,
Caucasian, and Latin

subdivides the faces
into ten regions,
uses multiple 2D/3D
geometric
invariants, using
both the SVM and
RF classifiers

GHULAM
MUHAMMAD et al.
[101]

2012 FERET Support five
races from
FERET, each
containing
more than 50
subjects

Asian,
Black-or-African-American,
Hispanic,
Asian-Middle-Eastern,
White

Kruskal-Wallis as a
feature selector.
Combines the LBP,
WLD, and
City-block distance

Hengxin Chen et al.
[104]

2017 OFD, FERET selected 200
East Asian face
images from
(OFD), selected
200
Caucasian face
images from
FERET

East Asian, Caucasian STASM landmarks
extraction, Fused
Adaboost training,
Periocular Features
of five local features

Lu et al. [107] 2004 Asian PF01,
NLPR,
AR and Yale

2630 faces Asian and Non-Asian Gaussian, LDA

Ou et al. [108] 2005 FERET Asian and Non-Asian PCA, ICA, SVM

Manesh et al. [109] 2010 FERET,
CAS-PEAL

1691 faces Asian and Non-Asian Segmentation,
Gabor, SVM

Roomi et al. [95] 2011 Yale, FERET Faces of 250
subjects

Caucasian, Asian, African,
American

Skin color feature,
Adaboost

Xie et al. [94] 2012 MBGC 40000 faces Caucasian, Asian, African, Color feature,
KCFA

Chen and Ross [88] 2013 MORPH,
CAS-PEAL

750 faces Caucasian, Asian, African, Local gradient,
Gabor

Salah et al. [110] 2013 EGA 746 faces Caucasian, Asian, African,
American

PCA, LBP, HaaR,
KNN

Han et al. [111] 2014 MORPH2,
PCSO

178219 faces Black, white inspiring features
Biologically

Momin and Tapamo
[112]

2016 MORPH, Indian
faces

484 faces Asian vs. Non-Asian Gabor, K-mean,
NB, SVM, MLP

(continued)
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Table 4. (continued)

Authors Year Datasets Datasets
Description

Supported Races Used Techniques

Anwar Naeem [113] 2017 Tested with
multiple
datasets

13394 faces Caucasian, Asian, African,
American

CNN for features
extraction, SVM
classifier

Masood et al. [114] 2018 ) FERET 447 faces Caucasian, Mongolian,
Negroid

CNN and ANN

Mezzoudj Saliha
et al. [89]

2018 CAS-PEAL,
FERET

(34214 faces) Asian / Non-Asian LBP, Logistic
regression

Khalil Khan et al.
[115]

CAS-PEAL,
FERET

Segmentation,
DCNN

Muhammed et al.
[116]

FERET Eastern/Middle Asian,
Hispanic Caucasian, African
American

LBP and KNN

Roomi et al. [95] FERET Caucasian, Asian,
African, American

skin information
and Adaboost

Vo et al. [117] VNFaces Vietnamese and others DCNNs

Darabantet al. [1] 2021 175,000 facial
images

Afro-American, Asian,
Caucasian, and Indian
subjects

(up to 19 layers) of
CNN

Khanet al. [115] 2021 -FERET
-CAS-PEAL
-VN Face
-VMER

- 1199
- 99, 594
- 6100
- 3.3 million

-Asian, Non-Asian,
Caucasian, African, and
some sub-ethnic groups

DCNN with classes
of (nose, hair, back,
eyes, brows, skin,
and mouth

Grecoet al. [118] 2020 VMER 3,000,000 face
images

East Asian, African
American, Asian Indian, and
Caucasian Latin

ResNet-50, Mobile
Net v2VGG-16, and
VGG-Face

Ahmedet al. [119] 2020 BUPT
Equalised Face
dataset for
training
-UTK and CFD
for testing

1.3 M images Caucasian, African, Asian
and Indian

Six-layer CNN and
VGG

AlBdairi et al. [120] 2020 -CASIA
-LFW

3141 images Chinese, Pakistan, Russian CNN(12
layers)compared
with
VGG and v3

Pratama et al. [121] 2020 48 images Indonesian Races SVM
K-Nearest

Masood et al. [114] 2018 ) FERET 447 faces Caucasian, Mongolian,
Negroid

CNN and ANN

Mezzoudj Saliha
et al. [89]

2018 CAS-PEAL,
FERET

(34214 faces) Asian / Non-Asian LBP, Logistic
regression

Anwar Naeem [113] 2017 Tested with
multiple
datasets

13394 faces Caucasian, Asian, African,
American

CNN for features
extraction, SVM
classifier

Momin and
Tapamo[112]

2016 MORPH, Indian
faces

484 faces Asian and. Non-Asian Gabor, K-mean,
NB, SVM, MLP

Han et al. [111] 2014 MORPH2,
PCSO

178219 faces Black, white inspiring features
Biologically

Chen and Ross [88] 2013 MORPH,
CAS-PEAL

750 faces Caucasian, Asian, African, Local gradient,
Gabor

(continued)
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Table 4. (continued)

Authors Year Datasets Datasets
Description

Supported Races Used Techniques

Salah et al. [110] 2013 EGA 746 faces Caucasian, Asian, African,
American

PCA, LBP, HaaR,
KNN

Xie et al. [94] 2012 MBGC 40000 faces Caucasian, Asian, African, Color feature,
KCFA

Ghulam Muhammad
et al. [101]

2012 FERET A combination of
LBP and WLD,
Kruskal-Wallis face
features selection
algorithm,
City-block distance
for classification

Roomi et al. [95] 2011 Yale, FERET Faces of 250
subjects

Caucasian, Asian, African,
American

Skin color feature,
Adaboost

Manesh et al. [109] 2010 FERET,
CAS-PEAL

1691 faces Asian and Non-Asian Segmentation,
Gabor, SVM

Ou et al. [108] 2005 FERET Asian and Non-Asian PCA, ICA, SVM

Lu et al. [107] 2004 Asian PF01,
NLPR,
AR and Yale

2630 faces Asian and Non-Asian Gaussian, LDA

Khalil Khan et al.
[115]

CAS-PEAL,
FERET

Segmentation,
DCNN

Muhammed et al.
[116]

FERET Eastern/Middle Asian,
Hispanic Caucasian, African
American

LBP and KNN

Roomi et al. [95] FERET Caucasian, Asian,
African, American

skin information
and Adaboost

Vo et al. [117] VN-Faces Vietnamese and others DCNNs

3.3 3D Face Analysis and Racial Face Classification

Recent advances in three-dimensional (3D) picture-capturing technologies have piqued
interest in developing 3D image processing and analysis tools to go along with them.
One such area of study is three-dimensional human face recognition, which has a broad
range of applications, including automated subject identification, security, and human-
computer interaction. Three-dimensional (3D) face recognition has an advantage over
two-dimensional (2D) face recognition in that 3D facial images are more resistant to
changes in facial position and ambient lighting conditions than 2D images. Human
ethnicity characteristics give valuable information for anthropology research and auto-
mated facial data analysis. When it comes to recognizing ethnicity, most people rely on
their vision. When employing 2D photos, however, ethnicity classification in an auto-
mated system is difficult. This is because the ethnicity classification process based on
2D imaging is influenced by a variety of elements such as lighting, make-up, and head
postures. An ethnicity classification process based on 3D facial data, on the other hand,
can produce more accurate findings. It is resistant to changes in texture.
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With the advancements in 3D imaging technology, Liu [122] has presented an inte-
gration approach that uses both registered range images that characterize the surface
shape and intensity images for ethnicity identifications (see Fig. 5). The author achieved
96.8%accuracy byusing anSVMclassifier to classify the faces. The proposed techniques
are evaluated using a combination of two frontal 3D face databases.

Fig. 5. Integration scheme of both range and intensity

Toderici et al. [103] proposed a subject retrieval using a metric function (Harr
wavelet andCW-SSIM (structure similarity)) on deformed 3Dmeshes (only global shape
information). Four classifiers are proposed in this work; KNN, kernelized KNN, multi-
dimensional scaling (MDS), and learning based onwavelet coefficients. These classifiers
are examined on FRGCv2.0 and achieved approximately 99%mean accuracy. Ocegueda
et al. [105] provides measuringmetrics to calculate the probability per vertex in 3Dmesh
being “discriminative” or “non-discriminative”. This work used Gauss-Markov poste-
rior marginals (GMPM) to find the most discriminative regions of the face (the estimated
probabilities as feature scoring) and implement the proposed approach on onlyAsian and
White from BU-3DFE and FRGC v1 databases. The author compared his results with
Toderici et al. [103] to defend his achieved accuracy. Zhong et al. [124] firstly usedGabor
features and learned the visual codebook (LVC) method to compute the visual codes for
eastern and western people, then measured both the merging and mapping distances
(by calculating the max distance function). In the second level, the author proposed a
"membership function" to calculate the membership degree of both eastern and western
groups for the used faces from the FGRC v2 dataset. Ding et al. [125] combined the use
of 3D shape and the Boosted Local Texture) to enhance the race-based classification. To
extract the local texture, the author used the Oriented Gradient Maps (OGMs) to high-
light ethnicity-related local texture and used Adaboost to add an associated weight for
individuals. Experiments are implemented on the FRGC v2 dataset to categorize Asians
and Non-Asians with an accuracy of 98.3%. Berretti et al. [126] models the 3D faces of
nose tip centered multiple stripes, where most of the points of each stripe remain within
the same stripe though the facial expression changes. The author used nine stripes of
(1 cm) width as a discriminative region between different individuals. To accommodate
the expression deformation, the author furtherly segments each stripe into; lower (L),
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upper-left (UL), and upper-right (UR) concerning the coordinates of the nose tip (See
Fig. 6). This work used 3D Weighted Walkthroughs (3DWW) approach to measure the
(inter-stripe 3DWW) and (intra-stripe 3DWW) distances, it implemented the proposed
measuring on (SHREC 2008) dataset and the FRGC v2 dataset and calculated the spatial
displacement of these iso-geodesic stripes).

Fig. 6. The three parts of the face stripe

Some advantages of implementing the 3D model in race classification are summa-
rized by the following essential point:

• The key benefit of using a 3D model is that it keeps all of the information about the
face geometry [126].

• In a 3D face model, facial features are represented by local and global curvatures,
which can be considered a person’s true signature [126].

• 3D face recognition systems could accurately recognize human face details even
under dim lights and with variant facial positions, occlusion, and expressions.

• Because amore precise representation of the facial features leads to a possibly stronger
discriminating power, 3D face recognition is also growing to be a further evolution
of the 2D recognition challenge [126].

• 3D face recognition can achieve better accuracy by measuring the geometrical
characteristics of rigid features on the face.

• 3D face recognition can easily transform the head pose into a known view.
• 3D face recognition can deform the face shape while keeping its appearance and

texture.
• 3D registration can help to predict and build the missed parts of the human face based

on face symmetry.
• The majority of 3D scanners capture both a 3Dmodel and the texture associated with

it. This enables the output of pure 3D matches to be combined with the output of
more traditional 2D face recognition algorithms (Table 5).

3.4 Deep Learning Advances in Race Recognition

For effective ethnicity recognition and categorization, machine learning and deep learn-
ing technologies have proven to be beneficial. In the face recognition literature, there
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Table 5. Several Existed 3D Race Classification

Author Features Classifier Accuracy Dataset Races

Lu et al. [122] Holistic:
Registered
Range and
Intensity

Two SVMs 96.8% Combination
of UND and
MSU

Asian,
Non-Asian

Toderici et al.
[103]

A metric
function (Harr
wavelet and
structure
similarity

KNN,
kernelized
KNN, MDS,
and learning
based on
wavelet
coefficients

99.5% FRGC 2.0 Eastern,
Western,
Asian,
Non-Asian

Ocegueda
et al.

the estimated
probabilities as
feature scoring

The linear
classifier
LIBLINEAR

Relatively
high

Only Asian
and White
from
BU-3DFE and
FRGC v1

Asian and
White

Zhong et al.
[123]

extracted
intrinsic
discriminative
data from 3D
faces using
Gabor filters
and builds the
LVC

(1) K-means
clustering
(2) Comparing
the Gabor
feature to the
learned codes

89.65 FRGC v2 Eastern,
western

Ding et al.
[124]

Combination
of (Holistic
Shape and
Texture) using
OGMs and
Adaboost to
extract the
texture

Decision Tree 98.3% Experimented
on FRGC v2,
and validated
on BU-3DFE

Asian,
Non-Asian

Berretti et al.
[125]

Graph model:
Reginal
segmentation
into multiple
stripes

3D Weighted
Walkthroughs
(3DWW) and
measuring the
distance
between
iso-geodesic
stripes

(SHREC 2008)
and (FRGC v2)

None
(analysis
work)
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are two types of methods: local and global methods. A literature direction suggested
training a model that parses each facial part individually, such as the lips, nose, and
skin. On the other hand, several other studies linked independent CNNs by first finding
face sections and then transferring data in both coarse and fine directions. Furthermore,
many researchers have recently shifted their focus away from popular race groups like
African Americans, Caucasians, and Asians and toward sub-ethnic groups like Kore-
ans and Japanese, motivating them to investigate the advanced abilities of recent Deep
Learning to accurately detect race in realistic situations. During disasters, Deep Neural
Networks (DNNs) were trained online using a new learning process called stochastic
gradient descent. Deep learning-based smart platforms can efficiently gather, handle,
mine, and analyze huge volumes of data, as well as automatically create good repre-
sentations from raw data, thanks to their multilayers. Deep learning’s breakthroughs
also pique the interest of researchers due to its multiple applications in computer vision,
natural language processing, and speech processing. CNN’s, which are a type of deep
learning model, has recently produced some promising results in large-scale image and
video recognition. Because of its exceptional performance on ImageNet data, the VGG
model, which was first proposed in 2015, has been frequently used in computer vision
studies.

4 Conclusion

This work investigates the deep learning applicability in 3D facial features analysis
to recognize the human gender and ethnicity features. We discussed the issues and
motivations in race perception, as well as the conceptual details of the racial processing
of human faces. Then, inside the unified learning scenario, several categorizing tables
are presented to summarize the models of representing the face features, compare its
performance metrics, and investigate the existing racial databases. Finally, we highlight
the opportunities and existing obstacles, as well as potentially relevant cross-cutting
topics and research directions, and issues of learning the race from the human face to
motivate future study in this field. Tasks involving biometric recognition and computer
vision, such as 3D face recognition, are processed by the deep learning-based 3D face
recognition approaches over various 3D face forms such as depth images, normal maps,
mesh, and more. The pre-trained VGG-16 is one of the best Deep Learning to mitigate
some limitations of traditional neural learning approaches and it shows a good example
to learn discriminative features that are effective for distinguishing different individuals
according to their race and gender.
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Abstract. E-advertisement, also called online advertisement, is an advertisement
type that utilizes the internet to convey its marketing to customers. Multi-agent
systems are considered a subdomain of Artificial Intelligence that has witnessed
fast development due to their flexibility to resolve complicated problems . This
paper suggests a technique that utilizes intelligent software multi-agents as data
mining classifiers and crawlers inside them, in order to classify the user query
products keywords to correct the class number of the dataset inside every agent.
The scientific value of this work is to improve marketing in such a way that
the agent whose dataset confirms the best keywords for a user’s query will be
chosen to retrieve ad URLs from their dataset using the crawler algorithm to
satisfy the needs of customers . In addition, the agent crawler can crawl the web
to get the advertisements that most match the user query. The proposed system
classifies the dataset inside each agent with several machine-learning classifiers
such as Decision Tree, KNN, Random Forest, and Naive Bayes, with evaluating
performance metrics for them. The usage of several classifiers shows that the
Random Forest is the best classifier with the highest evaluation metrics, and used
to be an online real-time classifier inside each agent.

Keywords: Multi-Agents · Data Mining · Classification Algorithms ·
E-Advertisements ·Web Crawlers

1 Introduction

E-advertisement is highly important as a type of advertising that utilizes the internet
and web, for the intention of marketing messages delivery that engages the consumers
to read and further create more interest for clicking the thread. E-advertisements aid
in merchandise and selling the services and products via colorful and interacting cata-
logs, and supply the public with available information. In addition, it allows consumers
to make regional or global purchases [1, 2]. Electronic or online advertisements are
more interesting to consumers since advertisers concentrate on coinciding with the con-
sumer’s interests. Furthermore, e-advertisements can occur simultaneously in a number
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of varieties involving sound, video, text, or a combination of all of them. Instances of
e-advertisements involve ads that appear on search engine pages, media advertisements,
banner advertisements, as well as e-mail marketing, involving spam e-mail [3, 4].

Multi-agent systemsMAS are considered as systems involving a group of interactive
elements called agents. These agents behave as entire autonomous elements that can
collaborate with other agents and determine how and what to achieve various types of
functions to accomplish their goals in the environment [5, 6]. MAS can be regarded as
an agent network that participates in their knowledge and collaborates with each other
[7, 8]. Moreover, several MAS paradigms are constructed such that the main problem is
subdivided into numerous tractable sub-problems, which can be furthermore partitioned
into various agents solving problems with their own objectives. MAS can be classified
in the computer science subdomain, which relies in general on Artificial Intelligence
(AI) principles and the idea of distributed systems.

Due to the exponential increase in the number of agents and their dissimilarity and
diverse collections, a participating framework should exist to aid the proper data sharing
and collaboration among agents. The message’s semantics is important to ensure that
the agent’s communication has a similar meaning of interchanging information. The
agent communication languageACLprovides this shared framework.ACL should assure
consistency which denotes that similar performatives should involve similar semantics.
ACL also has to assure affection and closeness which means that the messages should
utilize the same words to tell the same things [9, 10]. Moreover, ACL is required to
simplify the collaboration and communication among agents such as to connect their
goals and beliefs. ACL should allow agents to support other agents to accomplish objec-
tives, notice their work, declare their advancement, reject performing tasks, and confirm
accomplishing objectives for neighbor’s agents [9, 11].

Text and document classification is an essential learning issue that is the main part of
many information retrievals andmanagement processes. Text classification is the process
of automatically arranging a collection of documents or text records into classes from
a pre-identified set. This process has numerous applications, particularly for arranging,
categorizing, exploring as well as expressing a massive volume of information [12, 13].
The classification task is to design a classifier model that is appropriate for present data
not only to supply structural coherence but also to simplify data retrieving. Document
classification is the process of partitioning documents into some classes or groups. In
each class, a higher similarity degree exists while the similarity of documents that are in
various classes should be as small as possible. The classification task can be partitioned
into two types: supervised andunsupervised. In the supervised classification type, labeled
documents can be gathered into pre-identified categories. A classifier model can be built
depending on the existing data samples that rely on assigning the unlabeled data samples
to their particular categories [13–15].

Broadly, machine learning (ML) techniques are employed in achieving the text clar-
ification issue. These methods can be partitioned primarily into supervised and unsu-
pervised approaches [16]. For supervised algorithms, each dataset example consists of
the input data object and the desired result. A supervised approach dissolves the training
dataset and generates a classifier model that is utilized tomap other examples. The super-
vised technique tries to learn a model that is utilized in anticipating the outcome of the
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tested example [16–18]. There are many supervised machine learning approaches that
are employed in the classification problem, for example, Naive Bayes, Random Forest,
Decision Tree, and K-Nearest Neighbors [19–21].

A web crawler is a software that browses the web in a methodical, regular and auto-
mated way. The World Wide Web has a graphical framework such that the web page’s
hyperlinks can be utilized to open other pages. Via following up the web-linked frame-
work, the crawler can navigate numerous new pages beginning from the first webpage
[22]. The web crawler can transfer from one page to another using the page’s graphical
structure. The crawlers may also be called web spiders and spider bots. These programs
are designated to retrieve pages and add them to a local warehouse. Crawlers can be
utilized mainly to make a copy of the visited web pages that are later handled via a
search engine, which will perform an indexing process on the downloaded web pages,
in order to aid the fast searching task. The function of the search engine is to save web
page information, which is retrieved from the web using the crawler[23].

The web crawler works begin with a primary URLs collection called a URLs seed.
The crawler downloads the pages to place them in the URLs seed and retrieves new links
that exist in the downloaded web pages. The extracted pages are indexed and stored in
the repository storage region, such that to retrieve them later when they are needed [23].
The retrieved URLs from the downloaded web pages are verified to see whether their
relevant documents are downloaded or not. If there are not, the URLs are allocated to
the crawler for additional downloading. This task is iterated until there are no URLs
lost. Consequently, the crawler will repeatedly persist in adding new URLs to the search
engine repository. The major function of the web crawler is to add new hyperlinks to
the frontier and select a frontier URL for furthermore handling after each iterative step
[24].

The main contribution of this paper is the development of intelligent software multi-
agents as data mining classifiers while using crawlers inside them, in order to classify
the user query products keywords to correct the class of the dataset inside every agent.

The main idea behind improving the results is that the agent whose dataset best
matches the user’s query keywords is selected to retrieve the URLs of the advertisements
from its dataset via the crawler algorithm. Furthermore, the crawler of the best agent can
crawl theWorldWideWeb to obtain the e-advertisements web pages thatmeet andmatch
the user query keywords. The proposed technique classifies the products dataset, as well
as the smaller sub-datasets inside each agent with numerous data mining classifiers, and
calculates the evaluation metrics for each one of them. The proposed method selects the
classifier with the higher measurement values to be the online real-time classifier inside
all agents.

The paper arrangement is as follows: Sect. 2 illustrates the related work. Section 3
introduces the proposed system and its work and functions. Section 4 presents the pro-
posed system stages and explains in detail each one of them. Section 5 explains the
results and discussion. Finally, Sect. 5 supplies a conclusion to the paper.
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2 Related Work

In the work of Roopa et al. [25], a proposed mobile agent technique for online adver-
tisements has been presented. The proposed technique achieves the advertising task
of posting ads on different advertisement publishing websites at the same time. The
proposed framework permits the users to fast advertisements accessing that are clos-
est to their concerns, as well as saving network bandwidth and time in the task of
publishing advertisements instead of using the traditional method. Roopa et al. [26]
suggested an approach for digital watermarking disclosing and uncovering the approach
for e-advertising, that embraces synchronous and cooperative mobile agents to handle
and protect the advertisements, that consist of text and images, from illegitimate use
by providing a copyright protection platform with 2-levels before publishing at differ-
ent advertisements publishing websites. Al-Asfoor et al. [27], suggested a multi-agent
system framework for resource advertisements that raises interoperability, overcomes
the heterogeneity of nodes and provides the framework scalability. The proposed sys-
tem presents an updated approach to modify the resource information that is effective
concerning network communications. In addition, the proposed system provides a new
technique for building and thereafter distributing resource advertisements to the neigh-
bor nodes in order to reduce the network overhead by handling the nodes’ subsets instead
of the entire network. The proposed model has been applied and examined using a sim-
ulation environment that is network simulator NS-2. The evaluation of the proposed
system has presented good results concerning the system performance and the impact
of the advertisements overhead on the performance of the network.

In the research of Hong et al. [28], an agent-based online advertisement technique
using the pull mechanism has been suggested. In this mechanism, customers are capable
of actively declaring demands. Thus, advertisers can find out and anatomize probable
customers for designating suitable advertisements. The proposed system also handles an
agent-based online advertisements system that involves multi-agents to achieve the pull
mechanism. There exist personal agents for customers to free and dispense the demands
and requirements actively promoted by advertisers. In addition, the proposed system
provides advertisers with animated conversation agents for interaction with customers
in an expressive manner.

In [29], Kazeinko proposed a customized advertisement system that provides the
most appropriate advertisements for a given user who navigates the website. To perform
this aim, several data resources are handled in one consistent vector space, such as the
website contents of publishers and advertisers, premier user sessions, the banners and
clicks history, the current behavior of the user, as well as the advertisement policy raising
specific campaigns. The multi-agent system that executes on the publisher’s website is
presented to arrange customized advertising. Every collaborative agent is in charge of
a distinct and certain task: click-through data investigation, web usage mining, web
content mining, user observing, advertising recommendation, and handling.

Pourpanah et al. [30], presented a multi-agent system using the Q-learning app-
roach to handle classification issues. A confidence measure by utilizing an integration of
Bayesian form and Q-learning is devised. Particularly, several learning agents compose
a combination of Q-learning with neural networks, which can be used to formulate the
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proposed Q-learning MAS for classification purposes. The proposed system time com-
plexity is resolved by using the big O-notation technique. Furthermore, several bench-
marks are utilized to estimate the proposed system performance, which involves large
and small datasets that might have noise. To resolve the proposed system’s effectiveness
in a statistical way, the bootstrap technique with a 95% trusting interval is utilized. The
proposed system outcomes refer to the system’s efficiency in integrating the learning
agents’ predictions to enhance the entire performance of classification.

In [31], González-Briones et al. proposed amulti-agent system that combines various
methods in gaining, preprocessing, and handling images for gender and age classification
has been provided. The proposed system has been examined in the building of an office.
The use of a multi-agent system permits various functions to be achieved concurrently,
and the effectiveness of various methods can be compared together. The system results
show that a preprocessing phase is required in order to make the various classification
approaches, such as Fisherfaces, Local Binary patterns, Eigenfaces, and Multilayer per-
ceptron to functionwell. Fisherfaces technique has been verified to bemore efficient than
Multiplayer perceptron, as well as the time of training was short. For age classification,
Fisherfaces provide better results compared to other systems’ classification methods.
The usage of filters has been permitted to decrease dimensionality; consequently, the
workload has decreased, which leads the proposed system to achieve the classification
task in real-time.

Zhou et al. [32] developed a technique that performs the multi-agent Q-learning
calculation manageable by dealing with Q-function with respect to joint-action and state
as a high dimensional and high order tensor and thereafter, resembles it with factorized
pair interacting. Moreover, the proposed technique utilizes a complex deep learning
framework for calculating the factorized Q-function, shares the parameters of the model
among all agents inside the same set, and evaluates the ideal agents’ joint activities via a
coordinate descent technique. Comprehensive experiments on two various problems of
multi-agent explain the effectiveness gain of the proposed technique compared to strong
baselines, specifically when there exists a large agent’s number.

In the work of Drakaki et al. [33], a multi-agent system is presented for decision-
making on the defect conditioning of three-stage squirrel cage induction motors. The
combined agents describe various health situations of similar induction motors, with
defects that may appear in the rotor bars. The agents are utilized for training the experi-
ment data of the system. A superintendent agent primarily collaborates with agents that
utilize the feed-forward ANN technique, which is trained using the back-propagation
method, and achieves the final defect diagnosing via computing their replies. When the
system cannot make a decision about the defect kind, the superintendent agent can use
another agent that implements the k-nearest neighbor technique. The proposed approach
fulfills higher defect diagnosing occurrence.

3 The Proposed System

The proposed system shows and displays the product’s URLs advertisements (Ads) that
match the user queries. The proposed system uses four agents which consist of a data
mining classifier and crawler inside each one in order to get themost suitableAds accord-
ing to user query keywords. Each agent contains its own dataset records, a crawler, and a
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machine learning classifier inside it. The system uses a network of multi-agents systems
to show the most proper Ads in accordance with user query keywords from the products
dataset and the web. The crawler crawls the agent’s dataset to search for the product, if
it founds the product ads URL, the proposed system shows the product advertisement
from the dataset, else if the product advertisement URL does not exist in the dataset of
the agent, the proposed system crawls the web to get the most suitable advertisements
that match the user query. So, four intelligent software agents are allocated in different
servers along with products dataset inside each agent.

The proposed system uses a machine learning classifier inside each agent in order to
classify the product’s user query. The proposed system returns a different class number as
a classification result of the classifier by the four agents for the same query, because of the
variance of the used dataset in every agent. The proposed systemmakes the right decision
about the most appropriate class of the user query after voting among intelligent agents
and returns the most suitable class number by the best agent after the voting process. The
determined class number can be utilized to mine and crawl the advertisements URLs in
the identified class and retrieve the suitable e-advertisement that matches the user query.

The utilized dataset is called GrammarandProductsReviews.csv, which involves
product categories with their relevant attributes such as manufacturers, cities, adver-
tisement URLs of products, customer reviews, and many other attributes. The proposed
system receives an input query of product keywords from the user on the client side
and sends it over the network to four agents which reside in various virtual servers. The
proposed technique classifies the user query keywords to its appropriate class accord-
ing to the customized agent’s products dataset. The agents classify the same products
query to their predicted class and provide different classification results for the query
depending on their customized different datasets of products. The proposed system per-
forms a decision-making process depending on voting among agents to decide the best
appropriate class number for the user query among them.

First of all, the proposed system preprocesses the original dataset by applying sev-
eral preprocessing tasks such as tokenization, stop word removal, stemming, and text
normalization. The proposed technique implements several machine learning algorithms
such as K-Nearest Neighbors (KNN), Decision Tree, Random Forest, and Naive Bayes
(NB) to classify the dataset into classes, and estimates the performance of the classifiers
by computing the precision, recall, and F1- measure for each one of them. The proposed
system finds out that Random Forest is the best and more accurate classifier in classify-
ing the original dataset among others, with the highest precision, recall, and F1-measure
values. Thereafter, the proposed system splits the original products dataset equally into
four smaller datasets, such that these subsets have an equal number of records inside
each one.The proposed system gets four equal sub-datasets with equal record numbers„
in order to place them in the four agents, by assigning one subset to each individual
agent. Each agent will work on its own dataset inside it. In addition to a specialized
sub-dataset, each agent will contain a classifier model in it, which is trained and tested
on the agent dataset.

The classifier is used to classify the received user query keywords to their appropriate
class number according to the agent dataset. Each agent also involves a web crawler
inside it, which can be used to crawl the advertisement’s URLs in the dataset and mine
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them, using the user query keywords, in order to retrieve the most suitable and matched
advertisements URLs from the dataset. The web crawler can be used also to crawl the
World Wide Web to get the most appropriate advertisement’s URLs that match the user
query.

The block diagram of the proposed system was presented in Fig. 1. As shown in
this figure, the system is based on four agents, such that each agent can work on his
own particular dataset. After classifying the user query by the four agents into different
class numbers, the proposed system compares the classification results of the agents by
calculating the similarity or matching rate of each query keyword that exists in the agent
dataset. As shown in Fig. 1, decision-making is done by choosing the best agent with

Fig. 1. General block diagram of the proposed system.
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the highest matching rate of user query to its own dataset keywords. Then the crawler
returns the URLs of ads that match the user’s query and displays them to the user.

4 Proposed System Stages

E-advertisement is considered as a type of advancement or improvement that utilizes
the internet and web, for the intention of marketing messages delivery, that engages the
consumers to read and further create interest for clicking the thread. E-advertisements aid
in merchandise and selling services and products via colorful and interacting catalogs,
and supply the public with available information.

4.1 Dataset Preprocessing

At first, the proposed system implements numerous preprocessing tasks on the records of
the dataset in order to eliminate non-beneficial and unrelated data. The proposed system
cleans the dataset records and formulates them to be entered into the machine learning
classification algorithms, in order to clarify the original dataset records to their predicted
classes, and calculates the evaluation performancemetrics of each classifier to determine
the best one with the highest metrics values that categorize the dataset accurately. The
preprocessing tasks can be illustrated as the following.

Tokenization.
The proposed system transforms the words that exist in the dataset text records into
tokens. The tokenization process may also eliminate undesired punctuation marks and
symbols.

Eliminating Stop Words.
The proposed system discards and eliminates the stop words that occur in the textual
record keywords like (at, a, her, the, his, etc.) by using a stop words table. The proposed
system compares each keyword with the predefined list, if the keyword occurs, then it
will be eliminated from the record. This task is repeated in the dataset records in order
to eliminate their stop words.

Text Normalization.
This process may be implemented on the record keywords in order to uniform the
character case of keywords to lowercase, whereas the same keywords that appear in
lowercase and uppercase will have similar meanings.

Stemming.
Stemming is a technique that is used to find out the different sorts of morphological kinds
of terms to minimize them to one particular stem or root. In the proposed technique,
the Porter Stemming Algorithm is applied to all the dataset records keywords to obtain
their stems, and save the stemmed tokens in the records of the dataset. Porter stemmer
eliminates the keywords suffixes, such that the keyword (suppliers) will be transformed
to (supply) and the keyword (cleaners) will be converted to the root (clean), and so on.
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4.2 Feature Extraction

After achieving the stemming process on the keywords of the dataset records, the pro-
posed technique converts every text keyword into its corresponding Term Frequency-
Inverse Document Frequency (TF-IDF) value by applying the TF-IDF formula. The
TF-IDF values are numerical weights that represent the importance of keywords in the
dataset records. Every text record is transformed to a feature vector using the bag of
words method or vector space model. Every feature vector contains the TF-IDF weights
that conform to the keywords in every record. Then, the proposed technique substitutes
the keywords in the text record with a TF-IDF values feature vector that represents the
weights of the keywords in every record. Thereafter, the proposed technique utilizes
the preprocessed records which involve TF-IDF feature vectors as input vectors to the
machine learning classifiers.

4.3 Dataset Classification

The original dataset records are classified using four machine learning classification
algorithms: Naive Bayes, K-Nearest Neighbor (KNN), Random Forest, and Decision
Tree classification algorithms in order to build their classifier’s models. The proposed
technique splits the dataset into two portions: the training set that comprises 70% of the
dataset records, and the testing set that forms 30% of the records. The proposed system
trains every classification algorithm by utilizing the training set feature vector instances
in the training phase. For the testing phase, every classifier categorizes the testing set
feature vector records to their appropriate classes. The proposed system computes the
evaluation metrics of the precision, recall, and F1-measure for each classifier model to
evaluate its performance. The system decides which classifier can classify better the
dataset records with the highest evaluation metrics values.

Naive Bayes Classifier.
It is a simple probabilistic classifier that is based on the Bayesian rule with effective
independence assumption. Naive Bayes algorithm presents considerable performance
under conditions such that the occurring keywords are independent of each other. It
includes training and testing phases, which are applied to the dataset records that contain
feature keywords. The two phases of the Naive Bayes NB classifier can be explained as
the following:-

Training Phase. The dataset training begins with calculating the records number in
every class and the total dataset records, in order to obtain the class prior probability.
This process is repeated for every class in the dataset. The NB classifier is trained with
the features or keywords that occur in the classes:

a. Calculate the prior probabilities P(ωi) of the classes using the following Eq. [34]:

P(ωi) = |ωi|
N

(1)
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where ωi represents the class type (or class number); |ωi| represents the text records’
number in every class, and N is the total number of records in the dataset.

b. Calculation of conditional likelihood or probability for each feature in the record that
exists in each class using the following Eq. [34]:

p(x|ωi) =
n∏

i=1

p
(
xi|ωj

)
(2)

Testing Phase. In the testing phase, the NB classifier classifies text records in the testing
dataset into their appropriate classes. This phase utilizes the computed features likeli-
hoods of the training set records from the training stage, in order to categorize the new
text testing records. The testing stage is achieved as follows:

a. Implement Naive Bayes NB classifier using the testing datasets.
b. Utilize the keyword’s likelihoods of the existing testing record from the training stage.
c. If the feature or keyword likelihood does not occur in the training phase, then the NB

performs the laplacian smoothingmethod to deal with the problem of zero-probability
by increasing each counter of zero occurrence keywords.

d. Calculate the posterior probability of the tested record utilizing the Eq. [34, 35]:

P(ωi|x) = p(x|ωi) × P(ωi)

p(x)
(3)

where p(x) is the pdf of x and for which we have:

P(x) =
n∑

i=1

p(x|ωi) × P(ωi) (4)

By multiplying the keywords likelihoods of the existing tested record for every class
with the class prior probabilities which are calculated previously in the training stage.

e. After computing the posterior probabilities of the testing record for every class, the
Naive Bayes classifier contrasts the outcomes to find out the greatest probability
among them, thereafter, allocates the tested record to the higher probability class.

K-Nearest Neighbor (KNN) Classifier
The first stage in achieving theKNNclassification algorithm is to load the feature vectors
of the training set that describes the weights of the keywords. The KNN training stage
stores the feature vectors of the training set with their relevant labels of classes. In the
testing stage, the KNN algorithm can determine the value ofK that is estimated via trials
and experiments several times in order to discover the ideal K value such as 2, 3, or 5 or
it may be specified depending on the dataset via utilizing the following equation [18]:

K = sqrt(N )/2 (5)

where N identifies the number of instances in the training set.
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For the testing data set, the algorithmobtains each tested feature vector and calculates
the distance between the tested feature vector and the trained feature vectorweights based
on the Euclidean Distance equation, which is depicted as the following [36]:

dist
(
xi, xj

) =
√√√√

n∑

r=1

(
ar(xi) − ar

(
xj

))2 (6)

Thereafter, the computed distances are sorted in descending arrangement, such that
the top rows are obtained from the arranged list, which describes theK nearest neighbors
to the test feature vector. The algorithm identifies the predicted class of the test feature
vector via utilizing plurality voting of the nearest neighbor’s class, such that obtaining
the most repeated class in the nearest neighbors, and the most frequent class will be
allocated to the test feature vector.

Decision Tree Classifier
Decision free builds the classification model in a tree framework format. it partitions
the dataset into small subsets, while concurrently the relevant decision tree is enhanced
and evolved. The decision tree categorizes textual training based on feature or attribute
values. Every decision tree node represents a training record feature to be relegated, and
each branch expresses a value of a node. A decision tree is built utilizing a top-down
approach that partitions the training data recursively on the attribute that best relegates
the training records. The decision tree conception begins by dividing the data based on
the attribute value that is useful in data relegation. The attribute that best partitions the
trained records will express the tree root node. The decision tree classifier is repeated on
each divided data part, generating subtrees until the training data records are divided into
subsets of the same class. At every step of a dividing process, a statistical criterion called
Information Gain (IG) is utilized to specify what attributes or features better partition
the training textual records. The Decision Tree classification algorithm can be expressed
in two stages:

The Training Stage. The training stage involves constructing the tree, since the main
goal is to find out at every one of the tree decision nodes, the optimal testing attribute
which reduces the mixing of classes, with each subset produced by the test.

The Testing Stage. The testing stage begins at the root node of the tree, then, the attribute
specified by the root node is examined. The test result permits moving down the decision
tree branch that is relevant to the checked record attribute. This task is iterated till the
algorithm encounters a leaf node. This is the cause that the testing instance record is
categorized by tracing a path from the root of the tree to the leaf nodes. The algorithm
enhances the greedy search that implements a heuristic search function by utilizing
probability for comparison purposes.

Information Gain and Entropy Measurement
The measure that is utilized from the information theory domain in building the deci-
sion tree is known as Entropy. It is confirmed that the entropy is relevant and close to
the information, which means that the higher the value of entropy, the more required
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information to completely describe the data. In building decision trees, the aim is to
reduce the entropy of the dataset until it arrives at the leaf nodes so that the subset has
zero entropy and expresses all the instances of a single class, i.e., all instances of data
have the same target attribute or class value. To calculate the entropy of the training set
dataset D, the following equation was used [36]:

Entropy(D) =
n∑

i=1

−pilog2pi (7)

where pi is the proportion of D belonging to class i, which involves different values. To
compute the information gain which represents the reduction of entropy that outcomes
from partitioning the data on an attribute, the following equation is applied:

Gain(f ,D) = Entropy(D) −
n∑

v=1

(

( |Dv|
|D| × Entropy(Dv)

)
(8)

where |D| represents the elements number in the dataset, |Dv| represents number of
instances with v value of an attribute f , and v represents the set of distinct values of an
attribute f .

Random Forest Classifier
It represents an ensemble classifier that involves several decision trees and finds out the
class outcome of each tree. It is usually rapid and can extend to several input attributes
and select instances without pruning. In the phase of training, the trees can be evolved
to maximum depth and each tree is classified independently. In the testing stage, the
attribute is assigned to each tree, and the forest chooses the maximal voting class across
all the trees, by utilizing the majority vote on average.

4.4 Splitting the Dataset

The product dataset records are divided and splitted into four distinct smaller datasets,
with an equal number of records in each one of them. Every dataset is placed inside one
of the four agents, such that each agent can use its own smaller sub-dataset, and classify
its records using data mining classification algorithms in order to build the classifier’s
models. In addition, each agent may use the crawler algorithm inside it to crawl and
mine its own dataset to get the advertisement URLs of the products that match the user
search query.

4.5 Agents as Data Mining Classifiers

After placing the four smaller sub-datasets in their corresponding agents, the agents
utilize several classifiers inside them in order to classify their dataset records. Every agent
uses KNN, Decision Tree, Random Forest, and Naive Bayes classification algorithms
to train and test on its own dataset, in order to produce its own classifiers models. The
classification algorithms classify the dataset records, and the performance metrics in
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terms of precision, recall, and F1-measure of each classifier are calculated. The classifier
metrics are computed in order to get the most accurate classifier with the highest metrics
values. After comparison, the proposed system finds out that the Random forest classifier
is more accurate and precise than others with the highest precision, recall, and F1-
measure values. Consequently, the Random Forest is selected to be applied inside all
agents, which is worked in real-time.

4.6 Preprocessing the User Query at Clients

When the user enters a product query on the client side, several preprocessing tasks are
achieved to preprocess the query keywords, before sending them to the agents. First of
all, the query is tokenized, in order to get distinct and individual tokens, removing any
unwanted symbols or punctuation marks. The stop words such as (a, the, her, his, are,
is… etc.) are eliminated from the query tokens. The keywords or tokens are normalized
to get all of them in lowercase letters. The tokens are stemmed to get their stems or roots
by removing the suffixes using Porter Stemmer. After preprocessing the query tokens,
the preprocessed tokens or keywords are sent simultaneously to the four agents who
represent servers on the network.

4.7 Classifying the Query Inside Each Agent

When the query tokens are received by the agents, they classify the keywords or tokens
using the Random Forest classifier which represents the real-time classifier model inside
each agent. Each agent may classify the query keywords to a different class number
according to the dataset inside every agent. Thus, the four agents may return different
class numbers for the same query according to their own dataset. The agents perform a
similarity or matching process to compute the similarity of the query keywords to the
dataset keywords of every agent, in order to find out the most similar and matching agent
with the more similar keywords to the keywords of the query. The matching process can
be achieved by calculating the Euclidean Distance between the query keywords and the
keywords of each agent’s dataset, with calculating a matching or similarity ratio that
represents the matching or similarity rate of the query to the dataset keywords of every
agent.

4.8 Agent’s Decision-Making

In order to decide and specify the agent that has the largest similarity ratio of matching
its dataset keywords with the user query, the agents should communicate with each other
and send their similarity ratios for comparison. The agents can communicate with each
other over the network, using TCP/IP protocol suite to send their data packets using
the Knowledge Query Manipulation Language (KQML) with its message formats and
performatives to connect with other agents and in order to send their similarity ratios to
each other for comparison. In this way, each agent can have its own similarity ratio with
all similarity ratios of other agents and can sort all the agents’ similarity ratio values in
descending order. Every agent finds the highest similarity ratio among all other ratios
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from other agents. The agents decide the best agent which has the highest similarity ratio
and adopts its classification result (class number) to be the best classification outcome
for the query tokens. For example, if the similarity ratios are 20%, 50%, 70%, and 10%
for agents 1, 2, 3, and 4 respectively, then after a comparison of these values, the agents
decide that agent 3 is the best agent with higher similarity ratio of 70%, and the proposed
system adopts its class number.

4.9 Crawling the Dataset URLs and the Web Pages

After determining the best agent with the highest similarity ratio to the user query and
adopting its class number as the classification result, the proposed systemuses the crawler
algorithm inside the best agent to crawl the advertisements URLs inside the determined
class number in the agent dataset, in order to get a copy of the advertisements URLs
that match the user query keywords. The crawler algorithm replicates, downloads, and
indexes URLs in order to search within those URLs for the user’s query keywords. The
crawler returns the URLs of ads that match the user’s query and displays them to the
user. In other words, the crawler explores the World Wide Web in order to discover web
pages that match the user query, make a copy of these web pages, download, and index
them. The web crawler returns a list of web pages that confirms the keywords of the
user query, in order to display them to the end user. If the product doesn’t exist in the
agents’ datasets at all, the web crawler only crawls the web to get the web pages URLs
that match and confirms the user query of products keywords.

5 Results and Discussion

This part illustrates the obtained results from classifying the products dataset using
machine learning classifiers, which involves the calculated evaluation metrics of each
classifier in terms of precision, recall, and F1-measure values. Also, the performance
evaluation metrics of the classifiers inside each agent are explained. The results showed
that the Random Forest algorithm was the best classifier with the best metrics values of
precision, recall, and F1-measures. In addition, the similarity or matching ratios of the
four agents with random different search queries is also illustrated.

The proposed system computes the confusion matrix that uses TP, TN, FP, and FN
of the classifier classes, thereafter, it finds out the evaluation metrics to estimate the
performance and efficiency of every classifier model. The performance metrics in terms
of precision, recall, and F1-measure of the used classifiers to classify the products dataset
can be depicted in Table 1.

As shown in Table 1, the Random forest classifier is the best andmore accurate classi-
fier in categorizing the dataset, with highest metrics values of 0.86981677, 0.58328191,
0.61830625 which represents precision, recall, and F1-measure respectively.

The proposed system splits the dataset equally into four smaller sub-datasets, with
equal records number, in order to assign them to the four agents, such that each agent will
have its own smaller dataset. The datasets inside agents are classified using classification
algorithms, evaluating the performancemeasures of each classifier, in order to determine
the classifier with the highest metrics values to be the real-time classifier that works
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Table 1. The outcomes of evaluation metrics for all classifiers in classifying the products dataset

Classification Algorithm Precision Recall F1-Measure

Naive Bayes 0.86571357 0.57282178 0.61025739

Random Forest 0.86981677 0.58328191 0.61830625

Decision Tree 0.86391428 0.57662222 0.61017257

KNN 0.86599614 0.57953791 0.61126639

inside every agent. Tables 2, 3, 4, and 5 show the evaluation performance metrics of all
classifiers inside agents 1, 2, 3, and 4 respectively.

Table 2. The evaluation performance metrics of the classifiers in agent 1.

Classification Algorithm Precision Recall F1-Measure

Naive Bayes 0.86571357 0.57282178 0.61025739

Random Forest 0.87767755 0.58170877 0.61437154

Decision Tree 0.86597659 0.57826025 0.61179441

KNN 0.84271052 0.50197058 0.53996474

Table 3. The evaluation performance metrics of the classifiers in agent 2.

Classification Algorithm Precision Recall F1-Measure

Naive Bayes 0.86858420 0.57899921 0.61444899

Random Forest 0.86985470 0.58216623 0.62519241

Decision Tree 0.86669786 0.57885846 0.61338321

KNN 0.86420790 0.57153283 0.61457437

Table 4. The evaluation performance metrics of the classifiers in agent 3.

Classification Algorithm Precision Recall F1-Measure

Naive Bayes 0.82657301 0.46389271 0.51263766

Random Forest 0.89985461 0.59368728 0.65592518

Decision Tree 0.85324012 0.47293187 0.62312741

KNN 0.87325410 0.54254231 0.51446327

From the above tables, it is observed that the Random Forest clarifier is the best
classifier model with highest values of precision, recall and F1-measure metrics. Thus,
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Table 5. The evaluation performance metrics of the classifiers in agent 4.

Classification Algorithm Precision Recall F1-Measure

Naive Bayes 0.85654301 0.56786824 0.51332890

Random Forest 0.89435062 0.59816533 0.59532498

Decision Tree 0.82135479 0.57115524 0.52528235

KNN 0.80135742 0.56243672 0.52743567

Table 6. The similarity or matching ratios of the agents with different user query keywords.

User Query Agent 1
Similarity
Ratio with
Class No

Agent 2
Similarity
Ratio with
Class No

Agent 3
Similarity
Ratio with
Class No

Agent 4
Similarity
Ratio with
Class No

Best Agent

Red Bag Chanel 40.68672
Class No. 1

24.61291
Class No.1

36.65417
Class no.1

28.70299
Class no.22

Agent 1

Baby Lotion 36.61805
Class No.3

20.5107601
Class No.2

32.58149
Class no.20

61.50641
Class no.4

Agent 4

Canon Digital
Camera

24.41203
Class No. 12

36.91936
Class No. 1

32.58149
Class No. 14

69.70726
Class No. 21

Agent 4

Samsung Mobile
A12

0.41224
Class No. 5

32.80341
Class No. 16

0.14769
Class No. 8

0.49083
Class No. 4

Agent 2

Dior Personal
Care

40.68675
Class No. 3

42.91936
Class No. 7

28.50880
Class No. 14

90.20940
Class No. 20

Agent 4

Duru Shampoo 16.27469
Class No. 12

28.71506
Class No. 8

41.10427
Class No. 0

30.58149
Class No. 10

Agent 3

the Random Forest is used as a real-time classifier inside each agent, in order to classify
the user query keywords. Table 6 illustrates the similarity or matching ratios of the four
agents with various user products query keywords, identifying the best agent which has
the highest similarity ratio to the query keywords and its classification class number. The
proposed system uses the class number obtained from the best agent as a classification
result, and it is used by the web crawler inside the best agent to crawl the advertisements
URLs inside this class that matches the user query keywords, in order to get the most
matched and suitable advertisements URLs from the agent dataset.

6 Conclusions

E-advertisement is themost significant and attractivemarketing approach concerning the
internet customers.Multi-Agent Systems consist of a collection of interacting computing
elements known as agents where these agents act as complete autonomous entities that
can interact with each other and decide what and how to perform different kinds of tasks.
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This paper presents a technique that is based on a Multi-agents system augmented
with data mining classifiers and crawlers. The idea behind that is to analyze and cat-
egorize the user’s query product keywords to their appropriate class, according to the
customized dataset that resides in each agent. Fourmachine-learning techniques are used
to classify the user query; these are: Naive Bayer, Random Forest, KNN, and Decision
Tree. Thereafter, the best-selected agent whose dataset most matches the user query can
use its own crawler to retrieve the most confirmed ads URLs from its own dataset. The
proposed technique classifies the product’s original dataset with the agent’s sub-datasets
using the above-mentioned classifiers and calculates three metrics for each one of them.
The performance metrics show that the Random Forest classifier is the most optimal
algorithm with higher metrics values inside each agent. Consequently, it is proposed to
be used in the real-time model for all the agents. The results show that Multi-agents
architecture is highly dynamic and scalable to be applied for E-advertisement with high
flexibility to be extended in the future for new functions with knowledge derived from
purchase history, rating products, gathering information, etc. where each agent is in
charge for a separate task. Furthermore, as the classification can be done in real-time,
the load of classification was highly minimized. For future work, more machine learning
techniques such as linear regression, logistic regression, boosting algorithm, etc. can be
studied and applied to enhance the system’s performance.
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Abstract. Automated identification is one of the modern trends in computer
vision researches. Recognizing car plate license is a highly requested technol-
ogy for security and commercial purposes. Many challenges face the accuracy
and performance of such systems due to the local limitations like none unified
plate style and nonstandard camera views or environment. This study proposes a
system to recognize car plate license based on CNN trained model. The dataset
used in the training process have been gathered by extracting and segmenting three
local car plates. A number of image processes and blob detecting methods have
been used to enhance plate detection in different camera views and angles. The
study results show that the proposed system can achieve accuracy at 95% level in
noticeably short time. Other Neural network multilayer perceptron-based models
have been used to compare the performance of the CNN Model.

Keywords: CNN · Neural network · Car plate recognition · computer vision ·
Automated identification

1 Introduction

Car transportation is nowadays considered as the backbone of any country including
Iraq. Due to its significance, an increasing priority has been given to automation in the
administration of this field. Depending on surveillance in monitoring cars made it easier
to adopt and extend its potentials from just monitoring and video recording, automated
analyzing, recognizing and alerting [1]. Numbering cars can result in achieving security,
managing, parking, andmonitoring issues [2]. AutomatedCar License Plate Recognition
(ACLP) has been used as a solution for those issues. ACLP has its own limitations such as
broken plates, cars with multi style plate license numbers. In addition, other restrictions
faceACLP applications.ACLP is considered as a significant systemof road enforcement,
hometown security management, parking ticketing, and police traffic control [3].
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In particular, the automated license plate detection system is a key factor in intelligent
transportation systems. It has already been commercialized as a toll payment system.
Many researchers have proposed solutions against environmental changes. They have
also suggested techniques for improving the performance of detection via continuous
conduction. Generally, the systems of license plate detection depend on steps such as
the extraction of features, searching, classification, and estimation of location [4].

To identify the license number, ACLP includes five essential models: Data Prepro-
cessing, Extraction of Edges, Localization, segmentation of character and the recognition
of character [5].

In this study, Extraction of Edges and Localization are merged together to determine
and extract the plate region in the frame. Morphology operation is used to enhance
Vehicle License Plate (VLP) detection.

The technique of Dilation is used for the gray image to fill holes, join lines and
sharping edges by adding pixels to boundaries. On the other hand, Erosion is basically
used for thinning the shape edges of binary image by removing pixels from the object’s
boundaries [6].

Blob analysis method involves eliminating noise blob, assembling the blob frag-
mentation and splitting to shape the Segmentation model. Mostly, Segmentation model
includes three steps. First, adjusting and generating the binary image. Second, blob ana-
lyzing and illuminating the noisy blob. Finally, selecting the characters and numbers
blobs. [7].

The final model is responsible for training. It involves using a dataset to recognize
plate characters and numbers printed with different Iraqi styles. This model is based on
a well-known model named CNNwhich enables officials to work with scale, rotate with
minimal preprocessing [8].

Our local traffic system contains multiple styles to register cars. Also, the surveil-
lance system setup is random and not base on organized coordination make car licenses
recognition a challenge to any proposed digital system.

This study proposes a system for recognizing local Iraqi car plate licenses usingCNN
model. It includes all Iraqi official styles. The proposed model takes into consideration
the number of digits in each plate style by supporting flexibility digit detecting during
preprocessing stage. The system has shown an excellent level of accuracy in acceptable
time with uncontrolled environment.

2 Literature Survey

Wang et al. (2019) declared that many of the methods used in Car license recognition are
not reliable in real world implementation. They proposed more accurate and low-cost
method using multi-task convolutional neural (MTLPR). The authors trained the Multi-
task Convolutional Neural Networks (MTCNN) to create license detection and invent a
speed excellent accuracy system [9].

Nazri et al. proposed using a camera to capture the car rear side in order to recognize
the car license number and save it into database. Using this method, the car will be
verified at the attached gate. This proposed system used to eliminate the need for extra
verification card to open the gate [2].
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The authors invented a License Plate detection and recognition (LPDR) using two-
dimensional wavelet transform to extract the edges of the image vertically and CNN
classifier. The experience gives a high accuracy using a Morocco car plate license [10].

Chowdhury used Night License Plate Images (NLPI) dataset and UCSD benchmark
dataset in order to test the distortion effective of multi factors. The authors proposed
Fractal Series Expansion (FSE) model to improve the quality of plate license extracted
image. The proposed model gives high probability to distinguish the plate pixels from
the background [11].

Alghyaline focused on local plate licenses using two phases of CNN based on You
only look once (YOLO) framework to enhance the detection of plate with a big size
image frame. The authors applied the system in Real time You tube video and achieved
particularly good results [12].

Hendry usedCNNbased onYOLO’s 7 to analyze Taiwan local car license plates. The
author proposed using slide window to detect plate 6 digit. The invented system achieved
excellent results with consideration to environment conditions such as darkness, dimness
and raining [13].

Hui Li proposed segmentation free method using trained CNNModel to investigate
characters in plate image and distinguish text-none text areas.

The author empowered the invented system by trained Recurrent neural networks
(RNNs)with long short-termmemory to extract features from the CNN extracted images
[14].

In this paper, we create an Iraqi plate license number recognition framework based on
CNN algorithm. The Car licenses local database created by the authors using Different
plate styles and angles and different times of the day and night. The framework created
based on the CNN model is capable of detection and recognition multi style with a
different view. The framework achieved excellent accuracy with 91%.

3 Dataset

In this paper, dataset gathered by the authors using fifty random private license car
plates including three styles; old style, modern style, and north region style. 422 images
were produced to create dataset for the purpose of training a machine learning model to
recognize Iraqi different - style car plate licenses. Images captured by a mobile camera
with 64mp were chosen randomly, at different times and from different Baghdad streets.
Each image plate is divided into small pieces; each piece includes one letter or number
from the plate number license. The images dataset are separated into categories; each
category represents a letter or number inArabic. Thenumber of images in each category is
not fixed since different numbers of images have been used in each category. The dataset
images are formulated in different sizes depending on the letter or number shape. In
first stage the Preprocessing for image dataset was include various operation performed
where segmentation image, blob detection method and crop tool was using as shown in
Fig. 1. In Car Plate Recognition, localizing and extracting the plate was done from the
car photo shoot. Several techniques used to localize and extract the plate such as Edge
Detection,” an image process tool used to find the boundaries in the pictures” as shown
in Fig. 2. Dataset images include only the required shape; all unrequired background are
removed.
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Fig. 1. Shows extracted dataset samples.

Fig. 2. Describes the steps of edge detection.

Erosion and dilation are fundamental morphological operations used to enhance
recognition and plate localization. Another preprocessing operation was applied which
is removing the small objects smaller than 2000 pixels. Fig. 3 A1 represents the removal
of small objects and A2 represents the erosion process.

A1

A2

Fig. 3. A1 shows the result of Erosion and A2 shows dilation implementation.
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The preprocessing for the image data set also includes histograms to improve contrast
in the image, as shown in Fig. 4. After that the image was converted into binary. By
treating the image as an array, it was possible to calculate the general location of the car
plate. Along with the array’s number of columns, the number of rows is also determined.
The maximum row and columnwith pixel values of 1 are counted and taken into account
as the approximate location of the plate. The captured image was resized to 72 × 72
columns and rows to be prepared for the next learning.

Fig. 4. Represents converting image into binary image before blob measuring process.

4 Build and Train CNN Model

After plate extraction, it was saved as a jpg image and the datasets letters were used to
train the model to ensure its ability to predicate the Iraqi style plate letters. The process
consists of several stages through which the model passes before the model can achieve
the predication of car license number.

4.1 Dataset Preparing

At this stage, in our case, the dataset is extracted from the collected car plates. Measure
and Color Blobs method used to divide the plate into parts, each part includes a letter or
a number of the plate license number. In other meaning Bolo detects the bright feature
in histogram image based on Laplacian of Gaussian (LOG). First we extract the image
dimension, convert image to histogram, check image pixel color and apply the binary
threshold and remove the small dotes. Once the image ready, bright areas collected,
measured, and saved as a new image. Figure 5 represents how to extract the letter and
characters from the plate images.

The blob measuring operation results in unequal number of letters and characters
groups. In order to build a trained model, the dataset should be equal for all groups.
Table 1 shows each group number of images. Images selected randomly from the original
dataset. CNNModel required trained images with fixed sizes as shown in the Fig. 5. The
images size unified by 70 × 80 pixels. The 100-threshold chosen after certain number
of trailers to get best result (Fig. 6).
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Fig. 5. Represents the extraction of image dataset.

Table 1. Shows the dataset labels

Original number of  
labels in dataset Count labels in dataset 

a er reducing Count

0 99 0 29
1 78 1 29
2 57 2 29
3 91 3 29
4 44 4 29
5 44 5 29
6 41 6 29
7 44 7 29
8 33 8 29
9 29 9 29
أ 26 أ 29
م 31 م 29
ر 30 ر 29
و 45 و 29
ي 58 ي 29
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Fig. 6. Represents the extracted blobs.

4.2 CNN Model

The model was built by using 2-dimension layer Convolutional neural network. Each
layer contains number of filters where the input layer connects to the hidden layer and
hidden layer connect to the output layer respectively. Slide convolutional filter applied to
the dataset input image [15]. A filter is applied to the image in all vertical and horizontal
directions. In this model, number of filters is 20 and each filter sized 5× 5. The region in
the dataset input image that contains the connected neurons is defined as the filter size.
Number of filters refers to how many neurons in the region of the connected neurons.
Batch normalization applied in order to accelerate the training process of the CNN, and
eliminated the need for being much carefully about the initializing [16]. In this model,
the ReLue Layer was used as an activation function which is work as threshold convert
any value less than zero to zero, Eq. 1 describe the work of ReLue Layer [17].

f (x) = {x, x ≥ 00, x < 0 (1)

Fully connected layerwas used in thismodel, all inputs are connected across layers to
every active unit to perform training process. Softmax function is used as active function
also for extra normalization. Finally, the classification layer works with the previous
layers including the size of the output, the fully connected layer and the softmax function
layer was used to identify the number of classes. Model was trained to recognize three
styles of Iraq car plate licenses. The average time for the model to predicate a license is
2 ms. The time could be reduced based on the computer processing power.

5 The Result and Measuring Accuracy

The train model achieved excellent accuracy in plate character number recognition.
Number of Epoch used to increase accuracy. Every Epoch represents a one iteration of
whole training process including all the samples.On 13 epochs the accuracy performance
stabled. Figure 7 shows the accuracy performance of the training model.

We observe improved model correctness and performance by increasing the number
of epochs. Table 2 shows the difference with each epochs number.

The model shows excellent predication for the car plate license number. Table 3
shows predication of the car plate license over number of tested times until getting the
correct license number. The trained model shows excellent result in acceptable time.
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Fig. 7. Shows the change in accuracy over epochs number.

Table 2. Describes the differences among the experiment numbers of epochs

Epochs number accuracy Time by second

2 76.97 2 s

5 78.5 5 s

10 90.1 10 s

13 95.15 14 s

Figure 8 represented the MLP model with 100 intermediate layer and 5 outputs
represented the licenses predication numbers and character. The model used to compare
the performance of CNN invented model as shown in Table 4. The same configuration
used to test all the car licenses images presented in the test. Same captures angels, times
and conditions used for both models. Number of hidden layers in MLPmodel determine
Optimizely using try and error to get best result using through this model. The result
of the MLP predication shows less performance than CNN based model. MLP model
required more than two tries to get the correct result.

Fig. 8. MLP model structure
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Table 3. Shows the result of the system predication using the MLP trained model compared to
the result of CNN model, all sample plate extracted using the Plate Extraction model.

Car image

Car plate 
extracted by 
the system
Number of 

tests to get the 
correct plate 

license 

2 1 1 

Accuracy 99.1 for the 
last test 97.5 98.7

Time 11 sec 11 sec 11 sec

Car image

Car plate 
extracted by 
the system
Number of 

tests to get the 
correct plate 

license

1 1 1 

Accuracy 99.3 95.1 98.7
Time 12 sec 15 sec 13 sec
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Table 4. Described the comparison between model performance

Sample Plate CNN model Tested Times 
until get the correct number 

MLP model Tested 
Times until get the 

correct number 

2 5 

1 8 

1 7 

1 5 

1 3 

1 7 

6 Conclusion

Most of the car plate license number recognition systems require standard environment
and equipped camera. In addition to that, Iraq hasmultiple car plate styleswhich addmore
challenges to any system for car plate license recognition. In this work, we proposed a
conventional neural network-based system to detect and recognize Car plates in multiple
styles and none-standard view. The proposed system includes multiple models in order
to achieve recognition and localization. CNN model trained using automated extracted
dataset calculated from 50 cars images captured randomly from real world environment.
The extracted dataset used to trainCNNmodel to predicate the care plate. The recognition
model shows excellent accuracy with acceptable time for the tested cars samples. The
model gives correct predicationwith 90%of the cars. In comparisonwithNeural network
multiple layer perceptron model, CNN model gives better results and performance than
MLP model in addition to saving time.
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Abstract. Food plays a vital role in the daily life; everybody needs a balanced
diet to maintain a healthy body. Nowadays, the list of foods is continue growing.
Some are natural, others are artificial, and they are reengineered and emerging
every day, so choosing healthy food is becoming a more complex task. The food
recommendation system (FRS) is a response to this need. It is used to give a rec-
ommended list of appropriate meal content that suits every client, and a website
is built to solve part of this problem. RS helps users to find the right food groups.
This paper gives an overview of RS types and defines FRS. In order to obtain a
reasonable impression of the power and challenges of the RS field, a powerful
model has been chosen, called the Gaussian Mixture Model GMM. The model
clusters the dataset into 20 clusters. Some of them are more coherent and highly
similar, while others have less similarity value. The use of Euclidean Distance and
ManhattanDistance produced a similar recommended list according to user prefer-
ences depending on food nutrition. Also, using Cosine Similarity and Correlation
will obtain a slight difference between its results and the first two algorithms. It’s
clear that the Euclidean distance outperforms the other methods.

The current research presents three extra parameters certainty, exceeded, and
outlier detection, not dealt by the previous related works which are representing
data confidence, overweight, outliers consequently.

Keywords: Recommender Systems · Food Recommendation System · FRS ·
Clustering · K-means · Gaussian Mixture Model · GMM · Nutrition ·
Content-Based Filtering. Euclidean Distance ·Manhattan Distance · Cosine
Similarity · Correlation

1 Introduction

Due to the growth in diseases and patients, healthy FRS becomes more urgent to imple-
ment to reduce these numbers. The nutritional value of a meal might be estimated for
chronic diseases patients using a FRS. A RS is necessary for the selection of a prod-
uct among of thousands of options. The RS assists customers or users in locating the
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appropriate food groups. There are many different chronic diseases like diabetes, hyper-
lipidemia, and blood pressure turbulence [1] that can be controlled well and kept under
human control when using the correct food group or nutrition by following specific
types of diet. Most of them can cause death; chronic diseases may vary according to a
patient’s age, height, weight, or even both. For example, obesity disease can be healed
using nutritional therapy [2]. Not all chronic diseases can be cured, such as blood pres-
sure disease or diabetes disease, which havemore than five known types [3], but themost
known types are diabetes type 1 or (DT1), and diabetes type 2 or known as (DT2). Gesta-
tional diabetes affects pregnant women [4]. Make the suggested FRS web-accessible to
help patients, clients, and users find correct food group. Using the Python programming
language to make preprocessing to the collected dataset. The proposed method doesn’t
diagnose diseases, but rather suggests and recommends the appropriate nutritions for
each client based on their preferences.

2 Machine Learning

Machine learning (ML) is a technique for teaching machines to handle data better. The
goal of machine learning is to gain knowledge from data. To tackle data challenges,
machine learning employs a variety of algorithms [5]. ML algorithms have infiltrated all
aspects of our existence. Algorithms propose foods, movies, books, things to consume
or purchase, and places to visit. ML algorithms are employed in recommender systems
(RS) to deliver better user recommendations. However, the ML area lacks a defined
classification system for its algorithms, owing to themany techniques and variants in that
sector [6]. As a result, selecting anMLmethod that meets one’s needs when constructing
a RS becomes complex and perplexing. Furthermore, researchers may find it difficult to
track the use and trends of ML algorithms in RSs. The clustering algorithm will be used
to make food groups.

3 The Recommender Systems

Recommender systems (RSs) are defined as “decision support systems that assist users
in identifying one ormore items (solutions) thatmeet their requirements.“[7]. The funda-
mental objective ofRS is to recommend relevant items to clients/users. Because the infor-
mation is too large for humans to handle, this is why the (RS) was established [8]. Many
application fields use a recommender system approach, such as recommending food,
music, books, TV shows, tourist spots, learning materials, websites, and e-government,
e-learning, e-commerce, and e-business services [9]. Therefore, it is highly crucial in
our daily lives. It has received extensive attention, is applied in academia and indus-
try, and has achieved many research results [10]. Most (RS’s) are either content-based,
collaborative filtering [11] which includes a model-based [11] and memory-based filter-
ing[12], or hybrid-based [10]. Also, there are other techniques such as knowledge-base
and Demographic-based [10, 13]. As shown in Fig. (1) [14].

For most (RS’s) research, the goal is to improve rating prediction or ranking metrics
(learning to rank for a recommendation) [15]. There are three phases in recommender
systems: (i) initial phases, which contain the informational data that the system has
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Fig. 1. The recommender system approaches

before the recommendation process begins (ii) the input data phase, which contains the
information that the user must communicate to the system for the system to generate
a recommendation, and (iii) a final phase in which an algorithm integrates background
and input data to provide recommendations [16].

3.1 Content-Based Filtering (CBF)

Content-based techniques have been used to personalize suggestions depending on users’
preferences [17]. They are dependent on the user’s prior input, which will subsequently
be used to filter all of the elements of the system. Users will be suggested articles with
the greatest similarity score, and it will make predictions based on the item’s attributes
from their prior history [18]. For example, recommending a type of food that has been
categorized as “salty” to a user who likes salty food, see Fig. (2).

Fig. 2. The content-based filtering

3.2 Collaborative Filtering (CF)

Collaborative Filtering (CF) is a common recommendation algorithm that relies on its
forecasts and suggestions on other users’ ratings or behavior in the system [19]. CF is a
classic recommendation model widely used in web applications and Internet of Things
(IoT) services [18]. Traditional CF suggests products to users who have similar tastes
(e.g., comparable preferences), filters out information based on similar interests with
other users. The approach of (CF) recommends products/items, to a target clients based
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on the similar opinions of other clients/users [20], and generally recommends things to
users who have a similar taste [18]. For example, if user1 likes vegetables and fruits,
and user2 likes vegetables, the approach will show user2 the same tastes as user1, which
means it will display fruits also for user2, as shown in Fig. (3).

Fig. 3. The collaborative filtering

3.3 Hybrid

There is no RS that can be applied to all the cases that have been suggested. As a result,
individuals attempt to solve the problemby combining severalRSs.AHybrid recommen-
dation,which combines variousRS’s, shouldmitigate or compensate for the inadequacies
of the individual algorithms [21]. Moreover, the combination is useful. A hybrid rec-
ommendation system combines several different recommendation approaches or tech-
niques. It may take the use of various suggested technologies, to overcome the drawbacks
of each and achieve better recommendation outcomes than a single recommendation
technology [22].

4 The Clustering

Clustering is an unsupervised machine learning technique that puts related items into
a single cluster based on their quality. Clustering is a crucial activity in data analysis
and data mining applications. It’s a technique for grouping things based on the maxi-
mization of intraclass similarity while reducing interclass similarity. In other words, the
better the clustering, the higher the similarity inside a group and the bigger the disparity
across groups [23]. Clustering can also be define as the process of assigning a group of
items to a combination so that objects in the same group are more related than those
in other groups. An ordered group of data objects with common attributes is a cluster.
Cluster analysis is the process of discovering data similarities based on the properties
of the data and grouping similar data items into clusters. There are various conditions
for clustering data in data mining [24]. These criteria are scalability, the capacity to
cope with many properties, and flexibility. The ability to handle dynamic data and the
detection of clusters of any shape, minimal domain expertise is required to identify input
parameters. Capable of dealing with noise and outliers, the sequence of the input records
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is unimportant. High three-dimensionality and user-specified limitations are included.
Usability and interpretability. The types of data sets that are processed for analysis of
clustering are interval scaled variables, binary variables, and ordinal, nominal, and ratio
variables [25]. There are also a variety of clustering algorithms that may be divided
into the following categories: partitioning methods, hierarchical methods, density-based
methods, grid-based methods and model-based methods [26, 27, 28]. There are sev-
eral methods available for clustering: K-Means Clustering, Hierarchical Clustering, and
Gaussian Mixture Model.

4.1 The K-means Clustering

TheK-Means algorithm is a very commonly used clusteringmethod inmachine learning
and data mining. Macqueen proposed it for the first time in 1967 [29, 30]. It has high
scalability and other advantages due to its simple and efficient properties, especially for
massive data sets. The primary principle behind the K-means method is to split a data
set into several clusters through iteration, with data inside each cluster having a high
similarity and data between clusters having a low similarity, and the number of clusters
must be established ahead of clustering time [29]. K-Means clustering is an iterative
strategy for grouping data points that requires identifying local maxima over all rounds.
It begins by forming groups of randomly picked centroids to analyze the data points. The
optimization is then carried out using an iterative process. The groups are generated by
utilizing Euclidian distance to calculate the closest distance to the centroid [31]. The data
points may be grouped into k groups that meet the following conditions: each cluster
must include at least one item, and each object must belong to precisely one cluster.
The procedure starts by picking k items from the dataset to serve as the initial cluster
centers. Then, depending on the mean value of the items in the cluster, each object is
allocated to the group to which it is most comparable. The new mean value of the items
for each group is then updated or recalculated. This method is repeated until the criterion
function is satisfied [27].

4.2 K-means Algorithm

The K-means clustering algorithm works as follows [32]:

Fig. 4. The K-means algorithm
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4.3 The Pros and Cons of the K-means Clustering

ThePros of the algorithmare: relatively simple to implement (simple), scales to large data
sets (flexible), guarantees convergence (tight), can warm-start the positions of centroids,
easily adapts to new examples, generalizes to clusters of different shapes and sizes, such
as elliptical clusters, and K-Means analysis improves clustering accuracy (accuracy)
[29]. On the other hand, the cons of the algorithm are: the number of clusters is a
parameter of the algorithm, initialization of cluster centers significantly affects the result
of clustering, sensitivity to emissions (outliers) and noise, and an iterative approach does
not guarantee convergence to an optimal solution [27].

5 Related Work

In the article [33] on Apache Spark1, this study provides a feature-based meal recom-
mendation system. First, they computed user similarity using user evaluation, which is
augmented by food characteristics. Then they use the food that similar users like to esti-
mate what meals the target user might like. Finally, it may propose Top-N foods to users
based on their preferences. The characteristics of food might be the original substance
of the dish or the essential procedure when it is cooked. Experiments revealed that this
algorithm could address the problem of many customers and meals, and the parallel
algorithm can effectively regulate the algorithm’s running time. We also, demonstrate
that when the data is sparse, the accuracy is higher, and we may increase the compute
node to reduce processing time. While in [23], the proposed method by the authors will
recommend diet and therapy for autistic youngsters depending on their symptoms. The
system uses the k-means algorithm to categorize symptoms and association rule mining
to propose foods and remedies.

The dataset utilized in this studywas obtained from the VAERS government website,
which is controlled by the Centre for Disease Control. The accuracy and ease of use of
the system received the highest scores of 4.1 and 4, respectively, for result acceptance.
It implies that the system received a quick reaction from consumers. The articulacy and
execution speed all receive more than three points, and the score is pretty good. The diet
and therapy suggestion system has been successfully implemented, and it is beneficial to
parents of autistic children. In research [34], the authors have made the first effort to add
health and nutrition into the meal recommendation problem by first assessing the user’s
nutritional needs based on their unique profiles (age, gender, height, etc.). They then take
the top choices, as determined by a cutting-edge recipe recommendation system, and
seek to combine them algorithmically. Each plan adheres to worldwide health agency
requirements. They proved that it is possible to integrate recommended dishes into bal-
anced meal plans in accordance with nutritional agency requirements. They learned how
to create better planning algorithms in the future by evaluating circumstances where it
was difficult or impossible to generate plans. The authors in [35] suggested a Food Rec-
ommendation System (FRS) for diabetes patients based on food clustering analysis. In
terms of nutrition and dietary characteristics, the systemwill recommend the appropriate
replacement foods. For food clustering analysis, they employed a Self-Organizing Map
(SOM) and K-mean clustering, which is based on the similarity of eight key nutrients
for diabetes patients. Finally, nutritionists assessed the FRS, finding it highly effective
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and valuable in the nutrition field. The average quantization error and topographic error
are 0.126 and 0.0103, respectively. A new approach for recommending a healthy diet
using a predictive data mining algorithm was proposed by [19]. The researchers cre-
ated a data mining algorithm that recommends healthy eating habits and patterns for
users who want to know howmany calories they burned, how many macronutrients they
consumed, etc. Based on individual eating habits and body information, the patient diet
advice system simulates users’ unique diets and nutritional preferences. Although this
study helps forecast healthy meals for patients and nutritionists/doctors, it has the dis-
advantage of lacking a flexible model and only achieving essential design solutions per
patient’s requirements. In this paper, A. Banerjee and N. Nigar [36] proposed a Nour-
ishment Recommendation Framework (NRF) where they collect data from youngsters,
evaluate it, and then provide an output that includes a better food plan. Its goal is to give
healthy meals to children aged 8 to 13 years old based on their age, growth, gender, and
health data. The proposed approach will assist youngsters in obtaining the necessary
nutrients for growth, development, and other bodily processes. This study employs the
Logistic Regression and Naïve Bayes methods. And, although logistic regression has
an accuracy of 85%, Naïve Bayes has an accuracy of 84%. Eventually, Ribeiro et al.
[37] developed a content-based RS and mobile app that maintains a personalized weekly
meal plan by calculating nutritional needs while following static parameters like meat
and fish separation, food repetition restriction, and other similar ones.

Older adults were used in tests of the recommender system and mobile app to deter-
mine the appropriateness and quality of the meal plans advised on the one hand, and
the usability of the mobile app for this specific population on the other. The user testing
results were quite positive, over 70% of participants considered following the meal plan
recommendations and using an app like the one offered.

6 The Proposed Methodology

Our proposed methodology for a food recommendation system based on data clustering
techniques and user nutrition records is shown in Fig. (5). There are three phases. We
will discuss this in detail later in this section. The first phase will be dataset collection
and preprocessing. The second phase is dataset clustering and analysis. The third phase
is the recommended list filtering and output.

6.1 Phase One: Dataset Collection and Preprocessing

Phase One -Stage One: In this part of the methodology, the target dataset.

“OpenFoodFacts” is selected to work on, which is collected from openfoodfacts and
Kaggle; it’s a verywell-knowndataset, a free, open, collaborative dataset of foodproducts
from around the world, with ingredients and nutrition facts. It contains over 600 000 +
products from 150 countries, with a 1.01 GB file size, supplied by the openfoodfacts.org
website. Everyone who has already used the OpenFoodFacts app knows that there is no
check or test for the user’s inputs. For example, you can even type in negative amounts
of fat if you want to. Because of these circumstances, we can assume that there are a lot
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Fig. 5. The proposed methodology

Fig. 6. Sample of OpenFoodFacts dataset

of mistakes in the OpenFoodFacts dataset. We now want to look closer at Fig. (6) the
given data and analyze possible false data.

Phase One - Stage Two: Besides the obvious mistakes like negative or too high values
entries, the GMM is used to find anomalies depending on the natural structure of the
given data. In addition to that, it’s also used to see if there are any natural structures in
the data. This would be helpful to cluster the products. But before clustering, we want
to clean up the missing values because these are hard to fill up, the proposed model
can’t deal with “NaN-data”. To drop features with a high percentage of missing values
(unwanted features) while maintaining and keeping the importance and quality of the
dataset, the proposed model creates a scatterplot to preview the distribution of missing
values features over all the dataset, which contains features with almost no entries at
all. In ML, a dataset with missing attribute values is challenging to analyze in data
mining models. Only from the rich complete data can accurate information be extracted
[38]. As Fig. (6) shows, there is a little peak at about 20–30% of “nan_values”; these
features should be excluded because they’re missing too many values, and as mentioned
[38], the model should drop these features because they’re missing too many values.
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Dropping these features to clean and optimize the dataset and enhance the results. The
data with low missing values can be found at about 10% of “nan_values” or less. For
that, the threshold for removing affected features is 10% as a limit for deleting unwanted
features. Therefore, see Fig. (7).

Fig. 7. The distribution of missing features

Only 29 features with less than 10% of missing values are left. This is much better
than the 163 features before. We can see that there are still a good number of important
features. But there are also some featureswe probably don’t need for our further analysis.
So now let’s only take the following features: fat_100g, carbohydrates_100g, sugars_100
g, proteins_100 g, salt_100g, energy_100 g, which are related to nutrition.

After that, we dropped products with incomplete nutrition tables, and we came up
with a percentage of incomplete tables of 9.944, which means there are about 10% of
products without completed product information. Let’s delete these products now, so
our data is complete and ready for analysis and clustering.

Phase One - Stage Three: Now the data is cleaned and ready for processing. But
before we start, we want to take a closer look at the individual features. The energy a
product contains can mainly be calculated through its amount of carbs, fat, and proteins.
According to [39], Food and Agriculture Organization (FAO) is a specialized agency of
the United Nations. Each 1g of fat contains about 37 kJ of energy; 1g of carbohydrates
and proteins contains about 17 kJ of energy. Because of the complicated input process
in the OpenFoodFacts app, some users start to type in the wrong values. Energy is also
often given in kJ and kcal so that the users can get even more confused. By calculating
energy based on the features of fat, carbohydrates, and proteins and comparing it to the
given value of energy, we can detect if some entries might be wrong and could probably
even correct them in some cases. Figure (8).

It seems like the reconstructed energy almost matches the given amount of energy.
But let’s look at a plot of both amounts of energy for a better conclusion. Figure (9).

In Fig. (9), we can see that both amounts of energy are mostly close to each other
or identical, but some information still doesn’t fit that well because they differ from the
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Fig. 8. The reconstructed energy column

Fig. 9. The given energy VS The reconstructed energy

linear interrelation we can see. Everything that differs greatly from the straight line we
can see seems to be an outlier.

Some products have a given amount of energy of 0 kJ while the reconstructed energy
is higher. This means that there are values of fat, carbohydrates, and proteins higher than
the 0 g given, so the given amount of energy is probably wrong. On the other hand,
there are also amounts of reconstructed energy equal to 0 kJ, while the given amount
of energy is higher. In these cases, the values of fat, carbohydrates, and proteins in our
data have to be 0 g, but they are probably higher in reality. Because of these findings, it
would be good if we also considered the reconstructed energy for our clustering. There
is another obvious mistake: fat, carbohydrates, and proteins are given based on (100
g). So, if the sum of these features is higher than (100), the model would also knows
that there is something wrong with the given dataset. These are represented as exceeded
feature/column as showing in Fig. (10).

Fig. 10. The exceeded column
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As we can see, some products were registered with this mistake. As a result, there are
394 products with this mistake in our data alone. In Fig. (11), we can see the distribution
of our features; g_sum is the summation of fat, carbs, and proteins.

Fig. 11. The g_sum distribution

All distributions have their highest peak at about 0g (or a bit higher) per 100 g, which
seems to be a bit odd at first sight. This comes from the fact that not all products include
all of the nutrients above. For example, products with a high amount of carbohydrates
(e.g. pasta or rice) often don’t contain much fat, and products with a high amount of
fat (e.g. nuts) often don’t contain many carbohydrates. Carbohydrates seem to have the
widest distribution: every amount of carbohydrates between 0g and 100g can be found
in products, while most products contain up to 15–20 g of carbohydrates per 100 g. This
wide distribution makes sense because so many products contain at least a little bit of
sugar (carbohydrates). Take a look at the carbohydrate distribution in Fig. (12).

Fig. 12. The carbohydrates distribution

The protein distribution in Fig. (13) shows that the occurrence of protein in the
product is also relatively low. The highest amount is about 5g per 100g, and most
products contain an amount of protein lower than 30 g per 100 g.

A bit different is the energy distribution in Fig. (14). Though wemeasure the amount
of energy per 100 g, energy is not measured in grams but in kJ. Because of that, we can’t
compare it to the other distributions. We can see that the distribution includes two peaks,
one at 0 cal and one at about 1500 kJ. Between these two pikes, the distribution describes
something similar to a parable. The maximum amount seems to be about 4500 kJ. But
most products only contain up to 2500 kJ. The distribution of our reconstructed energy is
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Fig. 13. The Proteins distribution

Fig. 14. The Energy distribution

similar. Still, by comparing both distributions, we can see some small differences (like
the height of some individual bars), just like in the scatterplot of Fig. (14). We only want
to use features that we have already chosen in this phase for our analysis.

6.2 Phase Two: The Data Clustering and Analyzing

Phase Two – Stage One: Data Clustering. Now, in phase-2 the expected number of
clusters must be determined. There will probably be clusters for fruits, vegetables, grain
products, sweets, cookies & cakes, beverages, meat, sausages, fish, milk products, oils,
nuts & seeds, and probably some more. So, the number (15) clusters is recommended
because that seems to be a good amount for the data in this experiment. The proposed
model clustered the products in the column certainty. Also, we can see in Fig. (15) how
certain our model is by predicting the affiliation of a product to one cluster.

Fig. 15. The certainty of items in clusters
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Phase Two – Stage Two: Before asking the model to find outliers in our dataset, we
have to tell how much the affected data differ from the normal data. We want to do this
by choosing a suitable epsilon. Therefore, we want to visualize the log probabilities of
the data to decide how we want to select this epsilon. We have determined the 12%
percentile because it divides the data where the log probability falls sharply. As shown
in Fig. (16).

Fig. 16. The right percentiles selection

Nowwe can finally detect the outliers in the data. In the column anomaly, if the value
is “0” the product is not an outlier and vice versa. See Fig. (17).

Fig. 17. The outlier’s detection

Phase Two – Stage Three: Similarities between clusters. Using Python to calculate how
similar and dissimilar our different clusters are, as shown in Fig. (18), we found that there
are clusters with much higher similarity than others. Many clusters show anti-correlation
or do not correlate. The dissimilarity in the feature space is what themodel looks for. This
can guarantee that the cluster can provide different types of products. Unfortunately, the
proposed method also discovers certain highly correlated clusters with nearby cluster
centers, such as the pasta (cluster 8) and the grains (cluster 16). It appears to make sense
in this case. Despite the fact that both products are nearly dentical, pasta appears to be
distinct from the grains. That’s good, but we should try to understand in the feature space
what makes this difference.

Comparing the clusters (cluster 8 and cluster 16) can give a better understanding of
why similar clusters remain distinct. They are generally very similar in all features in
feature space, and the feature distributions rarely overlap. Even if they are quite close
together, small, and slight adjustments in some features make the distinction.
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Fig. 18. The similarities between clusters

6.3 Phase-3: Recommended List Filtering and Output

The last phase shows the selection of the outperformed algorithm that gives users much
more accurate results. Outcome clusters are compared with user preferences array. It
will be discussed in detail in Sect. (7). After that, the user will get the recommended
food list according to food nutrition. Figure (19).

Fig. 19. The recommended food lists

7 Results and Evaluation

The results are shown in four scenarios with four different algorithms. Each algorithm
will be presented with one scenario intended to produce the most recommended k-list
close to user preferences, and the results will be compared. We’ve used similarity matrix
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and distance similarity algorithms between user preferences for the dataset and selected
food: Euclidean Distance, Manhattan Distance, Cosine Similarity, and Correlation. The
first matrix is our result dataset after the preprocessing and clustering processes that
we’ve already seen in section six, phase two, which refered to as dataset_matrix. The
secondmatrix, user_matrix, is a selected food item for the user (user input). Bothmatrices
will be converted into a dataframes with six features which represent food nutrition (fat,
carbohydrates, sugars, proteins, salt, and energy). Euclidean Distance will be used in
First scenario to extract and calculate the similarity distance between “dataset_matrix”
and “user_matrix” after applying a descending sort function and excluding the first row,
which will be user input, to ensure that it will return the top-recommended list to the
user. While Manhattan Distance used in the Second scenario, the Cosine Similarity is
what is used in the Third scenario, and lastly, the Correlation, which is used in the Fourth
scenario. User input can be seen in Fig. (20).

Fig. 20. The user input

The First scenario: using the Euclidean distance algorithm, in the Python language,
one can calculate the distances between user preferences and the dataset. Table (1)
shows a recommended list based on Euclidean distance. In order to compute the distance
between user preferences and the optimized nutrition dataset, the Euclidean Distance
Eq. (1) [40] is used to calculate the results shown in Table (1).

d(p, q) =
√
√
√
√

n
∑

i=1

(qi − pi)2 (1)

where p, q = two points in Euclidean n-space, qi, pi = Euclidean vectors, starting from
the origin of the space (initial point) and n = n-space.

Table (1) shows how tight similarity within the same cluster and less similar values
in the inter-cluster and that behavior is coincident with the theoretical foundation and
considered excellent results.[40].

In the second scenario, by selecting the same user input in Fig. (20), to make the wise
comparison. The results shown in Table (2) exploit the required results with a high degree
of confidence. To compute the distance between user preferences “user_matrix” and the
optimized nutrition dataset “dataset_matrix” for the second scenario, the Manhattan
Distance Eq. (2) [41] is used to calculate the results in Table (2).

md(p, q) =
n

∑

i=1

|pi − qi| (2)

where p, q= two points inManhattan n-space, qi, pi =Manhattan vectors, starting from
the origin of the space (initial point) and n = n-space.
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It obvious that the difference between the second and fifth rows of “Ripe Plantain
Chips, Maduros” and “Baked Corn Snacks” consecutively in Manhattan results. It is
because sugars_100 has values less than the ones in the Euclidean results, and because
the overall “Manhattan Distance” for these products is the closest to user preferences.

In the third scenario: in this scenario it can be noticed that there is a difference from
the two algorithms, Euclidean and Manhattan, as showing in Table (3).

The Cosine Similarity score gives us another set of recommended lists with amixture
of clusters (cluster 4 and cluster 2).Andaswementioned early inPhase two, the similarity
between clusters can be noticed. The similarity of clusters 4 and 2 is 0.76.

In the Fourth scenario: the Correlation between dataset_matrix and user_matrix
after converting the dataset_matrix into a pivot table is used. Then finding the Correlation
between the pivot and user input matrices. Table (4) shows the similarity between Cosine
Similarity results and Correlation results. Also, in this scenario, our recommended list
shows 2mixture clusters, 4 and 2, correlated clusterswith 0.76 similarities recommended
list shows 2 mixture clusters, 4 and 2, correlated clusters with 0.76 similarities.

8 The Performance of the Proposed FRS

As a result, comparingwith other relatedworks that discuss in section five, the evaluation
comparison is showing in Table (5).

Table 5. Comparison with related works

Ref. id Recommendation
approach

Dataset resolved problem

exceeded
calculation

certainty of
items
in clusters

Outlier
detection

23 Collaborative from Centre for
Disease Control
managed VAERS
government
website

x x ✓

34 Demographic
based

their own datasets x x ✓

35 Content-based “Nutritive values
for Thai
food” provided by
Nutrition Division,
Department of
Health,
Ministry of Public
Health

x x ✓

Proposed
System

Content-based Openfoodfacts ✓ ✓ ✓
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9 Conclusions

The model clusters the dataset into 20 cluster, some of them are more coherent and
higher similar, while others are less similarity value, as it mentioned in Phase two, stage
three. In this study, it concludes that the results of using the proposed methodology, and
as it early discussed, the use of Euclidean Distance and Manhattan Distance produced a
similar recommended list according to user preferences depending on food nutrition’s.
Also using Cosine Similarity will obtain a slight difference between its results and the
first two algorithms. It’s clear that the EuclideanDistance outperforms the othermethods.
The Euclidean Distance and Manhattan Distance algorithms will be used to recommend
food lists to the user according to food nutrition’s to give the user more options and food
lists with same range of nutrition’s. Also, the web application will work according to
these two algorithms. In spite of the comparison of the current research with the related
works results is not fair, because each one of them applied to different datasets. But it’s
clear that the results of the proposed system outperform their results and deals criteria
not handled by the others.
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Abstract. The main challenge of transmitting or storing Electroencephalogram
(EEG) signals is the size of EEG data recordings. In this paper, an efficient and
fast EEG compression system based on bi-orthogonal wavelet transform (Tap9/7)
is proposed. It consists of three primary steps: (1) Tap (9/7) wavelet transform,
which decomposes the EEG signal into low and multi-high subbands; (2) Progres-
sive hierarchical quantizer, which quantizes wavelet subbands; and (3) double-
shift coding, which encodes the input stream with three code-words while using
the fewest total bits possible. When evaluating the efficiency of the EEG com-
pression system, the compression ratio (CR) and mean square error (MSE) were
the metrics that were utilised. The complexity of the compression system was
reduced when using the Tap (9/7) wavelet transform, which also produced supe-
rior results in terms of CR andMSE compared to those obtained using the Discrete
Wavelet Transform (DCT). The experimental tests are carried out with the CHB-
MIT dataset, and the best compression ratio (CR = 7) is accomplished with an
error level that is close to zero (MSE = 0.044).

Keywords: EEG Compression · Tap9/7 · Delta Modulation · Double-shift
encoder · Histogram · Compression-Ratio · Mean Square Error

1 Introduction

Data compression techniques were applied in many fields, to efficiently transmit or store
sounds, texts, images, and signals [1]. EEG signal is the recordings of the electrical
activity of the brain, it is a non-surgical technique in which the electrodes are attached,
in a pairwise manner, to the scalp to get the difference in voltage between specific spatial
locations [2, 3]. Additionally, EEG is frequently used in a variety of disciplines, including
the diagnosis of brain diseases and in brain-computer interfaces (BCI) [4]. The medical
data is sensitive and required to be error-free [5]. The data can be transmitted remotely
from one device to any device, such as a hospital terminal. Continuous caremonitoring in
the intensive care unit increases the amount of data transmitted through communication
channels. This datamust be transmitted quickly andwithout loss, so lossless compression
is essential [6]. Although lossy compression provides a suitable compression rate with
near-zero error, data without distortion is required for intelligent systems to accurately

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. M. Al-Bakry et al. (Eds.): NTICT 2022, CCIS 1764, pp. 162–170, 2023.
https://doi.org/10.1007/978-3-031-35442-7_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35442-7_9&domain=pdf
https://doi.org/10.1007/978-3-031-35442-7_9


EEG Data Compression Using Tap9/7 Wavelet Transform 163

detect diseases or abnormal events [7]. As a result of the importance and sensitivity of
EEG data for medical professionals and researchers, a great number of studies have been
carried out in this field in an effort to achieve the best possible compression results with
zero or nearly zero error [2, 8].

In a lossless compression system, (Hejrat, 2017) employ inter- and intra-channel
correlations. First, a differential pulse-code modulation technique is used as a prepro-
cessing step to extract intra-channel correlation. Next, channels are grouped into distinct
clusters, and arithmetic coding is utilised to determine the clusters’ centroid. In the sec-
ond stage, the distance between each cluster’s data and its centroid is computed and
then compressed using arithmetic coding. The proposed method demonstrated a higher
compression rate than the presented ones [7].

(Srinivasan, 2013) proposed lossless/near-lossless compression systems using vol-
umetric coding and image for multichannel EEG compression systems. Appropriate
representations are used to utilize EEG channel correlations. Volumetric data (tensor) or
image (matrix) are used to represent multichannel EEG, and then a wavelet transform is
applied to those representations. The proposed compression systems are designed based
on the principle of “lossy plus residual coding”, consisting of a wavelet-based lossy
coding layer followed by arithmetic coding on the residual. The proposed systems are
applied to three EEG datasets. The proposedmultichannel compression systems attained
a good compression ratio compared to systems based on single-channel compression [8].

A proposal to build a lossless EEG compression systemwasmade by Sriraam (2012),
and it suggested using neural network predictions in conjunction with the correlation
dimension (CD). The coefficient of determination (CD) is a measure of the correlation
between EEG samples that is used to characterise irregular EEG signals. The CD value
of each segment is then calculated after the input EEG signals have been segmented into
one-second chunks using the segmentation tool. After that, the segments that had CD
values that were the most similar were grouped together to form blocks. Because of this
configuration’s increased accuracy, the predictor needed fewer bits to be transmitted [9],
which was a benefit to the transmission process.

(Wongsawatt, 2006) proposed a lossless multi-channel compression system by mak-
ing use of the inter-correlation between EEG channels and the Karhunen-Loeve trans-
form. In addition to this, they reduced the amount of unnecessary temporal repetition by
utilising an integer time-frequency transform [10].

An effective and speedy EEG compression system that is based on the bi-orthogonal
wavelet transform (Tap9/7) and double shift coding has been proposed in this body
of work. An earlier study [11] suggests using DCT in conjunction with double shift
coding in order to compress EEG signals. As can be seen in the section devoted to the
experimental results, Tap9/7 demonstrates superior performance to DCT in terms of CR
and MSE when it comes to efficiently compressing EEG data with near-zero error.

The contents of this paper are outlined below. In Sect. 2, the EEG data compression
system will be presented and described. Section 3 contains a presentation of the experi-
mental findings as well as a comparison with other relevant works. The conclusions are
presented in the fourth section.
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2 The Proposed Compression System

In our earlier research, we developed and validated a lossless EEG compression system
using the Motor Movement Imagery dataset [12]. In another work, an EEG compression
system based onDCT andDeltamodulationwas produced [11]. In this work, a new study
on EEG data compression using biorthogonal (Tap9/7) wavelet transform is presented.
TheEEGcompression scheme is applied through three stages; these stages are (A)Trans-
formation, (B) Quantization, and (C) Encoding. Firstly, biorthogonal (Tap9/7) wavelet
transform is applied. Secondly, the outputs are passed through a progressive hierarchi-
cal quantizer to eliminate the existing psycho-visual redundancy. Finally, the quantized
values are encoded by the double-shift coding. The structure of the compression system
is shown in Fig. 1.

Fig. 1. (2): The proposed EEG compression system

2.1 Transformation (Bi-orthogonal Tap9/7)

The Bi-orthogonal Transform (Tap9/7) is one type of Cohen_Daubechies_Feauveau
(CDF) orthogonal bi-orthogonal wavelet [13]. The Tap9/7 transform decomposes the
original signal into multi-high (detailed) and low (approximation) sub-bands. For the
high sub-band, no analysis is done any further, while the output low sub-band is then
divided into new low and high signals [14]. Seven coefficients are included for the high
pass filter, while nine coefficients are included for the low pass filter [14]. Applying the
lifting and scaling steps, respectively, will result in the completion of this transformation.
The lifting step is achievedusing a series of phases: Split phase, Predict phase, andUpdate
phase [15]. Tap9/7 has more complexity and accurate results than other transforms [14].

2.2 Hierarchical Quantization

Hierarchical Quantization maps the values of outcomes sub-bands from real numbers
to integers [16]. Quantization is a process that involves the removal of irrelevant data
as well as a decrease in the number of bits needed to accurately represent and store the
values of the Tap9/7 coefficients. This reduction in the number of bits is accomplished
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through the elimination of redundant information [17, 18]. Hierarchical quantization
divides each sub-band coefficient by an Eq. (1)-generated quantization value (Qstp):

Qstp(leveli) = Qstp(leveli−1) ∗ alpha (1)

where i is the ith wavelet level, and alpha <1.

2.3 Encoding (Double Shift Coding)

The double shift coder, an improved shift coder, is recommended for encoding quantized
values (that uses three codewords, the short codeword to encode themost frequent small
values, and the two long code words, to encode other less frequent large values). Double
shift coding requires partitioning values into three sets. The first set encodes the most
common symbols with a short code-word. The other two sets, which occur less often,
are encoded with a long code and then separated into two sets using one shift bit that is
either 0 or 1. These steps make up the double-shift coder [19].

DeltaModulation. In order to reduce the signal values, (DM) is computed to determine
the difference between each pair of values that are adjacent to one another. (DM) is a
simplified and specialised form of differential pulse code modulation (DPCM), and it is
accomplished by utilising the Eqs. (2) and (3) [20]:

DM (i) = S(i) − S(i − 1) if i > 0 (2)

where DM (i) is the ith item of delta modulation array, S is the transformed signal:

DM (0) = S(0) (3)

In order to reduce the amount of complexity in the coding process, the “mapping to
positive” step is applied to the results of the “DM” step. In order to accomplish this, the
positive values are mapped to even numbers, and the negative values are mapped to odd
numbers. This is done so that the values can be recognised during the decompression
stage [22]. The negative results of applying delta modulation can be turned into positive
results using Eq. (4) [21]:

Xi =
{
2Xi if Xi > 0
−2Xi − 1 if Xi < 0

(4)

where Xi refers to the ith component of the array that is being utilised for delta
modulation.

After the mapping from negative to positive has been finished, the histogram of the
newly created positive array, which is referred to as the His array, is computed in order
to determine the value that is the highest that is possible. In order to find two short code
words in addition to the two long code words, it is essential to use the maximum value
on the code optimizer.
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A Coding Optimizer. Is utilised in order to establish the optimal bit length of the code
words (a short code word and two longs) that will be used to encode the entire stream.
The optimizer works with the histogram array and makes use of the histogram array’s
maximum value in order to search for the optimal bits required to encode the entire input
stream with the fewest possible total bits.

Shift Encoder. Using the three code words provided by the optimizer, the input stream
is finally given the opportunity to be encoded before being saved away as a binary file.

3 Experimental Results and Comparison with Related Works

The CHB-MIT dataset is utilised in the experimental tests that are carried out to assess
the efficiency of the presented EEG compression system. This dataset is comprised of 23
EEG channels that were recorded from pediatric patients with epilepsy who were being
treated at the “Children’s Hospital in Boston, Massachusetts. [7, 22]. A total of 256 Hz
were used to sample each individual channel that was included in this dataset. In this
research, the utilisation of delta modulation on Tap9/7 was investigated. The results of
the tests demonstrated that the performance of the system with Tap9/7 is significantly
higher than that of the method that based on DCT [10].

The compression ratio (CR) is a metric for compression, and it is necessary to know
how much information can be removed from the input data while data compression is
taking place in order to keep only the information that is themost important and crucial to
the original data. In this particular piece of research, the compression ratio, abbreviated
as CR, is utilised in order to evaluate the effectiveness of the system. Compression is
quantified using the CR scale. The expression that defines CR is as follows: (6) [23, 24]:

CR = UnCompressed Size

Compressed Size
(5)

Table 1 shows a selection of the results that are tested for the proposed compression
system’s performance in terms of CR and MSE, as well as the effect of wavelet levels
and some quantization values. In accordance with Eq. (1). Figure 2 shows a curve that
can be interpreted as an indicator of the overall performance of the system. When the
wavelet level is set to 5, Q0 = 1, and Q1 = 5, Table 2 presents the CR and MSE values
for each of the four distinct files.

On the CHB-MIT dataset, the outcomes of the proposed method were compared to
the outcomes of a number of otherworks that are related; the outcomes of this comparison
are shown in Table 3. The proposed system maintained an MSE that was very close to
zero while demonstrating a higher CR than other works that are comparable (See Fig. 3).
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Table 1. The impact of using wavelet levels and some tested quantization coefficients.

Wavelet-level Q1 Q0 MSE CR

5 1 1 0.006 4.54

4 1 1 0.005 4.55

3 1 1 0.005 4.57

2 1 1 0.004 4.58

1 1 1 0.004 4.71

2 2 2 0.017 5.23

5 3 1 0.018 5.40

4 3 1 0.018 5.43

3 3 1 0.017 5.45

6 5 3 0.061 6.08

6 5 4 0.073 6.08

5 5 3 0.063 6.11

5 5 4 0.077 6.12

7 7 6 0.143 6.59

7 7 7 0.163 6.59

8 8 7 0.179 6.79

8 8 8 0.199 6.79

Fig. 2. EEG compression system based Tap9/7 performance
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Table 2. The outcomes in terms of CR and MSE of some tested files, the wavelet level = 5, Q1
= 5, and Q0 = 1.

EEG-file CR MSE

Chb1 6.54 0.048

Chb2 6.04 0.048

Chb3 7.00 0.044

Chb5 6.05 0.048

Fig. 3. The comparison of the results obtained using Tap9/7 and previously proposed methods.

Table 3. The comparison with recent studies in terms of CR.

EEG-file Proposed-method [7] [8] [9] [10]

Chb1 6.54 2.04 1.93 1.7 1.63

Chb2 6.04 1.61 1.68 1.67 1.38

Chb3 7.00 1.87 1.86 1.83 1.55

Chb5 6.05 1.9 1.77 1.61 1.45

4 Conclusions

A new investigation into an EEG compression method that uses Tap9/7, delta modu-
lation and double shift coding is presented in this research. The DCT transform was
outperformed by the utilisation of Tap9/7, which resulted in improved compression per-
formance (i.e., an increase in CR and a decrease inMSE)whilemaintaining the quality of
the EEG data. The wavelet levels as well as the quantization parameters (i.e., increasing
the wavelet levels and quantization parameters increases the CR and MSE) can affect
the effectiveness of the compression system. The number of total bits that should be
used for encoding an entire input sequence can be calculated with the help of double
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shift coding. The Chb3 file is compressed with the best possible CR = 7, achieved with
an MSE of 0.044. The findings are evaluated in light of a prior study that made use of
DCT and delta modulation, in addition to a few related works in terms of CR, and they
are found to have a satisfactory level of performance.

An improvement can be done in the future by combining theDCTandTap9/7Wavelet
transforms into a single compression system in order to increase the compression ratio.
This would allow the system to take advantage of the benefits offered by both transforms
in order to achieve a higher compression ratio. In addition, another method of coding
can be utilised in order to test the functionality of the system that has been presented.
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Abstract. As a result of the development of new generation networks, which
include many heterogeneous services and devices, it was necessary to find a tech-
nology capable of covering the diversity that occurred. Virtual Software Defined
Network (vSDN) is one of themost important technologies in the field of network-
ing. It is concerned with optimizing the use of network infrastructure by creating
virtual networks (network slicing) within the same physical network, considering
the isolation of each network from the other. This paper uses mininet network
emulation to configure network infrastructure and FlowVisor hypervisor to vir-
tualize infrastructure and enable multiple SDN controllers. It also presents the
implementation of three scenarios for implementing network slicing and compar-
ing them. The results show that the greater the number of tenants and dividing the
network into more than two slices, the performance approaches and may be equal
to the network performance without using FlowVisor, and this leads to controlling
the delay rate and the data transfer rate.

Keywords: vSDN ·Network Slicing · SDN ·Network Virtualization · FlowVisor

1 Introduction

Network Slicing (NS) is one of the most significant technologies for enabling 5G net-
works since it was developed to address an issue for the growing network services. With
NS, the 5G network infrastructure has been separated into many logical networks called
network slices, and each network slice has its size and structure and is dedicated to
providing specific network services [1].

Network slicing will allow network operators to create different services for slices
and customize their operations through the advantages of two core technologies, virtu-
alization and Software Defined Networking (SDN) [2]. Virtualization summarizes the
entire network resources to satisfy the flexibility of providing various resources for het-
erogeneous services, while software-defined networks separate the control plane and the
data plane to provide greater flexibility and efficiency in managing virtual networks [3].

Software Defined Network (SDN) architecture has changed the limitations of the
current network infrastructure by separating the control plane from the forwarding plane
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[4]. As a result of the separation between control logic and data levels, network devices
(such as switches) have become uncomplicated forwarding devices. This means the
SDN switch gets routes to pass instead of using its resources to handle network packets.
Thus, the network control has become centralized and programmable and connects
to Application Programming Interfaces (APIs) with the data plane. At the same time,
virtualization works to pool network resources virtually through network monitoring
software (such as FlowVisor) and creates separate virtual networks (slices) [2].

Many researchers have addressed the concept of network slicing and its implementa-
tion in several scenarios. Where AL-Badrany, Z., & Al-Somaidai, M. B. [5] presented a
method for implementing network slicing using FlowVisor as a slicing tool and focused
their work on calculating the network latency for each slice using two heterogeneous
controllers, POX and Ryu. But, Scano et al. [6] implemented the concept of network
slicing in a way that relies on software-defined networking and a single controller. Their
work is focused on creating configuration on SDN controller to share network resources
over several slices, but each network slice behaves as a traditional network, not an SDN.
Kurniawan et al. [7] presented a scenario for implementing SDN-based network slicing
and using FlowVisor. The researchers found that FlowVisor provides complete isolation
between network slices because traffic within one slice is not affected by traffic at other
slices.

The present research applied network slicing in a single owner, multiple controller
scenario by utilizing a mininet network emulator to provide the infrastructure. While
FlowVisor is used to virtualize infrastructure resources and manage the division of a
physical network into several logical slices. Each network slice is handled by its SDN
controller to achieve perfect isolation between the slices. This study explains the practical
steps for implementing infrastructure slicing using FlowVisor in three scenarios. In
addition, it compares the scenarios in terms of delay and throughput.

The rest of the paper is formatted as follows: Sect. 2 reviews the concept of network
slicing, Sect. 3 explains the scenarios for implementing network slicing based on SDN,
Sect. 4 explains ourmechanism used to implement slicing, Sect. 5 summarizes the results
and performance evaluation, and the conclusion, Sect. 6, sums up the study.

2 Concept of Network Slicing

The concept of network slicing was first introduced with the concept of network overlay,
which groups various network resources to construct virtual networks from the same
core resources [8]. This idea gave rise to Virtual Local Area Networks (VLANs) [9], but
they lack the benefit of programmability.

Today, the concept of network slicing is ready to create programmable network slices
isolated from each other and release them to the real world due to the integration of two
core technologies, namely network virtualization, software-defined networking and the
ability to abstract resources [10].

Network slicing is the process of dividing a physical network into many logical
networks (slices) and allocating resources to each slice and associated services [2, 11].
As a result, the network operator may offer optimum solutions for a wide range ofmarket
scenarios requiring services with varied functionality, performance and isolation [10].



Implementation of Network Slicing for Multi-controller Environment 175

The concept of network slicing is depicted in Fig. 1, which shows the establishment of
logical networks for various services.

Fig. 1. Network slicing concept

3 Scenarios of Network Slicing Based-SDN

There are two scenarios for implementing network slicing based on software-defined
networks. The first scenario is that a single SDN controller is responsible for managing
network slices, and a northbound API is used to perform management and coordination
tasks on the SDN controller.

This scenario is for a limited extent of the network because a single controller controls
all the different network slices, leading to performance problems. It also represents a
single point of failure and affects the reliability and availability of network tasks. In
addition, each slice operates as a “traditional” network (Not SDN) [6]. Figure 2 shows
the network slicing architecture using a single controller/coordinator.

Whereas the second scenario consists of a multi-controller and a single owner, sup-
porting an SDN proxy (Network Hypervisor) in which the network infrastructure is
divided into many virtual networks, and the infrastructure owner is usually the person
who controls the SDN proxy [12].

Multiple virtual tenants can use this scenario to deploy their SDN controllers on the
network slicesmanagement infrastructure andmaintain isolation between them. Figure 3
shows the structure of the SDN proxy in the slicing environment.

As indicated in Fig. 4, one of the most important hypervisors used to achieve this
scenario is FlowVisor, which works as an SDN proxy intercepting messages between
the data layer and the control layer [13].

FlowVisor is an infrastructure resource virtualization layer that enables the creation
of multiple network slices, and each slice includes a dedicated SDN controller. With
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Fig. 2. Architecture of network slicing with single controller/orchestrator

Fig. 3. Architecture of network slicing with multiple controllers/orchestrators

FlowVisor, network slices are conceptually separated from each other, and commu-
nication between the infrastructure and FlowVisor takes place through the OpenFlow
protocol, as well as between FlowVisor and SDN controllers. It has been noted that
FlowVisor does not exercise any controls over the activities that each network slice
controller may describe in its flows, even though it provides isolation across various
virtual networks (network slices) [14]. As a result, it makes it possible for malevolent
controllers to plan a denial-of-service attack that prevents FlowVisor from responding
to valid requests and disrupts network functionality.
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Fig. 4. Network slicing with SDN proxy

4 Methodology

Since our goal is to generate network slices on SDN, a simple and uncomplicated
topology was used, as shown in Fig. 5.

Fig. 5. Network topology

To fully understand the implementation of this structure, the numbering was fixed
on the switch port, as shown in Table 1.

Based on this topology, three different architectures were applied:

• Architecture 1: Consists of one network slice with one SDN controller.
• Architecture 2: Consists of two network slices with two SDN controllers.
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Table 1. Port numbering

Link A-B Port A-B

S1-h1 2–1

S1-h2 3–1

S1-S4 1–1

S2-h3 2–1

S2-h4 2–1

S2-S4 1–2

S3-h5 2–1

S3-h6 3–1

S3-S4 1–3

• Architecture 3: Consists of three network slices with three SDN controllers.

Architecture 1 consists of a single network slice consisting of fourOpenflow switches
connected to the SDN controller (pox controller). This architecture is implemented
without a FlowVisor controller, as shown in Fig. 6.

Fig. 6. SDN architecture without FlowVisor

FlowVisor is used in architecture 2 to divide the infrastructure network into two
network slices, slice 1 and slice 2.
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Slice 1 includes Ports 1, 2 and 3 from OpenFlow switch (S1), Ports 1, 2 from
OpenFlow switch (S2), and Ports 1 and 2 from OpenFlow switch (S4).

While Slice 2 includes ports 1 and 3 fromOpenFlow switch (S2), port 1,2 and 3 from
OpenFlow switch (S3), and ports 2 and 3 fromOpenFlow switch (S4). Each network slice
is controlled by a separate SDN pox controller to preserve isolation between network
slices, as shown in Fig. 7.

Fig. 7. SDN architecture with two slices

The infrastructure of architecture 3 is separated into three network slices: slice 1,
slice 2 and slice 3, as shown in Fig. 8. FlowVisor divides the network according to the
ports, where, Slice1 is represented by ports 1, 2 and 3 from an OpenFlow switch (S1)
and port 1 from an OpenFlow switch (S2). While Slice 2 includes OpenFlow switch (S2)
ports 1, 2 and 3, as well as OpenFlow switch (S4) port 2. Slice 3 includes OpenFlow
switch (S3) ports 1, 2 and 3, and OpenFlow switch (S4) port 3. Each of the three slices
in this architecture is connected to its SDN controller through the OpenFlow protocol.
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Fig. 8. SDN architecture with three slices

5 Implementation Details and Evaluation Results

This section reviews the practical implementation of the network slicing concept based
on software-defined networks. In addition, the section presents methods for validating
and evaluating network slicing.

5.1 Implementation Details of Network Slicing

The proposed methodology was implemented on a personal laptop with an Intel core
(TM) i7-8750H CPU running at 2.20 GHz and 32 GB of RAM and Windows 10 Pro
x64 as the operating system.

Four virtual machines were created using VMware-workstation-15.5.7 with Ubuntu
14.04 Lts as the operating system. The first virtual machine (with the name vSDN)
contains both a mininet emulator (version 2.3.0) with Open vSwitch and FlowVisor
(version 1.4) [15]. In the second, third, and fourth virtual machine, the POX controller is
installed as an SDN controller plane that supports the OpenFlow protocol (version 1.0)
[16].

A simple Python script was created to configure the topology consisting of 4 Open-
Flow switches and 6 hosts, and implemented using a mininet network emulator as shown
in Fig. 9.
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Fig. 9. Topology generation using mininet

The following architectures will be implemented using the same topology:
In architecture 1, all Openflow switches are connected to a remote controller by IP

192.168.23.140 and port 2008, as shown in Fig. 10.

Fig. 10. Connected OpenFlow switch to remote controller of architecture 1

Besides, a simple application was run in the pox controller in order to build a flow
table into OpenFlow switches and allow the packets to pass depending on the flow entry
in its flow table.

In architecture 2, a network virtualization layer has been added on top of the data
plane by installing FlowVisor. Through the virtualization layer, two slices (slice1 and
slice2) were created to divide the network topology, as shown in Fig. 11. IP and port of
SDN controller are also responsible for this slice setting.

After creating slices, the flowspace is added to each slice by setting the switch port to
the flowspace and defining each flowspace in its slice by adding the slice name. Figure 12
shows the mechanism for adding flowspace.
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Fig. 11. Creating two slices based on FlowVisor

Fig. 12. Creating flowspace partitions

Finally, the two SDN controllers of each slice are run with an application that builds
the flow-table on its network domain (that is, each controller has only a look at its
part of the network topology). Figure 13 shows the operation of poxcontroller 1 and
poxcontroller 2 on different ports.

Also, in Architecture 3, FlowVisor is used to create three network slices of the basic
infrastructure, as shown in Fig. 14.
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Fig. 13. Controller of each slice in architecture 2

Fig. 14. Creating three network slices

While Fig. 15 shows the flowspace of all the network slices, switch 1 is allocated
to slice 1, switch 2 to slice 2, and switch 3 to slice 3. Switch 4 is divided among three
slices, so each slice has one port from switch 4.

This architecture needs three SDN controllers on different ports to run the slices with
a simple application to forward the packets, as shown in Fig. 16.

5.2 Validation and Evaluation of Network Slice

In order to validate the slicing, the ping test was relied upon to verify the accessibility
of the hosts. In architecture 1, there are no network slices, so the ping test depends on
the connection between the switches and the pox controller. Table 2 shows the results
of the tests performed on each host that represent the success of the connection test in
architecture 1.
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Fig. 15. Flowspace of Architecture 3

Fig. 16. Three controllers of architecture 3

Table 2. Connectivity Test of architecture 1

Host h1 h2 h3 h4 h5 h6

h1 ✔ ✔ ✔ ✔ ✔ ✔

h2 ✔ ✔ ✔ ✔ ✔ ✔

h3 ✔ ✔ ✔ ✔ ✔ ✔

h4 ✔ ✔ ✔ ✔ ✔ ✔

h5 ✔ ✔ ✔ ✔ ✔ ✔

h6 ✔ ✔ ✔ ✔ ✔ ✔

The connectivity test for architectures 2 and 3 is affected by the FlowVisor function
that isolates each slice through a multi-tenant SDN system. The test is done using the
pingall command, and the results are shown in Tables 3 and 4 for architectures 2 and 3,
respectively.

The reason behind the successful connection test was that only hosts on the same
tenant (same SDN controller) were successfully connected.
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Table 3. Connectivity Test of Architecture 2

Host h1 h2 h3 h4 h5 h6

h1 ✔ ✔ ✔ ✘ ✘ ✘

h2 ✔ ✔ ✔ ✘ ✘ ✘

h3 ✔ ✔ ✔ ✘ ✘ ✘

h4 ✘ ✘ ✘ ✔ ✔ ✔

h5 ✘ ✘ ✘ ✔ ✔ ✔

h6 ✘ ✘ ✘ ✔ ✔ ✔

Table 4. Connectivity Test of Architecture 3

Host h1 h2 h3 h4 h5 h6

h1 ✔ ✔ ✘ ✘ ✘ ✘

h2 ✔ ✔ ✘ ✘ ✘ ✘

h3 ✘ ✘ ✔ ✔ ✘ ✘

h4 ✘ ✘ ✔ ✔ ✘ ✘

h5 ✘ ✘ ✘ ✘ ✔ ✔

h6 ✘ ✘ ✘ ✘ ✔ ✔

After validating the network slice, the performance of each of the three architectures
is evaluated using the iperf tool [17]. Figure 17 shows the throughput value of TCP
packets sent within 15 s in architectures 1, 2 and 3.

The discrepancy between the values of the throughput is not large, and the resulting
value is higher than the value specified in the TIPHON standard [18]. The disparity
is due to the presence of a virtualization layer between data and control layers, which
decreased the value of the throughput in architectures 2 and 3 (without using FlowVisor).

It was also noted that with the increase in the number of tenants, the value of the
throughput approaches that of Architectural 1 and produces almost the same value. This
is due to the infrastructure being divided into more chips than in architecture 2 and the
increased number of SDN controllers.

On the other hand, Fig. 18 shows the delay difference in each reviewed architecture.
The observed delay values ranging from 0–10 ms are within the acceptable limits. The
reason for the value discrepancy is that the FlowVisor performs some simple operations
that lead to this delay.
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A) TCP flow of architecture 1

B) TCP flow of architecture 2

C) TCP flow of architecture 3

Fig. 17. TCP throughput results



Implementation of Network Slicing for Multi-controller Environment 187

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

5 packets 10 pakets 15 packets 20 packets

D
el

ay
(i

n
 m

il
li

se
co

n
d

s)

without slice

two slice

three slice

Fig. 18. Average transmission delay

6 Conclusion

Software-defined networking and network virtualization are among the most important
technologies to keep pace with the development of the new generation of business
networks, and network slicing is an example of this. In practice, the infrastructure is
cut off through the use of a special controller that splits the network and can also isolate
the slices from each other. The present research has conducted practical experiments
to implement slicing using FlowVisor for different scenarios. It was found that as the
number of tenants increases and the network is divided into more than two slices, the
performance approaches and may be equal to the performance of the network without
using FlowVisor, where the delay time decreased by 4% in the three slices scenario.
Compared with the two-slice scenario, throughput increases due to distributing the load
on more than two SDN controllers. Thus, relative and throughput delays caused by the
processes within the virtualization layer can be controlled.
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Abstract. Anomaly intrusion detection technologies are essential for network
and computer security as the threat gets more serious yearly. Ensemble learning
techniques are promising machine learning methods in anomaly detection that
aim to produce multiple models and combine their output in a specific manner to
obtain a perfect attack detection. However, it’s still difficult to choose an appro-
priate ensemble method for a particular dataset. This research is conducted on
entry-disciplinary concept in which the knowledge is transferred between network
security and machine learning. Thus, the problematic of anomaly detection in net-
work traffic is considered, and two novel ensemble methods for anomaly detection
is presented. In both methods, the decision rule (henceforth, Rule-set) which is
extracted from two different families of classifiers Naïve Bayes and decision tree
J48 will be used as an ensemble constitute classifiers. In the first method, a set
of Rule Evaluation Metrics (henceforth, REMs) extracted from Rule-sets will be
used for combining classifiers and solving rules conflict whenever occurred.While
in the second method the paper presents a novel stacking approach as follows: a
cover property of Rule-sets will be utilized to re-encode training instances and pro-
duce metadata set that is used for training a meta-level classifier which produces
the ultimate result. The evaluation of the proposed methods will be conducted on
CICIDS2017 dataset in a term of detection rate, execution time, false alarm rate,
accuracy, and other interesting measures. The experimental results show attests
their superiority of accuracy that reaches 99.8630% and 99.8642% for first and
secondmethods respectively and lower execution time for bothmethods especially
for the second proposed method, which is (0.25 s).

Keywords: Ensemble · Anomaly Detection · Decision Rule · Rule Evaluation
Metrics · Rules Conflict · Stacking

1 Introduction

The rapid advanced in computer networks and communication technologies led to
increasing the number of people that connected to the internet as a part of their daily
life. These networks have been used to transfer sensitive information among may types
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of devices ranged from large computers, servers, to mobile devises and minicomput-
ers. However, because of the large number of connections to these networks, a security
concern has arisen [1, 2]. Despite that there is a large spectrum of network protection
methods are available in the literature such as firewall, authentication, encryption, access
control, etc., Advanced Intrusion Detection Systems (IDS) with the ability to detect new
assaults are still required [3]. Themain objective of such intelligent systems is to sniff and
recognize the malicious behavior (abnormality) in the networks or devices and launch a
warning to the manager [4]. Table 1 shows the IDSs categories.

The main concertation of all IDSs is to identify the arrived packet to decide if it is
benign or not with an acceptable degree of confidence and as low false alarm as possible.
To accomplish this task, several classificationmodels available in the literature that could
be employed. Each of thesemodels has its strengths, weaknesses, and has a sophisticated
method about how to take the decision. These models could be organized based on two
main gauges: First regarding the model building mechanism For example, if a model is
obtained and expressed as a tree, it is referred to as a Decision Tree (DT) model; if the
model is represented by a set of IF-THEN rules (henceforth, Rule-set), it is referred to as
a Rule-Based Classifier (RBC); and if the model is expressed as a set of equations, it is
referred to as a Bayesian Classifier (BC). Second, regarding the model complexity. For
instance, SVM and NN are considered as black-box models since they do not provide
any explanation about the decision-making process, while DT and RBC are considered
as white-box models because the mechanism of the decision-making process is easy
and clear [5]. It will be beneficial if we enlarge models strengthens and reduce their
weaknesses in one major system and this is done via choosing appropriate ensemble
techniques.

Ensemble learning, which sometimes called committee-based-learning, or Multiple
Classifier System (MCS) [6] allow one to combine multiple (homogeneous or heteroge-
neous) classifiers to classify new unknown pattern and achieve two important features
of classifiers combination that is efficiency and accuracy [7].

Practically, after the number of classification models is trained and built utilizing
part of the original dataset for training, the results of prediction from different classifiers
are combined and the final decision is made up which is often tend to be more accurate
than component classifiers [14, 15].

This paper will present two novel ensemble methods for anomaly detection in net-
work traffic. In both methods, Rule-sets which are extracted from two heterogeneous
classifiers named NB&J48 will be used as an ensemble constitute classifiers. For com-
pleting this goal, we extract set of decision rules from J48 and present a hotmethod ofNB
rule extraction. Two reasons behind choosing and converting NB&J48 into Rule-sets.
First is due to the fact that these heterogeneous models will provide diversity property
which is essential for any ensemble system to increase its accuracy. Second, Rule-sets
are more comprehensible (less complexity) for human (white-box model) and simple
for performing and checking with the help of specialized is a particular domain. In
the first presented ensemble method, which called (Ensemble Based Rule Evaluation
Metrics EBREMs), a set of Rule Evaluation Metrics (henceforth REMs) are extracted
fromRule-sets and be used for combining classifiers and solving rules conflict whenever
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Table 1. IDSs Categories [8–12]

IDS characteristics Style Characterization Note

According to
information source

Host-Based Concentrate on data
related to the system
call and identifiers

While it protects a
host, the network still
vulnerable to an
intruder

Network-Based Deals with network
traffic data like
source-destination IP
address, port No,
Protocol, etc.

The network as a
whole has protected

According to the
procedure of detection

Misuse like SNORT
[13]

The detection
mechanism based on
matched the instance
to be previously
known attacks
(signature-based) and
launch an alarm

Although it has a high
detection rate and a
low false-positive rate,
this technique fails to
detect a newer attack
and requires
engagement with an
expert to establish
new signatures

Anomaly Discover unknown
behaviour by
identifying deviations
from normal activities

Discover zero-day
attack but suffer from
high false-positive rate

According to
detection methods

Statistical-Based Utilize statistic
techniques to reveal
an attack by
monitoring the traffic
in a period and gave
alarm if there is an
unpredicted change
occurred

Need less previous
knowledge of benign
behaviour, supply a
precise alarm that
takes place over a long
time. Nevertheless, it
could apt to being
trained by the intruder

Data mining and ML
–Based

intending for
discovering records
from a dataset and
construct a model to
reveal intrusion

Capable of revealing a
known and unknown
intrusion. In addition
to deal with huge data
and discover
unobserved info in the
data

(continued)
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Table 1. (continued)

IDS characteristics Style Characterization Note

According to learning
method

Supervised This is referred to as
direct classification.
After a set of training
patterns has been
provided, one of the
supervised methods is
used to categorize
examples

Despite the fact that it
is a basic strategy that
merely saves the
decision boundary in
memory after training,
it required additional
calculation time and
prior knowledge of the
dataset’s classes

Unsupervised Called indirect
classification. These
techniques eliminated
the need for training
dataset (data without
an actual output (class
label))

Need less prior
knowledge of target
label. It does the
classification via
clustering the dataset
into clusters based on
instance’s features
hence, it is considered
as more complicated
than supervised

Sime-supervised Crossbred method
that seek a small part
of labelled instances
for training task

Successes when
sample of labelled
instances are available

occurred.While in the secondmethod, the paper presents a novel stacking ensemble app-
roach which called (Stacking Based Rules Cover SBRC), as follows: a cover property of
Rule-sets will be utilized to re-encode training instances and produce metadata set that
is used for training a meta-level classifier which is responsible for the final decision. The
most current CICIDS2017 dataset, which is a large dataset, will be utilized to evaluate
our suggested approaches in terms of accuracy, detection rate, false alarm rate, and other
interesting parameters. The experimental findings demonstrate that the proposed works
are superior in terms of accuracy, which is 99.8630% for EBREMs and 99.8642% for
SBRC methods, respectively, and execution time, which is (0.25 s) for SBRC.

The remainder of the paper is organized as follows: the next section will provide
a quick summary of ensemble methods, ensemble combinations, and related research.
Section 3 describes rule extraction from J48 and introduces a new approach to rule
extraction from NB. Following the extraction of rule sets, Sect. 4 delves into two types
of REMs: (Statistical and Empirical Metrics). Section 5 begins with an illustration of
the EBREMs approach and how REMs have been used on it, followed by a detailed
explanation of the SBRC method. Section 6 demonstrates the experiments, data set, and
findings. Finally, we wrap up this article by laying out a vision for the future.
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2 Ensemble Based System

For the classification tasks, an ensemble system is a composite model, consisting of a
set of classifiers. The individual classifiers gave their own vote, and final prediction is
returned via the ensemble based on the collection of votes [15]. This section will give an
overview of ensemble techniques, combination methods, and related works in the field
of Intrusion Detection Systems IDSs.

2.1 Ensemble Systems: A Quick Overview

In 1979, Dasarathy et al. [16] presented their first article on the ensemble concept,
recommending that the feature spacebedividedusing at least twoclassifiers.Hansen et al.
[17] went even farther in 1990, discovering that predictions producedwith a combination
of classifiers are frequently more exact than predictions made with a single classifier.
Other intriguing ensemble theories proposed by Schapire [18] in 1990 confirmed that
weak classifiers might be improved to become powerful classifiers. All of the recently
cited publications go in the direction of using and advocating new troupe tactics under
a variety of labels and concepts.

2.2 Ensemble Methods

Robi Polikar [19] mentioned two key questions to think about when putting up any
ensemble structure. Firstly, how the base classifier will be constructed? Second, how
they contrast from one another? The rejoinder to these inquiries in the end will decide
the diversity degree which is vital standards for further developing ensemble framework.
As a general, the portrayal of ensemble methods could be summed up in Table 2.

Table 2. Ensemble Techniques Summarization

Characteristics Methods Descriptions

Based on
ensemble structure
[20]

Homogenous
ensemble

Made up from two or more learner of the same types

Heterogeneous
ensemble

Made up from two or more learner of the different
types

Based on
applications used
ensemble [7, 20]

Bagging Using a different subset of training data with
replacement from the whole dataset, and train
classifiers of the same type, the output combined via
voting

Boosting
(AdaBoost)

Enhancing the performance of weak classifier to be
strong one, using a different subset of training data
with replacement from the whole dataset, often train
classifiers of the same type, the output combined via
voting. There exist two versions of the
AdaBoost(AdaBoostM1, AdaBoostM2)

(continued)
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Table 2. (continued)

Characteristics Methods Descriptions

Stacking An ensemble of heterogeneous classifiers is first
created, whose outputs are used as inputs to a second
level meta-classifier to learn the mapping between the
ensemble outputs and the real accurate classes

Based on
ensemble
construction [21]

Manipulating the
training set

Resampling original dataset to create multiple
training sets according to some sampling distribution

Manipulating the
input features

A subset of attributes is picked to shape each training
set either arbitrarily or in light of the suggestion of
specialists

Manipulating
target class
(ECOC method)

The training set is changed into a twin class issue by
haphazardly parceling the class names into two
disjoint subsets, utilized a voting scheme as a mixed
strategy

Manipulating the
learning
algorithm

Learning algorithm could be manipulated in such a
way that allow to apply the same algorithm several
times and produce different outputs. For example,
NN, could produce a different model by changing
network topology or initial weights

Based on
combination
methods [19,
21–25]

Class labels
Combination

Majority vote unanimous
voting

All classifiers
agree to class
output

simple
majority

More than half
classifiers agree to
class output

plurality
voting

Choices the class
output of the
classier that
receive higher vote

Weighted majority
vote

Weighting the decisions of
heavily trusted classifiers to
improve overall performance

(continued)
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Table 2. (continued)

Characteristics Methods Descriptions

Behavior
Knowledge Space
(BKS)

In the training phase, use a search
table that contains a combination
formed by classifiers concerning
the correct class. The genuine
class for which a given labeling
combination is observed most
frequently during training is then
determined, and it is decided
whether it will appear in the
testing phase

Borda Count If and when the classifiers can
rank order the classes, Borda
count is utilized. Each class
receives a vote, which is tallied
across all classifiers, and the
ensemble decision is made by
the class with the most votes

Continuous
Outputs
Combination

Algebraic
Combination on

Mean Rule The final decision
is made up by
averaging all
classifiers
ensemble

Weighted
Average

It hybrid of mean
and weighted
majority vote

Trimmed
Mean

Some classifiers
my affect the final
decision via giving
unusual low or
high support for
particular class, to
fix this problem,
the inhibitor
classifier will be
removed

Minimum
Rule

Take specific
statistical metrics
of the classifiers’
outputs

Maximum
Rule

Median
Rule

(continued)
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Table 2. (continued)

Characteristics Methods Descriptions

Product
Rule

Classifiers output
which represents
the support
multiplied to yield
the final output

Decision
Templates

The decision templates of each
class are likening to the test
instance v, then the class label
which has DT is closed, using
appropriate similarity measure,
is selected as the ensemble final
decision

Dempster-Shafer
Based
Combination

The Dempster-Shafer (DS)
hypothesis is based on evidence,
and it checks the proof available
from each classifier using belief
functions (rather than
probability), which are then
combined using Dempster’s
combination method

2.3 Related Works

Over time, the Intrusion Detection System (IDS) has piqued the interest of researchers.
This prompted them to suggest a wide range of strategies for improving the perfor-
mance of their proposed IDSs using machine learning and data mining techniques. A
survey of anomaly detection created utilizing machine learning and statistical meth-
ods is presented by Hodge et al. [26]. Markou et al. [27, 10] provide a comprehensive
evaluation of neural network and statistical methods for detection. Table 3 below will
highlight those important studies that mainly concentrate on ensemble techniques when
promote intrusion detection systems for the period between (2009–2020) considering the
entries (Author(s)/Year, ensemble structure, ensemble component, combinationmethod,
pre-processing, the dataset used, and metrics for evaluation).
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Table 3. Summary Table of the Interesting Works in the Last 10 Years That Employ Ensemble
Techniques for IDSs (Homogenous H, Heterogenous G).

Author(s) Ensemble
structure

Ensemble base
learners

Fusion method Pre-processing Dataset Evaluation
metric(s)

Roberto
Perdisci et al.
[25]

H SVMs average of
probabilities

Clustering
features

DARPA’99,
GATECH

ROC, AUC,FP

Song et al.
[28]

H SVMs Maximum rule Clustering,
feature selection

Real traffic ROC Curve

Te-Shun
Chou et al.
[29]

G NN, Fussy KNN,
Naive Bayes
classifier

majority voting,
average rule,
Dempster-Shafer
technique, and
Bayesian
combination
method

Remove
redundant
records

KDD99 Detection rate
(DR), false
positive rate
(FPR), and
classification
rate (CR)

GangLiu et al.
[30]

G BP neural
network,
probabilistic
neural network
and SVM

Dempster-Shafer
evidence theory

None 2358 normal
programs and
65 1 virus
programs

ROC

M.
Govindarajan
et al. [31]

G MMP, RBF Vote None UNM
Send-Mail Data

Accuracy

P. Arun Raj
Kumar et al.
[32]

H Resilient Back
Propagation
(RBP)

WMV, Weighted
Product
Rule(WPR), and
Neyman Pearson
cost
minimization
strategy

Normalization KDD’99,
DARPA’99, and
generated
DDoS attack in
author lap

Accuracy, TP,
FP, Cost per
sample, ROC

Sivatha et
al. [33]

G NN,C4.5 Vote Genetic
algorithm

KDD’99 TP, FP,
Precision,
Recall and
F-measure

Debojit Boro
et al. [34]

G C4.5, Naive
Bayes, and
Decision Table

Meta ensemble,
weighted
majority vote

Information
Gain

KDD’99,
TUIDS
Information

Accuracy

Eduardo de la
Hoz et al. [35]

H SVCs Selection PCA, Kernel
PCA, Isometric
Mapping Isomap

NSL-KDD Accuracy, TP,
FP

Alexandre
Balon-Perin
et al. [36]

H DT Majority vote SVM, linear
genetic
programming
(LGP), and
multivariate
adaptive
regression
splines (MARS)
for features
selection

KDD’99 Accuracy, FP,
FN

(continued)
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Table 3. (continued)

Author(s) Ensemble
structure

Ensemble base
learners

Fusion method Pre-processing Dataset Evaluation
metric(s)

Saman
Masarat et al.
[37]

H J48 tree Fuzzy
combination
based on tree
cost and
detection rate

gain ratio feature
selection

KDD’99 Accuracy,
Cost

Shalinee
Chaurasia
et al. [38]

G NN, KNN Majority vote None KDD’99 Accuracy, TP,
FP

Bayu Adhi
Tama et al.
[39]

G C4.5, Random
Forest, and
CART

Majority vote,
Average of
Probabilities
Rule

particle swarm
optimization
(PSO) for
attribute
selection

NSL-KDD Accuracy, FPR

D.P.Gaikwad
et al. [40]

H Partial Decision
Tree

Vote Genetic
algorithm

NSL-KDD Accuracy, TP,
FP, and model
building time

Aburomman
et al. [41]

G SVM, k-NN Weighted
Majority Vote
(WMV)

None KDD’99 Classification
accuracy

Kailas
Shivshankar
Elekar [42]

G (J48 and Random
Tree),
(RandomForest
and Random
Tree),( J48 and
Random Forest
Correct)

Vote None KDD’99 Attack
detection rate
and false
attack
detection rate

M A Jabbar
Et al. [43]

G Random
Forest(RF),
Average
One-Dependence
Estimator
(AODE)

Vote Pre-processing
Numeric to
binary

Kyoto Accuracy, DR,
FAR, Hubert
Index (HI)

Valentina
Timenko
et al. [44]

H C4.5 Bagged tree,
AdaBoost,
LogitBoost,
GentleBoost,
RUSBoost(Vote)

None UNSW-NB15 Accuracy,
ROC, AUC,
TP, FP

Ngoc Tu
Pham et al.
[45]

H J48 Bagging and
Boosting
(Vote)

leave-one-out”
techniques and
Naive Bayes
classifier for
feature selection

NSL-KDD Accuracy,
FAR

H. P. Vinutha
et al. [46]

H J48 AdaBoost,
Bagging, and
Stacking

Cfs,
Chi-square, SU,
Gain Ratio, Info
Gain, and OneR
used for feature
selcetion

NSL-KDD TP rate, FP
rate, Precision,
Recall, ROC,
Accuracy

(continued)
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Table 3. (continued)

Author(s) Ensemble
structure

Ensemble base
learners

Fusion method Pre-processing Dataset Evaluation
metric(s)

Fadi Salo
et al. [47]

G SVM,
Instance-based
learning
algorithms
(IBK), and
multilayer
perceptron
(MLP)

Vote Information gain
(IG) and
principal
component
analysis (PCA)
for
dimensionality
reduction

ISCX 2012,
NSL-KDD, and
Kyoto 2006 +

Accuracy DR,
FAR,
Precision,
F-Measure,
Building time
(s) Testing
time(s)

Santosh
Kumar Sahu
et al. [48]

G SVM, k_means Majority vote Feature selection
and normalize
data

NSL-KDD,
GureKDDCup,
and
KDDCorrected

Confusion
Matrix, ROC,
F1 Score,
FDR, False
Omission Rate
(FOR), True
Positive Rate
(TPR), True
Negative Rate
(TNR),
Accuracy
ACC, Positive
Predictive
Value PPV,
Negative
Predictive
Value NPV,
False Negative
Rate FNR,
False Positive
Rate FPR,
Positive
Likelihood
Ratio LR +,
Negative
Likelihood
Ratio LR

Kunal and
Mohit Dua
[49]

G IBk, Random
Tree, REP Tree,
j48m,and
Random Forest

Vote ranker-based
attribute
evaluation

NSL-KDD Accuracy,
FPR, Recall,
and ROC

Amir Andalib
and Vahid
Tabataba [50]

G gated recurrent
unit (GRU),
convolutional
neural
network,and
Random forest

Majority vote,
OR logic

numericalization
and
normalization

NSL-KDD Accuracy,
FPR, DR

3 Rule Extraction

Decompositional and Pedagogical are two important strategies for rule extraction from
neural networks, according to Andrews et al. [51]. These strategies could be applied to
other models as well. The key distinctions between these strategies are the methods used
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to extract the rules. The first method focuses on extracting rules from the underlying
machine learning method. The second, on the other hand, treats the original model as a
black box, necessitating collaboration with additional machine learning techniques with
latent ability to explain the basic principles of the original MLmethod. This necessitates
using the original model (black-box) to develop patterns that will be employed in the
second model, which will be in charge of generating rules as output.

3.1 Naïve Bayes Rule Extraction

The proposed rule extraction (Hint: in this paper, the terms Extraction and Construction
can be used interchangeably) method from Naïve Bayes could be viewed as a decompo-
sitional [52]. Hence, a set of classification rules from theNBmodel could be derived. The
construction process is conducted by constructing a rule to every attribute of instances
and it takes the following forms.

Rule (R) : Ti ⇒ Zk : P
The pattern with its attributes is represented by Ti(T1, T2, T3….Tt) and the target

class is represented by Zk (Z1, Z2…Zk). The letter (P) denotes the rule’s potency or
strength. If the dataset is vast, this extraction procedure technique will generate a lot
of rules. As a result, a parameter that regulates this process (i.e. Rule construction) is
required to address this issue, and the (P) parameter will serve this role. Rules with low-P
will be deleted and removed from the rule-set depending on the parameter (P), boosting
the correctness of the system (RBC). Algorithm 1 shows the rule extraction process that
was inspired by [53] and is based on previous assumptions.

Equal Width (EW) and Equal Frequency (EF) are two unsupervised binning algo-
rithms that have been used as pre-processing to make rule extraction easier. These two
approaches rely on important variables known as Bin (which indicates the interval of
data and represents the subdivision of identical size in the case of EW or divides the data
into N groups in the case of EF; each of them includes the same number of values).
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3.2 Extracting J48 Rules

The extraction of rules from DT is done in a unique way. The decision rule has been
produced by acquiring the path from the root to the leaf of a tree (path will represent
rule antecedent, while leave will represent the class label), such that the decision rule
will be retrieved for each path from root to leave. Algorithm 2 shows the pseudo-code
for the rule building from DT, which is based on [21]:

4 Rule Evaluation Metrics REMs

Through considerable analysis between these two components, a contingency table,
also known as a two-way frequency table, has been developed to represent important
information between class C and the rule R. The contingency table is a vital numerical
that is widely used in ML tasks [15] for presenting categorical data in frequency counts
and can be represented by a 2× 2matrix [54]. The contingency table is shown in Table 4:

Table 4. Absolute Frequency of Contingency Table

Class C Not class C

Covered by rule R nrc nrc nr

Not covered by rule R nrc nrc nr

nc nc N

where: nrc: represents the counts of instances within training data which are covered by
rule R and related to class C; nrc: represents the counts of instances within training data
that are covered by R but not related to class C; and so forth to the rest. nr , nr , nc, nc:
represent marginal totals, that is: nr = nrc+nrc represents the count of instances covered
by R. N: total number of training instances. Table 5 depicted the contingency table as a
relative frequency table rather than an absolute frequency table.

where frc = nrc
N , frc = nrc

N and so forth.
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Table 5. Relative Frequency of Contingency Table

Class C Not class C

Covered by rule R frc frc fr

Not covered by rule R frc frc fr

fc fc 1

4.1 Empirical Evaluation Metrics

According to Bruha et al. [55], several REMs exhibit complex behavior for analyzing
rules. These measures are known as empirical metrics since they are based on guesswork
rather than statistical or other information theories. The studywill give two rule formulae
that were utilized to derive the Empirical REMs in order to present the most appealing
empirical REMs. The first is known as accuracy (also known as consistency), and the
second is known as coverage (also known as completeness) of rule R.; the consistency
is defined as follows in Eq. 1:

Cons(R) = nrc
nr

(1)

The coverage of rule R Eq. 2 below is derived as follow:

Cover(R) = nrc
nc

(2)

These two measures are critical indicators of the rule’s consistency. When utilizing
these two metrics as a measure of rule quality, there are two considerations to keep in
mind. We can state for the first metric that the rule that applies to positive elements may
also apply to negative elements. When it comes to the second parameter, “Accuracy,”
using this scale alone can result in rules that only cover a small number of elements,
which can lead to poor forecasting because rules may overfit the dataset. It is beneficial
to combine the two metrics in order to create a more robust and efficient rule assessment
metric. The empirical evaluation indicators are summarized in Table 6.

4.2 Metrics for Statistical Evaluation

Despite the fact that empirical REMs have been distinguished by their simplicity, com-
prehensibility, and comparative output. They do not, however, rely on any theoretical
concept. Empirical REMs, on the other hand, could be regarded reasonable measures.
Authors continue to search for new REM to improve rule quality; Bruha, Ivan, and
Kockova, S [55], Aijun An and Nick Cercone [59] provide three sets of REM based
on statistics. These metrics are entirely dependent on the contingency table’s statistical
relationship. The statistical evaluation indicators will be summarized in Table 7.
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Table 6. Empirical Evaluation Metrics

Rule metric Author(s) Equation notes

Weighted sum of
consistency and
coverage

Michalski and
Ryszard [56]

Qws(R) = W1 × cons(R) + W2 ×
cove(R) (3)

where W1, W2 represent weights
realized by a user, values of these
weights in ranges (0, 1) and summed
to 1. Qws(R) has been utilized in
YAILS learning system [57]

W1 = 0.5 + 1
4 cons(R)and W2 =

0.5 − 1
4 × cons(R)

The weights
influenced by the
consistency that is
the larger
consistency, the
more influence
rule by
consistency. One
can exchange
between
consistency and
the coverage
metric

Product of
consistency and
coverage

Torgo, L y[58] Qprod(R) =
cons(R) × f (cover(R) (4)

where f is a function

After conducting
several extensive
experiments, the
researchers
concluded that the
best value for f is
the exponential
function as
= ex−1.
Furthermore, they
discovered that f
reduces the
influence of rule
metric coverage
discrepancies

Table 7. Statistical Evaluation Metrics

Type of Metric Rule metric Author(s) Equation Notes

Measures of
Association

Pearson x2

Statistic
Yvonne M
et al. [54] x2

∑
(
nrc− nr nc

N

)2

nr nc
N

(5)
Whenever class
C and rule R are
highly
connected, the

x2 value is
modest.

G2 Likelihood
Ratio Statistic

Clark, P
et al. [60]

G2 =
2
(
nrc
nr

log nrcN
nrnc

+ nrc
nr

log
nrcN
nrnc

)
(6)

where the logarithm is of base e

If the correlation
between the two
distributions is
just
coincidental, G2
has a low value

(continued)
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Table 7. (continued)

Type of Metric Rule metric Author(s) Equation Notes

Measures of
Agreement
(Evaluation
metrics obtained
under this
category used
contingency
table with
relative
frequencies and
focus only to
diagonal
elements)

Cohen’s Formula Cohen, J
[61]

QCohen = frc+frc−
(
fr fc+fr fc

)

1−(
fr fc+fr fc

) (7)

frc + frc will calculate actual agreement, while
the chance agreements obtained as: fr fc + fr fc

Cohen suggests
a new rule
evaluation
metric that
compares the
actual and
chance
agreements

Colman’s
Formula

Yvonne M
et al. [54]

Qcoleman = frc−fr fc
fr−fr fc

(8) calculates the
relationship
between the first
column and any
row in the
contingency
table

C1 and C2
Formulas

Bruha et al.
[55]

QC1 = Qcoleman × 2+QCohen
3 (9)

QC2 = Qcoleman × 1+cover(R)
2 (10)

where the coefficients 2, 3 and 1, 2 are used for
the normalization purpose

Coleman’s
metric is
dissected in
detail by Bruha,
who discovers
that it does not
compromise
coverage. Also,
come to the
conclusion that
Cohen’s metric
is more reliant
on Cover (R).
As a result,
Coleman’s
metric has been
altered

Measure of
Information

information score Kononenko
et al. [62]

QIS = −log nc
N + log nrc

nr
(11) The information

required to
classify an
instance into
class C with a
prior probability
of P(C) can be
obtained as (-log
P(C))

Measure of
logical
sufficiency

Quality logical
sufficiency

Y.Y. Yao
et al. [63]

QLS = P(R|C)
P(R|C) (12)

P represents the probability. The QLS could be
written using contingency table as follow:

QLS =
nrc
nc
nrc
nc

(13)

A rule with a big
QLS indicates
that R’s
observation is
encouraging for
class C, and vice
versa

(continued)
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Table 7. (continued)

Type of Metric Rule metric Author(s) Equation Notes

Measure of
Discrimination

Quality Measure
of Discrimination

Aijun et al.
[64]

The following formula can be used as a measure
of how well rule R is able to recognize between
positive and negative patterns of class C

QMD = log P(R|C)(1−P(R|C))
P(R|C)(1−P(R|C) (14)

P represent probability. The above formula can
be recalculated via contingency table as follow

QMD =
nrc
nrc
nrc
nrc

(15)

This metric used
in ELEM2 [65]

Measure Depend
on Coverage

Laplace Peter Clark
et al. [66]

Laplace = f++1
n+k (16) Used in CN2

rule induction
system

M-estimate Savso
Dvzeroski,
et al. [67]

M − estimate = f++kp+
n+k (17) Used in CN2

rule induction
system as
alternative of
Laplace metric

5 Proposed Ensemble System

Figure 1 shows the suggested system which relays on two heterogeneous classifiers and
two ensemble methods. We’ll break down this diagram into five steps to make it easier
to understand. To begin with (step 1), A training dataset is chosen. The CICIDS2017
dataset was used as the most recent intrusion detection dataset for this research. The
second stage (step 2) is a preprocessor, which comprises dimensionality reduction and
feature selection procedures that are required because the selected dataset is large and
has many attributes. The authors use a filtering strategy to choose the most essential
features that improve classification performance. The orientation in (step 3) will be for
the purpose of training two heterogeneous classification models (i.e. NB & J48).

Models will be trained on the same training dataset, resulting in two learnt models,
each with its own classification capabilities. The fourth stage (step 4) governs the con-
struction process. Using proposed rule extraction algorithms from the NB&J48 models
mentioned in Sects. 3.1 and 3.2, a set of rules (i.e., Rule-set) from each classifier will
be extracted. Following Step 4, a pool will have two unique rule sets. Step 5 consists of
two threads that make up the core of our suggested systems. The first, EBREMs, begins
with rule evaluation, which comprises calculating a collection of REMs from extracted
Rule-sets to be utilized in integrating ensemble base classifiers and resolving conflicts
as stated in the next subsection (Sect. 5.1). The second SBRC will leverage the cover
property of rules to create metadatasets from extracted Rule-sets, which will then be
used to train a meta classifier, which will then be used to combine the base classifiers,
as shown in detail in (Sect. 5.2). The proposed ensemble methods will be evaluated in
the last stage.
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Fig. 1. The General Block Diagram of The Proposed Ensemble System

5.1 Ensemble-Based Rule Evaluation Metrics (EBREMs)

The authors created the ensemble system utilizing two heterogeneous classifiers (NB
and J48) as base classifiers in the EBREMs approach. Diversity is a “Cornerstone of
Ensemble Systems,” according to Robi Polikar [19]. If a classification model has perfect
generalization and performance, there is no need to apply ensemble techniques. There
are no ideal classifiers because of noise, outliers, and overlapping data distributions.
Researchers are looking for classifiers that can reliably identify data fields in the vast
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majority of cases. As a result, ensemble approaches aim to find a group of classifiers
and combine their results to increase the system’s performance. This implies that each
modelmakes errors at various times.The idea behind this inference is that if each classifier
makes its ownmistake, merging them could reduce the overall error. To bemore specific,
an ensemble system’s success necessitates classifierswith sufficiently different judgment
boundaries from one another. Diverse is a term used to describe an ensemble with a
variety of unique characteristics.

Ensemble diversity can be enforced by altering classifier inputs, outputs, or models,
according to [23, 68]. The piece’s diversity is achieved by the use of two separatemodels.
After training the base classifiers on the training set, we have two learned models. Each
one has its own set of classifying abilities. We then extract Rule-set from each learned
model, as discussed in Sects. 3.1 and 3.2. As a result, there are currently two different
Rule-sets, each of which can emulate the categorization behavior of the model from
which it was formed. The authors apply the REMs stated in Sect. 4 to all Rule-sets
prepared by both classifiers once the Rule-sets have been extracted. As a result, each
rule in the Rule-sets will be linked to a set of evaluation metrics that will be used to
settle any conflict that emerges during categorization activities. Algorithm 3 shows the
pseudo-code for evaluating Rule-sets on REMs. To merge the classifier’s results, the
voting schema will be changed.

When there is a conflict between Rule-sets while voting on classifier output, authors
employ two proposed conflict resolution strategies based on REMs that are associated
to each rule in the Rule-sets. The following is the first strategy (A):

1) REMs values should be accumulated for each triggered rule in both Rule-sets and
classes.

2) As the final class, choose the one with the greatest value from the previous stage.
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The above two steps could be explained statistically as follow: assume that (REV)i,j
represents the evaluation value of Trigger rule i and class j where i = 1,…P, P is number
of rules in Pool;

j = 1,…C, C number of classes;
Then ensemble decision (ED) will choose class J according to Eq. 18

(ED)J =
C

Max
j = 1

∑P

i=1
(REV)i,j (18)

The second strategy (B) is identical to the first, but instead of using the accumulation,
the winning class is determined by the class with the highest rule assessment metrics for
activated rules.

The aforementioned two procedures might be applied to each of the metrics listed
in Sect. 4, providing insight into the impact of REMs when employed as a combiner
and dispute resolution technique in accordance with the two recommended procedures
above. The EBREMs pseudo-code is shown in Algorithm 4.

5.2 Stacking-Based Rule Cover (SBRC)

Our second proposed ensemble method has been relayed on stacking concept. Stacking
ensemble is usually used to combine heterogeneous classifiers. Stacking consist of two
level of classifiers. The first level (level-0) contained base learners which uses different
base models to learn from training dataset. The output of each model is collected to form
new dataset (sometimes called metadataset) to be used in the second level. The second
level (level-1) includes meta learner. Each pattern (i.e. instance) in the metadataset is
assigned to real value that it supposed to predict. Meta learner (level-1) is responsible
for training on the constructed metadataset and provide the final output [22].

The key idea of the SBRCmethod is to utilize the information of a cover property of
Rule-sets to re-encode the original dataset and construct new metadataset to be used by
meta learner which is responsible for final decision. So, the main differences of original
stacking method and our proposed stacking method is the constructing of metadataset.
The next sub-section illustrates in details how constructing metastases.
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Constructing Metadataset
Meta dataset consisting of a set of attributes as long as the correct class. In the original
stacking method, the meta dataset includes the original attributes of the dataset and the
base learner’s predictions as well as the correct class. Some Stacking methods include
just the predictions of base learners as attributes along with a correct class. In the pro-
posed SBRC method, meta dataset is constructing differently and attractively. Instead
of utilizing the predictions of base learners, the orientation is to focus on the rules itself.
Rules with its antecedents provide more information than the rule’s predictions. The
intention is to use a cover property of the rule which is more informative than predic-
tions itself. So the attributes of our proposed meta dataset are not the predictions of the
base classifiers rather, we replace it with information that reflects which is the first rule
of a given base classifier that covers the patterns (i.e. information about if a specific rule
covers the patterns). The information obtained from the cover property could be encoded
in two different ways:

1. Combination of Nominal and Numerical Attributes

For each base learner (i.e. NB & J48), a combination of nominal and numerical
have been created to construct an attribute whose domain consisting of the identifier of
the rule followed with rule number and the nominal name of the base learner. A meta
instance is represented via the first covering rule of each classifier and its original class
value. The constructed piece of feature could be viewed as follow:
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Attribute F1 (R0,NB)

Attribute F2 (R3, J48)

The first piece of attribute F1 means that R0 is the first rule in Naïve Bayes Rule-set
that cover a given instance and the second piece of attribute F2 indicates that R3 is the first
rule in J48 Rule-set that cover a given instance. The pseudo-code for constructing meta
dataset utilizing combination of numerical-nominal attribute is illustrated in Algorithm
5.

The full instance with above features could be viewed in Fig. 2.

2. Combination of Nominal, Numerical, and Binary Attributes

For each rule in the Rule-sets of classifier ensemble, we create a combination of
nominal, numerical, and binary attributes. The binary attribute will take Boolean values.
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Fig. 2. Example of instance with new extracted features of meta dataset using combination of
nominal and numerical characteristics

More specifically, the binary value is true if the corresponding rule covers the given
patterns, otherwise false. The constructed piece of feature could be viewed as follow:

Attribute F3 (R5,NB, true)

Attribute F4 (R7, J48, false)

The first piece of attribute F3 means that R5 is a Naïve Bayes rule (i.e. the index of
the rule in NB Rule-set) that cover a given instance, and the second piece of attribute F4
indicate that R7 is a J48 rule (i.e. the index of the rule in J48 Rule-set) not cover a given
instance. Constructing meta dataset utilizing combination of numerical-nominal-binary
characteristics is illustrated as pseudo-code in Algorithm 6. The general pseudo-code of
SBRC is illustrated in Algorithm 7.

6 Dataset, Experiments, and Findings

This section highlights the dataset that has been used to evaluate thiswork, the procedures
of experiments, and shows the important results of the evaluation processes.

6.1 Dataset and Data Pre-processing

This work has adapted CICIDS-2017’s most recent dataset developed by the Canadian
Institute for Cybersecurity [69] to evaluate proposed works. The CICIDS-2017 dataset
meets all eleven requirements for a legitimate intrusion detection dataset: anonymity,
attack diversity, complete capture, complete interaction, complete network configura-
tion, available protocols, complete traffic, feature set, metadata, heterogeneity, and label-
ing [70, 71]. This dataset includes data acquired via real-world data captured in a form of
(PCAPs). While normal records in this dataset tagged as benign, the malicious records
tagged as 14 different types of attacks.
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CICIDS-2017 has 2,830,743 records divided into eight files, each with 79 attributes
in addition to the class label. The distribution of different attack types and benign data
is summarized in Table 8.

Table 8. CICIDS2017 Dataset Summarization

Label Total

BENIGN 2273097

DDoS 128027

DoS slowloris 5796

DoS Slowhttptest 5499

DoS Hulk 231073

GoldenEye 10293

Heartbleed 11

PortScan 158930

(continued)
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Table 8. (continued)

Label Total

Bot 1966

FTP-Patator 7938

SSH-Patator 5897

Web Attack-Brute Force 1507

Web Attack-XSS 652

Web Attack-Sql Injection 21

Infiltration 36

Total 2830743

According to Table 9, the total number of our sample are (849222) instances. To
make our sample is representative according to the dataset class distributions, authors
extract training and testing instances depend on the distributions of classes as follows:
For begin class, the overall instances are (681929)we take (477350) instances for training
and (204578) instances for testing. The selection is done using random selection without
replacement. Since there are fractions in the number of instances for both training and
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testing sets, we make algebra of fractions. This led that some classes have included
a bit more instances that the originally proposed distributions. Due to the previous
consideration, our training and testing samples will include (594473) and (254792)
instances respectively.

Table 9. Demonstration of class distribution research sample

Label Percentage
of Class in
Dataset

Sample we try to get
(%)

#No of
Instances
per class

#No of
Training
70%

#No of
Testing 30%

BENIGN 80.3004% 30%
(849222.9)instances

681929.1 477350.37 204578.73

DDoS 4.5227% 38408.1 26885.67 11522.43

DoS slowloris 0.2048% 1738.8 1217.16 521.64

DoS
Slowhttptest

0.1943% 1649.7 1154.79 494.91

DoS Hulk 8.1630% 69321.9 48525.33 20796.57

GoldenEye 0.3636% 3087.9 2161.53 926.37

Heartbleed 0.0004% 3.3 2.31 0.99

PortScan 5.6144% 47679 33375.3 14303.7

Bot 0.0695% 589.8 412.86 176.94

FTP-Patator 0.2804% 2381.4 1666.98 714.42

SSH-Patator 0.2083% 1769.1 1238.37 530.73

Web
Attack-Brute
Force

0.0532% 452.1 316.47 135.63

Web Attack-
XSS

0.0230% 195.6 136.92 58.68

Web Attack-
Sql Injection

0.0007% 6.3 4.41 1.89

Infiltration 0.0013% 10.8 7.56 3.24

Total 100.0000% 849222.9 594456.03 254766.87

After the preparation of our experiment sample which is considered as a representa-
tive, we get a sample that contains begin class and different fourteen attack classes. Since
the proposed work concentrations on anomaly detection, we need that our sample has
just two classes that are benign and attack classes. This required that we should change
all malicious instances class into just one class called (ATTACK). The resultant dataset
sample will have (BENIGN & ATTACK) classes.

The next important step is cleaning our sample. It is important to mention that not
all features in the CICIDS2017 dataset are important in the classification task, some
features must be eliminated since they do not affect the overall performance. These
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features contain values equal to “Zeros” or “NaN”. At the end of these preprocessing
steps, we get a sample with 68 features. Table 10 below shows a part of the features and
instances in the CICIDS2017 dataset.

Table 10. A sample of features and instances in CICIDS2017 dataset

Destination
port

Flow
duration

Total
Fwd
Packets

Total
Backward
Pakects

Total
length of
Fwd
packets

Total
length of
Bwd
packets

Fwd
packet
Length
Max

Fwd
packet
Length
Min

443 5300564 7 4 617 164 517 0

80 111330 3 3 485 834 479 0

6.2 Experiments Design

This subsection highlights the procedure for implementing our proposed ensemblemeth-
ods as well as the most important performance metric for evaluating our anomaly IDS
systems.

Implementing EBREMs
For the first ensemblemethod described in Subsect. 5.1, the two heterogeneous classifiers
have been built (i.e. NB& J48). Thereafter for eachmodel, Rule-sets fromNB&J48 have
been extracted according to rule extraction algorithms described in Subsects. 3.1 & 3.2
respectively. The following step is to calculate a REMs for each rule in the Rule-sets and
attach these metrics to the rules. Table 10 shows a sample of evaluation metrics for both
Rule-sets. Then we supply our prepared test set and obtained the results via combining
Rule-sets (i.e. NB&J48 models) using voting schema and REMs. In Table 11, one can
recognize the powerful for each rule in both Rule-sets and for the same class. For
example, the REMs of CONS for the first rule of J48 which is tagged as (J48 R0) is
considered as more powerful rule for J48 Rule-set than rule tagged as (NB R0) as first
rule of Naïve Bayes Rule-set. On the other hand, there is a diverse value for (NB R0)
in CONS and COVER which means that each evaluation metric gives the importance
of rule in the Rule-set according to a different point of view. For example, CONS gives
more important for (NBR0) which is (0.840) than COVERwhich is (0.684) for the same
class. It’s important to mention that some REMs values is between [0, 1] like (CONS,
COVER,QWS,Qprod)while other evaluationmetrics values exceed 1 like (X2,Qcohen,
Qcoleman).

Implementing SBRC
In the second proposed ensemble method we also train two base classifiers NB, J48 on
the training dataset, thereafter Rule-sets form both learned models are extracted. After
that, a meta dataset from Rule-sets is extracted utilizing the cover property of rules
as described in Subsect. 5.2. The second level (meta-learner) which is responsible for
combining the base learners is trained on the constructed meta dataset. In the test mode,
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Table 11. Sample of REMs for NB&J48 for Benign Class

NO CONS COVER QWS Qprod QC2 QIS QLS Laclace M-estimate

NB R0 0.840758 0.684527 0.795481 0.613286 2136685 0.066327 1.295446 0.840756 0.840758

NB R1 0.850831 0.758502 0.824305 0.668285 2257238 0.083508 1.399487 0.850829 0.85083

NB R2 0.866465 0.677059 0.81279 0.627335 2192253 0.109777 1.592065 0.866463 0.866465

NB R3 0.850202 0.754807 0.82278 0.665328 2250830 0.082441 1.392581 0.8502 0.850202

NB R4 0.795859 0.945248 0.84083 0.753456 2335622 -0.01285 0.956559 0.795858 0.795859

NB R5 0.81727 0.981686 0.865885 0.802439 2443385 0.025449 1.097391 0.817269 0.81727

NB R6 0.795859 0.945248 0.84083 0.753456 2335622 -0.01285 0.956559 0.795858 0.795859

NB R7 0.802935 0.999713 0.861824 0.802704 2422363 -8.2E-05 0.999713 0.802934 0.802935

NB R8 0.848878 0.741546 0.81799 0.655541 2230343 0.080193 1.378233 0.848876 0.848878

NB R9 0.836719 0.712565 0.800613 0.627694 2161813 0.059379 1.25733 0.836717 0.836719

NB R10 0.784235 0.883984 0.814553 0.698331 2229024 -0.03408 0.891804 0.784234 0.784235

J48 R0 0.999628 0.005625 0.751034 0.369817 1516582 0.316027 658.7939 0.999256 0.999481

J48 R1 1 6.28E-06 0.750002 0.367882 1508670 0.316564 0 0.8 0.921192

J48 R2 0.992049 0.002353 0.742658 0.365814 1500187 0.305048 30.61558 0.991182 0.991716

J48 R3 1 0.000287 0.750072 0.367985 1509093 0.316564 0 0.992806 0.997165

J48 R4 0.974771 0.00089 0.725158 0.358917 1471907 0.279699 9.479851 0.972603 0.973986

J48 R5 1 1.89E-05 0.750005 0.367886 1508689 0.316564 0 0.909091 0.964178

J48 R6 1 0.001309 0.750327 0.368361 1510636 0.316564 0 0.998405 0.999372

J48 R7 1 0.051116 0.762779 0.387173 1585776 0.316564 0 0.999959 0.999984

J48 R8 1 3.35E-05 0.750008 0.367892 1508711 0.316564 0 0.944444 0.978109

J48 R9 1 5.45E-05 0.750014 0.367899 1508743 0.316564 0 0.964286 0.985927

J48 R10 1 0.000385 0.750096 0.368021 1509242 0.316564 0 0.994624 0.997882

the testing dataset is supplied and each instance on it is transformed into the form using
the same approach of constructing meta dataset. The trained model test each coming
instance and decided if it an Attack or Benign.

6.3 Results and Discussions

This sub-section will show the performance metrics that have been used to evaluation
our proposed systems and the experimental results when applying our two proposed
ensemble methods on the CICIDS2017 dataset. First, the most important results of the
first method in both strategies (i.e. strategy A&B) are presented followed by the results
acquired for the second proposed stacking method.

Performance Metrics
The evaluation of any IDS is derived via its capability of discriminate the network traffic
(in the case of network-based IDS) into a correct type. This evaluation is obtained based
on the number of quality measures which in turn are extracted from the well-known
matrix called Confusion Matrix. This matrix shows all possible classification cases.
Table 12 shows the confusion matrix.
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The components of a confusion matrix can be explained as follow:

• TN: is the number of benign instances correctly classified.
• FP: is the number of benign instances incorrectly classified.
• FN: is the number of attack instances incorrectly classified.
• TP: is the number of attack instances correctly classified.

Table 12. Confusion Matrix

Predicted class

Negative class Positive class

Actual class Negative class True negative (TN) False positive (FP)

Positive class False negative (FN) True positive (TP)

To evaluate our proposed work, several evaluation metrics are adapted namely Accu-
racy (AC), Recall (R), Precision (P), F-measure (F), True positive rate (TPR) sometime
called sensitivity, False Positive Rate (FPR), True Negative Rate (TNR) also called
specificity, and False Negative Rate (FNR). All previous metrics are calculated based
on information presented by the confusion matrix as follows:

Accuracy(AC) = (TP + TN )

(TP + TN + FP + FN )
(19)

RecallR = (TP)(TP + FN ) (20)

Precision(P) = (TP)

(TP + FP)
(21)

F − measure(F) = 2.R.P

(R + P)
(22)

Sensitivity(TPR) = (TP)

(TP + FN )
(23)

FPR = (FP)

(FP + TN )
(24)

Specificity(TNR) = (TN )

(FP + TN )
(25)

FNR = (FN )

(FN + TP)
(26)

Results of EBREMs

• Empirical Evaluation Metrics

The complete results of our first proposed ensemble method utilizing empirical
evaluation metrics and strategy A are shown in Table 13.
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Table 13. Evaluation results of EBREMs method (strategy A & Empirical Metrics)

Evaluation
metrics

Accuracy TP
Rate

FP
Rate

Precision Recall F-Measure TN
Rate

FN
Rate

consistency
R

99.8626% 0.9959 0.0007 0.9972 0.9959 0.9965 0.9993 0.0041

coverage R 47.2499% 0.2720 0.0002 0.9998 0.2720 0.4276 0.9998 0.7280

QWS 99.7139% 0.9958 0.0025 0.9896 0.9958 0.9927 0.9975 0.0042

QProd 99.7139% 0.9958 0.0025 0.9896 0.9958 0.9927 0.9975 0.0042

Form the above result it’s clear that consistency topping the highest percentage of
accuracy followed with (QWS & QProd) where coverage metric got lest and worst
accuracy. The degradation in coverage accuracy is as we said previously that is rules
which cover positive patterns may also cover negative ones. But this consideration not
applicable for all datasets whichmeans that coveragemetric depends on dataset behavior
and strategy that utilize this metric as we see next. The following table (Table 14) shows
complete evaluation results for EBREMs method also utilizing empirical metrics but
implement strategy B.

Table 14. Evaluation results of EBREMs method (strategy B & Empirical Metrics)

Evaluation
metrics

Accuracy TP
Rate

FP
Rate

Precision Recall F-Measure TN
Rate

FN
Rate

consistency
R

99.7162% 0.9958 0.0025 0.9897 0.9958 0.9928 0.9975 0.0042

coverage R 87.3929% 0.6111 0.0027 0.9908 0.6111 0.7560 0.9973 0.3889

QWS 99.5490% 0.9875 0.0025 0.9896 0.9875 0.9886 0.9975 0.0125

QProd 99.7139% 0.9958 0.0025 0.9896 0.9958 0.9927 0.9975 0.0042

Table14 also shows that a consistency metric outperformed to all other empirical
metrics followed by (QWS & QProd). But regarding coverage metric, it is shown excel-
lent results compared with strategy A. From tables (13 and 14), it seems that overall
accuracy for empirical evaluation metrics for both strategies is high except for coverage
metric which is relatively low in both strategies compared with other metrics. However,
strategy B has enhanced the accuracy of the coverage metric compared with strategy A.

• Statistical Evaluation Metrics

Results of EBREMs method utilizing statistical evaluation metrics and strategy A is
shown in Table 15 below.
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Table 15 shows the highest accuracy for all statistical metrics except for (X2&QIS)
that show lower accuracy comparedwith other statisticalmetrics.Qcohenmetric thewin-
ning statistical metric for strategy A with the highest accuracy that reaches (99.8630%).
Table 16 illustrates the results of statistical metrics in strategy B.

Table 15. Evaluation results of EBREMs method (strategy A& Statistical Metrics)

Evaluation
metrics

Accuracy TP
Rate

FP
Rate

Precision Recall F-Measure TN
Rate

FN
Rate

X2 77.7356% 0.4695 0.0003 0.9992 0.4695 0.6388 0.9997 0.5305

G2 99.8560% 0.9954 0.0007 0.9973 0.9954 0.9963 0.9993 0.0046

Qcohen 99.8630% 0.9959 0.0007 0.9972 0.9959 0.9965 0.9993 0.0041

Qcoleman 99.7139% 0.9958 0.0025 0.9896 0.9958 0.9927 0.9975 0.0042

QC1 99.7139% 0.9958 0.0025 0.9896 0.9958 0.9927 0.9975 0.0042

QC2 99.7139% 0.9958 0.0025 0.9896 0.9958 0.9927 0.9975 0.0042

QIS 60.9474% 0.3353 0.0002 0.9996 0.3353 0.5022 0.9998 0.6647

QLS 99.8556% 0.9954 0.0007 0.9973 0.9954 0.9963 0.9993 0.0046

QMD 99.0004% 0.9537 0.0006 0.9977 0.9537 0.9752 0.9994 0.0463

Laplace 99.8626% 0.9959 0.0007 0.9972 0.9959 0.9965 0.9993 0.0041

M-estimate 99.7170% 0.9958 0.0025 0.9898 0.9958 0.9928 0.9975 0.0042

• Execution Time Results of EBREMs

Table 17 shows the results obtained by comparing the run time1 and accuracy of
EBREMs for strategy (A) and original voting method. Note that each experiment is
repeated 10 times and take the average of execution time with (± standared deviation).

From Table 17, it clear that the accuracy of EBREMs is better that original vote
method except for (Coverage, X2, and QIS). In addition, the execution time of the
proposed method showed superiority speed that not reach 6 s while the original vote
method exceeds eighteen seconds in execution time. This superiority also applies to
Strategy B as shown in Fig. 3.

1 The proposed IDSs have been implemented using java with JDK.13 run on pc machine with
intel processor Core™ i5 2410M,2.30 GZ, 4 GB RAM, and under Window7.
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Table 16. Evaluation results of EBREMs method (strategy B& Statistical Metrics)

Evaluation
metrics

Accuracy TP
Rate

FP
Rate

Precision Recall F-Measure TN
Rate

FN
Rate

consistency
ST(B)

99.7162% 0.9958 0.0025 0.9897 0.9958 0.9928 0.9975 0.0042

coverage
ST(B)

87.3929% 0.6111 0.0027 0.9908 0.6111 0.7560 0.9973 0.3889

QWS
ST(B)

99.5490% 0.9875 0.0025 0.9896 0.9875 0.9886 0.9975 0.0125

Qprod
ST(B)

99.7139% 0.9958 0.0025 0.9896 0.9958 0.9927 0.9975 0.0042

X2 ST(B) 77.7320% 0.4695 0.0003 0.9992 0.4695 0.6388 0.9997 0.5305

G2 ST(B) 99.8513% 0.9952 0.0007 0.9973 0.9952 0.9962 0.9993 0.0048

Qcohen
ST(B)

99.6899% 0.9946 0.0025 0.9896 0.9946 0.9921 0.9975 0.0054

Qcoleman
ST(B)

99.7139% 0.9958 0.0025 0.9896 0.9958 0.9927 0.9975 0.0042

QC1 ST(B) 99.7139% 0.9958 0.0025 0.9896 0.9958 0.9927 0.9975 0.0042

QC2 ST(B) 99.7139% 0.9958 0.0025 0.9896 0.9958 0.9927 0.9975 0.0042

QIS ST(B) 62.0549% 0.3418 0.0002 0.9996 0.3418 0.5094 0.9998 0.6582

QLS ST(B) 99.8532% 0.9953 0.0007 0.9973 0.9953 0.9963 0.9993 0.0047

QMD
ST(B)

98.8520% 0.9468 0.0005 0.9978 0.9468 0.9716 0.9995 0.0532

Laplace
ST(B)

99.7162% 0.9958 0.0025 0.9897 0.9958 0.9928 0.9975 0.0042

M-estimate
ST(B)

99.7162% 0.9958 0.0025 0.9897 0.9958 0.9928 0.9975 0.0042

Results of SBRC
In the second proposed stackingmethod, authors suggest to carry out the experiments

using four different classifiers families to perform the combination (i.e. stacker model
level-1). These families include (Bayes, Rules, Function, and Tree). The arbitrarily in
the selection of the meta learner will provide insight about which is the best model to be
selected as a stacker model. The selected classifiers are Naïve Bayes, Decision Table,
Support Vector Machine, and Random Forest. Moreover, our evaluation will be done
on two different manners: split test set and 3-cross-validation test on a training dataset.
Table 18 shows the total evaluation results for the SBRC method on our test set.

The first round of experiments on our proposed stacking method for anomaly IDS
shows spurious results for all selected meta-learner that exceeded (99.85%) and (99.7%)
for accuracy and sensitivity metrics respectively.
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Table 17. Execution Time Comparisons of Original Vote and EBREMs

Method Accuracy Average Execution Time (Sec) STDEV(±)

Original Vote 86.91% 18.58

consistency 99.8626% 4.8238 0.201

coverage 47.2499% 5.5635 0.457

QWS 99.7139% 5.6382 0.351

Qprod 99.7139% 5.6105 0.501

X2 77.7356% 5.64 0.433

G2 99.8560% 5.6732 0.424

Qcohen 99.8630% 5.5578 0.327

Qcoleman 99.7139% 5.5475 0.386

QC1 99.7139% 5.4662 0.432

QC2 99.7139% 5.741 0.113

QIS 60.9474% 5.7063 0.203

QLS 99.8556% 5.548 0.421

QMD 99.0004% 5.7105 0.225

Laplace 99.8626% 5.7091 0.159

M-estimate 99.7170% 5.6494 0.333

Fig. 3. Execution Time Comparison of original vote method and EBREMs Strategy-B

The following chart (Fig. 4) illustrates comparisons of evaluation metrics for meta-
learners when implemented according to a cross-validation evaluation approach using
3 folds as seed. The chart shows high accuracy for all models with a very slight height
accuracy for the Decision Table model. If we compare the accuracy of the EBREMs
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Table 18. Evaluation results of SBRC implemented on test set

Meta-learner Accuracy TP
Rate

FP
Rate

Precision Recall F-Measure TN
Rate

FN
Rate

Naiv Bayes 99.8552% 0.9974 0.0012 0.9953 0.9974 0.9963 0.9988 0.0026

Decision
Table

99.8642% 0.9974 0.0011 0.9957 0.9974 0.9966 0.9989 0.0026

SVM 99.8591% 0.9971 0.0010 0.9958 0.9971 0.9964 0.9990 0.0029

Randon
Forest

99.8642% 0.9974 0.0011 0.9957 0.9974 0.9966 0.9989 0.0026

and SBRC, obviously, both methods have shown high accuracy in classifying the
CICIDS2017 dataset.

Fig. 4. Evaluation metrics comparisons for Meta learners by using 3-folds cross-validation

• Execution Time Results of SBRC

Table 19 shows the comparisons of accuracy and execution time of original stacking
method2 with three combiner (i.e. NB, SVM, and RandomForset) and the proposed
SBRC using the same combiner in the level-1 and (NB&J48) as base learners ensemble
components.

2 Weka [72] tool has been used to conduct the experiments of original Voting and Stacking
methods.
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Table 19. Execution Time Comparisons of Original Stacking and SBRC

Original Stacking SBRC

Combiner Accuracy Execution Time
(Sec)

Accuracy Execution Time
(Sec)

± STDEV

NB 99.8932% 13.710 99.8552% 0.250 0.091802832

SVM 99.8932% 46.020 99.8591% 81.405 0.142334957

Random Forest 99.8634% 19.240 99.8642% 2.480 0.076926523

From the above table, it is clear that the proposed SBRC method showed supremacy
in terms of execution time except for SVM. In addition, the accuracy of both methods
are comparable. The superiority in the speed of implementation with the high accuracy
of the proposed model opens new orientation to implement it as on-line IDS.

7 Conclusion

This paper presents two novel ensemble methods for anomaly detection in network
traffic. Two heterogeneous classification model named (NB & J48) are employed as
base learners for building the proposed ensemble methods. In both methods, Rule-sets is
extracted from the base learners and utilized to build the proposed systems. CICIDS2017
is used to evaluate our methods.

The conclusion of this paper could be summarized as follow:

1. REMs could be utilized in ensemble methods for combining and solve rules conflict
with high performance.

2. A cover property is a very important metric that holds information more than rule
prediction itself. This is clear from the meta dataset of the SBRC method which
constructed with the help of this vital metric and produces high accuracy with exactly
just four features.

3. It’s clear that (QIS, X2, and Coverage) metrics got less efficiency compared with
other metrics.

4. In SBRC method, SVM shows high performance compared with other meta learners
(i.e. Decision Table, NB, and Random Forest).

5. The execution time for both proposed methods shows superiority compared with
original voting and stacking methods where the lowest execution time was obtained
via SBRC with NB combiner which is (.25 s)

Shortly, the authors indent to expand the proposed methods to discover all fourteen
attack types in the CICIDS2017 dataset. Also, the intention is to implement the proposed
methods onto different IDS datasets, moreover, we plan to apply our proposed meth-
ods on different problem domains (like medical) and try to discover the relationships
between dataset and REMs. In addition, the supremacy in the execution time and accu-
racy, especially for the SBRC with NB combiner, opened new horizons for the purpose
of implementing the system on-line in the near future.
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Abstract. Health data security has permanently been essential trouble for human-
ity. In spite of its significant social position,modern approaches for handling health
data are uneventful, complex, occasionally costly, and risky to human mistakes
and misconceptions. On the health aspect, the Healthchain approach appears to
own the possibility to evolve a unique measure for addressing health records
utilizing virtual functions that are stable within blockchain technology. In this
study, we provide a one-of-a-kind example that uses a licensed blockchain-NFV
(Network Function Virtualization) to manage and store patient electronic health
records (EHR). Thismethod ensures transparency and,more precisely, immutabil-
ity, which are required for secure administration and storage, ensuring a well-
organized system that involves both doctors and patients, and, hopefully, restor-
ing confidence in the overall health situation. Our profession may also present to
obtain a speed of the blockchain system to EHR and promote different dialogues
with health organizations to fully employ the potential of the stated technology,
according to the requested purpose.

Keyword: blockchain · NFV · health-data security · electronic health record

1 Introduction

Adistributed ledger, or blockchain, records and preserves all transactions. Particularly, it
is known by utilizing peer-to-peer records for transactions constructed from associated
blocks of transactions things are unchangeable and are sent across a network [1]. A
distribution ledger is a database that is transmitted, duplicated, and synced among nodes
in a network. The ledger keeps track of all transactions, such as data transfers, that
take place between the parties in the network [2]. The ledgers have two kind: public in
addition to private ledgers. The first one is unspecified in the understanding that every
node contains a duplicate of the ledger in addition to the participates in verifying data
independently, in contrast, the second one is not anonymous. Also, there are two types
of blockchain permissioned, and permissionless blockchain, The first requires people
to be given a replica of the ledger as well as permission from the ledger’s manager
to participate in verifying or confirming data, trades, and transactions. Because most
data should be kept private and require authorization, blockchain allows organizations
to deal with reservations regarding privacy and the Health Insurance Portability and
Accountability Act (HIPAA).
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A. M. Al-Bakry et al. (Eds.): NTICT 2022, CCIS 1764, pp. 230–247, 2023.
https://doi.org/10.1007/978-3-031-35442-7_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35442-7_12&domain=pdf
https://doi.org/10.1007/978-3-031-35442-7_12


New Security Mechanism of Health Data 231

Blockchain disapplies any structure of centralized control [28]. The logs of transac-
tions are general and readily checkable. In the health care system, all blocks are partially
general or public, whereas only those who are offered approval will be awarded access to
confirm if the details are valid before it evolves to be a component of the blockchain. For
confirmation purposes, an audit log logs each transaction, and each transaction includes
a timestamp as well as a unique digital signature, which permits a servant to sign with
a private key to follow the production of the details of transaction. Through two keys,
a public key and a private key, the blockchain system based on encryption for ensure
security, management, and verification [31]. A public key refers to the user’s address
in the environment, while a private key is equivalent to an access code that primates
access the content of the blockchain e.g. data. The blend of mentioned keys guarantees
the contents of the blockchain are impossible to damage and traceable to the source of
the data while maintaining that root unidentified.

Public health consider as science and art of controlling whole illness [29], extending
life and elevating health via the managed efforts of community. The important field
in this area, we may discover health security via the secure of people via the practical
cooperation of specialists in determining, averting andmitigating the effects of infections
and of ecological, chemical and X-rays and other high-energy radiation threats.

Health care is a complicated endeavor with different significant stakeholders [30].
Possibility whole technologies that based on blockchain has the ability to throw into dis-
order the logistics of the industry of health care via creative explanations to the difficulties
encountered in the industry, as contain whereas are not restricted to the challenges, for
example, the processing of the outpour of transactions and services between the basic
industrialization and utilizing via the client (supply chain management), problems that
faced technical in data administration, and smart contracts.

As regards healthcare is worried, the insistence of growth gains too great rates. Now
the demand is for good health skills backed by developed and more further technolo-
gies. Now, Blockchain would recreate an essential part in converting the healthcare area.
Moreover, the view of the health strategy is locomoting to a patient-case-centered proce-
dure concentrating onmanymajor characteristics such as available services in addition to
the suitable healthcare resources continuous. Healthcare enhanced based on Blockchain
by improving communities to supply sufficient patient care and excellent health skills.
Utilizing Blockchain systems, whole people may participate to learn more and more
about the health investigation programs. Many centralized databases are used to handle
the whole healthcare system and communities [3–5].

Yet, the considerable important concerns encountered are data security, sharing, in
addition to the interoperability in people health administration. This distinct issue is
dedicated by utilizing Blockchain. This technology improves safety, data sharing, inter-
operability, confintionalty, and access when accurately executed. Furthermore impor-
tant problems regarding data security, particularly in the areas of personalized treatment
and wearables. All components of health care system such as patients and medical stuff
demand secure and explicit standards of enrollment, sending, and conferring data through
networks unaccompanied by security matters therefore, Blockchain system is executed
to fix these problems [6, 7]. That may be achieving also through using Network Function
Virtualization (NFV).
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Network Function virtualization can be run on a regular public server managed
by Hypervisor using NFV. Because the network runs on virtual computers that are
readily provisioned and managed for wired and wireless connections, network design
and management is much easier with a virtual network, and the best part is that network
functionalities may be altered or added on demand. [17].

In this work, we have worked hard using modern and powerful methods to protect
the components of the health system, and this was done using the blockchain in addition
to NFV, so we used the blockchain to save and protect patient reports with its results
(Positive or negative) and be known to all the nodes. In addition, we applied the NFV
tool to the functions that exist in all the nodes to get the virtual ledger in addition to all
the functions inside the nodes.

1.1 BlockChain Challenges

Whereas blockchain has the ability to maintain powerful promises, furthermore there
are many difficulties to overpower. Some researchers state many troubles in utilizing
the blockchain such as elasticity of data dealing, expenditure, scalability, adequacy, or
qualification [25]. Also look out that the costs of transaction in addition to the threats of
centralization, too possibility to occur quantum attack. The common blockchains (e.g.
Bitcoin’s) are ineffective as well as suffer from scalability issues in which its ability is to
do below six transactions per second [25]. Others note that blockchain is inappropriate
for dealing with medical data (e.g. storing) also calculated scans of X-rays or ultrasound
that will increase the size of the blockchain data and cause many problems in its man-
agement [26]. Likewise states that displaying a person’s private key to an investigator
basically converts it to the public key, thus strategies should permit for the abolition of a
key whether authorization to display data is inverted. Eventually, Giordanengo displays
that abstracting any data from the blockchain system, like running out the duration of
the legal reservation, that puts institutions at stake due to the immutability of blockchain
maintaining data is considered from its a liability [26]. Ultimately, investigators are con-
fronted with problems generated via governance blockages and technological problems
regarding data sharing [24]. An additional problem that faced researchers is the segment
out exclusively the important data whole health data, whose may put unnecessary load
on them to guard unnecessary data [27].

2 Related Work

The blockchain is attracting a lot of attention from the scientific community and the
media, in addition to people’s eagerness regarding its possible services and function
in pushing decentralization of community [8] and independence from central controls.
Greatly concentration has been earmarked to the favorable or unruly alteration that
the wide assumption of using blockchain ought to get to the communities. In spite of
mentioned above consideration, some literature has been devoted to the difficulties it
might review. Beck andMuller-Bloch [9] noted that the root of the blockchain system can
be analogized to Internet innovation, displaying the possibility for revolutionary changes
inside many industries. Nevertheless, as stated to [10], a foremost analogical instance of
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this technology has been offered via the outcome of [11], which suggested a distributed
ledger broadcasted in general newspaper and other media for timestamping the invention
of eachoutcomeof the humanmind that the lawsaves fromunauthorizedusagevia others,
there is researcher positioned the foundation of current cryptocurrency that depend on
blockchain invention, Also, the first action was to supply an authorized non-territorial
digital coin [12], with leaving relying on centralized and economic organizations, while
confirmed via [13]. Actually, Many studies have been conducted in the Bitcoin area,
considering that Bitcoin is presently the most widely used and significant environment
leveraging blockchain technology, supported by the biggest user foundation. Some years
ago, the blockchain system, progressed further to cryptocurrencies, whereas yet small
is comprehended around its pledged disruptive prospect that moves past IT [9]. The
important thing is that the security side considers one of the main investigation issues in
blockchain-concerning to diffecltieites and limitations like directions and consequences
of security happenings, 51% attack, data moldability issues, in addition to cryptography
problems. In spite of the fact that many explanations to handle mentioned problems have
been introduced, Some of them aremerely a simple viewpoint provides with no objective
evaluation of their efficacy. Additionally, blockchain applications are expected in almost
each humanistic sector, and the blockchain utilizes have a high level of expectations that
are appealing. The results of the literature review revealed that much emphasis should be
placed on those aspects that have been identified as the most ambiguous or complex in
regard to blockchain and its components, such as smart contracts and distributed ledgers,
as well as the consensus process. As known the blockchain promises to profoundly
change to the applications of its components and the correlated organizations due to
its possible implementations are vastly more comprehensive from currency [14] and
exceeding economic services [15]. Finally, we applied the same architecture to files
with common paths such as pdf and PNGwithout file status reporting [17]. Some study’s
objective was to develop and test a mHealth system that makes use of blockchain - based
to provide interoperability, confidentiality, and scalability of health data [32]. Legacy
systems typically solely communicate medical resources locally in the area of healthcare
industry [33]. And cannot be used with other systems [34]. However, data in [35, 36]
identifies a variety of advantages of linking such systems formore effective and integrated
healthcare, urging health informatics experts to find away to connect various companies.
However, data in [35, 36] identifies a variety of advantages of linking such systems for
more effective and integrated healthcare, urging health informatics experts to find a way
to connect various companies.

3 Curent Work

We describe a Blockchain-based strategy for exchanging patient data in this paper. By
predicating consensus on thedemonstrationof structural andvirtual functions, thismoves
toward sacrificing a single, central source of confidence in favor of network consensus.

3.1 Blockchain Execution

A blockchain appears to be a series of blocks that are encrypted [17, 18]. Immutability
is the significant characteristic and most attractive about this to numerous industries.
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Various data that are added to the database of the blockchain never be modified; thus,
depending on the consensus, a checkable, and rectified ledger of kinds of data can be
constructed. That gives the blockchain specifically power and is appropriate to duties
wheresoever the confidentiality of the blockchain data is of greatest significance, a
functional instance of the immutability is ProvChain [19] as architecture to gather and
confirm the source of cloud data, that operates through entrenching the provenance data
at transactions of the blockchain.

As known there are different implementations of the blockchain, the main field con-
tains Bitcoin [12], that based on Blockchain to execute the cryptocurrency coin execute
on it. Ethereum [20] is a ledger that is built on the blockchain and contains a Turing-
complete virtualization feature that allows code to be implemented using consensus
protocol within the blockchain; in addition to numerous different blockchain applica-
tions. There are differences between Ethereum, Bitcoin and our private blockchain in
the approach of smart contracts implementation. Smart contracts are executable code
implemented on all nodes in the blockchain environment. Smart contracts are automatic
contracts [17] in which the deal is executed on whole partners within the blockchain.
They determine the advantages, responsibilities, and punishments that are related to con-
ducting associatedwith the contract similar to themanner a standard contract approaches.
As they simulate common contracts that are implemented on paper and regulations, they
may be utilized, For example, to create a healthcare model depend on the Health Insur-
ance Portability and Accountability Act (HIPAA). A modern type of blockchain confi-
dence model is gaining traction: consortium confidence (a group of health care providers
(HCPs)). Microsoft recently developed a framework called Coco that enables the cre-
ation of blockchain-agnostic consortiums [21]. These consortiums rely on a pre-defined
group of permitted organizations. Via implementing smart contracts exclusively on these
authorized members’ devices, the consensus is created without the necessity of the min-
ers. That given perfect outcomes in extremely more incredible performance with many
modifications to the Coco blockchain make it has the capability to do approximately
1550–1600 transactions per second [22].

3.2 Shared Data

It is possible to improve data exchange by usingBlockChain technology [16], in addition,
to achieving optimization of the health provides chain through obtaining characteristics
like immutability transparency, traceability to the software. Nevertheless, impossible
for the blockchain system to ensure its content confidentiality and security. Therefore,
this system is never offered as an ability to operate independently technology, whereas
as an integrated with cryptographic strategies. Disregarding the different samples pre-
sented that rely on blockchain in healthcare systems, on account of the limitations of
the assumption e.g., lawful, social, and technical. Desiring to overpower the above lim-
itations, we suggest forthcoming research approaches that contain the design of holding
privacy mixture data warehouse, interoperable hardware and software architecture, that
obedient with the global laws and rules. Data sharing denotes one of the most significant
possibilities formodifications toward the better in the healthcare systemwhereas further-
more one of the most considerable privacy challenges. Absolutely, some researchers like
[23] handle the necessity to supply transparency on the possibility of the data of patients
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being communicated or shared with other parties utilizing DeepMind cooperation with
Royal Free London NHS Foundation Trust.

4 Proposed Framework

This section includes the method used in this work, the method used in the use of
virtualization in the blockchain and the health system data. We started from building
the blockchain and transferring its functions to virtualization and using the cloud as a
virtual incubator for the system, in addition to the method of sharing the health files of
the system.

4.1 Virtual Blockchain Environment

With this, we show that the proposed environment that was built consists of a complete
networkofBlockchainwith its components (nodes, smart contract, peer network, ledger).
Furthermore, the NFV was created as a generic notion that encompasses a range of
functions and services, with no precise standard to characterize it. After constructing the
network, customizing it to perform within the blockchain ecosystem, we introduced this
tool to the node functions hash, ledger, and key distribution to get a virtual blockchain
environment.

The framework of proposed system is briefed in many include the below steps Fig. 1.
Step 1: Covers constructing a private blockchain network based on a given setting.

[17].
Step 2: This depicts the process of connecting the blockchain to the cloud in order

to use NFV services. [17].
Step 3: This features a revolutionary effort based on cloud services that virtualizes

hashing blocks and leger (blockchain database). [17].
Step 4: The last phase includes applying the proposed system novel to healthcare.

4.2 Virtual Blockchain in Healthcare

The health care system consists of various organizations, Individuals and procedures
whose major responsibility is to manage, enhance, and maintain people’s health,
who should provide specific services, such like medical centres, pharmacy, hospitals,
and insurance companies. Properly complete systems provide a high-quality service level
and safety of the e-community while also improving illness treatment and budgeting.
And this is achieved by taking into account several aspects:

Figure 2 illustrates the structure of the suggested healthcare system. We clarify the
structure of the sub-system that performs as stated in the next steps.

Step 1: In suggested system, we give permission to the user to enter into the system
via an interface of our private blockchain, then ask for the wished health record.

Step 2: The condition of the smart contract is initiated for privacy in addition to
transparency. It will examine security and entrance control. When the user tries to access
has permitted user records, at that point they are supplied with access to an exact health
record.
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Fig. 1. Proposed system.

Step 3: The smart contract verifies that the nodes have suitable privacy.
Step 4: The permission status is based on the access control policy for every user.
The complete process is illustrated in Fig. 2, and it performs based on the subsequent

steps.
Step 1: The user should log into the private blockchain- healthcare then looks for

their wished health record.
Step 2: For examinations privacy, the smart contract is started.
Step 3: The privacy is guaranteed by the suggested smart contract. Next, monitoring

the access control permission, users are reported that they have the ability to see the
report with the result.

Figure 3 illustrates the architecture of the blockchain- healthcare; the main compo-
nent of that system is a user interface, blockchain in two approaches (local and global).
The topology of this system consists of many components (nodes, local blockchain, and
root blockchain).
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Fig. 2. Healthcare subsystem.

Fig. 3. Architecture of virtual blockchain- healthcare system.
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4.3 Confidentiality

Health care agencies will need to distribute necessary data to get a first response plan
to diseases, enhance statistical data on a large scale, and optimize the healthcare quality
in which electronic health systems use actual access to health patient records to give
prompt assistance to individuals at the closest point of service. Like a result, health
data distribution, editing, and evaluation are crucial for identifying and developing new
treatments for emerging diseases. But, exchanging health data over several institutions
poses a number of confidentiality problems, particularly in the absence of encryption.
Individuals could be unwilling to share personal data with anyone else, which might
stymie the implementation that connects every health practitioners. As a result, it is vital
to ensure safe permissions and avoid monitoring of users’ identities along with original
data recognition. We took advantage of the strong privacy imposed by the blockchain in
saving patient reports and preventing others from intruding on them, and we considered
each node as one of the sections authorized to view the report, with the addition of

Fig. 4. General health record transactions.
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another field showing the content of the report without opening it through the use of the
two terms (negative and positive) Fig. 4.

5 Implementation and Results

In this section, the implementation and results of the proposed system are shown, starting
from creating the keys and how to encrypt the files that are preserved inside the ledger, in
addition to implementing the smart contract and obtaining optimal speeds, and finally,
the comparison between the traditional and virtual ledger based on a transaction per
second and number of nodes.

5.1 Key Generation

A public key is used to encrypt all blockchain transactions. As well as the transactions
decrypting through the private key, and the process generation of key with time of
encryption and decryption Tables 1 and 2. We observed below the Table 1 the file size
is increased in the encryption process because the RSA is asymmetric encryption gets
bigger the data size by 1/3 through the encryption process. The number of bits in the
key of an encryption scheme is comparable to the length of the key. Poor security results
from a small key length. But excellent security does not always entail a lengthy key
length. The utmost number of combinations needed to defeat an encryption technique
depends on the key length.

Table 1. Key generation and time (ms) of encryption and decryption for RSA algorithm

Size of file
(KB)

Size of key Time of
generation key

Time of
encrypted

Time of
decrypted

Encrypted file
size

711 512 90 310 911 905

711 1024 108 372 1105 810

711 2048 205 512 1812 780

From the above table, we can see that the time increases with the length of the
key, also the encryption time increases with decryption time. However, the file size is
decreased when the length of the key is increased when using RSA.

From the above table, we can see that the time increaseswith the length of the key, but
the encryption time varies with its increase and decrease. However, decryption depends
on the length of the key, meaning that the decryption time increases with the increase in
the length of the key with the stability of the file encrypted using ECC.

Even though the key length is the same in both systems, key creation times vary, and
it can sometimes take a very long time to generate the keys. Figure 5 illustrates that the
key creation time is about identical in both situations for smaller key sizes, though as
the key size increases, RSA consumes more time to produce the keys, but this time rises
linearly with the key size.
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Table 2. Key generation and time (ms) of encryption and decryption for ECC algorithm

Size of file
(KB)

Size of key Time of
generation key

Time of
encrypted

Time of
decrypted

Encrypted file
size

711 160 25 101 45 711

711 224 30 80 95 711

711 256 41 98 112 711

Fig. 5. Key Generation Time Comparison RSA & ECC

Encryption timings for the ECC and RSA methods are shown in Fig. 6.
Figure 7 show that the bigger the number of hash bits, the much more secure the

system is. As a result, the output bits of SHA-1, SHA-512, and SHA-256 are equivalent.
While choosing a secure hash algorithm, the file type for execution is a significant
consideration.

The time it takes to execute a file of type character and number, image file, or text
file is shown in Fig. 8. As a result, SHA-1 takes much less time to process huge files
than SHA-256 and SHA-512.

With these two loops, the configuration is executed on localhost, and the results of
many samples are compiled and analyzed. There are threemain samples, which are listed
in Table 3, 4 and 5.
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Fig. 6. Encryption Time RSA & ECC

Fig. 7. Comparing Hash Algorithm Evaluation

5.2 Smart Contracts

The smart contract that was implemented was very fast and also has sufficient protection
for all the nodes and this speed decreases very slowly with the increase of the nodes as
shown in the Table 6 below.
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Fig. 8. Comparing Hash Algorithms based on file type.

Table 3. Two loops (ms) Implementation time to small series

Hash Type First loop Second loop

SHA-1 355 372

SHA-256 415 390

SHA-512 366 455

Table 4. Two loops (ms) Implementation time to middle series

Hash Type First loop Second loop

SHA-1 417 510

SHA-256 433 605

SHA-512 399 602

Table 5. Two loops (ms) Implementation time to large series

Hash Type First loop Second loop

SHA-1 715 810

SHA-256 680 805

SHA-512 680 802
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Table 6. Speed of smart contract in our system

Number of Nodes Time (ms)

2 1

5 1.2

10 1.5

20 1.8

40 2

60 2.2

5.3 Virtual Distributed Ledger Technology

In comparison to DLT, vDLT boosts transaction speeds to roughly 120 transactions per
second Fig. 9. We build a network with sixty nodes. We create a variety of block levels
ranging from 0 to 10. The block size has been fixed at 65 transactions per block. The
pace of arrival of transactions is 77 transactions per second.

Fig. 9. Comparison to DLT, vDLT throughput

5.4 Comparison Metrics

In concluding, Table 7 compare the suggested work with some other options. The
outcome demonstrates the various benefits of the suggested approach.
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Table 7. Comparison among our proposed system and related works.

Paper title Metrics

Tamper
resistance

Nonrepudiation Search
in
blocks

Attack
Resistance

Offering
key
security

Ledger
structure

A
Blockchain-Based
Solution for
Electronic Medical
Records System in
Healthcare[37]

NO YES YES NO NO YES

A
blockchain-based
medical data
preservation
scheme for telecare
medical
information
systems[38]

YES NO NO YES YES YES

Blockchain-based
multi-level
privacy-preserving
location sharing
scheme for telecare
medical
information
systems[39]

NO NO YES NO YES YES

Towards secure
and
privacy-preserving
data sharing in
e-health systems
via consortium
blockchain[40]

YES YES YES YES YES NO

Proposed scheme YES YES YES YES YES YES

6 Conclusion and Future Work

This research solves the shortcomings of earlier methods and created a blockchain-
NFV-based system for the protection of medical data. We highlighted the advantages
of adopting a blockchain system for healthcare data protection in this work, through
used a virtual blockchain to safeguard and distribute patient data. The blockchain’s
tamper-resistance and decentralized attributes in the developed framework ensure the
confidentiality of virtual medical and health records and safeguard patients’ privacy.
We started with the construction private blockchain and the turn functions of it into a
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virtual function by using NFV. Adopting the virtual Blockchain to deploy the healthcare
data fixes the important problems of availability of access and authority. The virtual
Blockchain permits the comfort of access to the data of healthcare. Due to it being
deployed and distributed over different networks, also may it available from anywhere.
Additionally, a smart contract between the nodes has beendevelopedwith a fast execution
time to ensure time acquisition and address privacy, legal, and performance problems.
In future work, we will apply the framework to IoT environment and its influences will
be investigated well and in more virtually.
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Abstract. As EEG brainwave, which represent human brain activities, are more
private, sensitive, and hard to steal or copy, the signals show a lot of promise as
a biometric method for user authentication that is much safer. The current study
shows a biometric security framework that is based on EEG. In particular, the plan
is to lower the noise level with ensemble averaging and a band pass filter, pull out
frequency features with fast Fourier transform (FFT), and to use an artificial neural
network to do classification. The study followed two different scenarios to show
how different authentication applications work. The findings demonstrate that,
the average accuracy was about 93.13% when it is used with one person from a
group of people. But it has also been revealed there is a classification rate of less
than 68.88% is achieved when all subjects are picked out of a large group. The
study establishes a strong starting point for future investigation into new biometric
approaches considering brainwaves.

Keywords: Electroencephalogram (EEG) · Feature Extraction · classification

1 Introduction

For future research into new biometric methods based on brainwaves. The inevitable
spread of brain-computer interfaces (BCIs) into society could change the way people
interact with each other today. BCI devices are expected to be used by a wide range
of people in the future, including children, adults, medical patients, inventors, and gov-
ernment workers. There are four main types of BCI applications, which are: "1) neu-
romedical applications 2) Logging in as a user 3) Games and entertainment, and 4) base
applications for smart phones" [1]. Because brain biometrics are more secure than other
biometrics like fingerprints, retina scans, and voice authentication, BCI devices have
been added to the user authentication process. Recent technological advances, such as
man-in-the-middle attacks, data impersonation, and the straight-up theft of body parts,
have shown that these biometrics are easy to hack. These security risks have led to
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security problems, like when a hacker from the Chaos Computer Club (CCC) stole the
thumbprint of German Defense Minister Ursula von der Leyen at a news conference by
using standard imaging and software devices [2].

Brain biometrics are collected by BCI devices that record an individual’s electroen-
cephalogram (EEG) to collect brainwave data. This information can then be used to find
out things about the brainwave patterns of each person, such as an Event-Related Poten-
tial (ERP), which is the brain’s response to a stimulus that is time-locked [3]. Through
these tests, a person’s unique brainwave pattern can be found. But brainwave fingerprints
data are different from other biometrics in a few ways, they are more complicated and
therefore harder to copy, the authenticator must be alive to create an EEG signal, and
EEGs and ERPs cannot be controlled by the user [3, 4].

But this is not the case with DNA, fingerprints, a person’s face, or the iris, which can
be used to identify a person for a few hours after death before slowly changing [7, 8].

The main focus of the research will be on authentication, since there is a strong
desire to make BCIs as safe as possible when people use their brain biometrics to claim
a certain identity. Finally using this concept to ensure brainwave data from customer
well-disposed EEG devices is essentially as protected as could be expected.

2 Background of EEG

With an EEG, you can record the electrical activity of the brain on the scalp. When
numerous neurons in the brain fire at the same time, ions flow through the brain. This
makes voltage changes that vary from5 to 100V and have a frequency of between 0.5 and
40 Hz [9]. By looking at the dominant frequencies and amplitudes of EEG waveforms
in distinct parts of the brain, you can learn some things about the person. This can help
us to figure out how they feel or how their bodies are doing [10]. Based on how fast they
move, there are five different types of brain waves [11]:

• In terms of amplitude, delta waves (0.1–3.5Hz) are the slowest and usually the highest
waveforms. Children, adults who are drowsy, and people who want to remember
things all have the delta band.

• the theta (4–7.5 Hz) band. The delta band is seen in babies and when people are in
deep sleep. There is usually less than 100 V of amplitude in Theta waves.

• Alpha waves (8–13 Hz) are usually the most common frequency band and show up
when you are relaxed, or your eyes are closed. Theta waves have a low amplitude.
The amplitude of the Alpha band is reduced when you pay attention or relax with
your eyes open. Normally, these waves do not have more than 50 V.

• Beta waves (14–30 Hz) are linked to thinking, active concentration, and focused
attention. Also, when you move your body or see other people move their bodies,
your Beta power increases [12].

• Gamma waves (over more than 30 Hz) are seen when the brain is processing a lot of
distinct forms of information. Beta waves usually have less than 30 V of amplitude
[13]. Gamma patterns have the lowest amount of energy.

In addition to function-frequency relationships, it is also thought that each part of
the brain does a different physical or mental job. It is important to explore not only the
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dominant frequency but also recordings from the part of the brain that corresponds to
each task [9].

In addition to function-frequency relationships, it is also thought that each part of
the brain performs a different physical or mental job. It is important to inspect not only
the dominant frequency but also recordings from the part of the brain that corresponds
to each task. Table 1 shows the functions that are linked to each part of the brain [9].

Table 1. Functions associated to different parts of the brain

Region Functions

Parietal Lobe Problem Solving, grammar, attention

Frontal Lobe Memory, emotions, concentration

Occipital Lobe Reading, vision

Temporal Lobe Memory, word recognition, hearing, face recognition

To get the EEG signals, electrodes with low impedance are put on the scalp to pick up
the electric potentials that the brain makes. The electrodes can be put on with conductive
gel, which is called a wet electrode, or they can touch the skin directly, which is called
a dry electrode. Most of the time, dry electrodes are easier to attach, but they are more
sensitive to the motion artifacts that happen. There are some rules for where and how
to place and label the electrodes on the scalp, like 10–20 standard electrodes [9]. Ten
percent and twenty percent points on lines of longitude and latitude, respectively, are
where the electrodes are placed. They are marked with the lobe that is attached to them.
Odd numbers are given to the electrodes on the left side of the brain, and even numbers
are given to the electrodes on the right side.

2.1 Emotiv Capabilities

The Emotiv software can perform countless of different tasks. The Facial Expressions
suite can detect a wide range of facial expressions, such as blinking, winking with the
left or right eye, and expressions of surprise, frowning, smiling, and clenching one’s
face, among other things [23].

The experiment used the Emotiv Insight. It records on five channels: AF3, AF4, T7,
T8, Pz, and one reference node. Gel made of glycerin was used to connect the leads
to each other and it can connect wirelessly to most computers with Bluetooth. Because
of its design, it is easy to put on your own head without any help from anyone else. In
combination with the BCI software that Emotiv makes available, it is a quite easy EEG
device. This could make it possible for even the least-experienced people to use a BCI
quickly and easily, even if they do not know how.

The output data from the headset is transferred to the PC using Bluetooth USB
receiver model. The captured EEG signal is already filtered with a built-in digital 5th
order sinc bandpass filter, whose passband ranging from (0.16 ~ 43) Hz (range of EEG
frequencies), with two digital notch filters at 50Hz and 60Hz, to eliminate AC power
line harmonics.
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Fig. 1. Emotiv EEG headsets with their electrode positions in 10–20 system

Because of the high resistance between the scalp and the electrodes, EEG data might
be contaminated. The conductive media employed, such as saline solutions, can lower
impedance and increase contact quality, hence improving signal quality. High impedance
can cause EEG signal distortion by allowing extraneous electrical frequencies to be
induced on the system, making it harder to distinguish from the original signal. Figure 1
shows “EMOTIV Launcher 3.3.0.311”, which is the impedance monitoring program
included with the EMOTIV INSIGHT headsets used to measure impedance in real-time.
If the impedance raises beyond 5K Ohms, the application will warn you by changing
the electrode colors. This will eliminate the distortion in the signal.

3 Problem Statement

There are three types of authentication and identification methods: something the user
knows, something the user owns, and something the user does [5]. Traditional methods,
like passwords and ATM cards, have been shown to have major flaws when it comes to
things that the user knows and remembers. The user knows about or has tokens that it can
be lost, stolen, or forgotten, which could cause authentication to fail or data to be leaked.
EEG, a type of biometric, can help to solve these problems. Because biometrics are things
about a person’s body or behavior, they do not need to be learned. This demonstrates
that each person’s EEG signal may be different, so it could be used as a biometric signal.
The EEG is different from other biometrics in a number of important ways [6].

Even though these previous investigations have contributed great strides in EEG-
based authentication, there are still some key challenges that need to be resolved before
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it can be applied in real life. Primary, most current works are based on detecting event-
related potentials (ERPs), which require averaging data from several trials to improve
the signal-to-noise ratio. This means that authentication using these methods takes a
long time. Secondary, most works use 32 or more channels of EEG acquisition devices
to record neural activity, which makes setting up and getting ready complicated.

4 Research Objectives

• There were some important questions that needed to be answered for real-world
use. First, most of the current work is focused on finding event-related potentials
(ERPs). The goal is to reduce the amount of time needed and increase accuracy for
authentication.

• Reducing the brain’s activity by using fewer channels on EEG acquisition devices.
This makes setting up and getting ready easier, and the number of math operations
needed for authentication is extremely low.

5 Related Works

EEG-based identification and authentication is being investigated at present, and these
early studies have revealed that brainwave signals from the EEG can be utilized to
identify and authenticate a person.

Palaniappan [14] proposed a two-stage threshold method based on the features of
autoregressive coefficients (AR), channel spectral powers and inter-hemispheric channel
spectral power differences (IHPD), inter-hemispheric channel linear complexity (IHLC),
and non-linear complexity on six channels to verify five subjects. For this approach, the
false reject error (FRE) ranged between 0 and 1.5 percent. (1) Using the naive Bayes
model, (2) authenticated four participants based on mAR attributes. The HTER, or half
total error rate, was 6.7%. C. He and J. Wang, [15] also employed the naïve Bayes model
to verify seven patients, yielding HTERs ranging from 2.2 to 7.3%. This model based on
AR and power spectral density (PSD) was also employed by Kathikeyan and Sabarigiri
[16], who had an equivalent error rate (EER) of 4.16%.

Ashby et al. [17] used the linear support vector machine (SVM) classifier to authen-
ticate 5 people using the AR, PSD, spectral power (SP), IHPD, and IHLC from the 14
EEG channels. They got a false rejection rate (FRR) of 2.4% to 5.1% and a false accep-
tance rate (FAR) of 0.7% to 1.1%. Yeom et al. [18] used the signal difference and least
square error of time derivative features on 18 channels with the Gaussian kernel SVM
on 10 subjects and got an accuracy of about 86%. Dan et al. [19] employed a polynomial
kernel SVM based on a single channel wavelet transform (WT) and AR. On average,
they were right about 85% of the time on 13 subjects.

Because SVM theory only allows for two classes, when there are three or more, there
are two options for classification: one against one (any two classes) and one against all
(taking a random class as the first group and all the other classes as the second group).
Ferreira et al. [20] classified 13 subjects based on the gamma band using the linear and
radial basis function (RBF) SVM. The error rate for the one against one method was
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between 15.67% and 38.21%, and the error rate for the one against all method was
between 17.43% and 30.57%.

Chen et al. [21] suggested a fast visual presentation-based EEG login system. The
tests let the people quickly look at the randomly chosen target images. Then, shrinkage
discriminant analysis was used to classify the images. The test results showed that the
average accuracy of classification could be as high as 77.5.9%. Gui et al. [22] came up
with a plan for an experiment in which the subjects had to read out loud the right words,
the wrong words, acronyms, and their own names. It used wavelet packet decomposition
to get frequency features and neural networks to classify the data. This gave it an average
accuracy of 90%.

6 Materials and Methods

Based on Fig. 2, the authentication system composed of a registration subsystem, login
and authentication subsystem.

Figure 2 shows that the data flow of each subsystem in the authentication framework
is made up of four parts. The first step is to get EEG signals in their raw form. After that,
a band pass filter and ensemble averaging are used to cut down on the noise. Then, FFT is
used to pull out the features of the EEG signals based on the Theta frequency sub-bands.
One of these features is used to train the neural network, and the other features are used
to measure how well the system is working.

Fig. 2. Authentication Model
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A number of important tools are used to help with BCI in this study. The software
used was written in a language called MATLAB. We are using a laptop or tablet PC
with Windows 10 or a higher version (R2020 b). The brainwave reader used is called an
EEG Sensor (Emotiv Insight). This is the fresher adaptation of the old Emotiv Insight.
It accompanies additional libraries that assist the researchers with getting raw EEG data
from the device.

Emotiv Insight has five EEG channels and two references that make it easy to locate
the right position for accurate spatial resolution. Based on the 10–20 electrode system,
these are the names of the channels. They are marked with AF3, T7, Pz, T8, and AF4,
with CM S/DRL references where P3/P4 would be. With digital signal processing and
sorting, it takes a lot of effort to convert raw EEG data into pure EEG signal, which can
then be investigated. The current study is based on EEG data in its raw form. Emotiv
Insight headset and the five EEG channels shown in Fig. 3 are shown in this picture.

Fig. 3. EMOTIV Insight

The theta brainwave is utilized to carry out this project. Low-amplitude beta waves
that have various different frequencies are often linked to thinking that is busy, anxious,
or active. Calm activity is linked to the alpha wave. If you want to keep the 4–8 Hz theta
wave, you should use a Bandpass Filter to filter the EEG so that they stay in.
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The filtered EEG is then put through a “windowing” function, which turns non-
periodic EEG signals into periodic ones so that the FFT does not leak the spectrum
when it looks at the EEG (Fast Fourier Transform).

• Hardware Requirements

– EEG Sensor (Emotiv Insight)

• Software Requirements

– Matlab (R2020 b)

6.1 Subjects

Ten participants between the age of 19 to 23 participated in the experiment to construct
the EEG signal dataset,7 male and 3 female. Before the test, they were all healthy and
had not taken any drugs or medicines.

Then, at that point, they were asked to sit quietly in a quiet room and try to remain
as quiet as possible. Before the experiment began, all of the participants who participate
in experiment to sign a written consent to participate. Then their neural responses were
recorded.

6.2 Signal Acquisition

When each individual tried to perform a certain cognitive task, their EEG was recorded.
EEG is used with the EMOTIV neuro headset to find out how the brain’s electricity
is being used. It uses two reference electrodes (CM S/DRL) and five electrodes (AF3,
AF4, T7, Pz, and T8) to pick up neural signals that are caused by different actions. The
EEG signal is sent to the laptop wirelessly by the Bluetooth dongle, so the laptop can
recognize it. A sampling rate of 128 Hz to save the EEG data as an edf file is used. In
the MATLAB workspace, the live EEG feed from the Emotiv headset can be seen.

In this study, the researchers examined how the brain is reacted to the acronym’s
stimuli from the AF3 and AF4 channels, which were regarded to be the best channels
for displaying the subject’s brain activity. The raw data from Channels AF3 and AF4
are shown in Fig. 4 to give a sense of what they appear. The raw EEG data were noisy
because they varied quickly, as it can be seen from the waveform.

Prior to the recording session, the participant is asked to rest for five to ten minutes.
This enables a broad relaxation of brain activity and improves the precision of recorded
EEG data. The participant is then asked to keep his eyes open while placing his hands
on the armrest.

By blinking with both eyes, the user selects between two alternatives in the visual
stimulus window that opens, one for recording and the other for logging in, as shown in
the Fig. (5) and Fig. (6).

The recording is then first chosen after that when the registration is selected, a
window appears asking to register the name to start the registration process and acquire
the required signal, as shown in the Fig. (7).

In the authentication stage the same steps as in Fig. 7 are followed, choosing to log
in to start the process of classifying subject.
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Fig. 4. Raw data from EMOTIV headset

Fig. 5. Register interface

After the registration period ends, it appears on the same window, asking him/her to
blink on the right or left eye randomly the registration process is conducted 5 times for
each case 10 times randomly with varying times so that 100 samples for each participant
could be collected, it is saved in the database in order to be analyzed, all this is done at
sample rate of 128 per second to measure the correlation process between both eyes.
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Fig. 6. Registration mode and relax

Fig. 7. Registration and storage in the database

6.3 EEG Signal Preprocessing

In the 2020b MATLABworkspace, real-time EEG signals are processed and then inves-
tigated. For the proposed method of study, a Core i5 processor with a speed of 2.60 GHz
is used. At the beginning, EEG responses are brought into the MATLAB workspace.

During the pre-processing phase, the signal-to-noise ratio was improved, and the
quality of the signal was improved without any information being lost. The first step was
to find events in the data that were related and get rid of events that were not needed.
Then, independent component analysis (ICA) was used to remove the eye and heart
artifacts that were in the raw data.
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6.4 Filtering, Artifact Removal

During EEG signal acquisition, the raw EEG signal is collected and stored. But the raw
signal has a lot of noise that is not related. Because the handmoves and the line frequency
changes, the artifacts may make noise that needs to be taken care of. Using different
ways to get rid of artifacts in the MATLAB environment, these noises were removed
of the raw EEG signal. The signal had to go through a band pass filter because the line
frequency was 50 Hz. For filtering between 4 Hz and 8 Hz, a band pass finite impulse
response (FIR) filter was used.

Utilizing a band-pass filter function designed for a frequency range of 4 to 8Hz (theta)
the frequency of the input samples is 128 samples and calculate the first frequency
of the stop band (Fstop1) = 3, the frequency of the first band (Fpass1) = 4, band
frequency Second pass (Fpass2) = 8, second stopband frequency (Fstop2), first stop
band attenuation (Dstop1), as in the Fig. 8.

Fig. 8. Band-pass filter

6.5 EEG Feature Extraction

EEG features are normally separated into three fundamental gatherings: time, frequency,
and time- frequency.

6.5.1 Frequency-Domain Features

Participants who use EEG to figure out how someone is feeling have found that
frequency-domain features are better at this than time-domain features. If someone is in
a different kind of mood, the strength of the EEG signal in different frequency bands is
a good way to tell. Different frequency bands, like Theta, should be used to get informa-
tion like the power spectrum, the logarithm of the power spectrum, the maximum, the
minimum, and the standard deviation.
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6.5.2 Time–Frequency Domain Features

The main problem with frequency-domain features is that individuals do not tell info
about time. So, features in time–frequency domain are helpful at catching signals that
do not stay still and change over time, which can help us to figure out how people feel
at various times. It has numerous innovative and fascinating features, such as the Fast
Fourier transform (FTT). The Fast Fourier transformation has several more characteris-
tics that can be used to figure out basic emotions, such as power, root mean square. The
Gamma, Beta, Alpha, Delta, and Theta frequency bands were extracted from emotiv
insight for AF3 and AF4 channels We note the frequency strength in the theta range
of the above channels. We note the frequency strength in the theta range of the above
channels., as show in Fig. 9.

Fig. 9. Frequency bands for AF3 and AF4 channels

6.6 EEG Signal Classification

Classification is the process of comparing the input vectors to the stored feature vectors
to see if they are the same. Researchers have used Artificial Neural Networks (ANNs)
a lot to sort EEG signals into groups. In this study, the classifier for EEG patterns is a
back-propagation, multi-layer perception NN. The extracted features were used to tell
the neural network what to do. 70% of the data in each training dataset was utilized
to train the model, and the remaining 30% was used to test the model. Each time, the
researchers increased the number of neurons in the buried layer by 5, from 5 to 25. As a
result, five examples with varying numbers of neurons were examined to evaluate how
well they functioned, and which one performed the best.

In Fig. 10 the flowchart diagram of the BCI appears which was created can be seen.
It contains the steps of acquisition, processing, as well as classification, as can be seen
from the flowchart in the classification stage. If the threshold limit in the AF3 channel
is greater than the threshold1 and the second threshold, the direction is to the blink left
eye. Here, the threshold1 limit is 25 power and the threshold2 is 30 powers for channels
AF3 and AF4, and through the flowchart we see of the conditions in the figure.
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Fig. 10. Flowchart of MATLAB code for applying FFT on the EEG dataset from INSIGHT
headset.

7 Results and Discussion

The researchers looked at two distinct application situations that may be used for user
authentication in the experiment.

SCENARIO 1: Correctly identify all ten participants: The purpose of this scenario
was to correctly identify each of the ten participants. As a result, the training dataset
included all 10 participants’ attributes, and the outputs included 10 separate classi-
fications. On the basis of the training dataset, a NN model was created to test the
inputs.

SCENARIO 2: Choose one individual out of the other 9: The goal of this scenario
was to test how well it can differentiate participant from another. All of the data from
one participant’s training dataset was put into the training dataset, and the same amount
of data from all of the other participant’ training datasets was collected at random and
put in the same place.
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Table 2. Showed the rates of classification for each situation

Scenarios Description No of Neurons Correct Classification Rate

Minimum Maximum Average

1 1 case 5 46.84% 57.68% 52.26%

10 46.80% 63.45% 55.12%

15 50.46% 66.53% 58.49%

20 63.73% 74.04% 68.88%

25 56.33% 68.31% 62.32%

2 10 cases 5 81.38% 95.84% 88.61%

10 79.48% 98.90% 89.19%

15 75.23% 97.56% 86.39%

20 85.13% 96.66% 90.89%

25 86.91% 99.36% 93.13%

Utilizing the Correct Classification Rate (CCR) in the following equation to measure
how well each scenario worked:

CCrate = Ct /Tn ∗ 100% (1)

where Ct is the total number of right answers and Tn is the total number of times the
test was done.

SCENARIO1: inwhich all 10 participants had to be identified,was the least accurate,
with a range of 52.26 to 68.88 percent. The best accuracy was in the hidden layer of 20
neurons, and adding more neurons did not help to improve the performance.

SCENARIO 2: was a case of picking out one person from a group of people. The
average accuracy of the hidden layer of 25 neurons was 93.13 percent. The accuracy
did not change much when the number of neurons was cut down, since the minimum
average accuracy is 90.89 percent. Even though everyone has different brainwaves, there
are times when some participants have brainwaves that are very close to each other and
times when they are very different. So, it may be difficult to inform some participants
separately, but it may be very convenient to inform others away from each other/. The
table’s minimum and maximum accuracy numbers show this. The worst case for being
able to tell one thing from another was 75.23%, and the best case was 99.66%.

The results, show that that SCENARIO 2 had the highest average accuracy for to
select the one subject apart from others. However, for some people, the average accuracy
was low, at 75.23%. This was mostly because the patterns of some of the EEG signals
recorded from some of the subjects were very similar. So, when we tried to select
one of these participants apart from the others, the NN classifier couldn’t tell all the
feature vectors apart correctly. It was more likely to have some wrong classifications,
which would lower the accuracy. When we increased the number of participants The
researchers were trying to find, the average, minimum, and maximum accuracy all went
down.
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8 Conclusions

In this research, the focus relies on a pilot study of how to use EEG signals for authen-
tication. To minimize noise, ensemble averaging, and a band pass filter were utilized,
and the Fast Fourier transform (FTT) was used to extract features. The neural network
was used to classify the data. In two separate approaches, we put the authentication
situations to the test. The classification rates for separating one subject from others or
a small group of subjects from others were very accurate around 93.13% of the time.
Determining which of the participants performed the worst. It was difficult to correctly
identify all ten of participants.

References

1. Ienca, M., Haselager, P.: Hacking the brain: brain–computer interfacing technology and the
ethics of neurosecurity. Ethics Inf. Technol. 18(2), 117–129 (2016). https://doi.org/10.1007/
s10676-016-9398-9

2. Kleinman, Z.: Politician’s fingerprint ‘cloned from photos’ by hacker, BBC News, vol. 29
(2014)

3. Ruiz-Blondet, M.V., Jin, Z., Laszlo, S.: CEREBRE: A novel method for very high accuracy
event-related potential biometric identification. IEEETrans. Inf. Forensics Secur.11(7), 1618–
1629 (2016)

4. Pham, T., Ma, W., Tran, D., Nguyen, P., Phung, D.: Multi-factor EEG-based user authen-
tication. In: 2014 International Joint Conference on Neural Networks (IJCNN). IEEE
(2014)

5. Pasupathinathan, V.: Hardware-based identification and authentication systems. Macquarie
University (2009)

6. van Beijsterveldt, C.E.M., Boomsma, D.I.: Genetics of the human electroencephalogram
(EEG) and event-related brain potentials (ERPs): a review. Hum. Genet. 94(4), 319–330
(1994)

7. Saripalle, S.K., McLaughlin, A., Krishna, R., Ross, A., Derakhshani, R.: Post-mortem iris
biometric analysis in Sus scrofa domesticus. In: 2015 IEEE 7th International Conference on
Biometrics Theory, Applications and Systems (BTAS) (2015)

8. Trokielewicz, M., Czajka, A., Maciejewicz, P.: Post-mortem human iris recognition, In: 2016
International Conference on Biometrics, ICB 2016 (2016)

9. Bidgolya, A.J., Bidgoly, H.J., Arezoumanda, Z.: A survey on methods and challenges in EEG
based authentication (2020)

10. Sanei, S.: Adaptive processing of brain signals. John Wiley \& Sons (2013)
11. Sanei, S., Chambers, J.a.: EEG Signal Processing:ppt, p. 289 (January 2013)
12. Zhang, Y., Chen, Y., Bressler, S.L., Ding, M.: Response preparation and inhibition: the role

of the cortical sensorimotor beta rhythm. Neuroscience 156(1), 238–246 (2008)
13. Read, G.L., Innis, I.J.: Electroencephalography (Eeg). Int. Encycl. Commun. Res. Methods,

1–18 (2017)
14. Palaniappan, R.: Two-stage biometric authentication method using thought activity brain

waves. Int. J. Neural Syst. 18(1), 59–66 (2008)
15. He, C., Wang, J.: An independent component analysis (ICA) based approach for EEG person

authentication. In: 2009 3rd International Conference on Bioinformatics and Biomedical
Engineering. IEEE (2009)

https://doi.org/10.1007/s10676-016-9398-9


Use Multichannel EEG-Based Biometrics Authentication Signal 263

16. Kathikeyan, T., Sabarigiri, B.: Countermeasures against IRIS spoofing and liveness detec-
tion using Electroencephalogram (EEG). In: 2012 International Conference on Computing,
Communication and Applications, pp. 1–5 (2012)

17. Ashby, C., Bhatia, A., Tenore, F., Vogelstein, J.: Low-cost electroencephalogram (EEG) based
authentication. In: 2011 5th International IEEE/EMBS Conference on Neural Engineering.
IEEE (2011)

18. Yeom, S.-K., Suk,H.-I., Lee, S.-W.: Person authentication fromneural activity of face-specific
visual self-representation. Pattern Recognit. 46(4), 1159–1169 (2013)

19. Dan, Z., Xifeng, Z., Qiangang, G.: An identification system based on portable EEG acquisi-
tion equipment. In: 2013 Third International Conference on Intelligent System Design and
Engineering Applications. IEEE (2013)

20. Ferreira, A., Almeida, C., Georgieva, P., Tomé, A., Silva, F.: Advances in EEG-based
biometry. In: International conference image analysis and recognition, pp. 287–295 (2010)

21. Chen, Y., et al.: A High-Security EEG-Based Login System with RSVP Stimuli and Dry
Electrodes. IEEE Trans. Inf. Forensics Secur. 11(12), 2635–2647 (2016)

22. Gui, Q., Jin, Z., Xu, W.: Exploring EEG-based biometrics for user identification and authen-
tication. In: 2014 IEEE Signal Processing in Medicine and Biology Symposium (SPMB).
IEEE (2014)

23. Turner, M.D., Burnet, D.H., Turner, J.A.: Expanding EEG research into the clinic and
classroom with consumer EEG systems (March 2017)



Machine Learning-Based DDoS Attack
Detection in Software-Defined Networking

Mohammed Ibrahim Kareem1 and Mahdi Nsaif Jasim2(B)

1 Department of Information Networks, University of Babylon, Hillah, Iraq
Mohamed.ibrahim@uobabylon.edu.iq

2 Department of Business Informatics, University of Information Technology and
Communications, Baghdad, Iraq

Abstract. Software-defined networking (SDN) has recently become a prominent
technique for addressing the inherent difficulties of traditional distributed net-
works. The main advantage of SDN is the decoupling of the control plane and
the data plane, which makes the network more flexible and manageable. SDN is
a network architecture of the future; nevertheless, its configuration settings are
centralized, leaving it vulnerable to DDoS attacks. Distributed Denial of Ser-
vice (DDoS) represents a grave threat to computer networks. These attacks are
common because they are simple to execute and difficult to detect. Due to this
vulnerability, the SDN controller will be flooded by the incoming packets from
the switches, resulting in its overload. This project intends to create and deploy an
attack detection system based on machine learning (ML) algorithms for detecting
DDoS attacks over SDN network traffic. Using the CICIDS2017 dataset, the ML
models were trained and tested. The feature sets for classification were determined
using a proposed features selection algorithm, evaluation viamultiple tests, and the
filtered features are the most applicable and relevant in an SDN environment. The
performance of each classifier was evaluated using different performance metrics
for the four feature sets obtained from the feature selection algorithm. Using either
6 or 11 features, the candidate PART classifier achieves an accuracy of 99.77%
and 99.96%, respectively. The proposed classifier shows high accuracy for both
UDP and SYN attacks on the CICDDoS2019 dataset.

Keywords: SDN ·Machine Learning · Features Selection · DDoS ·
CICIDS2017 · PART classifier

1 Introduction

SDN is a new networking technology that overcomes the constraints of traditional net-
works. Traditional networks’ bottlenecks were their complicated design, the setup of
individual network devices using language programming of the vendors, and a lack of a
global perspective of the network [1]. A global view of networks became feasible with
the introduction of SDN, allowing for faster network setup and management [2]. SDN
is a new architecture comprised of three data, control, and application plane levels, with
the data and control layers being independent of one another. The data plane is made up
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of switches and routers that are involved in network traffic forwarding; the control plane
is made up of network intelligent components [3].

Distributed Denial of Service (DDoS) attacks use malicious ways to reduce the
availability of services in computer networks, with the most common method being to
send large traffic at the target to deplete either the bandwidth or the target’s resources.
Attackers typically utilize a large number ofmachines, known as bots or zombies, to send
malicious communications. Bots are frequently infected computers that their genuine
controllers are unaware of that [4–6].

In traditional networks, a variety of strategies have been employed to mitigate the
impact of DDoS attacks [7]. Packet analysis was resource-intensive in conventional
networks; thus, sampling techniques were utilized to validate the packets. For traffic
collection and analytics, Cisco’s NetFlow flowmonitoring technology and S-flow packet
sampling technology were employed [8]. When a DDoS attempt is identified, flow rules
may be dynamically introduced into the flow table due to the programmable nature of
SDN.

According to Mousavi and St-Hilaire [9], a DDoS attack is one of the most crucial
challenges in this type of setting. A huge number of packets are sent to a host or group
of hosts on a network in this circumstance. The accumulation of authentic and bogus
DDoSpacketsmight bind the controller’s processing resources to the pointwhere they are
completely drained. This may render the SDN controller unreachable to valid incoming
packets and may cause the controller to fail, destroying the SDN architecture.

Among themanyprotectionmeasures recommended for detectingDDoSattacks,ML
techniques, which are useful in cybersecurity [10], are being employed to address this
issue. There are three classifications forML-basedDDoS detectionmethods: supervised,
unsupervised, and hybrid. The supervised methods utilize a labeled dataset in which the
labels of the records are supplied in a column titled “class label.” [11].

The flow statistics can be provided through OpenFlow, which is a widely used south-
boundAPI for communication between switches and controllers. The relevant features of
packets can be derived from the flow statistics supplied by SDN switches and combined
with ML techniques for security analytics [12]. Many studies have used OpenFlow’s
flow capabilities to identify DDoS assaults in SDN [13].

The supervised methods utilize a labeled dataset in which the labels of the records
are supplied in a column titled “class label.” We used two publicly available labeled
{normal, DDoS} datasets to train supervised algorithms, extract significant features,
and anticipate packets on the SDN controller. Typically, packets fall into two categories:
normal and suspicious. Normal packets are sent directly to their destination, whereas
suspicious packets are recognized and categorized further based on the type of attack.

The goal of this research is to use ML algorithms to detect DDoS attacks in early
and accurate criteria in an SDN environment. To identify traffic as regular or hostile, the
system employs a features selection approaches with a variety of classification methods.
A Proposed feature selection algorithm was used to create the feature sets or feature
groups for classification. The performance of each of the classifiers was evaluated using
various performance metrics for the four feature sets acquired from the feature selection
algorithm, and the results were tabulated. The feature set that performs the best in terms
of identifying malicious traffic has been discovered.



266 M. I. Kareem and M. N. Jasim

2 Work’s Contributions

The following of the main contributions of this paper: -

1. To recognize DDoS attacks in SDN systems, we created a feature selection algorithm
for determining the importance of the features.

2. Training and testing six of the proposed classification algorithms based on the
CICIDS2017 dataset offline and reprocessing to build the best model considering
accuracy and compatibility with SDN flow statists in real-time. This is achieved by
the proposed Overall Process Algorithm.

3. Developed a PART classifier that is efficient because of both quick and accurate,
which achieved a high level of accuracy when it was tested on the CICIDS2017
database for DDoS detection.

3 ML Related Work

Recent developments inML approaches have facilitated improvements in the categoriza-
tion and forecasting of attack traffic [14]. The detection of DDoS can be accomplished
using a variety of different ML strategies. Techniques from the field of ML are utilized
in many different industries to solve difficult challenges [15]. These efficient techniques
have been used to detect distributed denial of service attacks by a researcher, as detailed
in Table 1.

Table 1. DDoS-Detection using Machine Learning

No Ref Technique
name

Features Results Discussion

1 [16] Binary Bat
algorithm
Random Forest

The dynamic set
of features

This project is primarily driven by
two processes: Detecting network
anomalies can be done by
monitoring network traffic. As a
classifier, Random Forest is used,
while the Bat Algorithm is used to
choose features

2 [17] ASVM The average
number of bytes
in a flow, the
average number
of flow packets,
Flow packets and
flow bytes come
in different sizes.
The normal
amount of time

The model will take a sample of
the traffic and then submit it to the
ASVM classifier so that it can
identify whether or not an attack
has occurred

(continued)
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Table 1. (continued)

No Ref Technique
name

Features Results Discussion

3 [18] Long
Short-Term
Memory and
Fuzzy Logic

bits/s,
packets/s,
source IP entropy,
destination IP
entropy,
source Port
entropy,
destination Port
Entropy

In SDN contexts, this paper
proposes a solution for detecting
and mitigating Distributed Denial
of Service (DDoS) and Portscan
attacks (LSTM-FUZZY). The
three phases of the LSTM-FUZZY
system described in this study are
characterization, anomaly
detection, and mitigation. The
dataset used was CICDDoS 2019

4 [19] The entropy
variations

the destination IP
address and the
threshold

It is observed that early detection
is possible, the attack can be
detected as early as in the first
250–500 packets of the randomly
generated traffic

5 [20] Naive Bayes,
K-Nearest
Neighbor,
Decision Tree,
and Random
Forest are also
utilized and
compared with
the SVM

The necessary
statistics are used
as features

The suggested approach starts by
sending regular and attack traffic
flow packets across the network.
When packets arrive at the
controller, the headers are
extracted and appropriate flow
calculations are performed to get
the required characteristics. The
characteristics are utilized to
construct a dataset for the linear
support vector machine classifier.
The kernel radial basis function is
used to train the model using the
classifier. Weaknesses: no list
features, use source IP as a feature

(continued)
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Table 1. (continued)

No Ref Technique
name

Features Results Discussion

# Our Proposed PART
Classifier

Subsets features Use new features in SDN by
extracting applicable features in
SDN (We applied IP flows
collected from the SDN POX
controller through emulation on
Mininet. On the other hand, in the
second scenario, the CICIDS2017
dataset was applied). Source IP is
not used features to avoid spoofed
IP. Proposed Semi-Supervised.
Both Training and Evaluation are
offline setups. Realtime is
proposed with less testing time aa
and a high accuracy rate. Applied
two Datasets; CICIDS2017 and
CICDDoS2019

4 The ML Algorithms

Using ML techniques, the proposed system creates a classifier that can detect DDoS
attacks. According toDas andBehera (2017) [21],ML amethod of learning that involves
developing a mathematical model to predict outcomes or establish a classification based
on historical data. Past data is input into the learning process in the form of a huge
dataset with a variety of attributes. This research applies six ML classifiers to complete
the binary classification challenge. The classifiers are Random Tree, Random Forest,
J48, REP Tree, and Partial Decision Tree [3, 22–24].

5 The Proposed System

The proposed system has main stages shown in Fig. 1. The proposed system model
integrated with a POX controller was proposed for detecting DDoS attacks. There are
three modules in the system model. The first part of the system is called "Statistics
Collection and Monitoring," and it monitors network traffic and is the one who first
spots DDoS attacks. The second component, DDoS Detection, ensures that the traffic
identified as attack traffic is, in fact, attack traffic, while the third component, Mitigation,
creates and enforces rules to block attack flows. Figure 1 depicts the real-time DDoS
detection system. This stage is heavy and deep traffic analysis by ML techniques, which
is of DDoS detection, theML algorithms able to determine their normal/abnormal traffic.

5.1 Description of Dataset

This study will make use of the dataset that was collected during CICIDS2017 [25]. It
was decided to download the CICIDS2017 dataset with all of its eighty-four features. It
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Update flow table / 

Send traffic to the 

honeypot

Inform controller

END

Accordingly dictates 

the switches to update 
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Inform controller

Inspect traffic

Yes

Incoming flow packets

Attack 

traffic?

Forward traffic to the 

PART classifier 

No

Fig. 1. The block diagram of proposed system

is a well-known and relatively recent benchmark dataset that has been put to use for the
purpose of both training and testing ML models.

5.2 Preprocessing and Feature Selections

In this study, the preprocessing resolve that test Dataset issues with NaN values and
duplicate columnswere eliminated during the initial round of data cleaning. Two features
in this file have the name Fwd Header Length, making it redundant; therefore, one of
them is eliminated. The normal method of scaling was utilized.

The proposed building mechanism’s feature selection is depicted in Fig. 2. Prepro-
cessing of the training data will be done initially by the proposed system.

The feature selection set-up algorithm is used to pick an optimal attribute that dis-
tinguishes abnormal traffic from regular traffic. The attack classes in the CICIDS2017
dataset are somewhat unbalanced. The datasets include attributes that aren’t relevant for
detecting attacks.

The variance-based feature selection approach is proposed to identify useless fea-
tures among 84 features as the initial phase in ML process. When an applied variance
features selection technique, eliminated 20 useless features. So, remain 64 features in
CICIDS2017 dataset. After then, study flow features in SDN, there are found that most
features in CICIDS2017 data are not applicable with SDN packet features. Algorithm
(1) is demonstrated the features selection process. The proposed features selection up
algorithm is filtration 14 applicable and useful features.
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Fig. 2. The system Flow of build of the classifier
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In this work, according to the features selection through set-up algorithm (1),
Filtration 14 features among 84 features. Table 2 shows 14 selected features.

Table 2. Applicable features with SDN flow

No Feature name Description of features

1 SourceIP Source IP address

2 DestinationIP Destination IP address

3 SourcePort Source port number

4 DestinationPort Destination port number

5 Protocol Types of protocols (e.g.: tcp or udp)

6 FlowDuration Duration flow in MS

7 TotalFwdPackets Total packet in the forward direction

8 FlowPackets/s Number of packets bytes per second

9 FlowIATMean Mean of the time between two packets sent in the flow

10 FlowIATStd Standard deviation of the time between two packets sent in the flow

11 FwdIATTotal Total of the time between two packets sent in the forward direction

12 FwdIATMean Mean of the time between two packets sent in forward direction

13 FwdIATStd Std of the time between two packets sent in forward direction

14 FwdPackets/s Number of forward packets per second

The next subsection is to develop classifier models using various ML techniques.

5.3 Selection of Classifiers

A utilized the CICIDS2017 dataset to develop classification models using various ML
approaches after identifying optimum feature subsets. According to algorithm 2, exploit-
ing the performance of several types of learning models, uses J48, Random Forest (RF),
REPTree (REPT), PartialDecision tree (PART),RandomTree (RT), andDecisionStump
(DS), which are all standard supervised learning approaches. The best classifier will be
applied real-time as SDN app to detect DDoS attack in SDN environment.
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Based on algorithm 2, the features were chosen, as subsets (see Table 3). Finally,
the six classifiers are tested using the test dataset to determine the performance of the
proposed method, which relies on both fast and accurate parameters.

Table 3. Features Set

No Set no Number Features in sets No. Features

1 Feature set 1 4,5,6,7,8,9,10,11,12,13,14 11

2 Feature set 1 4,7,8,9,10,11,12,13,14 9

3 Feature set 1 4,7,11,12,13,14 6

4 Feature set 1 7,11,12,13,14 5

6 Discussion of the ML Classifiers Results

Using the three performance measures, the performance of classifiers and feature selec-
tion was evaluated. There are three performance measures: Testing time, Tree size, and
Accuracy. Accuracy reflects the accuracy of the algorithm in detecting attacks over both
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normal and attack packets. The accuracy is computing defined using Eq. 1.

Accuracy = TP + TN

TP + TN + FP + FN
(1)

This work used test mode by split 50% train, remainder test. It is used to help
of choosing the suited of ML classifiers. This mode can aid in the development of a
lightweight classifier model as well as the selection of important features, because make
balancing between accuracy and testing time.

Test time, which indicates the model rules’ testing time during the testing step, is
also calculated together with the other three evaluation criteria. The Tables 4, 5, 6 and 7
indicate the performance of classifiers in terms of concern in sets. Table 4 presents the
performance obtained from several classifiers (feature sets). Within the context of this
experiment, the 50:50 ratio split mode of split data was utilized.

When the data are analyzed, it is found that there are five classifiers that have an
accuracy that is more than 99% in feature set (1, 2, 3). These classifiers include the
REP Tree, Partial decision tree, Random Tree, Random Forest, and the J48 classifier.
The Random Forest classifier has a high level of accuracy, reaching 99.8%. However, in
order to get an accuracy score of 99.8%, the Random Forest classifier takes more testing
time than the other classifiers.

Table 4. Accuracy of Classifiers on Feature Sets with 8 Selected Features

ALGORITHM SET1 SET2 SET3 SET4

REPTree 99.85% 99.84% 99.76% 98.25%

DecisionStump 82.58% 82.58% 82.58% 82.58%

RandomTree 99.86% 99.89% 99.78% 98.30%

RandomForest 99.93% 99.92% 99.84% 98.54%

J48 99.87% 99.87% 99.77% 98.30%

PART 99.87% 99.82% 99.77% 97.87%

Table 4 shows the classifier’s spent time in testing rules with feature four sets. The
random forest classifier achieves the highest test time when using feature four sets.
While, the decision stump that lowest testing time lowest accuracy score for all feature
sets.

A decrease in testing time is observed when the number of features is reduced from
eleven to five. It should also be noted that feature set3 contains six features, the test time
of the PART, and REP tree classifiers lowest value than another four classifiers.

For features sets, Figs. 3, 4 and 5 provide a comparison of classifier accuracy, testing
time, tree size.

Figure 3 illustrates the evaluation of classifiers for each of the four feature sets. The
Random Forest and Partial decision tree classifiers achieve the best accuracy of 99.93%
and 99.87 for feature set 1 with all 11 features. With 11 features, the PART, REP Tree,
J48, and Random Tree classifiers get the highest accuracy.
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Table 5. Classifier testing time on Feature sets

ALGORITHM SET1 SET2 SET3 SET4

REPTree 0.23 0.11 0.08 0.12

DecisionStump 0.27 0.08 0.12 0.14

RandomTree 0.19 0.15 0.17 0.11

RandomForest 2.82 2.74 3.21 12.59

J48 1.34 0.23 0.17 0.15

PART 0.23 0.18 0.1 0.29

Table 6. Classifier Tree size on Feature set 3 with 6 Selected Features

Algorithm Tree size

REPTree 289

DecisionStump 22

RandomTree 1179

RandomForest 1599

J48 325

PART 65
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Fig. 3. Classifier’s accuracy for four Feature Sets

Figure 4 depicts classifier testing time for the four feature sets. The testing time has
huge impact of performance in real-time constant, when it is increase lead to decrease the
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performance and verse versa. With feature set4, the testing time of classifiers J48, Deci-
sion Stump, REP Tree, and PART remains the same but Random Forest was registered
highest testing time.
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Fig. 5. The classifiers’ tree size

Figure 5 represents the tree size, which is the number of rules that will be approved
for each classifier. With a dimension that explains to us what is the best classifier in
terms of accuracy according to the form, it has become necessary to identify the best
classifier in terms of test time and the fewest number of rules according to the result of
performance in the Figs. 4 and 5, also shows that the classifiers have different accuracy
and different tree sizes. So, in this case, must create a balance to find an efficient classifier
with high accuracy and small tree size, so it becomes a high performance when applied
in real-time detection of DDoS attacks.

Analyzing the results of the six classifiers on the three performancemeasures for each
of the four feature sets, we find that feature set 1 with all features gets the best overall
classifier performance. In this study, we use features selected from the CICIDS2017
dataset using an algorithm 1 that, according to our experiments, DDoS attacks can be
identified with 99.87% reliability.

The best accuracy score for each feature set is summarized in Table 7. When all
11 features were used, the Random Forest classifier achieved the highest accuracy of
99.92%.
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While conducting the classification with six features, found that PART is lightweight
and high accuracy. According to tests of set3, as shown in Figs. 3, 4 and 5, this result has
been proved that the PART classifier is the best depending on achieved 99.77% accuracy
by using 65 rules and testing time 0.1 MS, while random forest achieved 99.53% with
set 4 by using 1599 of rules set and testing time 3.21 MS.

Table 7. Accuracy Score is determined by the best feature.

No N. of features set Features High accuracy

1 Feature set 1 4,5,6,7,8,9,10,11,12,13,14 RandomForest; 99.92%

2 Feature set 2 4,7,8,9,10,11,12,13,14 RandomForest; 99.92%

3 c 4,7,11,12,13,14 PART; 99.77% and
RandomForest; 99.83%

4 Feature set 4 7,11,12,13,14 RandomForest; 98.53%

7 The Validation of PART Classifier using CICDDoS2019 Dataset

The validated PART classifier using CICDDoS2019, to ensure that the response was
appropriate. Up to this point, high accuracy has been achieved 99% with both SYN and
UDP attacks.

The test time was reported as 1.59 s when 11 features were used to verify the effec-
tiveness of the proposed PART classifier in relation to the CICDDoS2019 dataset with
SYN attach; however, the test time that was taken to test model was 0.87 s.

8 The SDN Environment

This section describes the experimental setup and technologies used to test the perfor-
mance of proposed PART model and the framework’s viability in an SDN environment.
To get the best security mechanism, the method of detection and prevention DDoS attack
must be executed. To achieve this method, POX controller [26] with the open virtual
switch (OVS) will be used. To generate flow packets, the “scapy” tool [27] has used
besides the proposed algorithm.

8.1 The Implementation Environment and Tools

Multiple platforms were used for the simulations and analyses. Our detection technique
is primarily tested in a Windows 10 environment with a 2.60 GHz Intel Core i7-6600U
processor and 16 GB of RAM. Currently, there are two virtual machines active in this
setting (Mininet and POX controller). Normal traffic can be initiated using the Scapy
tool prior to an attack being launched.
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8.2 The SDN Network Configuration

Our experiment begins with the selection of Mininet as the network emulator and POX
as the controller platform. The detecting APP will function independently within the
L3 Learning module. This allows the controller to perform additional activities, such as
installing flows and validating DDoS attacks. A victim node in the Mininet network is
the target of both normal and attack traffic generated by a client in the SDN network.
Analyze the outcomes of an assault on a virtual host using Mininet and our detection
approach. The client IP addresses range from 10.0.0.1 to 10.0.0.8.

As shown in Fig. 6, eight hosts, 3 OVS, and a single POX controller are imple-
mented for this research. The average network contains 12 network devices; neverthe-
less, because of a lack of resources, the test in the previous section was designed to
simulate the same kinds of situations that occur in large networks. We developed and
validated the efficacy of our approach in a real time context by first creating a virtual
network.

Fig. 6. Mininet topology of 3 switches and 8 hosts with single POX Controller

Scapy imports functions such as sendp, IP, UDP, Ethernet, and TCP. It is used in
this study to generate UDP packets with different payloads and traffic intervals (inter =
0.025) for DDoS traffic whereas normal traffic, the interval will be 0.1 s (inter = 0.1).
Figure 7 depicts the attacks traffic generated by the Scapy script in a virtual host (h1).

The topology and parameters for simulating attack traffic with multiple victims is
the same as those for simulating normal traffic. In this attack scenario with multiple
victims, the four packets per second are being used for legitimate traffic. As expected,
the attack is found by the algorithm in first a second.

The time it takes to find out about a DDoS attack is first second. It is safe to say that
the PART algorithm does a good job of telling the difference between normal traffic and
DDoS traffic that is being used to attack.
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root@mininet-vm:~/mininet/custom# python launchAttack.py 10.0.0.8  ['10.0.0.8']

125.122.177.248

<Ether  type=0x800 |<IP  frag=0 proto=udp src=125.122.177.248 dst=['10.0.0.8'] 

|<UDP  sport=http dport=1 |>>>

Sent 1 packets.

252.247.14.220 <Ether  type=0x800 |<IP  frag=0 proto=udp src=252.247.14.220 

dst=['10.0.0.8'] |<UDP  sport=http dport=1 |>>>

Sent 1 packets.

190.59.1.84 <Ether  type=0x800 |<IP frag=0 proto=udp src=190.59.1.84 

dst=['10.0.0.8'] |<UDP  sport=http dport=1 |>>>

Sent 1 packets. 

217.227.47.14 <Ether  type=0x800 |<IP  frag=0 proto=udp src=217.227.47.14 

dst=['10.0.0.8'] |<UDP  sport=http dport=1 |>>>

Sent 1 packets. 

221.225.119.212 <Ether  type=0x800 |<IP  frag=0 proto=udp src=221.225.119.212 

dst=['10.0.0.8'] |<UDP  sport=http dport=1 |>>>

Sent 1 packets. 

101.101.142.97 <Ether  type=0x800 |<IP  frag=0 proto=udp src=101.101.142.97 

dst=['10.0.0.8'] |<UDP  sport=http dport=1 |>>>

Fig. 7. Traffic Generation using Scapy

8.3 Comparison of Recent Works in SDN Network

The accuracy of evaluation obtained in recent works is highlighted in Table 8, which
can be found below.

Table 8. Previous Works are Compared with Our proposed PART classifier

No Authors Network Dataset Accuracy of the
classifier %

1 M. Khairi et al. [28],
2021

Mininet simulated Simulated generation 99.49%

2 C. Fan et al. [29],
2021

Mininet simulated Simulated generation 91.25%

3 A. Maheshwari et al.
[30], 2022

Mininet simulated CICDDoS2019 99.41%

4 Y. Liu et al. [31], 2022 Mininet simulated CICIDS2017 98.98%

# Our study Mininet simulated CICIDS2017 99.77%

99.96%

The proposed PART can detect DDoS attacks in a short time and with the fewest
number of rules (65 rules). These criteria were applied to the creation of lightweight
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models. Our proposed is used in SDN network to detection of DDoS attack in real-time
coordinate. The classifier by integrated with L3 module of POX controller to monitor
and collect flow statistics and then identify the traffic.

9 The Conclusion

In this study, twoCIC datasets are used to examine the performance of six supervisedML
methods. Performance indicators were used, including testing time, tree size (number
of rules), and accuracy.

The proposed PARTmodel with the features set3 is able to detect DDoS attacks with
a high degree of accuracy when compared to earlier related works.

The experience of the set3 with six features revealed that PART performed, with an
accuracy of 99.77%. It a noteworthy that the high accuracy remains in both the datasets.
The proposed PART classifier achieves high efficiency with lower time consumption
when used in real-time in an SDN environment for DDoS attack detection. The average
detection rate of a DDoS attack is determined within the first second. It is safe to say
that the PART algorithm outperforms the other techniques in distinguishing the nor-
mal/abnormal traffics. The early detection using PART classifier is suited to save the
network resources and a have a higher accurate prediction.
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