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Preface

The Proceedings of the 19th International Conference on Computing in Civil
and Building Engineering (ICCCBE) presents findings concerning current and
future applications of computing in a wide range of civil and building engineering
disciplines.

The conference was the latest in a sequence of I[CCCBE International Conferences
being held for the first time in Africa where it took place in Cape Town, South Africa,
during 26-28 October 2022. It promoted innovation in civil engineering through
digital twin technology; geometric modelling; simulation and process modelling;
monitoring, information and communication technologies; big data, artificial intel-
ligence and machine learning software; robotics, automation and control; computa-
tional structural mechanics. The conference therefore provided a forum and a unique
opportunity for researchers and students from the African continent to interact with
members of the civil engineering community from around the world.

ICCCBE 2022 has received excellent support by researchers and practitioners all
across South Africa, with authors being drawn from numerous research and indus-
trial organisations. The Proceedings contains scientific contributions presented at the
conference, classified into a total of 16 themes split over two volumes. Only original
contributions were considered for inclusion. All papers submitted were subjected to
a full process of double-blind peer review. The review of manuscripts was under-
taken by the members of the Scientific Advisory Board and other identified leading
experts, acting independently on one or more assigned manuscripts. This invaluable
assistance, which has greatly enhanced the quality of the Proceedings, is gratefully
acknowledged.

Special acknowledgments are due to our supporters and partners in the industry:

e CIOB
e SSD
e SAICE



vi Preface

Finally, the editors wish to thank the authors for their efforts towards producing
and delivering papers of high standard creating a base for discussion and providing
suggestions for future development and research.

S. Skatulla
H. Beushausen
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UAYV Image-Based Defect Detection )
for Ancient Bridge Maintenance i

Zhaolun Liang, Hao Wu, Haojia Li, Yanlin Wan, and Jack C. P. Cheng

Abstract Ancient bridges lack adequate maintenance strategies and public attention
compared to modern bridges. The current bridge maintenance standards are tailored
for modern bridges and cannot be directly applied to ancient bridge maintenance
because of differences in structure designs and construction materials. Besides, due
to the urban development and the evolution of traffic, the frequency of using the
ancient bridges has tapered off; people gradually elided the maintenance of ancient
bridges. Nevertheless, some ancient bridges still serve as integral hubs in the trans-
portation network and require more inspection due to their common features of
aging structures and complex damage history. Previous studies have mainly applied
sensor-based analysis for structural deformation problems in ancient bridge health
monitoring. The mainstream inspection technologies include sonic transmission,
radiography, infrared thermography, and ground-penetrating radar (GPR). However,
these methods can only partially depict the interior condition of the bridge, and
are time-consuming and complicated to implement in practice; their feasibility on
ancient bridge maintenance is debatable. This paper proposes an image-based detec-
tion method to provide an effective solution for the maintenance of ancient bridges
using Deep Neural Networks (DNNs). A masonry arch bridge in Hong Kong, built
in the 1880s, was investigated. Unmanned Aerial Vehicles (UAVs) were deployed
to collect the bridge surface information, and a 3D model generated with Structure
from Motion (SfM) was preserved for further bridge health monitoring. In addition,
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an assessment criterion was purposed to evaluate the ancient bridge health condition,
which is beneficial for the decision-making on ancient bridge maintenance.

Keywords Ancient bridge maintenance - Deep Neural Networks (DNNGs) -
Unmanned Aerial Vehicles (UAVs)

1 Introduction

Bridges act as a significant role in linking one area to another, making it possible for
the transportation network to expand and function. As a fundamental infrastructure of
a nation, bridges are designed to carry pedestrians, road traffic, trains, or even canals
for waterborne transport. Each day, thousands of cargos and people pass through
the bridges; these activities create numerous economic values and keep people
connected. Among the many types of bridges in the present world, beam bridges are
the most general ones due to their cost-effectiveness. Cable-stayed bridges, suspen-
sion bridges, and arch bridges are also commonly built in many regions. Those
bridges are mainly constructed with concrete, steel, and brick materials followed
by modern standardizations, allowing them to be inspected systematically with the
corresponding specifications.

Bridge inspection is pivotal in civil infrastructure maintenance, enabling engineers
to discern trivial defects and potential problematic regions before they grow into irre-
trievable issues. Despite the difference in regulations and practices around the world,
inspecting a bridge is mandated at least once every two years in most countries [1].
The inspection procedure is conventionally carried out by the bucket truck, which is
also known as the “snooper truck” [2]. Atits core, a man-carrying bucket is fitted at the
end of the hydraulic pole on the truck, where the workers can complete their inspec-
tion jobs safely on the lifted bucket underneath the bridge. There are four mainstream
bridge inspection methods: superficial, routine, principal, and special inspections [3].
Routine and principal inspections refer to periodic and detailed inspections, where
special inspection is applied to investigate the specific bridge problems. During the
inspection, inspectors often use four common techniques; they are visual, acoustic,
thermal, and ground-penetrating radar [3].

In contrast to modern bridges, there were no consistent standards for the construc-
tion of ancient bridges. The earliest bridges were spans made of wooden planks or
stones with simple supports and crossbeam arrangements. The origin of arch bridges
can be traced back to the Roman Empire thousands of years ago, some of which
are still standing today. In European countries, many stone arch bridges remained
a crucial component of modern transportation networks. Brick and mortar bridges
were later invented, and rope bridges were found to be used in South America in the
1500 s. During the eighteenth century, engineers designed timber bridges, followed
by the development of steel bridges in the nineteenth century after the emergence
of the Industrial Revolution. Up to now, the arch bridge is the one with the greatest
number preserved by relatively intact structures amidst all ancient bridges. Two
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typical examples are the Pons Fabricius Bridge [4] in Italy and the Anji Bridge [5] in
China, which were built in 62 B.C. and 605 A.D., respectively. Due to its distinctive
design and prominent performance of resistance, the arch bridge is still considered
one of the most popular solutions to span ariver, valley, or gorge nowadays. However,
unlike modern arch bridges built from reinforced steel and concrete, ancient arch
bridges were prevailing constructed with natural materials, which limited their plia-
bility. With repeated applied stresses and the effects of efflorescence, disintegration
and cracking may occur over time between the mortar and the natural materials,
leading to structural problems in ancient arch bridges. Because of its representative-
ness among ancient bridges, a masonry arch bridge was investigated as the research
subject in this paper.

It is generally known that the longer the time, the greater the opportunity of
the object being damaged, and this also applies to ancient bridges. Ancient bridges
have accumulated more injuries than modern ones and undertook many circles of
stresses to their surfaces and internal structures. Therefore, it is imminent to see
that additional maintenance is added to prolong the lifespan of ancient bridges.
Unfortunately, current specifications only focus on the inspection and maintenance
of recently built bridges, while the maintenance of ancient bridges lacks explicit
provisions. One reason is that variations in characteristics such as modality, material,
age, and span make ancient bridges difficult to be classified. Another ground is that
the use of bridges built earlier as main transport arteries is becoming less and less
frequent, as the development of advanced transportation networks relied more on
modern bridges in the present day. So far, many countries and regions have begun
to pay more attention to the maintenance of ancient bridges, as many are still being
used as the main traffic routes. However, the problem of lacking inspection remained
unaddressed in the overwhelming number of ancient bridges around the world.

2 UAV-Based Ancient Bridge Inspection

2.1 Background of UAV-Based Inspection

Although traditional inspection tasks are performed by professional inspectors, it
still faces the problems of low efficiency and high cost [6, 7]. One major challenge in
the inspection task is the difficulty of accessing the corner and bottom of the bridge.
Another challenge is the complex environment during the bridge inspection process.
In some cases, the inspection work consumes considerable time to inspect all the
details of the bridge. Safety is another concern, while falling from the bridge would
be a fatal accident [7].

With the development of aerial robotics, UAVs (Unmanned Aerial Vehicles) offer
bridge inspectors a solution to overcome the problems discussed above. UAVs, by
another name, are drones and can be defined as a class of automated or remotely
controlled aircrafts. Nowadays, most commercial drones are equipped with wireless
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transmission and camera systems. The operator can visualize and capture the images
by the remote controller, which can protect the inspectors from danger. Due to the
drone’s highly autonomous controller and agile flying ability, it can improve its
working efficiency significantly [8]. The UAV can be divided into several types,
including fixed wing, airship, helicopter, and multirotor [8, 9]. Researchers have
tried different platforms for the inspection task. Fixed-wing drones are suitable for
long-distance and large-scale surveys, but inspecting the side of constructions is
strenuous. Meanwhile, airship and helicopter drones are inappropriate for conducting
civil infrastructure inspections due to their massive size. Multirotor drones can take
off and land vertically in a tiny space and hover stably in the air. With the assistance
of gimbals, multirotor can take images from different angles. Benefiting from these
advantages, the multirotor is more suitable for bridge inspection tasks.

Today, UAVs are used in civil engineering to solve various problems with high-
definition cameras. Kumar et al. [10] employed the UAV to perform the damage
detection task and achieved the automatic detection pipeline. Ellenberg et al. [11]
developed a monitoring system for the bridge using UAV. Costa [12] and Alvares [6]
applied the UAV in the working progress monitoring and safety checking. Predictably,
the use of UAVs in the construction industry will increase in recent years with the
innovation of technology; this trend can further promote the application of UAVs
becoming more sophisticated in civil engineering fields, such as bridge inspection.

2.2 Significance of UAV-Based Inspection for Ancient
Bridges

UAVs are flexible platforms that can inspect areas inaccessible to manual inspectors.
In manual inspection, regions such as corners, bearing connections, and underneath
bridge regions are difficult from being viewed by inspectors due to spatial constraints.
The bridge inspection truck, also named the “snooper truck”, will be employed to
inspect those hard-to-reach regions. For some ancient bridges, the primary issue is
the difficulty of deploying the snooper truck to the work site. One reason is the
concern of potential deficiencies caused by structural deterioration, where some
ancient bridges may not be able to withstand the load of a truck; another is due to
environmental and geometric limitations of the bridge. For example, it is challenging
for a working platform on an inspection truck to pass under narrow or various ancient
bridge structures. Accordingly, many ancient bridges are still not well inspected
despite the massive development of today’s bridge inspection technologies.
Nowadays, it is a norm to apply non-destructive testing (NDT) [13] techniques for
ancient bridge inspection and monitoring. NDT methods are prevalently adopted in
civil engineering surveys because they do not introduce any damage to the struc-
ture of infrastructures. NDT methods for ancient bridge inspection applications
include infrared thermography [14], sonic transmission [15], seismic reflection [16],
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ground-penetrating radar (GPR) [17], electrical impedance tomography [18], radio-
graphy [19], and laser scanning [20]. Different NDT approaches have their unique
operational principles:

e Infrared thermography discovers the subsurface defects based on the radiant
energy captured by the specialized camera;

e Sonic transmission and seismic reflection can investigate the internal flaws using
sound waves;

e Ground-penetrating radar detects the irregularities in the subsurface with radar
pulses;

e FElectrical impedance tomography allows the formation of 3D tomographic images
for particular body parts by measuring the surface electrical properties;

e Radiography records the internal view of an object by penetrating it with
electromagnetic radiation;

e Laser scanning describes the object surface by generating its 3D point clouds with
laser beams.

However, adopting the above NDT methods for ancient bridge inspection normally
requires professional knowledge and skills. Their implementation is also accompa-
nied by excessive time consumption for equipment manipulation and data analysis.
Furthermore, their application in bridge inspection is significantly restricted by the
surrounding environment and equipment size. Lastly, the limited interior bridge infor-
mation obtained by most sensor-based technologies during each detection can hardly
be utilized to assess the health of entire ancient bridge. Hence, employing a vision-
based inspection of the ancient bridges is more straightforward and efficient than
using the sensor-based NDT methods.

The UAV-based inspection provides an effective solution to the ancient bridge
inspection as three major advantages brought by this robotic application: access to
more informative data, faster inspection speed, and safer working environment. In
many cases, inaccessible areas can be inspected by adjusting the angle of the mounted
camera and the aerial position of the UAVs, which provides adequate information
for a comprehensive assessment of bridge health. Concurrently, UAVs allow faster
inspections than human inspectors due to their inherent high maneuverability and
wider field of view. Most importantly, the entire inspection was carried out using the
UAVs without imposing any load on the bridge. The deployment of UAVs to inspect
ancient bridges does not cause any damage to the structure, which further ensures the
safety of the inspection procedure. In general, due to the various benefits offered by
UAV applications, it is possible to make UAV-based inspections a universal approach
for most ancient bridge inspections.

2.3 Crack Segmentation

Today, implementing deep neural networks has become a trend in engineering appli-
cations because it can solve the problems of low efficiency and impracticality faced
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by traditional industries. In traditional bridge inspection, detecting defects is labo-
rious, while using deep learning models can detect bridge defects automatically with
higher efficiency and accuracy. In this research, the segmentation network U-Net [21]
is employed, instead of using the object detection networks. Because the bounding
box given by the object detection network will contain multiple objects in the same
box, the operator may be confused when detecting defects using this method. For
segmentation, a pixel-wise mask is generated for each object in the image, where
irrelated issues will be excluded. Two popular architectures, VGG16 and ResNet_
101, are used as transfer learning architectures to enhance the model performance
in this research. U-Net, known as its “U”-shaped structure, is a typical segmentation
model that can be simply viewed as two parts. The first part of U-Net is used for
the feature extraction, while the second part is the feature convergence network. The
output of the U-Net model has the same size as the input image with high resolution,
and each pixel is classified into a certain class.

2.4 Evaluation Metrics

To evaluate the performance of the proposed models, the evaluation metric is adopting
IoU (Intersection over Union) and Dice, where Dice is also called “F1 score”. For
object detection methods, the typical evaluation metrics are precision and recall,
which represent the correct prediction rate in positive samples and ground truth,
respectively. It is inappropriate to use precision and recall in a segmentation problem
because they cannot describe the classification of pixels. The IoU and Dice metrics
are used in segmentation problems as they represent the overlapping between the
predicted output and target mask. In general, the Dice coefficient often gives a higher
score than the IoU. Below are the expressions of IoU and Dice:

TP
IoU=———+ (1)
TP+ FN+FP
. 2xTP
Dice = 2)

(TP +FN)+ (TP + FP)

In this paper, TP (True Positive) indicates the prediction of a defect on the ancient
bridge is correct; TN (Ture Negative) indicates the prediction of a non-defect object
is correct; FP (False Positive) represents the prediction of a defect on the ancient
bridge is wrong; FN (False Negative) represents the prediction of a non-defect object
is wrong.
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2.5 3D Modelling of Ancient Bridges

A 3D model of the target bridge will be generated using the images captured by UAVs,
and the digital bridge information can be stored in the database for bridge health
monitoring in due course. After acquiring the bridge images from UAVs, the method
of Structure from Motion (SfM) [22] will be employed to reconstruct the 3D model of
ancient bridge. Using techniques such as Scale-Invariant Feature Transform (SIFT)
or the Speeded-Up Robust Features (SURF), correspondences between images can
be determined, and a 3D model of the bridge can be generated as a result. In SIFT,
the points of interest of the objects are first detected and stored in the database. Then,
features extracted from new images were used to compare with the key points in the
database to find the matches based on Euclidean distance. A feature enhancement
approach, Difference of Gaussians (DoG), is applied to obtain the features from
the images. Knowing the match information and filtering out false matches, the
object location, scale, and orientation can be computed. With sufficient matches and
feature trajectories, the 3D positions of the object can be determined, along with the
parameters for camera pose and calibration. Eventually, two-dimensional imagery
information can be converted into three-dimensional form.

2.6 Ancient Bridge Maintenance

Based on the obtained detection results and the 3D reconstruction model, successive
bridge maintenance strategies can be introduced as the defect information has been
revealed. However, there is no standard specification for the maintenance of ancient
bridges. In this paper, an evaluation criterion of health conditions for ancient bridges
and the corresponding maintenance strategies are proposed for reference. First, the
health condition of the ancient bridge can be classified into 1 to 5 levels. Level 1
indicates the bridge is in good condition, and so on; level 5 indicates that the bridge
has critical problems and cannot be used. The criteria of the ancient bridge health
condition assessment are listed in Table 1. The assessment is referenced to the modern
bridge appraisal; the difference is that each ancient bridge has a different degree
of deterioration. With the assessment of the bridge health level, the corresponding
measurements can be determined. Table 2 shows the possible defects and the causes
for these phenomena and provides solutions for each health level of the ancient
bridges.

Worth mentioning, all ancient bridges were not designed to carry the modern
traffic volume, but using ancient bridges as the main transport networks is prevalent
in some regions. For example, some ancient bridges were assigned traffic volumes
including pedestrians, cars, and heavy trucks; some century-old bridges have been
incorporated into the railway system and given the mission of rail transportation.
Bridges in these conditions require particular cautiousness and extra attention, as
structural deformation can easily occur when ancient bridges experience unexpected
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Table 1 Definition of health condition levels of ancient and modern bridges

Health Description of ancient bridge Description of modern bridge
condition
level
1 Minimal deterioration; no major impact on Well condition; robust functionality
bridge functions
2 Mild deterioration; capable to maintain normal | Minor defects; no major impact on
functions bridge functions
3 Moderate deterioration; pedestrian passage Moderate defect; capable to
allowed; additional loading not recommended | maintain normal functions
4 Severe deterioration; normal use cannot be Severe defects on major
guaranteed components; normal use cannot be
guaranteed
5 Critical deterioration; out of service Critical defects on major
components; out of service

Table 2 Possible defects of ancient bridges with different health condition levels and corresponding
maintenance measures

Health
condition level

Possible defects

Possible causes

Maintenance measures

1

A small number of
cracks, plants, minor
spalling, or other defects
on the bridge surface

Aging process;
environmental effects
such as sunlight, rain,
and wind, etc

Maintain regular
inspection

2 Some defects such as Aging process; Carry out detailed
cracks, spalling, plants, | environmental effects inspection on demand
molds, and efflorescence | such as sunlight, rain,
on the bridge surface/ and wind, etc
subsurface;
no structural deficiency

3 Some deteriorations on | Aging process; The bridge should not be
bridge surface; mild environmental effects; subjected to heavy loads;
structural deficiencies long-term loading restoration works need to

be settled soon

4 Severe deteriorations on | Aging process; Prohibit bridge
bridge surface; several | long-term loading; accessibility; carry out
structural deformities environmental effects; rehabilitation work as

transient loading due to | soon as possible
the modern traffic

5 Critical deterioration on | Aging process; transient | Restrict all access;

bridge surface; severe
structural deformities on
bridge components

loading; natural disasters
such as land sliding,
heavy storms, flood, etc

consider demolishing the
bridge or permanently
banning its use
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loads. In general, most ancient bridges are experiencing the slow effects of envi-
ronmental problems such as sunlight and rain. It is inevitable to induce a gradual
deterioration of bridge components and triggers many potential problems for the
entire bridge structure.

3 Experiment

3.1 Site Condition

The experimental site was chosen the stone bridge located at Tai Tam Tuk Reser-
voir, Hong Kong. The Tai Tam Reservoir Stone Bridge was built in 1888 as an arch
bridge with vehicular and pedestrian access. Since the bridge has constructed about
130 years, the surface has been covered with plants, mosses, and molds. Below the
bridge is a reservoir, where the water level rises or falls with the seasons. Due to the
water level and the limited arch space, performing traditional manual inspection for
the Tai Tam Stone Bridge is not feasible. Moreover, applying other inspection tech-
nologies to the entire bridge, such as laser scanning, sonic tomography, or ground-
penetrating radar is not applicable as there is no appropriate space for equipment
installation and operation. Thus, conducting a UAV-based inspection is preferred in
this experiment because UAVs can not only eliminate the effects caused by geometric
constraints but also provide information about the bridge from different perspectives

(Fig. 1).

3.2 Implementation of RTK

The DJI Phantom 4 RTK and D-RTK 2 station were used in the experiment to achieve
better UAV positioning performance. RTK [23] is known as Real Time Kinematics,
a technique for correcting GNSS (Global Navigation Satellite System) errors. The
accuracy of RTK is measured in centimeters compared to the positioning accuracy
of GPS (Global Positioning System), which is measured in meters. In general, the
location of an object is computed by calculating the distance from satellites to the
GNSS receiver. The distance is related to the speed of the travelling signal and is
often accompanied by a delay caused by the Earth’s atmosphere. These delays will
induce computational errors in signal propagation, so GNSS receivers cannot provide
data with better than meter-level accuracy. In RTK, there are two receivers: one is
the static station fixed at a specific location, and another is the rover responsible for
data collection. In this paper, rover refers to the DJI Phantom 4 drone. In addition,
the RTK station can be replaced by an NTRIP (Networked Transport of RTCM via
Internet Protocol) service in certain scenarios. The GNSS errors can be eliminated
when two receivers in close proximity because signals observed by the two receivers
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Fig. 1 Tai Tam Stone Bridge

can be treated as identical. Furthermore, to achieve centimeter-level accuracy, RTK
uses carrier phase measurement to resolve the integer ambiguity problem. Carrier
phase measurement is an advanced technique for calculating the phase of the signal
wavelength; the distance between the satellite and the GNSS receiver can be deter-
mined accurately. In the experiment, owing to the high real-time precision of RTK,
the data acquisition is relatively safe and facilitates the post-processing of data. In
addition, the 3D reconstruction accuracy using SfM is further promised (Fig. 2).

3.3 Dataset and Operational System

In this paper, around 11,200 images from several public datasets [24—29] were used,
and all images were resized to 448 x 448. A total of 271 labeled images of the
Tai Tam Stone Bridge taken by UAVs were utilized to test the proposed method. In
practice, the model will have good performance if the image contains only cracks
and a pure background. However, detecting cracks and other defects is intricate in
reality as different objects will appear in the same image. To improve the robustness
of the proposed method, the images involved in the training include the categories:

e Pure cracks;
® (Cracks with moss;
e Cracks with blocky surfaces;
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e Cracks in a large context.

The experiment is conducted in an environment of Intel Core i7-6700 CPU @
3.4 GHz x 8, and an NVIDIA GeForce GTX 1070 GPU. It is clear that the operating
system used in this research is generic, which demonstrates the universality of the
proposed approach, as its replication cost is affordable.

4 Result and Discussion

The results obtained from the two proposed models are shown in Table 3. The IoU and
Dice coefficients of UNet_VGG16 are 0.4727 and 0.6012, while for UNet_ResNet_
101, the values of IoU and Dice are 0.3792 and 0.5021. Apparently, the combination
of U-Net with transfer learning of VGG16 is outperforming the U-Net with ResNet_
101. Examples of detection results are shown in Fig. 3. The outcomes indicate that the
proposed methodology can significantly localize the cracks in the images. A model
based on SfM has been created to provide a comprehensive view of the Tai Tam Stone
Bridge. Figure 4 shows the geometric bridge model, which is reconstructed using the
software “ContextCapture” from Bentley. As shown in the figure, the reconstructed
model with the aid of RTK is rich in detail. According to the detection results and the
information observed from the 3D model, the health condition of the Tai Tam Stone
Bridge is evaluated as level 2. The bridge has experienced mild deterioration and
can still undertake loads from vehicles and pedestrians. Some cracked areas, such
as the main road of the Tai Tam Stone Bridge, require to be examined in detail. The
following inspection can be carried out by NDT methods, such as chain dragging and
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Table 3 Performance of the
proposed models

Z. Liang et al.

Model IoU Dice
UNet_VGGl6 0.4727 0.6012
UNet_ResNet_101 0.3792 0.5021

hammer sounding to identify the delamination areas under the cracks by listening to
the sounds produced by vibrations.

(b) (¢)

Fig. 3 Example of detection results for bridge flank wall and deck images a original images
b detection results obtained by UNet_VGG16 ¢ detection results obtained by UNet_ResNet_101

Fig. 4 3D model of Tai Tam Stone Bridge
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Essentially, datasets in this research contain cracks in different occasions and
backgrounds to achieve the goal of generalization, but the concomitant is a decline
in the algorithm performance. Another concern regarding the model performance is
that the cracks with different backgrounds are not evenly distributed in the training
dataset. Last but not least, a problem revealed in this research is the lack of ancient
bridge images for training purposes. In future studies, the research direction could
be focused on developing a model capable of detecting multiple defects with higher
accuracy. Correspondingly, it requires more data to facilitate more robust predictive
performance to better solve the ancient bridge inspection problem. Collecting more
images of ancient bridges and building relevant datasets is of great significance for
the future image-based maintenance of ancient bridges.

In this experiment, it is noteworthy that UNet_VGG16 outperforms UNet_
ResNet_101, which is against common cognitions. Theoretically, the deeper or more
complex the network, the better the model performance. As the transfer learning part
of the model, ResNet_101 is expected to conquer VGG16 because ResNet_101 has
101 layers, while VGG16 contains only 16 layers. Additionally, ResNet (Residual
Network) has been proven to surpass VGG in many image detection studies because it
solved the problem of gradient vanishing and exploding by introducing the shortcut
connection, whereas plain networks such as VGG always suffer from such prob-
lems. However, the application of more advanced techniques does not make a model
perform better to some specific problems. Most deep learning models are developed
to solve problems observed in previous models, which cannot be simply inferred
that it will appear to work well on other occasions. Moreover, the detection process
is performed by U-Net, and the impact that transfer learning brings to the perfor-
mance of the final model is elusive. Thus, it is not impossible for UNet_VGG16 to
outperform UNet_ResNet_101.

5 Conclusion

This paper proposes an integrated method using UAV images for ancient bridge
maintenance. A criterion for the health condition of ancient bridges is established, and
corresponding measures are suggested for each health status. An ancient stone bridge
in Tai Tam Tuk Reservoir was chosen for the experiment. As a reservoir surrounds
the bridge and the inspection truck is not available to enter, employing UAVs has
become the primary option for the inspection. Defects on the bridge were segmented
using U-Net with transfer learning of VGG16 and ResNet_101. The results indicate
that the performance of UNet_VGG16 is better than the combination of U-Net with
ResNetl01. To improve the inspection performance, RTK was introduced in the
experiment to enhance the localization accuracy. Additionally, based on the SfM,
a 3D model is generated using UAV images to further monitor the target bridge.
With the obtained detection results and 3D model, the health condition of the ancient
bridge can be eventually assessed.
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In summary, the proposed methodology can provide useful guides to ancient

bridge maintenance. The UAV image-based inspection is considered beneficial in
ancient bridge inspection regarding automation, flexibility, and inspection deliver-
ability. In future research, by enhancing the detection model and acquiring more
ancient bridge images, UAV image detection can become more sophisticated and
thus can be expected to serve as a universal solution for the maintenance of ancient
bridges.
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Abstract As countries around the world gradually return to life before the Covid-19
pandemic, it is important for facility management divisions across education sectors
to use innovative technology and unique solutions to provide healthy and safe learning
environments. This research aimed to improve the management of educational build-
ings by leveraging innovative technologies. The first objective was to develop a
system for real-time occupancy levels within lecture venues. To achieve this, a branch
of artificial intelligence known as computer vision was combined with existing CCTV
cameras to count occupants in real-time. This was achieved by training a convoluted
neural network on a dataset of 15 000 images of ‘human bodies’ extracted from
Googles Open Images v6. The second objective was to measure indoor air quality. A
medical grade air quality device was placed within the assessed lecture venues and
real-time occupant count was correlated against real-time indoor air quality data. The
results from this study demonstrate the successful use of computer vision combined
with existing CCTV cameras to accurately count occupants in real-time. The study
utilised open-source Al resources and provides a method for further computer vision
research. Regarding indoor air quality within the assessed educational buildings, the
results of this study indicate that even under significantly reduced occupancy levels,
carbon dioxide accumulated within assessed venues, indicating inadequate ventila-
tion. The Covid-19 pandemic will not be the last pandemic we encounter. However,
facility management can utilise innovative technologies to ensure educational build-
ings are managed using data-driven strategies that ensure learning environments
remain safe and accessible spaces for students.
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1 Introduction

The Covid-19 Pandemic has emphasised that indoor air quality must be actively
managed to ensure safe indoor environments [12]. Educational buildings are spaces
where students and lecturers spend extended periods of time and are therefore high-
risk environments for airborne transmission of SARS-CoV2 [13]. Humancentric
designed and managed education buildings, that provide thermal comfort and clean
air, are fundamental for providing education and promoting the learning process [14].
Education buildings are often characterised by infrequent interventions for building
maintenance and environmental remediation [9].

Insufficient indoor air quality may lead to illness, student absenteeism, loss of
concentration, drowsiness and tiredness, as well as adverse health symptoms, such
as respiratory problems or headache, and decreased academic performance [1]. This
study aimed to improve the management of educational buildings by leveraging two
innovative technologies artificial intelligence and Internet of Things (IoT) devices.
The study used lecture venues at Nelson Mandela University as a case study to test the
effectiveness of a custom computer vision model that utilised existing CCTV cameras
within lecture venues to count occupants in real-time. The study also evaluated indoor
air quality of lecture venues by using a medical grade IoT device. For each assessed
venue real-time occupancy and indoor quality data was correlated.

2 Literature Review

2.1 [Indoor Air Quality in Learning Environments

Humancentric designed and managed education buildings, that provide thermal
comfort and clean air, are fundamental for providing education and promoting the
learning process [14]. Today human beings spend 90% of their lifetime in an indoor
space [14]. It is estimated that students spend 70% of their daytime in classrooms
making it is the second most important indoor space after their homes [15]. IAQ
in schools continues to be identified as one of the most critical factors affecting
students’ health [3, 5] and academic performance [8].

The quality of the classroom environment a significant impact on a student’s
learning process and performance and affects students’ physical and mental well-
being [10]. Students are exposed to numerous indoor air pollutants in classrooms,
the source of which can be existing outside and inside (Asif and Zeeshan 2020).
Education buildings are often characterised by infrequent interventions for building
maintenance and environmental remediation [9]. Indoor air quality (IAQ) in school
buildings is characterised by various pollutants, such as volatile organic compounds
(VOCs), aldehydes, particulate matter (PM2.5 and PM10), fungi and bacteria [9].

IAQ may lead to illness, student absenteeism, loss of concentration, drowsiness
and tiredness, as well as adverse health symptoms, such as respiratory problems or
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headache, and decreased academic performance [1]. To ensure minimum ventilation
rate to guarantee air quality conditions in educational buildings, ASHRAE Standard
62.1 (2010) sets the minimum ventilation rate for schools to 5 I/s per person, UK
standards between 8 and 9 /s per person Spanish regulation between 12.5 and 20 I/
s per person, French regulation between 4.2 and 5 I/s per person; and Portuguese
regulation between 6.6 and 7.7 1/s [1]. During experiments conducted by [16] carbon
dioxide concentration at the beginning of classes in all analysed classrooms was
below 1000 ppm, as recommended, however at the end of classes recorded CO,
level was between 1070 and 1506 ppm.

2.2 Importance of Building Occupancy

Occupant behaviour is recognised as a key factor contributing to the amount of energy
a building consumes thus making it difficult to predict building energy [7]. There
are several solutions being used for occupancy detection and estimation. Motion
sensors, Wi-Fi based, smart meters, camera sensors. However, the field of artificial
intelligence is rapidly being explored as a technology that can enable HVAC systems
to perform at optimised levels [7]. The actual energy performance of a building is
significantly impacted by the building occupants. Using technology advancements
to affordably collect occupant data from the building environment is crucial for the
efficient use of energy in a building [17].

Energy consumption within buildings includes the following main categories
heating, ventilating and air conditioning (HVAC) and lighting systems [18]. Globally,
the building sector is responsible for nearly 36% of the final energy consumption and
close to 40% of total direct and indirect CO, emissions [17]. The role of the built
environment in the in preventing a climate crisis is improving the energy efficiency
in buildings however, there is insufficient data on the factors that determine energy
use to meaningfully improve energy efficiency in buildings [19]. Designed versus
actual total energy are often significantly different and the reason for this is the poorly
understood role of human behaviour rather than the building design.

Collecting data to improve building operation and occupant behaviour is said
to be the next frontier in sustainable design [20]. Improvements to data collec-
tion processes, the accuracy of individual sensors, and the data obtained, has led
to progress in the areas of (i) occupant movement and presence, (ii) thermal comfort,
(ii1) windows, shades and blinds and, (iv) lighting and electrical equipment [20].
Historically, occupants would have a direct connection to (and control of) the sources
for building control, for example, heating (e.g., fireplace) and ventilation (e.g., oper-
able window). However, for public buildings and buildings such as tertiary education
buildings the control of heat and ventilation is not controlled by the occupants but
by the building management system. It is therefore critical that the built environ-
ment obtain accurate occupant data to ensure healthy buildings. This widening gap
between building systems and occupants can remove real or perceived control over
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building systems, often at the detriment of occupant satisfaction, productivity, and
comfort [21].

2.3 Artificial Intelligence

In May 2017, Google unveiled AutoML, an automated machine learning system
that could create an artificial intelligence solution without the assistance of a human
engineer [22]. The field of artificial intelligence is improving faster than experts
expected and there are calls for immediate Al regulation by the likes of Elon Musk
[23]. As seen in Fig. 1, the history of Al is filled with significant milestones achieved.
In 2016, a historic Al moment took place as AlphaGo, an Al by Deepmind, beat Lee
Sedol 4-1 in the game Go.

Al currently encompasses a vast variety of subfields, from the general (learning
and perception) to the specific, such as playing chess, proving mathematical theo-
rems, writing poetry, driving a car on a crowded street, and diagnosing diseases

[27].
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2.4 Computer Vision and Construction

Computer vision is an interdisciplinary scientific field that focuses on how computers
can acquire a high-level understanding from digital images or videos [11]. Object
detection is fundamental to computer vision, as its aim is to identify an object’s
semantic features and locations contained within images. Image classification is a
critical task in computer vision, as it is used to identify an object that appears in
an image [24]. Computer vision can be used to transform tasks of engineering and
management in construction by enabling the acquisition, processing, analysis of
digital images, and the extraction of high-dimensional data from the real world to
produce information to improve decision-making.

Computer vision has been used to examine specific issues in construction such as
tracking people’s movement, progress monitoring, productivity analysis, health and
safety monitoring, and postural ergonomic assessment [11]. The cost of visual sensors
has decreased significantly, together with the availability of robust visual systems, the
integration of computer vision in industrial environments has grown exponentially
in the last decades in a broad range of sectors, such as retail, security, automotive,
healthcare, and agriculture. In the construction industry, computer vision has received
attention as it can be used for the automation of critical tasks that require continuous
object recognition, identification, monitoring behaviour and location estimation [25].
The cost of visual sensors has decreased significantly, together with the availability of
robust visual systems, the integration of computer vision in industrial environments
has grown exponentially in the last decades in a broad range of sectors, such as
retail, security, automotive, healthcare, and agriculture. In the construction industry,
computer vision has received attention as it can be used for the automation of critical
tasks that require continuous object recognition, identification, monitoring behaviour
and location estimation [25].

A journal paper by [11] provided a mapping of computer vision research within
the construction industry. The conclusions from the study indicated that the use
cases for computer vision in the construction industry are safety monitoring, perfor-
mance monitoring, materials estimation, and defect detection. Computer vision has
steadily increased within the construction research sector with a strong upward trend
illustrated by Fig. 2 sourced from [11].

3 Research Methodology

The overarching aim of this research was to investigate how computer vision can be
used to extract data from CCTV video data for improved management of facilities.
This section outlines the experimental design that was used to investigate the relation-
ship between indoor air quality and occupancy in lecture venues. The research used a
quantitative case study methodology. Lecture venues at Nelson Mandela University
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Number

North and South Campus were used as a case study to collect numerical data on the
indoor air quality and number of occupants during lectures.

Two primary data sets were collected to achieve the research objectives and test
the hypotheses stated in chapter one. The first computer vision data set was created by
analysing CCTV camera images from lecture venues at Nelson Mandela University.
The CCTV camera images were analysed with a computer vision model that counts
the number of people in images and videos. The number of people detected in each
analysed image is recorded to a.csv file. The second indoor air quality dataset was
created using an indoor air quality monitor that was placed within lecture venues at
Nelson Mandela University. The research methodology is summarised by Fig. 3.

4 The Results

4.1 Indoor Air Quality Results

The carbon dioxide results were obtained from 7 exam sessions that took place in
three different lecture venues, two mechanically ventilated venues and one naturally
ventilated venue. The ventilation system in the mechanically ventilated venues oper-
ated at full capacity. The duration of the air quality data collection for each exam
session was one hour and thirty minutes. Table 1 indicates the type of ventilation used
during the exam session, the carbon dioxide level at the start and at the end of each
session, the number of occupants and the change percentage of carbon dioxide. The
naturally ventilated venue performed the best, remaining at healthy carbon dioxide
levels for the duration of the exam session. Session 2 and 7 had the largest change
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percentage and ended with carbon dioxide levels above 700 ppm. Session 4 took place
immediately after another exam session. The venue had accumulated carbon dioxide
from the preceding exam session and remained above 700 ppm for the duration of
the exam session included in this study in which indoor air quality was captured.
Figure 4 provides a bar graph of the start and end carbon dioxide levels within
the measured venues. Even under dramatically reduced occupancy levels 2, 4 and
7 ended exceeding 700 ppm. Exam sessions 1, 2 and 3 was held in the same venue
(288 0010, North Campus, Nelson Mandela University). Each session was 1 and a
half hours in length and the HVAC system operated on maximum. The only variable
between the internal conditions of exam sessions 1, 2 and 3 was the number of occu-
pants. From the actual data set a simulated data set was created that simulated carbon
dioxide levels with 50 occupants. The results are indicated in Fig. 5. The simulated
results indicate significant non-compliance in the performance of the ventilation
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Table 1 Carbon dioxide results

A. Manga and C. Allen

Exam session | Type of ventilation | Carbon No. of occupants | Change percentage in
dioxide level CO,
(ppm)

Session 1 HVAC full Start 430 |4 26%
End |542

Session 2 HVAC full Start |430 |14 75%
End |751

Session 3 HVAC full Start 443 |4 15%
End | 509

Session 4 HVAC full Start | 730 |8 5%
End |770

Session 5 HVAC full Start (485 |6 20%
End |584

Session 6 Natural Start 419 |12 13%
End |472

Session 7 NO HVAC Start | 578 |22 76%
End | 1020

system with carbon dioxide levels reaching well over 1000 ppm. An indoor envi-
ronment exceeding 1000 ppm places any student undertaking an examination at a

physiological disadvantage.

Fig. 4 Carbon dioxide results
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Fig. 5 Simulated carbon dioxide levels for venue 288 0010

4.2 Computer Vision Results

The purpose of this dataset was to evaluate if computer vision can be used to count
occupants from existing CCTV cameras installed in lecture venues. The results in
this section are from a comparison between a custom YOLOv4. weights file and the
pre-trained YOLOv4.weights file available online. By comparing a custom trained
model and the YOLOvV4 pre-trained model a better evaluation of the CCTV data’s
potential to be used for occupant count was undertaken. Table 2 is an overview of
the results obtained from the detections generated from the pre-trained and custom
YOLOV4 weights. The pre-trained and custom detections are benchmarked against
a manual counting of occupants from the test images. The average confidence for
the detections is also displayed in Table 2.

The most notable findings are indicated in Fig. 6 and 7. Figure 6 indicates the
impact CCTV location has on occupancy detection accuracy. Figure 7 displays the
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Table 2 Overview of CV accuracy

Image 1 Image 2
Pretrained Custom Actual Pretrained Custom Actual
Number of occupants detected 18 8 - 0 1 g
Detection divided by actual 55% 24% 0% 13%
Image 3 Image 4
Pretrained Custom Actual Pretrained Custom Actual
Number of occupants detected 18 25 o 7 5 -
Detection divided by actual 69% 96% 50% 36%
Image 5 Image 6
Pretrained Custom Actual Pretrained Custom Actual
Number of occupants detected 8 7 11 32 17 5
Detection divided by actual 73% 64% 56% 30%
Image 7 Image 8
Pretrained Custom Actual Pretrained Custom Actual
Number of occupants detected 19 123 5 27 19 5
Detection divided by actual 15% 98% 57% 40%

impact changes in light level has on occupancy detection accuracy. The detection
results in Fig. 7 which are generated from this study illustrate how a slight change in
the light level of the venue reduced the accuracy of the computer vision model. The
top image detected 11/11 (100%) occupants while the bottom image detected 2/11
(18%).

4.3 Summary of the Results

The results indicate that computer vision technology has a significant potential to
be utilised within construction management and facility management. Although
the results produced scattered results, when the computer application performed, it
performed with high accuracy. The computer vision model’s failings can be improved
with further training.

The results from this study indicate that lecture venues do not perform as designed.
This study collected air quality data under the Covid-19 level 5 lockdown. The lecture
venues assessed were drastically under occupied during the air quality assessment
and air quality metrics were not healthy. Furthermore, when the actual data was used
to extrapolate lecture venue air quality with 50 occupants, the simulation results
indicate carbon dioxide levels in venues exceed 1000 ppm in under an hour with 50
occupants, less than 50% of the lecture venues design capacity.
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Fig. 6 Impact of CCTV camera location

5 Discussion

It is no secret that the built environment sector has been slow to adopt new technolo-
gies [2]. However, the potential benefit to dramatically improve the management and
operation of all built environment assets has increased owners’ interest in procuring
technology solutions. This research thus set out to better understand the potential use
of one of these new technologies, computer vision applications, to inform the body of
knowledge in relation to their use for the management of facilities. Nelson Mandela
University was used as a case study location for this research, with the intention to
understand how computer vision can be used, in conjunction with existing lecture
venue CCTV cameras, to improve indoor air quality management of these venues.
From a university facility management standpoint, autonomously counting the
number of occupants within lecture rooms has two major benefits that radically
improve the management of the facility’s venues. The first benefit is derived from
using real-time lecture venue occupancy data to optimise the HVAC system for both
efficiency and to provide a healthy learning environment for students. Indoor air
quality (IAQ) in learning environments continues to be identified as a critical factor
affecting students’ health [3, 5] and academic performance [8]. The quality of the
classroom environment has a significant impact on a student’s learning process and
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Fig. 7 Impact of CCTV camera location

performance affecting students’ physical and mental wellbeing [10]. Insufficient TAQ
may lead to illness, student absenteeism, loss of concentration, drowsiness and tired-
ness, as well as adverse health symptoms, such as respiratory problems or headache,
and decreased academic performance [1]. To ensure minimum ventilation rates that
guarantee air quality conditions in educational buildings, ASHRAE Standard 62.1
(2010) sets the minimum ventilation rate for schools to 5 L/s per person, UK stan-
dards between 8 and 9 L/s per person, Spanish regulation between 12.5 and 20 L/
s per person, French regulation between 4.2 and 5 L/s per person; and Portuguese
regulation between 6.6 and 7.7 L/s [1].

In South Africa, SANS 10,400-O states that educational buildings must provide
7.5 L/s (litres per second) of fresh outdoor air per person (SANS 10,400-O:2011:
17). The South African national standard is well adjusted when reviewing guidelines
stated by governments from around the world. Meeting the ventilation requirements
stated in the SANS 10,400-O document, as highlighted in this chapter, remain a
challenge due to inadequate compliance in the initial design and more importantly,
during operation of the ventilation system. Notably, all the minimum ventilation rates
reviewed are in litres of air per person per second. Therefore, accurate occupancy data
is essential for maintaining these indoor ventilation requirements. In a lecture facility
or learning facility environment, knowing the number of occupants is critical for
efficient ventilation management and measuring IAQ is important to further ensure
healthy indoor air quality.
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This research was conducted during the Covid-19 Pandemic which resulted in the
Nelson Mandela University campus being closed for most of the 2020 academic year.
As a small number of examinations required an on-campus traditional assessment
the researcher managed to collect lecture venue air quality data from 7 examination
sessions across 3 different lecture venues. It must be noted that during the examination
sessions, the venues were on average at 10% of their design capacity. With all 3 venues
designed to accommodate over 100 students. Exam session 1, 3, 4, 5 and 6 had 14
or less students during the entire exam session.

With that said, the carbon dioxide levels in the venue at the start of the session
were lower than the carbon dioxide levels at the end of the session with carbon
dioxide levels steadily rising. Lecture venue 7 had 22 students and the increase in
carbon dioxide is significantly higher than lecture venue 2 which had 14 students. In
all the mechanically ventilated exam sessions the ventilation system did not respond
to an increase in occupancy. The increase in CO, within these venues is alarming,
with lecture venue 7 reaching more than 1000 ppm, at a time when less than 40%
of the design capacity is present, essentially rendering lecture venue 7 an unhealthy
learning environment.

There is a significant opportunity to improve the ventilation management of lecture
venues. The ventilation strategy that was implemented at the time of this research was
to leave the ventilation system across lecture venues in operation as staff members
did not want to be held responsible for the operation of the ventilation system. One
can ask the question, in the context of a university, should the staff member presenting
within the venue be responsible for ensuring the lecture venue is healthy or is it the
responsibility of the facility manager. Interestingly the only venue in which carbon
dioxide levels remained consistently within the healthy range was the exam venue
that was naturally ventilated only. Figure 8 indicates the carbon dioxide levels for
the duration of the 4-h exam.
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Fig. 8 Naturally ventilated venue performance over 4 hours
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5.1 Carbon Dioxide Levels from Exam Session 6 (Natural
Ventilation)

The effectiveness of natural ventilation within Port Elizabeth concurs with research
conducted by Manga (2020) in which natural ventilation was used to improve office
indoor air quality. Furthermore, during this naturally ventilated exam session, the
particulate matter concentrations did not exceed 12 pg/m? for PM2.5 and 14 pg/
m? for PM10. The U.S. Environmental Protection Agency states that indoor PM10
concentrations should not exceed 150 (jug/m?) and PM2.5 should not exceed 35 (jLg/
m?) [4].

There is a significant opportunity to optimise mechanical ventilation systems to be
dynamic and provide fresh air based on real-time occupancy. The amount of fresh air
5 occupants and 10 occupants require is substantially different. Therefore, it makes
sense that mechanical ventilation systems require real-time occupant data to function
effectively, and computer vision is a promising solution.

6 Conclusions

Leveraging existing CCTV lecture venue cameras produced scattered results. The
accuracy of the custom trained computer vision model ranged from detecting 98%
of all occupants present within a venue to 13% of occupants detected. However, the
results indicate a significant potential for an improved occupancy detection system
that uses computer vision as the detection mechanism. Accurate occupancy data from
a lecture venue provides unique advantages for a university. Occupancy data can be
used to optimise lecture venue HVAC systems and ensure that fresh air is provided
efficiently for the number of occupants. As lecture venues are used on a scheduling
system, occupant count can be used along with additional existing data sets such as the
number of registered students per module and which module is scheduled to use the
venue. These three datasets can now be leveraged for autonomous module attendance
and performance. The results from this study show real potential for computer vision
to be used as a method of collecting previously inaccessible building usage data
through artificial intelligence.

There is a significant need for improvement in the indoor air quality and the
management of indoor air quality within lecture venues at Nelson Mandela Univer-
sity. The indoor air quality results from this study were obtained under the Covid-19
Pandemic and South Africa was under one of the hardest lockdowns in the world. The
two mechanically ventilated lecture venues that were used in this study are recently
constructed by Nelson Mandela University and were used at 30% of their design
capacity. Considering the significantly reduced occupancy levels, the mechanically
ventilated lecture venues did not perform as expected. The results indicate that a
mechanically ventilated lecture venue which is designed for 100 students and was
occupied by a mere 14 students had a carbon dioxide level above 700 ppm at the
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end of an hour and a half exam session. Furthermore, the simulated carbon dioxide
results created with actual air quality data indicate that new lecture venues are not
performing to their design capacity. This is alarming and calls for further air quality
study’s to be conducted at Nelson Mandela University.

A notable aspect that must be highlighted with regards to the custom computer
vision application used in this study. To create a computer vision model and achieve
the results presented in this study, a computer with a modern high-specification
graphics processing unit is required. As this research did not receive funding and
was not able to purchase the hardware required to train computer vision models,
the researcher explored free resources to create the custom computer vision model.
Google Colab is a cloud computer that allows users access to advanced GPUs through
the internet. The computer vision model used in this research was trained on Google
Colab’s free online GPU. It is noteworthy that the development of advanced artifi-
cially intelligent applications is available to the public for free. There is an extraor-
dinary amount of free Al resources available through the internet and organisations
need to embark on skills development programs to train their employees to utilise
this powerful resource.

Every single business in the next decade will have to implement artificial intelli-
gence to process data and provide business insights or consumer services. This will
be driven by the massive return on investment for implementing artificial intelligence
(AI) and competition from businesses that leverage Al. A great example of this is
the Full Self Driving (FSD) technology developed by Tesla. FSD will allow a fleet
of autonomous taxis that will compete extensively with Uber and potentially disrupt
the ride-sharing industry to such an extent that Uber will be made redundant [6].

It is recommended that digitally useful data is collected within your organisation.
In the context of facility management, for a university to leverage Al for space
utilisation and optimisation of lecture venues, a dataset generated from onsite camera
data will provide the most accurate results. The data used to train any deep learning
model has a direct impact on the performance of the model. In the context of this
research, the computer vision applications performance would have been improved
if the training dataset were produced from Nelson Mandela University’s historical
camera data from lecture venues and not generic images from the internet.

It seems useful for our indoor spaces to understand the needs of the occupant.
Computer vision is a technology that can provide previously unobtainable building
usage data for improved building management and performance. Occupant detec-
tion is only the first step in the learning process for an artificially intelligent building
management system. The video data collected from a multi-tenant office building
over one year is a large enough data set for a facility manager to extrapolate count-
less insights that will improve the performance and management of the building.
Computer vision opens the door to a personalised indoor environment that changes
as different occupants enter the space. Buildings are dynamic and need to perform in
the interests of occupant health and happiness. Camera-based sensors and computer
vision provide an opportunity to optimise lighting and ventilation requirements in a
building based on real-time occupancy data. With such accurate real-time occupant
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data, HVAC and lighting optimisation will provide an opportunity for buildings to
meet their energy requirements with onsite solar and storage.

The design of future buildings should be inclusive of the sensors deployed for the
management of the building. The dynamic world of a commercial building’s indoor
environment makes it difficult to use a single sensor. Computer vision is software, and
this allows any building management system that uses computer vision to improve
over time with software updates. Based on this fundamental factor, camera-based
sensors and computer vision is perhaps the best approach to a scalable artificially
intelligent building management system.

7 Recommendations

For lecture venues, camera-based and computer vision occupancy detection systems
are recommended. This recommendation concurs with [26] in that artificial intelli-
gence and camera data is the best methodology for occupant detection. As indoor air
quality has such a significant impact on learning. It is recommended that all learning
environments have indoor air quality monitors as a key quality indicator for indoor
air quality. This is especially critical for facilities that primarily provide education
for children or provide care for the elderly [9].

An additional critical reason as to why camera-based and computer vision building
management systems are recommended is that developments in computer vision can
then be easily leveraged by your building management system. Leveraging existing
lecture venue CCTV cameras must be evaluated before implementation. It is recom-
mended that CCTV camera location and computer vision applications are considered
in the design stage of a building both for the management of the internal and external
environment of the building.

It is recommended that facility management firms that wish to leverage artifi-
cial intelligence begin collecting and creating labelled visual datasets that can be
used to train computer vision models. This recommendation concurs with a research
paper presented by [11] that mapped computer vision research over 18 years and
concluded that there is a lack of adequately sized databases for training computer
vision models and noted that issues associated with data privacy were a concern. The
final recommendation from this research is that there is an extraordinary amount of
open-source and free artificial intelligence resources available on the internet. This
powerful resource should be leveraged by organisations. There is no reason to wait,
Al skills development must occur today within organisations.

In terms of future research, this master’s dissertation provides alarming air quality
data that indicate a need for air quality studies to be conducted at Nelson Mandela
University to ensure lecture venues are safe. Teaching and learning are changing
dramatically with Covid-19 restrictions. However, Nelson Mandela University and
all Universities have a significant investment in spaces designed for teaching and
learning. There is no reason these spaces cannot be used safely, however is a need
for real time data both for air quality and occupancy.
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Natural ventilation can be used to provide healthy indoor environments, especially
in Port Elizabeth with our favourable climatic conditions. There is need for research
in the development of retrofitted actuators that turn manual existing windows into
self-actuating smart windows that leverage automation and sensors to improve energy
efficiency and occupant satisfaction in lecture venues.

There is a need for further computer vision applications to be developed both in
the fields of construction management and facility management. Computer vision
is growing rapidly and requires significant further research to ensure the built
environment sector leverages artificial intelligence.
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Factors Affecting Maintenance )
Management of Public Buildings i
in South Africa

Letsau Khutso Maphutha, Morena William Nkomo,
and Molusiwa Stephan Ramabodu

Abstract Government buildings, similar to any other structure, require regular
maintenance to retain the original and ensure that they perform their functions.
Building maintenance is separated into two areas building maintenance management
and building maintenance technology. Building maintenance management must be
looked at precisely as unfolding how a system of maintenance initiative might be
planned to deal with a building maintenance problem. There are a few factors that
influence the decision to accomplish the maintenance work. The study focused on
assessing a few selected factors affecting public building maintenance based on user
perspective in order to develop an effective public building maintenance strategy.

A survey will be undertaken based on previous literature among building mainte-
nance professionals. The research will enhance the body of knowledge about factors
affecting maintenance management of public buildings.

Keywords Maintenance - Management - Strategies - Buildings

1 Introduction

Building maintenance is an important program for ensuring the long-term suitability
of infrastructure development [12]. Maintenance is defined as “any actions taken to
keep an item in, or restore it to, an acceptable condition”. [7] defines maintenance
as “the methods and procedures used to maintain, restore, prevent, and care for a
building fabric and engineering services after finalisation, restore, renovating, or
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renewal to current standards to allow it to represent its desired purpose throughout
its entire lifespan without drastically upsetting its basic features and use.”

It is public knowledge that the main objective of building maintenance is to keep
buildings in their original functional, structural, and aesthetic states [2]. The absence
of proper building maintenance policies affects the early aging of component dura-
bility performance, as well as the impact of global costs and maintenance operations,
which may lead to significant malfunction consequences and a reduction in life span
[8]. The goal of maintenance is to extend the life of the building, reduce costs, and
increase its value (Masengesho et al. [9]). The goal of maintenance is to extend the
life of the building, reduce costs, and increase its value.

The service life of any building is affected by many factors including the appro-
priateness of the design, construction details, and construction methods. It also
varies based on how the building is utilized as well as the maintenance policies
and procedures in place throughout its life span (Masengesho et al. [9]).

Given the importance of maintenance on new and old buildings, South Africa in
particular, there are still some alarming factors encountered towards maintenance
development. If these barriers are not resolved quicker, the buildings will begin to
deteriorate.

As a result, the utmost goal of this study is to thoroughly and comprehensively
evaluate factors affecting the maintenance management of public buildings in South
African.

2 Factors Affecting Maintenance Management of Public
Buildings in South Africa

South Africa’s public buildings are facing numerous challenges that have a direct
impact on the state of the buildings. Existing research has discovered that there
are factors that are said to affect the performance of maintenance of the South
African construction industry. Thus, the factors affecting the performance of the
South African construction industry will be extensively outlined and discussed in
this study.

According to [13], these five major factors affecting public building maintenance
are: a lack of preventive maintenance, insufficient funds allocated for building main-
tenance, a lack of a building maintenance standard, a lack of spare parts and compo-
nents, and a lack of response to maintenance requests. [12], wrote that the most
influential factor in residential building maintenance is a lack of building mainte-
nance funding. In a study by [4] it was discovered that some of the factors causing
poor public building maintenance are building age, lack of funding, a lack of a main-
tenance culture, high maintenance costs, pressure from a number of users on the
building, and poor construction and maintenance work performed by maintenance
personnel in the organization.
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Meanwhile [2] discovered 12 factors influencing building maintenance strength,
including design decision, structural strength, material strength, maintenance
manual, safety measures, environmental factors, maintenance stations, quality
control factors, usage factors, skill maintenance personnel, and post-construction
strength protection. Understanding the factors that influence maintenance procedures
and identifying which are the most significant influence is critical for managing such
factors as a preliminary move toward improving maintenance procedures.

2.1 Lack of Preventive Maintenance

Preventive maintenance is defined as action based on a specific timetable that iden-
tifies, avoids or mitigates the decay of component or framework state so in order to
maintain or expand its life by means of controlled corruption to an adequate level.
According to preventive maintenance is maintenance that is carried out regularly. A
lack of preventive building maintenance usually causes buildings to deteriorate to the
point of breakdown or demolition. According to the building owner claims that the
maintenance strategies used are unproductive and that they have ceased to enhance
the building purpose and system installed.

On the other hand, according to South African National Roads Agency Limited
(Sanral) engineering executive Louw Kannemeyer, the most notable contribution to
the worsening of the South African road network is a lack of preventive maintenance.

While [1] stated that preventive maintenance does not carry out according to a
schedule where it does requires, daily, weekly, monthly and yearly inspection as the
maintenance team are busy performing the emergency breakdown maintenance. As
the facility or building ages, preventive maintenance and emergency repair require-
ments are expected to emerge, so preventive maintenance is critical. (Szuba [11])
argue that a good maintenance plan is established on preventive maintenance.

2.2 Insufficient Funds Allocated for Building Maintenance

Stated that there is a need to increase the maintenance budget because the allocation
of maintenance work is always below the needs and requirements. Further stated that
an inadequate budget for maintenance works will cause a delay in performing the
maintenance works because covering the needs for maintenance requires high costs.
Lack of funds can lead to inefficient, ineffective, or even dangerous maintenance
practices, such as keeping parts in service far beyond their service life, utilizing
lower priced suppliers, making temporary repairs, or asking inappropriately skilled
tradespeople to make repairs. According to the budget allocation for maintenance
works influences the quality of maintenance work performed.
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2.3 Lack of a Building Maintenance Standard

Maintenance standards are heavily influenced by available maintenance resources,
as well as common factors such as building, tenant, technical, administrative, and
political factors. According [14] organizations have different understandings of the
appropriate maintenance standard, that could be higher or lower than the original
standard, depending on how much maintenance resources are accepted. The baseline
objective is to meet the minimum standards. An argument has been made by different
organisations on the acceptance of standards.

The dispute stems from maintenance policies, and the allocation of maintenance
resources varies by organization. When compared to the original standard, organi-
zations with adequate maintenance resources have a higher maintenance standard
[14]. On the other hand, organizations with narrow or even insufficient maintenance
resources face challenges in restoring a building facility to its original condition
while still meeting minimum standards.

2.4 Lack of Spare Parts and Components

Maintenance personnel make decisions as to which maintenance strategies to apply
in a building based on the availability of maintenance resources. According to
[14], although the maintenance strategies implemented are intended to improve a
building’s sustainability, they have been neglected due to limited spare parts. Further-
more, according to [1], it is difficult to find suitable spare parts in the local market,
particularly for an old system or machine.

This exacerbates the maintenance process because spare parts must be acquired
from the external market. The practice of buying spares from the outside market raises
cost of maintenance while also delaying the maintenance process [1]. Furthermore,
the worst-case scenario is that the entire maintenance and building operation will be
halted due to a lack of spare parts.

2.5 Lack of Response to Maintenance Requests

In maintenance operations, it is critical for the maintenance worker to comprehend
the maintenance requirement in order to guarantee the building occupants’ ability
to carry out their activities and business continuity [1]. According to the research
conducted, most maintenance departments do not have an appropriate framework
to strengthening maintenance operations. According to [10] this issue arose as a
consequence of a lack of coordination between the executive team and the operational
team.
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2.6 Lack of a Maintenance Culture

(Suwaibatul et al. [5]) define maintenance culture as “the values, way of thinking,
behaviour, perception, and underlying assumptions of any person, group, or society
that regards maintenance as a matter of importance (priority) and practices it in
their daily lives.” The concept of maintenance culture, according to is the innermost
layer between management and staff in providing adequate maintenance through the
exchange of ideas, beliefs, and values of each member in an organization. Estab-
lishing and adopting a maintenance culture through effective leadership, sound
policy, and attitudinal development, among other things, would not only boost
national development but also place our country among the developed nations [3].

2.7 Skilled Maintenance Personnel

According to the majority of maintenance personnel don’t really comprehend the
operational and management framework in the maintenance program and depend
excessively on technology. [1] discover that the most of maintenance workers
employed by maintenance contractors are immigrant workers with varying levels of
maintenance experience ranging from unskilled to skilled workers, with the majority
being unskilled workers.

3 Conclusion

This study assess the factors affecting maintenance management of public buildings
in South Africa. This study revealed that lack of preventive maintenance on public
buildings has not been carried out as scheduled as a result, building start to deteriorate
and breakdown. Whilest buildings are breaking down the is little hope of restoring
them due to the fact that maintenance contractors employ unskilled personnel’s to
conduct maintenance with foreign knowledge of maintenance. Furthermore, the is
no proper framework to strengthen that respond to maintenance request. Buildings
are left unattended as a result of lack of spare parts and lack of funding to maintain
the building causing a serious deterioration and degenerating the standard of the
building.
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on Government Buildings in South
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Abstract Low operational efficiency and sustainability characterise South African
government buildings, which partly emanates from lack of innovation in the South
African public sector. As a result, inefficiency and lack of sustainability in the use
of energy and water are major challenges, consequently affecting sustainability in
buildings and causing detrimental effects to the environment. It is therefore immi-
nent that the South African government adopts innovative technologies that amelio-
rate the public built environment. The goal of this paper is therefore to understand,
from a critical review of literature, how harnessing technological innovation can
improve operational efficiency and sustainability in energy use and water consump-
tion in government buildings in South Africa. Careful selection of the most appro-
priate scholarly sources was done, which were then appraised to understand how the
different latest technologies can be utilised and how they can be helpful in improving
efficiency and sustainability in energy use and water consumption in buildings. The
internet of things, digital twin, big data analytics and smart meters, were identified to
be useful in improving efficiency and sustainability in energy and water consumption
in buildings, whilst also improving indoor environmental quality. The result would
be reducing the cost of energy and water management in South African Government
buildings, and elimination of the energy and water crisis in South Africa, as well as
minimisation of harm to the environment.
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1 Introduction

South Africais facing a water crisis that is caused by insufficient water infrastructure
and its maintenance, recurrent droughts, which is negatively impacting economic
growth as well as the wellbeing of South Africans [31]. Further, South Africa is
also in the grip of an unprecedented energy crisis, characterised by inadequate elec-
tric power supply capacity by the ageing power stations, and low investment in new
generating capacity [20]. Climate change and the ever-increasing population are also
contributing to rising water and energy shortages in South Africa, resulting in rising
pressure on the electricity and water grids, and therefore a need to adopt measures
that minimise the energy required to meet the functional requirements and save
energy significantly. In buildings, water and energy are the world’s two most impor-
tant resources [7]. Water is used for drinking, landscaping, in restrooms, heating and
cooling. Buildings use electricity as a source of energy to provide thermal comfort,
lighting, communication and entertainment to building occupants [16]. [19] and [5]
concur that the operation and maintenance of buildings is characterized by massive
consumption of energy and water, which are the most critical natural resources in the
world, thereby consequently significantly contributing to harm to the environment.
The increase in energy and water demand in buildings partly emanates from a contin-
uous rise in the number of people occupying buildings, which consequently results
in overexploitation of natural resources and damage to the environment, depletion
of the ozone layer and global warming [27]. [2] agree that population growth and
economic development are driving the demand for energy and freshwater globally,
which tends to outstrip the accessible supply capacity in the near future. [11] further
note that demographic growth in a context marked by urbanisation and economic
development strain conventional energy and water resources in the world, leading to
energy and water scarcity, which are the most important challenges to human health
and environmental integrity in the world. There should therefore be emphasis on the
adoption of measures that negate the detrimental effects of increasing demand for
energy and water, and climate change.

The challenges to energy and water expenditure in buildings are also existent
in the South African government buildings, in which the building stock is old and
at the same time poorly operated and maintained [10]. Despite the fact that the
South African government owns the largest property management portfolio in the
country, [9] notes a backlog in sustainability and green building, and operational
efficiency, resulting in major problems of energy and water consumption efficiency.
The Department of Public Works and Infrastructure therefore aims to reduce water
consumption in government buildings, which will resultantly see significant savings
in government expenditure [10]. For the South African government buildings, it is
therefore also necessary to propose the implementation of efforts to conserve energy
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and water, and to improve sustainable performance of energy and water consumption
systems [21]. Beyond the traditional pattern of building operations, [28] note that
massive numbers of technologies are blooming to satisfy the requirements of building
owners and occupants sustainably. In spite of being a key driver for competitive
management of buildings [1], technological innovation has not yet been sufficiently
adopted in the context of South African buildings, making it one of the reasons
for the need for transformation in the management of government buildings South
Africa. However, while it is imperative to improve on the energy and water efficiency
of buildings, it is important to do so whilst preserving thermal comfort conditions
and therefore sustainability of buildings. This paper therefore seeks to understand,
through a comprehensive review of literature, how latest technologies can sustainably
improve efficiency and sustainability in energy and water consumption in South
African government buildings.

2 Methodology

In this study, the literature review was used as an end in itself, to inform practice
and provide a comprehensive understanding of energy and water consumption effi-
ciency and sustainability in buildings. While year of publication, language and type
of article are among the criteria that was used to determine the relevance of the
primary, secondary and tertiary sources for inclusion and exclusion in the study,
more emphasis was put on logical and valid motives to answer the research question.
A problem centered approach was used to carefully select primary and secondary
data sources that are most suitable in proffering a solution to the problem of inef-
ficient and unsustainable energy and water consumption systems in South African
Government buildings [18]. A constructivist orientation was adopted, in which the
researchers sought to accommodate new trends and insights from what is known, in
a bid to improve energy and water efficiency and sustainability in buildings. A total
of 24 reports and peer reviewed publications by recognized journals that discuss the
use of innovative technologies in buildings were searched and accessed from relevant
research websites using the internet.

3 Discussion

Literature emphasises the importance of the role played by technology on improving
energy and water efficiency in buildings. From the existing literature, the role of
the following, carefully selected, latest technologies in improving energy and water
efficiency and sustainability in buildings are discussed as follows:
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The Internet of Things. The internet of things is a network of physical devices
and objects embedded with electronics, software, sensors, and network connectivity
which enable these objects to collect and exchange data and communicate with one
another in order to determine the health and status of things [13]. The emergence of
IoT has brought dramatic changes to the management of buildings to enhance oper-
ational efficiency and sustainability. IoT helps in collecting real time information for
tracking the location of users and objects, processing and analysing the conditions
of facilities and suggesting specific solutions as well as predicting the risk status of
facilities [3]. Employees of government buildings can obtain real time information
on the conditions of facilities transmitted wirelessly to their devices such as smart-
phones, personal computers and laptops to improve work performance, enhance the
management of facilities and improve the quality of life among employees and citi-
zens [3]. IoT is a key component in improving efficiency and sustainability in energy
and water management in buildings. It is leading the physical and digital world
of technology to converge. Sensors with batteries are installed in buildings, which
relay the information to building energy management systems thereby allowing the
deployment of solutions to control energy and identify actions that would introduce
savings and reduce costs [16].

Applications of IoT are rapidly being utilised in buildings and cities to improve
efficiency and sustainability in energy consumption [4]. The internet of things
provides an energy consumption monitoring system that allows the understanding
of energy and water consumption patterns, thereby allowing the identification of
energy equipment with the most consumption rates [16]. IoT can monitor the indoor
environment and activate energy building services to respond to user needs thereby
saving energy and maintaining good indoor environmental conditions [4]. IoT sensors
provide feedback which provides information about energy consumption in a certain
period of time, thereby resulting in energy savings [16].

Big Data Analytics. Bigdataand big data analytics are critical for future competitive
advantage and success in many organisations [21]. Big data generally refers to the data
that exceeds the typical storage, processing and computing capacity of conventional
databases and data analysis techniques [23]. Big data is high-volume, high-velocity
and high-variety information assets that are collected using social media platforms or
existing unclassified data that demand cost-effective, innovative forms of information
processing for enhanced insight and decision making. Big Data includes petabytes
(1024 terabytes) or exabytes (1024 petabytes) of information that make up billions
or trillions of records of millions of people and all from different sources (Internet,
sales, contact center, social networks, mobile devices). As a rule, information is
poorly structured and often incomplete and inaccessible. The availability of data in
large amounts is important in making right decisions and supporting the making of
useful strategies [23]. Big data analytics enable automation of maintenance activi-
ties and energy management and offers remote monitoring of a facility’s condition
[15]. Continuous monitoring and recording of asset information through sensors and



Technological Innovation for Improving Energy and Water ... 47

prediction engines provides a solid database and digital trail that can be used as
evidence of performance of energy and water equipment in buildings [15]. A truly
smart building should incorporate systems that safe energy saving and environmental
friendliness and also incorporate situational awareness to proactively respond to the
presence of people and adapt to changing circumstances using actuators and devices
that control engineering systems such as ventilation, air-conditioning, heating and
lighting. It is imperative to ensure that the sensors and actuators that collect the data
from the many rooms of the building are accurate in order to ensure integrity and
reliability of the system. Real time and massive scale connections produce large,
versatile amounts of data, which are diverse sets of information with dimensions
that go beyond the capabilities of widely used database management systems. Big
data enables the leveraging of the huge amounts of data provided by the internet of
things-based ecosystems in order to reveal insights to be able to explain, expose and
predict knowledge from them.

In energy and water management in buildings, big data analytics is used to adjust
and control energy and water supply into the building according to the number of
people in the building at any given moment. Big data analytics is an intelligent energy
saving system that enables building systems to operate flexibly based on the user
comfort preferences and performance changing features. Big data analytics combines
the architectural management system with intelligent data analysis software that
provides useful information for repair, service and operational opportunities. Big
data also aids in making the right decisions on the type and model of equipment to
buy on the reliability, performance and operational efficiency perspectives.

Digital Twin. A digital twin is a set of computer-generated models that representing
physical objects [27]. Digital twin is a virtual representation of construction objects,
built and civil engineering assets, a portfolio of assets and the physical environ-
ment within which these entities interact and the synchronisation between the virtual
and the physical [26]. It is a connected, virtual replica of the physical, built assets.
Digital twins are an important component of building assets, which transform the
physical world of building assets into an intelligent, virtual form of data elements
[32]. A digital twin is a system in which a representation of a physical system is
used continuously by being fed with data and deriving outputs in the form of deci-
sions [24]. Using a digital twin, facility managers are able to grasp the status of the
whole building and receive timely facility diagnosis and operation suggestions that
are automatically sent back from the digital building to reality [22].

Digital twins provide an opportunity to monitor existing buildings and monitor
existing buildings and further their energy efficiency [14]. Models are used which are
integrated into a generic control algorithm that uses data on whether forecasts, current
and planned occupancy as well as current state of the controlled environment to
control energy efficiency and occupant comfort basing on predictions [8]. Dedicated
and pervasive sensors are used to gather information on the occupancy behaviour in
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buildings, on the occupancy presence, counts and location [8]. The information from
the sensors is then fed into the digital twin system for processing. Using the zone
control application, energy efficiency that is greater than that achieved using default
operation is achieved [8].

Smart Meters. Smart meters provide instantaneous, accumulative metering infor-
mation to the service providers on for the purposes of reduction of costs, energy
and water consumption and emission of carbon dioxide [33]. Smart water meters
result in water and cost savings, and also assist in detection of leaks and rapid water
consumption [2]. Smart energy meters are designed for online data collection and
the measuring of energy consumption behaviours of users.

Smart water meters are an essential component of clean water management, which
is also an essential element of healthy and sustainable development [6]. While tradi-
tional water meters read manually in monthly or yearly intervals, smart water meters
read consumption in real time or near real time and communicate the information to
the utility and the customer [2]. Smart water meters are compatible with the internet
of things through flow sensors to offer a cost effective solution for water resource
management [6]. Smart water meters increase time efficiency and adequacy since
bills are delivered timeously and more accurately [18].

4 Discussion

There is no literature that provides evidence of any significant, positive adoption of
above discussed technologies in South African government buildings. While all the
technologies can improve sustainability and efficiency in energy and water consump-
tion in buildings, however, in South Africa, it can be deduced that they have not as
yet been sufficiently utilised. [18] note that South Africa still relies on analogue and
manual meter reading systems to manage energy and water usage and supply, which
are labour intensive and often inaccurate since they lag in time and/or are estimates
based on historical data. However, the interest and need for increasing the role of
the above technologies in the built environment is undoubted [12]. [19] concur that
the benefits of adopting technological innovation in buildings surely outweigh the
barriers facing the pending adoption, being one of the sustainability issues facing
the twenty-first century. The adoption of technological innovation can enable more
efficient and sustainable facilities management and help support a safe and healthy
environment [25]. The role of the above technologies in South African Government
buildings is summarised in the Table 1:
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Table 1 The technological innovations for energy and water efficiency and sustainability in

buildings

Technology Main purposes Benefits

Internet of 1.To effectively monitor energy and 1.Real time information on water

Things water consumption in buildings consumption will aid in timely
2.Information on energy and water decision making
consumption patterns 2.Energy saving
3.Monitoring of indoor environment and | 3.Maintenance of quality indoor
adjusting energy consumption environment

Big data 1.Large amounts of data to remotely 1.Energy saving

analytics monitor the building 2.Maintenance of building user

comfort
3.Adequate repair and maintenance

2.Control energy and water supply to the
building
3.Information on repair and service

Digital twin 1.Default control of energy efficiency
2.Forecasting building occupancy and
adjusting water and energy use

accordingly

1.Energy saving
2.Improving energy efficiency

1.Cost-effectiveness and time
efficiency in energy and water
management

Smart meters | 1.Smart, centralised, real-time energy

and water management solutions

5 Conclusions and Recommendations

The selected technological innovations from the literature are effective in improving
water and energy efficiency and sustainability in buildings. The internet of things,
digital twin, big data analytics and smart water meters are useful technologies in
improving energy and water consumption in buildings. While they all improve effi-
ciency and savings in use, they are also sustainable, being able to do so whilst
maintaining building user comfort. Revamping South African government buildings
with the above technologies is imminent so as to improve the efficiency in the use of
energy and water in building. Combining the technologies will be more considerate
to optimise the efficiency and sustainability in public buildings as they complement
each other. The result will be savings in cost of maintenance of the building stock
as well as improvement in the indoor environmental quality. The technologies will
therefore go a long way in addressing the energy and crisis in South Africa. While
this study was only reliant on existing literature, an in-depth case study approach
is recommended in order to better understand the extent of the benefits that accrue
from the use of the technologies in buildings.
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Lumped Approach to Recognize Types m
of Construction Defect from Text Gedida
with Hand-Drawn Circles

Seungah Suh, Ghang Lee, and Daeyoung Gil

Abstract This study aims to improve the performance of optical character recog-
nition (OCR), particularly in identifying printed Korean text marked by hand-drawn
circles from images of construction defect tags. Despite advancements in mobile tech-
nologies, marking text on paper remains a prevalent practice. The typical approach
for recognition in this context is to first detect the circles from the images and then
identify the text entity within the region using OCR. Numerous OCR models have
been developed to automatically identify various text types, but even a competition-
winning multilingual model by Baek et al. does not perform well in recognizing
circled Korean text, yielding a weighted F1 score of just 69%. The core idea of the
lumped approach proposed in this study is to recognize circles and named entities
as one instance. For this purpose, the YOLOVS is fine tuned to detect 65 types of
named entity overlapped with hand-drawn circles and yields a weighted F1 score
of 94%, 25% higher than a typical approach using YOLOVS for circle detection
and a model by Baek et al. for subsequent OCR. This work thereby introduces a
novel approach for developing advanced text information extraction methods and
processing paper-based marked text in the construction industry.

Keywords Optical character recognition (OCR) - Circled text - Object detection *
Information extraction

1 Introduction

Since paper-based communication is effective and affordable, it is still commonly
used in daily life despite the advancements in mobile technologies and making marks
on printed text is also a widespread practice. In the architecture, engineering, and
construction (AEC) industry, this approach is often applied to highlight the status of
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a construction defect using a paper tag. Such paper tags are called defect tags, small
sticky pieces of paper on which several named entities related to defects are printed.
They are widely used on Korean construction sites, and circles are often drawn
on them to quickly provide details about identified defects. Defect inspectors are
employed to examine and pinpoint a volume of defects efficiently before occupants
move in attaching and then taking pictures of these tags to send to site managers.
Currently, managers manually check the circled entities in the collected images to
process defect information. Since manual approaches are time consuming, labor
intensive, and error prone, automating the extraction of these circled entities from
the defect tag images is necessary. The goal of this research is to efficiently extract
defect information from the tag images by recognizing named entities in Korean
when marked by hand-drawn circles.

One possible solution is to use optical character recognition (OCR) technology
which aims to automatically read text data from various images [1]. Although
numerous OCR models have been developed, even a competition-winning approach
by Baek et al. [2] failed to highlight and extract the printed Korean entities marked by
hand-drawn circles from the defect tag images in the experiments, as shown in Fig. 1.
Since no previous studies have looked at this specific task, a new approach needs to
be developed to recognize Korean text with hand-drawn circles more accurately.

This study therefore proposes a lumped approach to improve the recognition of
this kind of circled text. The method is ‘lumped’ approach because it recognizes the
circles and named entities simultaneously. To validate the performance of the lumped
approach, it is compared to a typical OCR approach that reflects the conventional
concept of circled text recognition which isolates the circled text and identifies the
characters within the detected region sequentially. In this study, the lumped approach
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alternatively uses an object detection model to recognize the circled text while the
typical OCR approach utilizes object detection and an existing OCR model for circle
detection and text identification, respectively. Experiments are conducted to compare
the weighted F1 scores of the two approaches with images of Korean defect tags.

The rest of the paper is organized as follows. Section 2 reviews the literature
related to the topic of OCR, and the study’s methods are introduced in Sect. 3.
Section 4 provides detailed descriptions of the experiments, and Sect. 5 summarizes
the results. Conclusions and future work are presented in Sect. 6.

2 Literature Review on Optical Character Recognition

Optical character recognition (OCR) models extract characters from images and
convert them into computer-readable text. A typical OCR process consists of four
key stages: image pre-processing, feature extraction, prediction, and post-processing.
In pre-processing, the image quality is adjusted to improve the accuracy of recog-
nition, and the skewed input images are transformed into a predefined rectangular
shape. Subsequently, networks segment the characters in the normalized images
and extract features from each one, with some models adding sequence features to
consider contextual information. The prediction stage classifies the type of character
and outputs a summation of the predictions. In the post-correction stage, natural
language processing techniques based on context or lexicon are applied to maximize
performance [2—-4].

OCR models have been used in a wide range of applications, including invoice
processing, legal and clinical document digitization, cyber security reinforcement
using CAPTCHA [5], handwriting recognition, and so on [1]. The global market
size of OCR technology was estimated at USD 8.93 billion in 2021 and is expected
to grow rapidly until 2030 with a compound annual growth rate of 15% [6]. This
shows that OCR technology is being both used and studied actively and, at the same
time, is a promising area for further research.

Numerous OCR models have been developed that leverage various techniques,
such as image thresholding, text line detection, character-level text segmentation,
and chopping, to improve performance. Still, there are several challenges blocking
OCR technology from achieving 100% accuracy, and existing OCR studies therefore
aim to solve variations in language, poor image quality, and scene complexity [7].
To our knowledge, however, no research has yet explored the recognition of text
intersected by marks that could confuse the OCR process.

A ‘named entity’ is a rigidly designated unit of information within a domain [8].
From this perspective, there is little previous research about extracting named entities
from non-digitized documents [9-11], and what does exist focuses on filtering entities
from messy OCR output rather than on improving the performance of the OCR model
itself. The models employed recognize text by character, not entity. Therefore, this
research proposes to recognize text with a specific graphical characteristic, namely
overlapping hand-drawn circles, based on named entities.
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3 Research Method

Figure 2 illustrates the concept of each approach, to be compared by weighted F1
score. The first approach, a typical OCR method, is set as the baseline, with the
lumped approach second. Weighted F1 scores are deployed as the performance eval-
uation metric because the distribution of named entities is significantly imbalanced.
To offset this, the weighted F1 score is calculated by multiplying the F1 value by
the number of instances of the class [12]. The proposed method aims to yield high
performance by recognizing the majority of the circled text.

3.1 Typical OCR Approach

The typical OCR approach consists of two stages. First, any hand-drawn circles are
detected by a fine-tuned YOLOVS (you-only-look-once) [13]. YOLOVS is selected
because it has shown great performance in various studies [14—16], although it is
focused on real-time detection [17]. The identified regions include not only the
circles but also overlapped text so that enough text image data can be provided to the
OCR model. To make YOLOVS achieve this, training dataset should be annotated to
include both circles and the corresponding named entities. Once hand-drawn circles
are detected, the regions are cropped and saved as separate images.

In the second stage, the cropped images are fed into Naver Corporation OCR
model by Baek et al. [2]. This model is chosen for this study primarily regarding
Korean text because it won the multilingual competition at the authoritative ICDAR
2019 [18]. This model predicts text at character level and references contextual
information, with a final output of sequences of characters. Here, the OCR model is
fine tuned to recognize text in the cropped region.

3.2 Lumped Approach

The lumped approach detects circled named entities at once. It identifies entities
within hand-drawn circles from the whole image, instead of just the named entities,
the circles, or the circled characters. As previously outlined, a named entity is the unit
of recognition in the lumped approach, unlike typical OCR models which recognize
text at character level. In this study, a named entity is semantic text printed on
defect tags around which inspectors draw circles and is confined to a pre-defined set.
Since the possible combinations of characters are limited to named entities, absurd
sequences of characters are removed and interference of markers can be mitigated.
YOLOVS is fine tuned for circled entity detection in the lumped approach, and each
circled named entity is labelled as its type, for example, ‘bedroom’ or ‘floor’ and not
just ‘circle’.
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4 Experiments

4.1 Datasets

The composition of the experimental data is shown in Table 1, with three types used:
Korean defect tag images; cropped named entity images; and cropped book cover
images. Examples of actual data are shown in Fig. 3.

The defect tag images are cluttered and skewed photos of the tags. In the collected
2,006 defect tags for training and validation, there are eleven types of defect tag, and
each image can have none, one, or multiple circled named entities which comprise 65
classes. These images are used for both circle detection in the typical OCR approach
and for circled named entity detection in the lumped method. Although the same
data is used for the two tasks, the annotation method differs in that the circled text
will be labelled ‘circle’ in the first but annotated as the corresponding named entity
in the second. Following this rule, the whole images for training and validation are
manually annotated by the authors.

For the typical OCR approach, the cropped named entity images are derived
from the defect tag images. Once the original images are annotated, bounding box

Table 1 The compositions of data

Approach | Task Data type Train | Validation | Test | Total
Typical Circle detection Korean defect tag 1,577 | 429 40 2,046
OCR images
OCR Cropped named entity | 5,243 | 1,527 158 6,928
images
Cropped book cover 20,620 | 3,782 0 24,402
images
Total cropped images | 25,863 | 5,309 158 |31,330
Lumped | Circled named entity | Korean defect tag 1,577 | 429 40 2,046
detection images

el
(a) Korean defect tag (b) Cropped named (c) Cropped book
image entity image cover image

Fig. 3 Example of actual data
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information of each circled named entity is obtained. When the defect tag images
are cropped to this box, a cropped named entity image is generated.

Cropped Korean book cover images are also used to train the OCR model. Since
the OCR model by Baek et al. opened in public only supports English [19], it needs
to be additionally trained for Korean. For training, Korean book cover image dataset
provided by AT HUB [20] is used. The dataset includes original book cover images
and their Korean word annotation information. Following the annotation information,
original book cover images are cropped. 24,402 cropped book cover images are used
to train the OCR model.

4.2 Model Evaluation Details

YOLOVS and the OCR model for three tasks are fine tuned in the same way: the whole
layers are unfrozen and their parameters updated without adding any fully connected
layers. Two models with the same YOLOVS structure are trained for circle detection
task and circled named entity detection task separately. For the YOLO models, batch
size, image size, and number of epochs are set as 32, 416, and 300, respectively. The
confidence threshold value is set as 0.45 for prediction. The OCR model is trained
according to the following options: thin-place spline (TPS) transformation, residual
neural network (ResNet), bidirectional long short-term memory (BiLSTM), and
connectionist temporal classification (CTC). This combination of options is selected
in consideration of performance and time costs, and 80,000 training iterations are
used.

5 Results and Analysis

Precision, recall, F1 score, and weighted F1 score are obtained for each approach.
In the typical OCR approach, the final score is a multiplication of performance of
circle detection and OCR.

The results of the experiments are shown in Table 2. The lumped approach yields
a higher weighted F1 score of 0.94 compared to the typical OCR method’s score of
0.69, indicating the validity of the proposed approach. The poor performance of the
typical OCR approach is mainly due to the exceptionally low weighted F1 score of
the OCR at 0.70, while the circle detection phase obtains a weighted F1 score of
0.98. These results show that the proposed lumped approach can adapt to text that is
overlapped with markers more effectively than the typical character-level approach
of the OCR model.

Moreover, the weighted F1 score of the lumped approach shows significant
improvement from its F1 score of 0.78. This implies that the proposed method is
more effective at recognizing named entities with higher frequency. Although the F1
score of the lumped approach is lower than the weighted F1 score, the gap is only
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Table 2 A comparison of the typical OCR and lumped approaches

Typical OCR approach Lumped approach
Circle detection |OCR | Final | Circled named entity | Final
detection
Precision 0.97 0.31 0.30 0.94 0.94
Recall 0.99 0.26 0.26 0.77 0.77
F1 score 0.98 0.28 0.27 0.78 0.78
Weighted F1 score | 0.98 0.70 0.69 0.94 0.94

about a third of that for the typical OCR approach. The gaps are 0.16 and 0.42 for
the lumped and the typical OCR approach, respectively.

6 Conclusions

The study aimed to improve the efficiency of recognizing Korean text overlapped
with hand-drawn circles in construction defect tags. Since an existing OCR model
could not successfully handle circled text identification, a lumped approach was
proposed that identifies the circled named entity at once. To evaluate the validity of
the proposed method, experiments were conducted using Korean defect tag images
with hand-drawn circles. The results showed that the lumped approach recognizes
circled text more effectively, with a weighted F1 score of 0.94, than the typical OCR
technique which yields a weighted F1 score of 0.69.

The proposed lumped approach overcomes the limitations of the typical OCR
model by introducing a novel named entity-based marked text detection approach.
The lumped approach may be especially effective in domain-specific projects given
that the number of named entities in a single type of document would often be
limited in that context. In addition, the proposed approach is expected to be useful in
various applications closely connected to everyday life, such as health questionnaires
and safety checklists. The lumped method is specifically advantageous to the AEC
industry since its predominant small and medium-sized enterprises cannot quickly
transform their work practices into up-to-date information technologies [21].

Although the proposed lumped approach achieved a high weighted Fl score, the
method also has limitations as demonstrated in its relatively low F1 score. More-
over, this study only employed Korean character images with circles to evaluate
the performance of the typical OCR model, and only YOLOvVS was tested for the
object detection phase. Nevertheless, the experiments are valid given that recog-
nizing Korean characters is known to have a lower accuracy than English. In future
work, additional measures should be added to complement the F1 scores, and further
experiments using other languages, mark shapes, and object detection models are
necessary to verify the proposed approach.
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Automated Code Compliance Checking:
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Abstract Several regulations, standards, and requirements govern the lifecycle of
the built environment. Such instances include legislations, government development
control rules, environmental compliances, project and contractual requirements, and
performance standards to be followed during construction. Compliance checking is
a complex task that is often conducted manually, making it a resource-intensive,
error-prone, and time-consuming affair. Past researchers have worked on methods
and processes of automated compliance checking systems (ACCS); however, there
has been a negligible adaptation in the industry. To this end, this study tries to
recognize the reasons for the gap in the implementation of the pre-construction
permit compliance systems in the Indian construction industry. The study understands
the reasons from the end-user’s perspective through the means of a focus group
study. Key findings indicate manual pre-processing of data is a significant hurdle in
Building Information Models (BIM) for application in ACCS. ACCS applications
developed are restricted in their area of usage due to the limitation in applicability
beyond explicit building code clauses. Rule-based validation of regulation requires
enriched structured data, which is generally absent from the models developed by
architects in the design phase. The study indicates the necessity of automated data
pre-processing step that includes intelligent model filling suggestions and semantic
enrichment to increase the adoption of ACCS. This study points out that automatic
semantic enrichment (SE) can be achieved by applying machine learning (ML).
Areas of application of SE in ACCS are identified in the study, which can enhance
the industry’s user experience and adaptation of ACCS.
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1 Introduction

A construction project is controlled by various regulations and standards such as
government development control regulations (DCR), legislations, contractual and
project requirements, environmental compliances, and performance standards [1].
The verification of satisfactory performance of a project depends on compliance
checking across phases. These processes require a plethora of data to be presented in
a structured way for inspection. In a country like India, where more than 75 permits
are required, the manual checking process is a time-consuming, error-prone affair [2].
Conventionally, at the pre-construction stage, an architect submits multiple, multi-
domain CAD drawings to the urban local body (ULB) for scrutiny of the reviewers. A
surge in usage of 2D drawing at this stage fails the idea of robustness to changes in the
design stage itself. Further, If the drawings have failed to pass a particular permit, the
cycle restarts from the architect redrafting all the drawings. Further, the construction
industry involves multiple stakeholders throughout its project lifecycle. The infor-
mation transfer across multiple phases and participants remains an area of concern.
These problems establish the requirement of an object-oriented modeling approach
like Building Information Modeling (BIM), where relations among building objects
can be determined programmatically, and data can be stored in a virtual replica of a
real-life project.

The process of verifying the regulatory requirements programmatically without
manual intervention is termed an automatic compliance checking system (ACCS).
Standardized information transfer models such as the industry foundation class (IFC),
provide a structured data template for the application of ACCS [3]. Past researchers
have developed several applications; however, there has been a negligible adaptation
of the same in the industry. As an exception, Singapore’s CORENET project is
the sole ACCS that has been used in the official compliance process [1]. In the
construction industry, where time and cost overruns are the major issues, it is critically
important to analyze the gap between development and implementation. To achieve
this, a focus group study was conducted with industry experts to understand the
end user’s perspective. The study outcomes indicate the areas of improvement and
future research scopes in this domain to drive the ACCS adaptation in the Indian
construction industry.

2 Literature Review

The idea of automated rule checking was first conceptualized by Fenves for struc-
tural design checks through the logic table in 1966 [4]. The next revolution in the
ACCS domain came with the introduction of IFC as a bridge between CAD tools
in DesignCheck [5]. Eastman envisioned the rule-based code compliance checking
where manual interventions were required for improvement [6]. However, the manual
scrutiny of permit compliance is a time-consuming and error-prone process [7]. In
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addition, the increase in the number of building codes and design complexity has
significantly amplified the rules to be checked [8].

The guidelines for applying ACCS suggest using rule bases for compliance with
standard open BIM formats. Further, the recommendation of aiding model authoring
tools with model checking tools for identifying missing data implanted the require-
ment of semantic enrichment (SE) in the system [9]. SE in engineering is defined
as a process of improving the existing information by adding another layer of data
[10]. The real-world building problem can be represented in virtual rich representa-
tion by BIM. It provides element properties, attributes, relationships, and geometry
through object-oriented classification [11]. However, lack of continuity and consis-
tency across the codes and terminologies are prominent barriers to digitization. If
regulation-specific object models are created depending on the existing rules, more
than three hundred and fifty semantic classes will be required in IFC [12]. Therefore,
a pre-processing layer is a must to make a BIM/IFC model sufficiently enriched
with data for machine readability. When models are prepared for visualization and
designing, enrichment levels are generally lower than regulation requirements [13].

There are three kinds of possible data types in BIM. Explicit data indicates the
concepts of properties readily available in the model when exported [14]. However, a
considerable amount of the information is inaccessible to other platforms as topolog-
ical relationships of building elements are often kept implicit in the model. Humans
can interpret these data by looking at drawings through their years of expertise;
however, it is prone to subjectivity. Due to human error or ignorance, missing data
can also be acknowledged in the same category. This implicit type of data restricts
downstream analyses for ACCS and is required to be semantically enriched [15].
Lastly, Design data indicates concepts and properties that must be present but cannot
be enriched. Changing or supplementing this kind of data will potentially impact the
design’s integrity [13]. However, these data can be supported through a generative
design-based decision support system. This decision support system can work based
on the architect’s previous design decisions historically made in similar situations.

The semantic enrichment tasks can comprise creation, association, calculation,
and classification depending on the requirement of clauses and regulations. These
different tasks are solved through automation by applying different methods of artifi-
cial intelligence (AI) [16]. According to researchers, the learning, problem-solving,
thinking, and decision-making aspect of automation can be termed Al [17]. The
approaches of Al can be mainly classified into two categories, i.e., the behavioral
aspect and the thought process. SE of the calculation tasks can be addressed through
rule-based interpretation. On the other hand, the classification tasks are better suited
for machine learning (ML)-based applications. Object-oriented modeling in BIM
deals with AI’s behavioral perspective, considering the objects’ relations and proper-
ties. Since SE uses existing information to analyze, predict and draw new conclusions,
it can be associated with the thought process [18]. Even though SE applications attain
new facts through rule-interference unless the model starts learning problem-solving
and decision-making, it is not entirely using AI’s potential [17]. Expanding the full
potential of ACCS through Al should be a layered approach. The research direc-
tions should be driven by end-user’s requirements to generate higher applicability
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Fig. 1 The steps involved in getting pre-construction permits from development authorities

and adaptability of the system in the industry. Such research directions of ACCS are
explored in this study through brainstorming with domain experts in focus groups.

3 Methodology

According to Krueger [19], a focus group study is a planned discussion with a group
of individuals unique in terms of purpose, composition, and size. It is conducted to
gather data on a specific topic in a non-threatening, friendly environment, encour-
aging the participants to share perceptions and opinions without reaching a consensus.
For this research on compliance checking for building permits, the focus group study
was conducted with a group of twenty-seven architects and industry experts. The
participants represented various age groups. Professional experience varied from 2
to 30 years with expertise in building, commercial, and industrial projects. All the
participants had experience working with the ULBs, Mumbai Municipal Corpora-
tion, regarding building permits. Four focus groups were created with seven experts
in three groups and six members in the fourth group. The study duration was two
hours, including a final discussion session with all participants.

Figure 1 shows the steps involved in the pre-construction permit approval process.
After the design is completed, the architect submits drawings for verification.
However, the verification process requires standardized structured data, which is
achieved through data pre-processing. Next, the proposed design is verified at the
reviewer’s end, and the plan gets approved on successful compliance with the govern-
ment regulations. The focus group study contained three broad questions followed
by sub-questions. The first question was designed to address the overall problem of
the system as a whole. The following question focused on the two intermediate steps
shown in Fig. 1. Figure 2 depicts the focus group questions that were asked to the
participants, with the motives behind these questions.

4 Focus Group Study on Requirements of BIM-Based
ACCS

In the first question, the participants were asked to identify the issues frequently
encountered in the pre-construction permit process. The feedback gathered is illus-
trated in Table 1. The percentage occurrences column shows the number of times
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What are the issues in getting Pre-construction permits from Development Authorities?

Question 1
Problem ; L o S 3 ; .
e ¥» Can we find the characteristics of the issues from the project performance parameters
Identification S
perspe clive!
What areas are focused on while creating 3D models in the design phase?
Question 2 » Where are additional efforts required to make the 3D model compliant with the permit
Automated system?

Pre-processing
¥ Where do you think Al can achieve human intelligence from the modeling stage in BIM to
pre-processing data?

Question 3 Avre there grey areas/subjectivity present due to codes/clauses in the review process?
Automated
Verification » Where can ML be in the review process?

Fig. 2 The focus group study questions along with the theme of the questions

one issue appeared in the discussion across four focus groups. The results indi-
cate maximum participants faced problems due to multiple no objection certificates
(NOCs) in various departments. This practice delays the approval process, which
consumes up to two months even for initial NOCs like Tree, Traffic, and Aviation.
Further, there is no standardized documentation template, summing up a complicated
approval process. The other indicated issues are regarding the variation of existing
structures, roads, and city title survey (CTS) numbers surrounding the plot. Half of
the participants also pointed out subjectivity present in the DCR clauses about defi-
ciency calculation of floor-space index (FSI) and heights of open spaces. These pain
points deduced reinforce the requirement of ACCS in the pre-construction permit
approval. ACCS can help remove the non-transparent behavior of people through
process development with the aid of technology.

The characteristics of issues were classified concerning the people, process, and
technologies (PPT) framework [20] along with its impact on the project performance
parameters (time, cost, and quality). Table 2 depicts the classification of issues by
its Sr. No. from Table 1. The analysis demonstrates a significant impact of the issues
on time and cost overruns.

The responses to the first question established the requirement of ACCS in the
industry. However, to understand the bottlenecks of the current system, the second and
third questions were targeted to understand the present workflow and the possible
opportunities for automation in that system. The second question focused on the
micro-level investigation of the current 3D modeling practice of the architects. The
intentions behind the usage of BIM were summarized as visualization, presentation,
understanding of obstacles, and design options. Therefore, it was evident that it is not
a practice in the industry to prepare a model from the permit compliance standpoint.
This difference in ideology in the development stage of the model increases the
requirement of semantic enrichment before the application of automatic verification.
The additional efforts required by architects for pre-processing data are listed in Table
3. The tasks identified by experts can be classified into four broad categories i.e., (i)
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Table 1 Issues faced in the current pre-construction permit approval process

Sr.No | Issues % Occurrences
1 Too many approvals and required NOCs 100
2 Multiple points of contact for NOCs make it a hassle 75
3 The manual scrutiny process, along with the online process, is 100
time-consuming. Also, multiple follow-ups are required
4 Many documentations are required, and they are of different 75
formats for different departments
5 A not user-friendly, complicated approval process 50
6 The submission and documentation procedures are not clear 50
7 The process is non-transparent 25
8 Scrutiny fees are not pre-decided 25
9 The submitted files are rejected without any proper comments 50
10 Open spaces deficiency and required height calculations 50
11 GIS does not work properly 25
12 Variation in CTS and the survey plan 50
13 The authenticity of the existing building, encroachment area, and | 25

road setback lines

Table 2 Characteristics of

. . Issues Time Cost Quality

issues concerning people,

process, and technologies People 2,3,4 2,3,4

framework Process 1,5.6, 12 1,5,6,7,8 6,7,12
Technology 9,10, 11 9,10 11,13

space detailing, tagging and area calculations, (ii) creation of surrounding elements,
setback calculations, and plot boundaries, (iii) facade detailing and architectural
projections, and (iv) the gap in BIM knowledge and implementation.

Once the additional pre-processing tasks were identified, the participants were
asked where the SE process could be automated with aid from Al to ease the end-
user’s efforts. The ideas shared by experts can be classified into four directions,
as illustrated in Fig. 3. The government system should produce a BIM-compliant
site model with all easements marked, i.e., ease of access, services, sewage, and
site surrounding restrictions. The surrounding 3D context, including the height and
orientation of the existing building, should also be integrated through GIS-based
digital twins to help the architects make design decisions. In another direction, the
BIM model authoring tools can be supplemented with Al-aided add-ins, which can
guide the designer with regulatory laws. Further, the system should be able to predict
the impact of deviation made in the model in the verification stage. For example, the
premium changes can be calculated depending on the basic FSI, and ancillary FSI
used. However, if the design has crossed the permissible limits of ancillary FSI, the
system can warn the designer about a potential rejection of the plan. The automated
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Table 3 Manual SE tasks done to make model compliant with automatic design verification

71

Sr. Manual Semantic Enrichment Challenges Classification of

No Challenges

1 Parking system and parking space detailing (i.e., space detailing, tagging, and area
mechanical pit parking, rotary parking, puzzle calculations
parking, etc.)

2 Additional area diagrams for FSI calculation
Manually tagging every habitable room on every
floor as per DCR

4 3D staircase and Ramp slope detailing

5 A sloping site or contoured site needs 3D GIS creation of surrounding elements,
integration setback calculations, and plot

6 Plot boundaries and road setback lines boundaries
Making of common amenities, trees of the exact
size and exact location

8 Creation of surrounding elements, existing and
temporary structures

9 Architectural projection, elevation treatments, and | facade detailing and architectural
service ducts creation projections

10 Creating fagade design, lighting, and claddings

11 Handling overlapping clashes and warnings is the gap in BIM knowledge and
difficult due to the unavailability of proper implementation
modeling guides

12 Detailing and drawings preparation according to
each department’s requirements

tagging of spaces and computation of plinth area, FSI including double-height spaces,
would further reduce the time consumed during the modeling stage leading to higher
acceptance of the BIM technology to the users. The discussion also suggested that
only models should be enough for verification purposes at the ULBs as it removes the
requirement of various drawings. Finally, it was recommended that decision-support
systems (DSS) like the location of refuge spaces and the height of open spaces with
regards to adjacent road width should be included in the ACCS. As a future prospect
of the DSS, green building compliance guides according to Indian rating systems
can also be integrated.

For the third and final question, the study targeted the automatic verification stage
of the ACCS. A few subjective regulations for the permit were identified through this
question. The subjectivity of such clauses can be tackled by ML-based prediction
of the expected review outcome for these grey areas. An ML model can remove
ambiguity by analyzing the historical review data of a given clause for a given
locality. The acknowledged areas of subjectivity are shown in Table 4. This table
also directs to the possible areas where the end-user thinks ML can help in solving
these issues.
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Automated marking
and computations

Prediction of the impact of
Deviations during verification

Decision support systems
compliant with by-laws

Surrounding 3D context
mtegration through GIS

Fig. 3 The directions where Al can aid end-users in the SE process

Table 4 Subjectivity-driven grey areas in the pre-construction permit process

Sr.No | Grey Areas Can ML aid?
1 Open space deficiencies and clearances with respect to Narrow Plots | Yes

2 Free of FSI deductions Yes

3 No rules or guidelines for parking towers Yes

4 Deduction of encroachment, margins, and setbacks Yes

5 Staircase to staircase distance -

6 Refuge area and deduction for fire staircases -

7 Mechanical or natural ventilation requirements of basement -

From this qualitative study, it can be concluded that the end-user understands
the requirement of ACC in the pre-construction permit process. The experts also
directed toward the necessity of Al in SE and ML in the automatic verification
stages. Successful implementation of this process can improve the productivity and
transparency of the industry. Prior prediction of the possible outcome would assist
the architects in iterating and revising the plan in the design stage leading to the
elimination of rejections and rework loops across stakeholders and different stages
of the permit compliance process. Figure 4 illustrates the possible improvements in
the regulatory compliance checking process through the application of ACCS.
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5 Conclusion

Despite a trust toward developing smart cities and digital twins, the construction
industry lacks digital transformation. Innovative technologies and government initia-
tives can inject this transformation into the system. The construction lifecycle is
controlled through standards and regulations by the government. It was ideated from
the study that automation and digitization of permit compliance systems can improve
the construction industry’s productivity. Emerging technologies such as BIM can
reinforce the paradigm shift. To drive the growth of the ACCS in end-users, SE
must be aided through AI/ML. The current study highlighted dimensions for future
integration of Al, brainstormed by industry experts. Applying such technologies in
ULBs for compliance checking brings transparency and pace. Further, such an initia-
tive from the government in implementing BIM-based ACCS will reduce ambiguity
and enhance the seamless flow of information in the system.
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Abstract Automated Code Checking (ACC) can be defined as a classification task
aiming to classify building objects as compliant or not compliant to a code provision
at hand. While Machine Learning (ML) is a useful tool to perform such classifi-
cation tasks, it presents several drawbacks and limitations. Buildings are complex
compositions of instances that are related to each other by functional and topolog-
ical relationships. This type of data can be easily supported by property graphs that
provide a flexible representation of attributes for every instance as well as the rela-
tionships between the instances. This, together with the recent developments in the
field of graph-based learning led the authors to explore a novel approach for ACC
supported by Graph Neural Networks (GNN). This paper presents a new workflow
that implements GNNss for ACC to leverage the advantages of ML but alleviate the
limitations. We illustrate the suggested workflow by training a GNN model on a
synthetic data set and using the trained classifier to check compliance of a real BIM
model to accessibility requirements. The accuracy of the classifier on a test set is
86% and the accuracy of obtained results during the accessibility check is 82%. This
suggests that GNNs are applicable to ACC and that classifiers trained on synthetic
data can be used to classify building design provided by the industry. While the
results are encouraging, they also point to the need for further research to establish
the scope and boundary conditions of applying GNNs to ACC.
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1 Introduction

In current practice, Automated Code Checking (ACC) is performed by qualified
experts manually and it is a costly, cuambersome, error prone and time consuming
process [1]. As our digital design capabilities increase, our buildings become more
complex making it even more difficult to check their compliance to all codes,
regulations and standards to ensure safety and usability of the designed building.
Automating the process can be of great benefit for the construction industry in many
aspects. For example, as design review is one of the stages for construction permit
approval in many countries [2], automating that stage can lead directly to shortening
the time needed for construction permitting. Due to these potential benefits and
the ability to represent building information in a computer readable manner using
Building Information Modeling (BIM), the subject of ACC received much attention
in the scientific community for the past 50 years [3]. Although there has been much
progress in the field, even the most advanced commercial platforms for ACC (such
as Solibri for example [4]) fail to provide a comprehensive and fully automated tool
for code checking.

Majority of research into the subject focus on a rule based approach as described
in [1]. This consists of representing the regulations in a computer readable format and
enhancing computer readability of the BIM model to be checked, either manually or
by automated processes such as semantic enrichment [5]. The design review process
is eventually a matching of concepts represented in the regulations to those repre-
sented in the BIM model. This consists of mapping between the two and interpretation
of meaning and intent, which usually requires considerable amount of manual work.

In this work, we propose to look at ACC in a different manner and define code
checking as a classification task, where the goal is to assign the building (or a building
element) with a “pass” label if it satisfies all relevant design requirements and a
“fail” label if it violates one or more of the requirements. We therefore propose an
alternative workflow for ACC that relies on a novel Machine Learning (ML) approach
applied directly to a graph representation of the building information. In this paper we
illustrate the proposed workflow on a simple test case of accessibility check in single
family homes. Through the test case, we are able to illustrate the initial feasibility of
applying novel ML techniques to ACC, but also to explore more general issues such
as the core differences between the existing approaches for ACC, their advantages,
limitations, use of synthetic data and direction for future research.
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2 Background

Automated Code Checking is usually considered as a four-stage process that consists
of translating the code requirements to logical statements, preprocessing of the BIM
model, rule execution and report [1]. The need to translate codes written in natural
language to logical statements, and the need to preprocess the BIM model to supple-
ment all the semantically rich information required for checking, are the main chal-
lenges that hinder the development of a fully automated ACC platform that covers
a wide range of requirements [1, 3, 6]. In this work, we suggest to reevaluate the
general approach to ACC. The underlying assumption of this work is that application
of novel Machine Learning techniques for design review can overcome some of the
existing challenges (such as compiling rules for performance based regulations [7]),
thus allowing a breakthrough in the field. Since ML relies on learning from past
experience, it does not require to translate the codes and regulations into computable
rules. A ML model is trained using a set of labeled examples where the labels are
provided by experts in the field. In the case of code checking, these labels express
the conformance of a proposed design to a specific code clause [8]. Namely, the
regulations are implicitly captured in the set of labeled examples used to train the
ML model. Thus, implementing ML as the checking mechanism eliminates the need
to engage in the challenging task of converting natural language in to computable
rules [9].

Although the idea of using Machine Learning (ML) techniques as the checking
regime has been presented before [8, 10], the existing research is focused on very
simple test cases and presents several drawbacks of the process. One is the lack of
data for training, and the other is the difficulty in representing building informa-
tion in a structured tabular form. Therefore, in this work we present and illustrate a
workflow in which a Graph Neural Network (GNN) is implemented as the checking
mechanism for automated code checking. Switching to a checking regime that is
based on learning instead of hard-coded rules will eliminate the need to process the
written documents. In addition, since graph structures are very suitable for repre-
senting building information in a complete and detailed form [11, 12], we expect to
be able to overcome some of the drawbacks of using “classic” ML tools for code
checking.

2.1 Application of Graph Neural Networks to Building
Information

Buildings are complex structural systems composed of many elements that are related
to each other by functional and topological relationships. Buildings, even of the same
type, are designed with diverse shapes, functions and other characteristics, making
it difficult to identify fixed data structures to represent them, as usually required
by the classic ML applications. Graphs, on the other hand, due to their flexibility
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are extremely useful for describing such complex systems by representing building
elements as nodes and the relationships as edges [13]. A Labeled Property Graph
(LPG) is able to represent both the geometry of the building elements, through a
set of values (features) assigned to each node in the graph, as well as the spatial
relationships amongst them, through the edges connecting the nodes [14]. With the
development of graph based learning methods and recent advances in graph data
science [15], we are now able to better leverage the capabilities of ML techniques by
applying them directly to the graph structures representing the building information.

Graph-based learning is useful for dealing with data that cannot be appropri-
ately structured in a tabular or hierarchical form [16]. Graph Neural Networks
(GNN) operate directly on the graph. The goal is to learn a d-dimensional vector-
ized representation (node embedding) of every node in the graph, that represents
the attribute information assigned to each node and preserves the topological infor-
mation described in the graph [17]. To do so, every node defines a computational
graph, which consists of the node’s neighbors up until k£ hops away from the node
(denoting the number of layers). Each such neighborhood graph is used to propagate
the information from all neighboring nodes across all the graph layers to compute
a node embedding [18], a process called message passing. The node embeddings
are generated based on the local neighborhoods while every node aggregates the
information from its neighbors using neural networks.

For example, every node in the input graph illustrated in Fig. 1 defines its own
neighborhood graph. Looking at the immediate neighbors of every node is equivalent
to a GNN with a single layer (k = 1). To learn the node embedding of node A in a
single GNN layer for example, we transform the representations (messages) of all
immediate neighbors of node A and aggregate them. This is parametrized and sent
through a Neural Network to introduce non-linearity. The result is a d-dimensional
vector that encapsulates information about the attributes assigned to node A, as well
as information about its position in the graph.

Many GNN architectures have been developed and demonstrated for various appli-
cations over the years [19]. The use of GNNs was recently proved useful for the
construction domain as well. For example, in the work of [20] a Graph Convolu-
tional Network (GCN) [21] model was applied for node classification to support
point cloud data processing. In the work of [22] a SAGE-E model (an enhancement
of the SAGE model [23]) was applied to classify room types in residential buildings
for semantic enrichment purposes. In this work we define the task of code compliance
checking as a classification task and aim to explore the applicability of GNNs for
that task. We implement the Graph Attention Network (GAT) model [24] in the Stel-
larGraph library [25] to perform the classification task. The main difference between
GAT to other GNN models is that not all messages propagated from neighboring
nodes are considered equally important. The assumption is that information from
some nodes might be more significant for computing node embedding than others.
Hence, in GAT every message is normalized by an attention factor that is learned for
every neighbor separately.
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Fig. 1 Message passing in a single GNN layer. a illustrates an example input graph b is the
computational graph defined by node A, and c is the message passing process computing the
embedding of node A in a single layer GNN

2.2 The Use of Synthetic Data for Machine Learning

Graph-based learning, as any supervised ML algorithm, is reliant on a large data set
of examples for training. In this case, the data set should consist of building design
information, structured in a form of an LPG, labeled as compliant or not compliant
to the specific code requirement at hand. Since such large data set is not available,
we explore the possibility of generating a synthetic data set to be used during the
training stage of the process.

The use of synthetic data to allow application of machine learning techniques is not
anew idea and has been applied as early as 2004 to supplement survey data from non-
respondents [26]. Since then, synthetic data generation methods have been developed
for various domains, like the healthcare system [27]. The need for synthetic data sets
for the construction domain has also been recognized in previous work. For example,
[28] enhances a small existing data set with synthetic data to train a computer vision
based system for monitoring the movement of construction workers on site. Based
on the results of their work, the predictive model trained on the enhanced data set
performed better than the model trained on only real data.

Although the construction domain produces vast amount of data, this data is
currently compartmentalized and not accessible, or accessible but not complete
making it unsuitable for ML applications for specific tasks. Furthermore, when
dealing with ACC, the majority of available design documents are of buildings
that have already received permit approval thus they are all code compliant and
not sufficient to train a supervised ML algorithm. We assume that the lack of data
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is often a barrier to explore the potential of implementing ML for various purposes.
To overcome this barrier, the training stage of the suggested process relies only on a
synthetically generated data set. Fully synthetic data sets for training ML models are
becoming increasingly popular for dealing with lack of data, especially in domains
where privacy and data protection issues are dominant [29]. As data sharing is
a problem in the AEC domain as well, we aim to investigate the capabilities of
completely synthetic data sets to serve as starting points for training ML models for
the use of the AEC industry. Similarly to the approach for generating synthetic data
based on unprocessed “real” data [30], we rely on real floor plans of buildings that
are publically available as a baseline for the data generation procedure as described
in Sect. 4. We then focus on examining the performance of a GNN model that has
been trained on a synthetic data set for classifying BIM models received from the
industry as compliant or not compliant to a specific code requirement.

3 Research Aims and Method

The main purpose of this research is to demonstrate the initial feasibility of applying
GNNs to ACC. We do that by illustrating the proposed workflow of ACC supported
by application of a Graph Attention Network (GAT) model on a small-scale problem
from the world of design review. Within that, the presented test case will also illustrate
the applicability of ML models that have been trained on completely synthetic data
sets for predictive analytics tasks performed on real design received from the industry.
The overall suggested workflow for implementing GNNSs trained on synthetic data
as the checking mechanism for ACC is illustrated in Fig. 2. The training stage in the
proposed workflow is implemented using the synthetically generated data set, which
produces a trained classifier to be used for prediction. A “prediction” in this case is
the result of code compliance checking of a new “real world” design.

We demonstrate the process through a small scale test case of checking the compli-
ance of single family houses to several accessibility requirements based on the Inter-
national Building Code [31]. The requirements to be checked are the minimal width
of spaces, doors and ramps, the allowed slope of ramps and the general “ability to
access”. Since the chosen regulations address both geometric and topological aspects
of the design, the strength of implementing graph based learning instead of “classic”
ML approach can be explored.

4 GNN for ACC - Test Case

To illustrate the suggested workflow, we choose a small but representative test case of
checking single family houses for some basic accessibility regulations. The checked
requirements are the minimum width of doors, corridors, ramps and ramp slope,
and the general ability to access each of the spaces. Although residential houses are
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Fig. 2 Suggested process for GNN based ACC

usually not required to be accessible, unless in some special situations, this test case
was chosen due to the simplicity on one hand and the ability to demonstrate the
influence of geometry and topology together on the other hand. In addition, since the
data for training is synthetically generated, it is important that the task is such that
allows the use of a fully automated routine for labeling the entire generated data set.

While some construction regulations deal with simple geometric requirements
that are concerned with specific building elements (the size of a window, the slope of
a ramp etc.), others describe restrictions based on topologically complex dependen-
cies between various building elements. Accessibility, or “the ability to access” is a
requirement that encapsulates both geometric and topological aspects. Namely, for
a room to be considered accessible, it is not sufficient that the room complies to all
the geometric requirements, as we must also provide the ability to access the space
meaning that all the spaces, doors, ramps that lead to that space must be accessible
as well. The fact that we must look at the room in the context of the entire building
to decide whether it is accessible or not, aligns with graph based learning models
where we look at every node in the context of the graph to learn the class of the node.
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4.1 Train, Validate and Test — Synthetic Data

Following the suggested workflow, as illustrated in Fig. 2, a set of 1,000 graphs repre-
senting single family houses were generated and labeled. As it is often believed that
synthetic data sets must be based on real data, we begin the data generation process
by collecting 10 floor plans of single family homes that are publically available on
the web. The floor plans are manually translated to graph representations and serve as
a baseline for generating floor plan variations. Information represented in the graphs
includes only objects and attributes that are relevant to accessibility checking, i.e.
spaces and their size, doors and their width, ramps and the slope of ramps, stairs. The
Labeled Property Graphs therefore contain nodes that represent building elements
which are assigned with properties such as element type, size etc. Edges between
nodes represent navigable connections between the aforementioned objects, linking
a door and its adjacent spaces, for example. By implementing a random number
generator in a predefined restricted range for each of the properties, we create floor
plan variations based on the baseline. Each baseline floor plan is modified 100 times
which leads to 100 graphs that represent geometrically different floor plans. The
topologies on the other hand remain unchanged in each of the 10 baseline floor
plans, in order to ensure that we maintain topological integrity and generate graphs
that represent feasible buildings. Applying the random number generators to each of
the baseline floor plans we generate 1,000 graphs each representing one variation of
a single-family house.

In order to train a GNN model, we label each of the nodes in the graphs based
on their conformance to the chosen code provision. Labeling is performed in two
stages, where the first stage is a deterministic check of the geometric requirements
for each of the individual objects. For example, based on the code requirements the
slopes of ramps must be within the range of 5-8.3% [31]. The results of this first
stage are initial labels for each node of “pass” if the geometric requirements are met,
and “fail” otherwise. In the second stage, we search for all possible paths leading
from the entrance to the house to every space to check the “general ability to access”.
Namely, a space will be considered accessible only if there is a path leading to it
which consists of other geometrically accessible elements. Eventually, the labeling
routine aims to classify each node in the graph to three classes:

a) Compliant and accessible — for elements that satisfy the geometric requirements
of the accessibility code and can be reached through a path that consists of other
compliant elements.

b) Compliant but not accessible — for elements that satisfy the geometric require-
ments of the accessibility code but cannot be reached through a path that consists
of other compliant elements.

¢) Not compliant — for elements that do not satisfy the geometric requirements of
the accessibility code.

Once the data set was generated and labeled, Graph Attention Network (GAT)
model was trained in a full batch mode using the generated 1,000 graphs containing
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28,400 nodes and 27,900 edges. The final model for training contained four layers and
5 attention heads implemented in each layer. The rectified linear function (Relu) was
used as the activation function for all hidden layers. Learning rate was set to 0.01
and the dropout value to 0.1. Evaluating the performance of the model, the data
set was randomly split to data for training, data for validation and data for testing.
Performance of the model was evaluated using the F1 score calculated based on
the test set. The obtained F1 score was 0.86 which indicates the obtained classifier
performs well on unseen data. As the validation and testing data sets are portions of
the generated synthetic data set, to validate the results we must test the performance
of the obtained classifier on “real world” data. The focus of the rest of the paper is
the application of the trained classifier to check the compliance of design documents
obtained from the industry to the accessibility code requirements.

4.2 Check Compliance — Real Design Data

To evaluate the feasibility of the entire workflow (Fig. 2), the obtained trained clas-
sifier must be applied to make predictions (classifications) based on design data
provided from the industry. The following section describes the application of the
trained classifier to check compliance of a BIM model that was obtained from a local
architectural firm is Israel. The floor plans of the house, overlaid with their graph
representation, are illustrated in Fig. 3. This design contains a main house which has
two levels, and it is connected to an independent rental unit, which is very common
in Israel. Note that this is a slightly different topology than in most of the houses
used in the training set. The entire training set was defined based on the topolo-
gies of single-family houses mostly with a single level. While there is a minority of
graphs representing houses with more than one level, there is no representation in
the training data of houses connected to an independent unit that is also accessible
from the main house. ML models are designed to generalize to new entities that are
not present in the training data. Using this test case, we can begin to explore the flex-
ibility that graph based learning models provide in terms of being able to generalize
and provide classifications for buildings with various topologies.

The graph representation of the house (both levels) is given in Fig. 4. It contains all
the rooms, doors and stairs represented as nodes, and the topological relationships
between them are represented as edges. The only topological relationships repre-
sented in the graph are “access” relationships, meaning there is an edge between two
nodes only if they represent elements with direct accessibility between them. The
goal of this stage is to classify each building element represented in the graph as
‘Not compliant’, ‘Compliant and accessible’, ‘Compliant but not accessible’. It is
important to note that residential buildings built for the private sector usually do not
have to be accessible. Hence, the ground truth contains elements of all three possible
labels.

The nodes in the graph are assigned with a list of features to describe the elements
which they represent, using the same data structure as for the training stage. Overall,
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Fig. 3 Floor plan of the ground level of a house used as validation for accessibility check (design
by Arch. Odelya Bar-Yehuda). a the ground level including the main house and the independent
dwelling unit, b is the second storey of the main house

nine categorical features are assigned to each node as listed in Table 1. Features
F1, F2, F3 and F4 determine the function of the node (space, door, stairs or ramp).
F5, F6, F7 determine the minimal width of the component. For example, F5 will be
assigned with the value 1 if the minimal width is greater than 170 cm, and the value
0 otherwise. F8 determines whether a space is a functional room such as kitchen,
bathroom, bedroom, etc. or it is part of the circulation area within the house, such
as a corridor. F9 determines the slope of ramps, such as that it is assigned with the
value 1 if the slope is between 5-8.3%, and 0 otherwise. The list of features was
determined based on key values from the accessibility code that were mapped into
categories with numeric values. An example of a feature vector assigned to node 11
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Table 1 List of features assigned to each node in the graph

Feature |0 1

F1 If the element is a space For all other elements
F2 If the element is a door For all other elements
F3 If the element is a stair For all other elements
F4 If the element is a ramp For all other elements
F5 If the width of the element is greater than 170 cm Otherwise

F6 If the width of the element is greater than 91.5 cm Otherwise

F7 If the width of the element is greater than 81.5 cm Otherwise

F8 If the element is a space that is part of the circulation path | For all other elements
F9 If the element is a ramp and its slope is within the range of | Otherwise

5-8.3%

is illustrated in Fig. 4. The final graph representing this house contains total of 46
nodes and 46 edges.

5 Results

In this work we implement the inductive learning setting [32], meaning that during
the training only the training data is available (synthetic data) and we apply the
trained classifier on a dataset which the model has never encountered before (real
design documents). Overall, out of 46 entities in the graph that represents the real
test case, 8 entities were misclassified resulting in an accuracy of classification of
82%. Comparing these results to the performance metrics of the trained model, we
see a small deviation as the accuracy of the test set during training was 86%. Table 2
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presents the misclassified nodes, their location in the floor plan, the predicted label
and the result of a manual compliance check (ground truth).

We can clearly see that most of the misclassified nodes in this case represent
entities in the rental unit portion of the floor plan and not the main house. We can
also see that most misclassified nodes are classified correctly in terms of geometry
but not in terms of topology. In other words, spaces or doors that are compliant to the
geometric requirements were indeed classified as such, but instead of being labeled
“Compliant and accessible” they were classified “Compliant but not accessible”,
suggesting there is a problem with the path leading to those elements but not the
elements themselves. We can also see that 100% of the mistakes are false negatives,
meaning that relying on these results would lead to a reevaluation of the floor plan
by the designers and not cause problems in later stages of the project.

The misclassified elements are marked in Fig. 5 a and b below. Although we can
assume that the major cause for the misclassification is the fact that this type of
topology is not well represented in the training set, the results obtained with GNN
are unexplainable, just like results of the classic ML approach.

Table 2 List of misclassified entities as result from using the classifier trained on synthetic data

Room/Door Location Node Predicted label True label
number
Door Main house 27 Compliant but not Compliant and
accessible accessible
Door Main house 46 Not compliant Compliant but not
—second floor accessible
Room Rental unit 13 Compliant but not Compliant and
— Security accessible accessible
room
Room - Foyer | Rental unit 15 Compliant but not Compliant and
accessible accessible
Room Rental unit 17 Compliant but not Compliant and
— Living room accessible accessible
Door- exit Rental unit 39 Compliant but not Compliant and
door accessible accessible
Door Rental unit 36 Compliant but not Compliant and
accessible accessible
Door Rental unit 38 Compliant but not Compliant and
accessible accessible
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Fig. 5 Floor plans of the checked building with marked misclassifications

6 Discussion

Automated Code Checking has been a subject of interest for many researchers over
the years. Moving to BIM technology, we were able to make significant progress
in the field, and lead to the development of advanced and sophisticated platforms
with the ability to automatically check the compliance of a given design to several
regulatory documents or user requirements. Despite the sophistication of the existing
tools and workflows, an automated platform that provides a checking routine for a
wide range of regulations in a completely automated manner remains a distant goal.
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As the majority of work on the subject is focused on further development of the
ACC following the well-established rule-based approach, we are constantly making
progress but do not reach major breakthroughs. The broad applicability of ML tech-
niques led to various breakthroughs in many different domains. The potential of
using ML and leveraging data in the construction domain has been long recognized
as well. However, the idea of applying ML techniques for ACC has not been suffi-
ciently examined. We cannot expect for ML based ACC to reach the same accuracy
as rule-based checking since results obtained with ML are probabilistic. However,
while the rule-based approach provides very reliable results, it is limited in scope and
requires much manual processing for rule compilation and for building information
extraction.

There are some major differences between the rule-based approaches for ACC
to the ML based approach for ACC. One of them is that the rule-based approach
requires to process the regulations and the building design to bring them to a common
environment as depicted in the left side of Fig. 6. Still, usually that representation
of the regulatory documents and the design concepts do not overlap sufficiently,
which causes difficulties in development of ACC platforms that cover a wide range
of regulations. As described in [5], checking of a given design requires the user to
“correct” the model to match the requirements of the checking routine in a process
commonly called ‘normalization’.

In the ML based approach, we still look for a common data representation, in the
case of GNN itis LPG, but the regulations are encapsulated within that representation
by the labels assigned to the nodes during the training (right side of Fig. 6). In other
words, there are no two separate ontologies or vocabularies, instead both the design
and the regulations are represented on the same graph which can be a great benefit
of the approach.

On the other hand, representing the regulations and the design on a single data
structure can also be a drawback. Regulations are often revised and changed, although
the changes are not usually drastic, they have to be integrated correctly with the
training process. This means that changes in the regulations will require re training,
and possibly relabeling of the training set to obtain new classifiers. The complexity
of a process for relabeling and retraining has not been evaluated yet. Similarly, the

Building design ontology

Regulatory Building
documents design Regulations
vocabulary ontology

Fig. 6 Two approaches for ACC: on the left-hand side representation of the regulations and the
design as separate ontologies. On the right-hand side representation of design and regulation using
the same data structure
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ability to group regulations into a single classifier is also an issue that needs to be
investigated. In the presented work, several geometric requirements for doors, spaces
and ramps were checked simultaneously in addition to the “general ability to access”.
This suggests that not every code clause will require developments of its own trained
classifier. A wider analysis of the regulations is needed to identify the clauses that
can benefit from the GNN approach and to develop strategies for grouping code
requirements that can be dealt with by the same classifier.

One of the barriers for implementing classic ML techniques or graph-based
learning techniques is that both require large data sets for training. Although the
construction industry produces vast amounts of data in all stages of construction
projects, most of this data is not public. In addition, data that is available is not
always complete, represented in a compatible format and labeled. Although the idea
of generating synthetic data for training of ML models is not a new concept, this
work illustrates that it can be useful for ACC. Furthermore, this work demonstrates
that a graph-based learning model that was trained solely on synthetic data is appli-
cable for checking the compliance of design documents obtained from the industry
to check several accessibility requirements.

This work is focused on validating the suggested process of a GNN based ACC.
Demonstration of the process for accessibility checking in a residential building
leads to very encouraging results, but also reveals numerous directions for needed
research. The GAT model developed in this case, and the routine for data generation
and labeling are goal driven. This means that it might be difficult to generalize the
created data set to be used for other purposes. In this case, we only represent the
building elements relevant to the specific code requirement we want to check, but
we assume it is possible to use more detailed graph representations of buildings to
be able to check a larger set of regulations. This will of course influence the labeling
method as well since we aim at providing labels that indicate what the design issue is
instead of simple ‘compliant’ or ‘not compliant’. We can also assume that variations
in the GNN model architecture, the data representation and the attributes assigned
to every node will significantly influence the performance of the model. Although a
rule-based approach can reach 100% accuracy in checking the same requirements,
we cannot expect the same performance from a ML based approach. However, the
obtained results demonstrate that GNNs can be applied to problems from the code
checking domain, and they have the potential to provide a possible solution for
regulations that cannot be checked deterministically. For example, vaguely written
regulations or performance-based regulations that are difficult to represent as rigid
rules. In conclusion, this work illustrates that GNNs are applicable for ACC, and that
determining their scope and boundary conditions is a valid and important direction
for future research.
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7 Conclusions

This paper demonstrates a suggested workflow for implementing GNNs for ACC
while relying on a synthetic data set for training and making prediction on BIM
models received from the industry. The workflow is illustrated through a small- scale
problem of checking compliance to accessibility requirements. The accuracy of the
trained model applied to a test set achieved 86%, suggesting the classifier performs
well on unseen data. Using the trained model to classify building elements presented
in a BIM model received from the industry achieved accuracy of 82%.

This work has two main contributions, one is the feasibility check for using
GNNss to automate compliance checking of code requirements that incapsulate both
geometric aspects and topological aspects of the design. The other is a demonstration
that in fact, synthetic data sets can be useful for training models that will later be
used for classification of real design information.

The possible potential of using ML (whether classic ML algorithms or graph-
based algorithms) has been long recognized. However, one of the main drawbacks
is usually the unavailable data set for training. The construction industry produces
large amounts of data in every construction project, but it is unfortunately not always
available for researchers. Relying on synthetic data, we are able to illustrate the
potential use and benefit of data driven approaches for ACC.
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and H. H. Snijder

Abstract Safety-critical infrastructures, such as bridges, are periodically inspected
to check for existing damage, such as fatigue cracks and corrosion, and to guaran-
tee the safe use of the infrastructure. Visual inspection is the most frequent type
of general inspection, despite the fact that its detection capability is rather limited,
especially for fatigue cracks. Machine learning algorithms can be used for augment-
ing the capability of classical visual inspection of bridge structures, however, the
implementation of such an algorithm requires a massive annotated training dataset,
which is time-consuming to produce. This paper proposes a semi-automatic crack
segmentation tool that eases the manual segmentation of cracks on images needed
to create a training dataset for machine learning algorithm. Also it can be used to
measure the geometry of the crack. This tool makes use of an image processing
algorithm, which was initially developed for the analysis of vascular systems on
retinal images. The algorithm relies on a multi-orientation wavelet transform, which
is applied to the image to construct the so-called ‘orientation scores’, i.e. a modified
version of the image. Afterwards, the filtered orientation scores are used to formulate
an optimal path problem that identifies the crack. The globally optimal path between
manually selected crack endpoints is computed, using a state-of-the-art geometric
tracking method. The pixel-wise segmentation is done afterwards using the obtained
crack path. The proposed method outperforms fully automatic methods and shows
potential to be an adequate alternative to the manual data annotation.
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Keywords Image segmentation + Crack detection - Computer vision - Image
processing - Fatigue crack measurement - Steel bridge inspection

1 Introduction

There are more than a million bridges in Europe and the USA, according to [1, 2]
and every bridge structure is subjected to gradual deterioration which may lead to its
collapse. In order to prevent tragic events and to detect critical structure deterioration
in time, periodic inspections of bridges have to be conducted [3]. Visual inspections
are the most frequent type of bridge inspection, during which, trained personnel
visually examines the surface of the structure [4]. This procedure may be costly and
time-consuming. Apart from the obvious expenses for inspector training and work, in
some cases, there are implicit financial consequences to the regional economy related
to the necessity to temporary restrict or fully shut down traffic across a bridge.

In a recent paper from Campbell et al. [5], it has been highlighted that the vari-
ability of the outcome of visual inspections is substantial, and that the detection rate
of fatigue cracks strongly depends on the inspection conditions and the proneness
of the inspector to report potential damage. The authors concluded that, by using
the current techniques and procedures, visual inspection should not be regarded as a
reliable method for bridge inspection.

The substantial cost and the low reliability of manual bridge inspections explain
recent efforts directed at the designing of automatic systems for bridge inspections
[6]. This is because automated visual inspection systems have the potential to aug-
ment the efficiency of existing inspection practices and to reduce its cost. In recent
works, special attention was paid to automatic fatigue crack detection, since fatigue
is one of the most frequent and dangerous types of bridge damage [7].

Many computer vision algorithms have been developed for crack detection and
measurement in different structures and materials, see for example overviews of this
topic in [8, 9]. These algorithms can be divided into two major groups, namely a)
geometric image processing algorithms, and b) machine learning algorithms. Crack
segmentation is a common approach extensively used in earlier works on automatic
visual inspections, that besides crack detection, also allows measurement of the
detected crack geometry. Image segmentation is the process of partitioning a digital
image into multiple image segments, where each pixel is assigned to one of the seg-
ments. In the case of crack segmentation, two types of segments are considered: the
segment of the image background type, and one or more segments of the crack type.
Images of critical locations in bridge structures normally contain several elements
that complicate the crack segmentation task. This may be surface corrosion, paint
peeling, dirt on the surface, fasteners, and other bridge parts and joints. The perfor-
mance of a fully automatic image processing algorithm dealing with such images
is potentially affected by these aspects, e.g. it may result in a high false call rate
by labeling a gap between adjoint elements of the considered structure as a crack,
as mentioned in [10, 11]. In contrast, computer vision machine learning algorithms
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not only can recognize geometrical patterns of cracks but can also distinguish them
from other crack-like-looking parts of the image. However, the main drawback of
machine learning algorithms is that they require a labeled dataset for training and
testing. A large number of researchers developing machine learning algorithms for
crack segmentation uses labeled datasets created by manual labeling. In this case, the
annotation consists of a manual draw of the contour of the crack, most often made
with a hand-held mouse [12, 13]. Clearly, such a procedure may take a lot of time,
especially in the case of a large number of high-resolution images.

Taking this into consideration, a manual annotation procedure forms a bottleneck
in the process of development of a state-of-the-art machine learning algorithm for
crack segmentation. In this paper, it is proposed to make use of image processing
techniques to develop a semi-automatic crack segmentation tool. The developed tool
has the advantage of making the process of labeling cracks on images simpler and
faster, which is needed to train a machine learning algorithm for crack segmentation.
Moreover, the proposed tool may also be used to extract the geometrical parameters
(length, width, curvature, etc.) of a crack needed for either research or more accurate
inspection. Unlike the fully automatic image processing technique for crack seg-
mentation, the developed method requires manual input, i.e. the crack end-points.
By adding such a manual input it is possible to significantly increase the accuracy of
the crack segmentation algorithm, potentially allowing it to be used as a data labelling
tool for machine learning algorithms. Implementation of the developed algorithm is
available at https://github.com/akomp22/crack-segmentation-tool

2 Methods

Datasets to train a machine learning algorithm for crack segmentation are often
manually labeled, since it is the most reliable method for pixel-wise image labeling.
However, it is time consuming, because it requires a human expert to manually
indicate the contours of the crack.

Fully automatic image processing algorithms do a crack segmentation much faster
and without human involvement. A wide range of different image processing tech-
niques have been created aiming at the development of a fully automatic crack seg-
mentation algorithm. Commonly used techniques include thresholding [14-18], fil-
tering [19, 20], and image texture analysis [21-23].

A major drawback of these fully automatic algorithms is that they are often
designed to mark dark elongated structures of the image as a crack. On complex
images, for example the image of a steel bridge presented in the Fig. 1, these algo-
rithms will suffer from the significant amount of false crack detections. Hence, these
algorithms can not be used as an image pixel-wise labeling tool.

The semi-automatic algorithm described in this section uses an image processing
technique, where the false call rate is minimized thanks to additional information
about the crack location provided by a human annotator.
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The first major step of the proposed method is crack path tracking, described in
Sect. 2.1 of this paper. The algorithm aims at finding the path of a crack between two
manually selected crack endpoints. The retrieved crack path allows to distinguish
a particular elongated dark structure of the image (which is a crack) form other
elements in the image that look like a crack (e.g. shading, paint, structure edge etc.).
Few earlier works considering crack tracking having selected points as input. For
instance, in [24], a crack path was identified by a step-by-step movement from one
of the crack points in the direction that has a locally minimal pixel intensity. A
disadvantage of this tracking method is that it is not able to find a globally optimal
path. It can easily be mislead by dark image regions near the crack and follow a
locally optimal wrong path.

Fig. 1 Example of a steel bridge structure image where common crack detection algorithms tend
to have a high false call rate.

In [25] the crack path was found using only one internal crack point as input.
A fast marching algorithm was used to find a distance map relative to the selected
internal point. The lowest gradient ascent path was chosen as a crack path.

Crack minimal path selection approaches was also used in [26, 27]. In these arti-
cles, Dijkstra’s algorithm was used to find a crack path between multiple points inside
crack contour. However, points inside crack contour were selected automatically,
using the threshold method, so the problem of the high amount of false detections
that is inherent to fully automatic image processing algorithms is also present in
these methods.
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The proposed crack tracking method uses an anisotropic fast marching algorithm
to find a crack path as a globally optimal path (minimizing geodesic) in an orientation
score (a multi-orientation wavelet transform) and is described in Sect.2.1 of this
paper.

To obtain a crack segmentation, the width of the crack along the retrieved path
needs to be measured. One way to do this is to get an intensity profile perpendicular
to the crack path, and determine crack edges based on this profile, as was done in
[24]. However, the crack edges retrieved with this method have irregular shapes and
may deviate significantly from the actual edges. A width expansion approach was
used in [26-28], and is also used in the proposed algorithm and explained in Sect. 2.2.
An alternative width measurement method is also proposed (tracking algorithm for
edges as described in Sect.2.2) which works better on images of cracks in steel
bridges.

2.1 Crack Path Tracking

In [29] a general image processing method was proposed for line tracking in 2D
images via 3D multi-orientation distributions (so-called ‘orientation scores’). Such
an orientation score [30] lifts the image-domain from a 2D position space to a 3D
space M, of 2D-positions and orientations, as can be seen in Fig.2. Where a 2D
image f : R2 >R assigns a greyvalue f(xi, xp) to aposition (x, x»), an orientation
score Uy : M, — C assigns a complex value U (xy, x2, 0) to a ‘local orientation’
p = (x1, x2, 0). The real part of Uy gives the measure of alignment of the image
local line structures with the specific orientation, whereas the imaginary part can
be interpreted as the measure of alignment of image local edge structures with the
specific orientation.

In [31] the tracking in the orientation scores (TOS) is done by formal optimal
curve algorithms. The curve extraction is done with a single optimal control problem,
allowing to include local contextual alignment models of oriented image features. In
other words, optimality of the curve is determined not only by the intensity of pixels
it lies on, but also by the alignment of this curve with the image’s local anisotropic
structures.

These contextual geometric models in M, improve tracking when cracks are partly
visible, which is often the case. Furthermore, cracks often have sudden changes in
local orientation, and do not have cusps like in [31]. Therefore, the used algorithm
relies on the improved forward motion model also applied in [32] for blood vessel
tracking. For efficient sufficiently accurate computation anisotropic fast marching
algorithm [33] is used to compute distance maps in M,. A subsequent steepest
descent provides the optimal paths, i.e. optimal geodesics being paths with minimal
data-driven length.

Such geometric TOS [32] gives a few advantages in the application of tracking
cracks in steel bridges:
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— When a crack is only partly visible in the image as in Fig.3 the aforementioned
contextual image processing models are needed to still recognize the crack

— Crossing structures (e.g. a crack and a sub-surface due to shading/paint) are dis-
entangled in the orientation score (e.g. Fig.4a and Fig.5b). The crack and the
edge/line crossing are separated because they align with different orientations,
thus being on different “6 levels” in the orientation score. Thereby a tracking
algorithm will stay on a true crack trail.

— Cracks can suddenly change orientation and the model based on [34] automatically
accounts for that.

Fig.2 Examples of the orientation scores: a Orientation score of an image with lines; b Orientation
score of an image with a circle.

Fig. 3 Close up view of a crack with their calculated crack path retrieved by two methods: The red
line shows the track obtained by tracking in R? while the white line shows the spatially projected
track obtained by tracking in M, = R? x S'.



Segmentation Tool for Images of Cracks 99

Construction of the Orientation Score. In the orientation score, the image domain
of positions x := (x1, xp) € R? is extended to the domain of positions and orien-
tations (x, ), where 6 € [0, 27] denotes the orientation. The orientation score can
be built from the initial image using the anisotropic cake wavelets shown in Fig.4b
(which thank their name to their shape in the Fourier domain [29, 30]). The convo-
lution of an image with a cake wavelet that has a specific orientation 6 will filter the
local line elements, giving high response in positions where the line structures are
aligned with the applied wavelet orientation. For example, the responses in Fig. Sa
are obtained by applying the wavelet filters shown in Fig. 4b to the image shown in
Fig.4a.

A grayscale image can be considered as a (square integrable) function f : R? — R
that maps a position x € R? to a grayscale value f(x). Similarly, the orientation
score Uy is represented by the function Uy : M — C, where M = R? x S! and
S':={n(®) = (cos,sinh) | 6 € [0, 27)}. The used cake wavelets 1 are complex-
valued (their real part detects lines whereas their imaginary part detects edges). The
orientation score U of an image f is given by:

Us(x,0) =/ ¥ (R, '(y —x)) f(»)dy, forallx € R* 6 € [0, 27), (1)
R2

where ¢ is the complex-valued wavelet aligned with an a priori axis (say the vertical
axis & = 0), and the rotation matrix R, rotates this wavelet counterclockwise with
cos® —sinf
sinf cos6
design of the cake wavelets [29, 30] allows to preserve all image information after
“lifting” the image to the orientation score. With a proper choice of parameters that
are used to construct the cake-wavelet, the approximate reconstruction of the image
f from the orientation score can be achieved by a simple integration:

the required angle 6 and is defined by: Ry = < ) A careful mathematical

2w
fx) = / Us(x,0)d6.
0

Shortest Paths (geodesics) in the Orientation Score. After the input image is lifted
to the orientation scores, a tracking algorithm is applied that finds the shortest path,
or geodesic, between the endpoints of the crack in the orientation score, see Fig. 6.
The geodesic can be represented by a parameterised curve y (t) = (x(¢), n(¢)) in the
orientation scores, the length of which is defined as the Riemannian distance between
the chosen endpoints p = (Xo, ng) and q = (x;, n;). Here, p and q are points in the
. ... . . cos 6,
lifted space of positions and orientations M, := R? x S' and n, := <sin 9’>. The
t
asymmetric version of the Riemannian distance, that distance is single, so were
should be was used in the experiments, is defined by:
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(a) (b)

Fig. 4 a Input image with chosen endpoints; b Real part of the cake wavelets with angle 6 equal
to 0 and 7 respectively.

- h

(a) (b)

Fig. 5 aResults of applying filters from figure Fig. 4b to the image shown in Fig. 4a; b Orientation
score of image shown in Fig.4a. 6-levels represented by blue and red rectangles correspond to a.

1
des(p,q) = inf G v (1), y(¢))dt 2
o@.@=~ inf = fo VG ©,7@) @
y(O)=p.y(H=q
X()n()=0

where the space of curves (are all piecewise continuously differentiable curves y :
[0, 1] — M), over which the optimization is done, is denoted by I', and with the
Riemannian metric given by
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.2

. . E2 o . \ﬁ@l'HU“’(p’qﬂ
Gp(p. p)=C*(p)|£*% - n*+ = (||x||2—|x-n|2)+||nn2+xﬁ 3)
¢ max [HUp(. 0|
Bll=1
with p = (x, n) € M, being a position and orientation, and p = (x, n) a velocity
attached to the point p, and where C?(p) is the output of the application of the
multi-scale crossing/edge preserving line filter to the orientation score, for details
see [32, App.D], [35], and acts as a cost function. The Hessian of the orientation
score is denoted by HU. Parameter £ > 0 influences the stiffness or curvature of
the geodesics. Parameter 0 < ¢ < 1 puts high cost on £2/¢2 on sideward motion
relative to the cost &2 for forward motion. Parameter A > 0 regulates the influence
of the data-driven term relying on the Hessian of the orientation scores. In order
to find the optimal curve that minimizes the distance, the anisotropic fast marching
algorithm [33] is applied to solve the eikonal PDE [34]. The algorithm computes the
distance map dg (p, -) given by Eq. (2) from one of the crack endpoints, p, that serves
as an initial condition (i.e. ‘seed point’) using an efficient propagating front approach.
Afterwards, it finds the geodesics by backtracking using the steepest descent method
[34] from the other endpoint q, also called the ‘tip point’, using the computed distance
map. The HFM library [36] was used to employ the described tracking algorithm
efficiently.

Next, extra motivation for the curve optimization model given by Eq. (2) is pro-
vided. When considering crack propagation as a random Brownian process [37, 38]
on M, then Brownian bridges concentrate on geodesics [39]. Furthermore, the model
given by Eq. (2) corresponds to a curvature-adaptive extension of the model in [34]
whose optimal geodesics include ‘in-place rotations’ that the model automatically
places at optimal locations during the geodesic distance front-propagation. Such ‘in-
place rotations’ (due to the constraint X - n > 0 in Eq. (2)) are natural for 2D pictures
of cracks in bridges, as there are often sudden changes in direction of a crack.

2.2 Crack Width Detection

Two distinct approaches are considered that allow to obtain a crack segmentation
while having the crack path. The first approach is called’width expansion’ (WE) and
the second approach’edge tracking’ (ET). The WE approach is expected to work
better with cracks that have a conspicuous grain structure along their edges, e.g.
cracks in pavement. In contrast, the ET approach gives better results for cracks that
have relatively smooth edges such as cracks in steel.
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(b)

Fig. 6 a Orientation score; b An example of a geodesic (the shortest path y from Eq.2) in the
orientation score and its projection onto R2.
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Crack Width Expansion. This approach has been used in automatic crack segmen-
tation algorithms [26, 27], and is applied to the image in the R? domain without any
preliminary transformations. In the first iteration of the WE algorithm, the pixels that
lie exactly on the obtained crack path are assigned to a crack segment. In the subse-
quent iterations, pixels neighboring to the existing crack segment are assigned to a
crack segment if their intensity value is below a threshold value T, = ©,, — Ky, - 0y,
where p,, and o, are mean and standard deviation respectively of the existing crack
segment pixels gray value distribution, and where K, is a manually chosen param-
eter. The iterations continue until no new pixels are added to the crack segment.
This approach is useful when the crack has an irregular shape as is the case for e.g.
cracks in pavement, due to the noticeable grains of the material. However, the output
of this approach depends significantly on the threshold value K,,. The necessity to
accurately chose K, restricts the autonomy of the method, since, its optimal value
may vary significantly depending on the image.

Crack Edge Tracking. Similarly as for crack path tracking, for the ET a geometric
tracking algorithm is applied to find an optimal path between crack endpoints, but
with a few major differences.

First of all, a cost function C(p) for the tracking algorithm is built that forces it to
follow the crack edges instead of the crack centerline. To build this cost function, the
crack path is divided into small segments for which crack path orientation is deter-
mined. Afterwards, around each path segment, a square part of image is chosen with
a predetermined dimensions in parallel and perpendicular to the segment orientation.
To these pieces of the image, an edge filter (Gaussian first order derivative) oriented
in accordance with the crack path orientation is applied. Results of this operations
are summed to construct a cost function for the whole image. In this way, the edge
filter highlights mainly the edges of the crack and gives lower responses to edges not
parallel to the crack. An example of a resulting image is presented in Fig. 7a.

Additionally, in the proposed ET method we use a version of the tracking algorithm
described in Sect. 2.1 that in fact is the Dijkstra’s algorithm in the image R?> domain.
As a filter was applied that was specifically designed to highlight crack edges and
ignore other edges on the image, it is expected to avoid the problems listed in Sect. 2.1
(namely crossing structures and poor visibility of the filtered crack edges). Hence,
instead of doing tracking in the M, domain as was done for crack path tracking, here
the fast marching algorithm [33] for geodesic curve optimisation is directly applied
in the image R? domain that is computationally less expensive.

3 Results

3.1 Tracking Performance

First, the performance of the crack path tracking algorithm is evaluated against the
steel structures dataset. The used dataset consists of images of actual steel bridge



104 A. Kompanets et al.

structures with fatigue cracks that was collected by Dutch infrastructure authorities.
Ground truth crack tracks (actual track of a crack as it is visible on the image)
were drawn manually for 19 randomly selected images from the dataset. In order to
numerically estimate the performance of the tracking method, the metric m = % is
introduced, where A is the area between the ground truth track and retrieved track,
measured in squared pixel, and L is the length of the ground truth track determined
as the number of pixels it passes. The area A between to tracks represents a measure
of how one track deviates from another. Division by L? makes the metric resolution-
invariant. Lower values of the metric m mark lesser deviation of the retrieved crack
from the ground truth track. Table 1 shows the mean value of the introduced metric.

(b)

Fig. 7 a Oriented edge filter applied to the image shown in the Fig.4a; b Crack edges detected
with the ET method.

The described tracking method was compared with the alternative methods.
Table 1 shows the results of this comparison, where the considered algorithms are
identified as:

— FF—the “FlyFisher” algorithm described in [24]. In this method a track propagates
a track from the starting point and led by the local gray-scale pixel values patterns;

— DT—Tracking 2D paths using Dijkstra’s algorithm in the R? domain of the input
image to minimize the cost function defined by the Frangi filter [40];

— TOS—Tracking in the Orientation Score: Tracking optimal paths defined by Eq.
(2) in the orientation score via anisotropic fast marching algorithm (described in
Subsect. 2.1).

Table 1 Average deviation of three different crack tracking algorithms from the ground truth crack
on 19 images of cracks in steel structures

FF DT TOS
m - 10 4.46 0.980948 0.784308
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Table 2 Crack segmentation results on the AigleRN dataset

FFA MPS TOS+WE
Precision 0.61 0.82 091
Recall 0.32 0.6 0.75
F1 0.36 0.63 0.82

The results demonstrate that the proposed TOS method outperforms DT and FF
algorithms. The path retrieved by the FF method follows a locally optimal direction
(defined by a darker image region) but easily misses a globally optimal path. This
problem results in the worst performance (see Table 1). In contrast, the TOS and the
DT algorithm use a two step approach. First, they calculate the distance map on a
Riemannian manifold (M, G) from the starting point and then perform a backtracking
using the steepest descent algorithm. In case of TOS, the manifold M = M, and
metric tensor field G given by Eq. (3) while in the DT algorithm, the base manifold
M = R? and the metric tensor field G is now given by Gy (X, X) = V(x)||x||> with V
the Frangi filter [40].

This two step approach allows us to find the optimal path resulting in significantly
lower values of the metric m in Table 1. Here the DT algorithm follows the path with
the lowest cumulative Frangi filter values V-intensity of pixels. The TOS algorithm
improves upon this by using a crossing-preserving V- intensity [35], and moreover
it includes alignment of locally oriented image features as explained in Sect.2.1,
resulting in better tracking performance (see Table 1).

3.2 Segmentation on the AigleRN Dataset

The AigleRN dataset contains images of cracks in pavement and provides ground
truth crack segmentations [41]. In order to segment cracks on images from this
dataset, the TOS method is used with the WE as described in Sect.2.1. Seventeen
images were randomly selected from the AigleRN dataset for the evaluation. To
evaluate the performance of the tracking algorithm, criterions were used as in [28],
namely precision, recall and F1-value. Recall shows what fraction of the crack pixels
were retrieved by an algorithm. Recall equal to 1 means that all pixels that belong
to a crack according to ground truth were identified by an algorithm as crack pixels.
The precision value indicates what fraction of the pixels that were identified as crack
by an algorithm, actually belong to a crack segment. Finally, the Fl-value is the
harmonic mean of precision and recall. Results are provided in Table 2.

In [41] crack segmentation results retrieved by minimal path selection (MPS)
[27] and free-form anisotropy (FFA) [42] algorithms are also provided. Using these
provided segmentation results, the performance parameters were determined for the
MPS and the FFA methods for the same seventeen images. These performance param-
eters, are also shown in Table 2.
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The FFA algorithm measures a local texture anisotropy for every pixel of the
image. The pixels where an anisotropy is higher than a threshold value are assigned
to a crack segment. This approach has the lowest performance.

The MPS algorithm finds potential crack pixels using a threshold of local minima
in grayscale. Afterwards, the paths between these points are computed using Dijk-
stra’s algorithm. These paths constitutes the so-called ‘skeleton’ of the crack. To find
crack segments, this skeleton is used as a basis for the WE algorithm as explained
in Sect. 2.2. The MPS algorithm does not allow to detect cracks with poor visibility,
and this explains the low recall value. This can also be observed in Fig. 8, where the
middle part of the crack with partial visibility was not detected by the MPS method.
Also in Fig. 8, false detections by the MPS algorithm can be observed, whereas the
TOS+WE algorithm avoids false detections and maintains the connectivity of the
crack. Because of this effects the proposed TOS+WE algorithm outperforms its two
counterparts by all three metrics as can be seen on Table 2.

Input image Ground truth
Y G —

MPS TOS+WE
g o . e .. e e i A

Fig. 8 Typical example in the AigIRN dataset with segmentations. The output of the TOS+WE
algorithm is more connected and closer to ground truth than the MPS-output. This qualitatively
supports the performance differences in Table 2.

3.3 Segmentation on Steel Structures Images

Finally, results are provided of the application of the segmentation algorithm to
the images of steel bridge structures with cracks from the dataset introduces in
Sect.3.1. Ten images with visible crack edges from the dataset were used for the
evaluation. Unlike in pavement, crack edges in steel structures have a smooth shape,
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and previously it was stated that the ET algorithm should work better than the WE
algorithm in this case. Here this is shown by comparing the TOS+ET and TOS+WE
algorithms in Table 3.

In Table 3, also the results for the reimplemented MPS algorithm are added for
comparison. As was explained in the introduction of this paper, the fully automatic
MPS method tends to have lots of false crack pixels identifications on images with
non-crack dark elongated elements as can be seen on Fig.9. This leads to only 49%
precision for the MPS algorithm and low F1-value.

In contrast, with the proposed algorithms (TOS+WE and TOS+ET) the image
structure of interest is identified at first using the crack path tracking. Thus, the
precision of the proposed algorithms is higher than that of the MPS algorithm.

Furthermore, TOS+WE method has a slightly higher precision value than the
TOS+ET method, but significantly lower recall value meaning that TOS+WE algo-
rithm skips more crack pixel, marking them as background pixels. Thereby, by the
F1-value the TOS+ET method shows the best performance on the images of steel
structures.

Ground truth

w’

Input image

MPS TOS4+ET

W“’#‘..._,_-r’-—-f

Fig. 9 Example of a steel bridge image and the corresponding results of its segmentation. The
TOS+ET method suffers less from neighboring/crossing structures (paint, rust) because of the
multi-orientation decomposition.

Table 3 Crack segmentation results on the dataset of images of steel structures

MPS TOS+WE TOS+ET
Precision 0.49 0.9 0.86
Recall 0.66 0.69 0.85
F1 0.52 0.78 0.83
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4 Conclusion

An algorithm for the crack segmentation was proposed, consisting of two major parts.
The first part of the algorithm measures a crack track between manually selected
crack endpoints. The second part of the algorithm performs the crack segmentation
using a crack track obtained in the first part as a basis. The crack tracking part of
the algorithm adapts the approach initially developed for the analysis of vascular
systems on retinal images where an efficient fast marching algorithm performs line
tracking on the image lifted into space of positions and orientations. For the width
measurement part of the algorithm the novel approach was proposed for the crack
edge tracking and it was compared with the width expansion approach that was used
in earlier works.

The proposed semi-automatic algorithm allows for a crack segmentation of images
with improved accuracy compared to the fully automatic algorithms, such as minimal
path selection and free form anisotropy algorithms and resolves the problem of high
false detections which is inherent to fully automatic crack detection image processing
algorithms. While sacrificing autonomy of the segmentation algorithm, the accuracy
significantly increases.

Potentially the developed algorithm may be used as a data labeling tool, to label
images with cracks to train a machine learning algorithm. However, results show that
the proposed algorithm does not fully reproduce the manual pixel-wise labeling. It
should be studied how much this deviation affects the performance of the machine
learning algorithm trained on the data labeled with the semi-automatic segmentation
tool. Also, the algorithm can find its use in cases when it is necessary to measure
a crack’s geometry (length, width, curvature etc.) when the location of this crack is
known, e.g. for research or for the purpose of more accurate inspection.
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Abstract The performance of deep learning models can be significantly degraded
on unseen data that has different visual characteristics compared to a domain where
training data was collected. A simple and obvious way to maintain the performance
of deep learning models is to prepare training data again in a new domain where
target objects and backgrounds have different appearances compared to the original.
However, it is not a trivial task considering time and efforts required in data prepa-
ration. To address this issue, this study proposes a pseudo label generation method
from images that can automatically collect video clips for objects of interest and
assign labels. The proposed method consists of a moving object detector to extract
target objects in images and a classifier to assign labels on the extracted regions. The
findings of this study provide important knowledge for construction site monitoring
in securing the performance of computer vision models in various environments.
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1 Introduction

Previous studies related to construction management utilized computer vision models
based on deep learning technology for safety assessment, productive analysis, and
progress monitoring [1-3]. It is essential for such applications to secure the perfor-
mance of the computer vision models. Recent approaches actively investigated deep
convolutional neural networks which can show state-of-the-art recognition perfor-
mance. As they require a large amount of training data to be trained, a few studies
have proposed large-scale image datasets for construction entities and used them as
the performance benchmark [4, 5].

Although a deep learning model is trained with a large-scale dataset, it tends
to show poor performance in the target domain where the data characteristics are
different from the original source domain where the training data was collected. To
address this problem, previous studies have investigated the effectiveness of data
augmentation, domain adaptation, and synthetic image generation methods [6-9].
However, the performance of deep learning models in the target domain generally is
not comparable to the original one in the source domain.

Obviously, an easiest way to secure the performance of a deep learning model is
to collect training data again from the target domain to which the model is applied.
However, it entails labor-intensive and time-consuming efforts of data collection
and annotation. To address this issue, this study presents an automated pseudo label
generation method in a new target domain based on image pre-processing, moving
object detection, and image classification. The key idea is to detect moving objects
from a new construction site scene as they are most likely the target foregrounds
(objects of interest) such as workers, dump trucks, and excavators; the extracted
moving objects are then classified into one of the original classes or irrelevant objects
for automated labeling. The labeled moving object instances can be used as pseudo
labels for training object detectors. To validate the capability of proposed method
in extracting moving objects and labeling them, CCTV videos collected from two
construction sites were used. The following chapters introduce the details of the
proposed method.

2 Pseudo Label Generation with Moving Features

The proposed method is largely divided into two processes, as illustrated in Fig. 1.
The first process detects moving objects based on moving features which repre-
sent the change of features’ locations over time in consecutive video frames. This
study employs Recurrent All-pairs Field Transforms for Optical Flow (RAFT) [10]
to recognize moving features of foregrounds in construction site scenes. The second
process assigns class labels to extracted moving object instances using Efficient-
NetV2 [11] which is an image classification model. Object instances with the target



Generating Pseudo Label of Object Detector for Construction Site ... 113

) Slc.p I Tt / Optical Biruags Majcot racking
Maoving objeet detection wilon flom: proccming :
Step 2: ‘ Cropped image
Pscudo label gencration L] Classification !

Fig. 1 An overview of the proposed method

class labels are used as pseudo labels that can be used to re-training a detection
model.

2.1 Moving Object Detection

Optical Flow. Optical flow is a per-pixel motion estimation task between two consec-
utive video frames. The purpose of using optical flow is to automatically detect the
location of moving construction objects of interest. The adopted optical flow model
is RAFT, a supervised optical flow model that has reached high accuracy on KITTI
dataset and showed a robust generalization capability [10]. RAFT outputs images
displaying the moving objects in different colors according to the magnitude and
direction of the movement, as shown in Fig. 2.

Image Processing. An output image generated by RAFT is converted into a binary
image with bounding boxes, as shown in the left figure of Fig. 3. The boxes are created
based on the coordinates of the contour of the detected moving objects. However, the
binary images often contain numerous noises. Most of these noises are generated in
the form of pixel-level noise, known as salt and pepper noise, by subtle movements
of a camera and objects. To denoise the output binary images, this study applies three
image processing methods including time-domain low pass filtering, morphological

Fig. 2 An original construction site video frame (left) and the video frame processed by RAFT
(right). Color blobs indicate moving objects
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Fig. 3 Video frames before (left) and after (right) image processing

processing, and median blurring to get the accurate contour of moving objects, as
shown in the right figure of Fig. 3.

Time-domain low pass filtering: The noise generated irregularly in consecutive
video frames can be seen as a high frequency noise from the time-domain perspec-
tive. For example, if the movement of a feature is falsely detected in only two
frames out of five consecutive video frames, this is a high frequency noise. This
study applies a time-domain low pass filter to remove such noises from the batches
of consecutive video frames.

Morphological processing: Morphological image processing such as opening and
closing is applied to get the accurate contour of objects.

Median blurring: A median filter is used to remove outliers such as salt and pepper
noise in the binary images.

Object Tracking. A lot of noise is removed by the previous image processing step,
but some remains. To eliminate the remaining noise to obtain the consistent bounding
boxes of the moving objects, Simple Online and Realtime Tracking (SORT), an
object tracking algorithm, is used. SORT is an object tracking algorithm based on
a Kalman filter and Hungarian algorithm which tracks the bounding boxes of the
moving objects. SORT measures the Intersection over union (IoU) of the bounding
boxes in consecutive frames and tracks them if the measured IoU is higher than
a certain threshold [12]. Since most of bounding boxes falsely generated by some
noises don’t exist continuously, the measured IoU of them is either zero or small.
Then, such bounding boxes are removed, and the moving objects of interest that are
tracked by SORT are only cropped (Fig. 4).

2.2 Pseudo Label Generation

The classification model, EfficientNetV2, is employed to classify the bounding boxes
into either one of the target classes or an irrelevant object category. EfficientNetV2
is known to have high accuracy with a training efficiency [11]. It is pre-trained by
MOCS dataset [4] to leverage the benefit of transfer learning before used in the
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Fig. 4 Green boxes indicate the bounding boxes tracked by SORT

experiments. The classification model classifies the cropped images (the bounding
boxes) as one of the target classes or a non-target class based on the class probability
and the minimum threshold criterion. However, if the predicted probability is less
than a certain threshold, it is labeled as a non-target class.

After the first cycle of pseudo label generation, the classification model is trained
again with the generated pseudo labels. Then, the re-trained classification model is
used to classify the cropped images labeled as a non-target class. With this, an image
falsely classified as a non-target class can be correctly labeled as its true class. By
iterating this process, more and accurate pseudo labels are obtained (Fig. 5).

3 Experiment and Result

3.1 Experimental Settings

To validate the proposed method, experiments were conducted to generate pseudo
labels for moving objects of interest in two videos in different target domains. The
length of videos was 70 s and 700 video frames were extracted. The target domain
1 had a single target class—excavators—and the target domain 2 had three target
classes such as excavators, dump trucks, and workers, as shown in Fig. 6. As the
same target classes are in MOCS dataset (the source domain), EfficientNetV2 was
first trained by 800 training and 200 validation images for each class in MOCS
datasets.
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Fig. 6 CCTV scenes of the target domain 1 (Left) and the target domain 2 (Right)

3.2 Result and Discussion

The moving objects were extracted by the first process, moving object detection,
described in Sect. 2.1. Table 1 shows the results of detecting moving object instances.
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Table 1 The number of the
. . Total cropped | Target class | Non-target
cropped images in the two . . .
. images images class images
target domains
Target domain | 1136 314 822
1
Target domain | 1147 863 284
2

For the cropped images, target and non-target class images were manually separated
for the validation of the second process—pseudo label generation.

Since pseudo labels are used as training data, it is crucial to generate them with
high precision. Therefore, the value of recall greater than 0.5 would be enough to
obtain sufficient training images while achieving a high prevision value. The formula
for recall and precision are shown as follows:

TP
Recall = ——— (D
TP+ FN
. TP
Precision = ——— 2)
TP+FP

where TP represents true positives, FN represents false negatives, and FP repre-
sents false positives. To generate pseudo labels with high precision, the classification
threshold of the classification model should be set to a high value such as 0.99. That
is, EfficientNetV2 only assigned a target class label to a cropped image when the
model has a confidence score greater than 0.99 in prediction.

Tables 2 and 3 show the results of pseudo label generation. It was found that the
performance EfficientNetV2 to generate pseudo labels was improved when it was
retrained with pseudo labels generated from the previous iteration. Recall was low
when EfficientNetV2 was only trained in the source domain, but it was significantly
improved from 0.012 to 0.824 when the model was re-trained with pseudo labels,
as shown in Table 4. However, the precision value was decreased for dump trucks
and workers as the iteration increased in the target domain 2, as shown in Table
5. The reason for the decrease in precision was conjectured that only the small
number of pseudo labels were used to train EfficientNetV2, which caused the poor
generalization of the model.

The precision of worker class in the target domain 2 is lower than other classes. A
possible explanation for this result is that the worker instances in the target domain
2 are tiny and blurry. Since these images were used to train the classification model,
resulting in producing more false positives.
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Table 2 The result of the prosposed framework in video 1

T. Kim et al.

Predicted class
Iteration: 0 Dump truck | Excavator | Worker | Non-target class
Ground Truth | Dump truck 0 0 0 0
Excavator 0 4 0 310
Worker 0 0 0 0
Non-target class | 0 0 0 822
Iteration: 2 Dump truck | Excavator | Worker | Non-target class
Dump truck 0 0 0 0
Excavator 0 259 28 27
Worker 0 0 0 0
Non-target class |0 0 0 822
Table 3 The result of the prosposed framework in video 2
Predicted class
Iteration: 0 Dump truck | Excavator | Worker | Non-target class
Ground Truth | Dump truck 6 0 0 185
Excavator 0 2 0 452
Worker 0 0 10 208
Non-target class |0 0 0 284
Iteration: 2 Dump truck | Excavator | Worker | Non-target class
Dump truck 173 0 0 18
Excavator 21 421 0 12
Worker 0 0 173 46
Non-target class | 1 0 91 192
§?$§o4la52f i?lrszzgzel()f Number of iterations Class Precision Recall
0 Excavator 1 0.012
2 Excavator 1 0.824
g?:’elgoslageelr 1;?:3;32262“ Number of iterations | Class Precision | Recall
0 Dump truck | 1 0.031
Excavator 1 0.004
Worker 1 0.045
2 Dump truck | 0.887 0.906
Excavator 1 0.927
Worker 0.654 0.788
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4 Conclusion

This study presents the fully automated pseudo label generation method from
construction site videos. The experimental results showed that the proposed method
can extract target objects of interest successfully, and the annotation can be automated
with high precision. The on-going research will further expand the investigation on
the effectiveness of pseudo labels to train object detectors, thereby presenting the
potential of automated domain adaptation of deep learning models for construction
site monitoring.
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Abstract In the construction field, Building Information Modeling (BIM) offers
various application scenarios in the design, construction, and maintenance phases
of a building’s lifecycle. The utilization of BIM in the Operation and Maintenance
(O&M) phase of existing buildings is a particular challenge, as suitable BIM models
are usually not available as a basis. In this context, many researchers have investigated
various methods to automatically create BIM models from existing information and
data. Focusing on images, numerous methods have been investigated for detecting
and classifying certain objects in buildings. However, despite the importance of fire
protection in buildings, the research field has not focused on the benefits of the
automatic recognition of fire safety equipment (FSE, e.g., fire blankets) in much
detail. Particularly in existing buildings, the recurring inspection and maintenance of
fire safety equipment is a responsible task and required by law. It is the responsibility
of the owners and facility managers to ensure the availability and proper functioning
of fire safety equipment in the building.

Consequently, this work aims to contribute to this research area by investigating
the state-of-the-art Mask Region-Based Convolutional Neural Network (Mask R-
CNN) for instance segmentation and object detection of FSE in RGB images. The
results show that this approach automatically extracts valuable semantic information
that provides the presence of fire safety equipment in images. In addition, this study
investigates the influence of hyperparameter adjustment on the detection of FSE
objects in indoor scenes. It is also examined how the additional use of augmented
data improves the performance of the neural network.

Keywords Object Detection - Instance Segmentation + Mask R-CNN - Fire Safety
Management

A. Aziz (<) - M. Konig - S. Zengraf
Department of Civil and Environmental Engineering, Ruhr University, Bochum, Germany
e-mail: angelina.aziz@ruhr-uni-bochum.de

J.-U. Schulz
University of Applied Sciences and Arts, Detmold, Germany
e-mail: jens-uwe.schulz@th-owl.de

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 121
S. Skatulla and H. Beushausen (eds.), Advances in Information Technology in Civil and

Building Engineering, Lecture Notes in Civil Engineering 357,
https://doi.org/10.1007/978-3-031-35399-4_10


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35399-4_10&domain=pdf
http://orcid.org/0000-0001-7853-1395
http://orcid.org/0000-0002-2729-7743
http://orcid.org/0000-0001-6058-7614
mailto:angelina.aziz@ruhr-uni-bochum.de
mailto:jens-uwe.schulz@th-owl.de
https://doi.org/10.1007/978-3-031-35399-4_10

122 A. Aziz et al.

1 Introduction

In the field of fire safety management, BIM can be utilized for several applications.
For instance, in the early design process of a new building, a fire safety de-sign can
be directly integrated into the BIM model. However, for many existing buildings,
fire safety information is often missing or unclear due to a lack of doc-umentation.
Typically, a well-prepared fire safety management plan outlines controlling, moni-
toring, and inspection of fire safety standards. Depending on the country-specific
safety regulations for buildings, a minimum number of fire extin-guishers must be
provided according to legal requirements. With the help of in-stance segmentation,
for example, the number of fire extinguishers in an image can be determined. This
information can be used to update the BIM model and check whether it is necessary
to upgrade the building with additional fire extin-guishers (or other equipment) or
not. In contrast to secondary components like FSE, previous studies mainly focused
on detecting and segmenting large structural components such as walls, floors, ceil-
ings, and columns [1]. Thus, this paper at-tempts to contribute to the automation
of FSE inspection and maintenance by facilitating the manual work of a fire safety
inspector. Consequently, the objec-tive of this study is to develop a neural network for
the automatic detection of indoor fire safety equipment in RGB images. To achieve
this goal, several steps are made:

e Construction of a customized Mask R-CNN framework.

e Deployment of transfer learning by utilizing pre-trained weights on the Microsoft
Common Objects in Context (MS COCO) dataset [2].

e Performing the training and validation process with self-made images and
additional image data from the FireSet dataset [3].

e Performance analysis and further improvements of the network’s hy-
perparameters.

e Use of data augmentation to increase the number of training images.

2 Related Work

Several pieces of literature point to making fire maintenance and prevention more
sensing, data-driven, and BIM-related [4-6]. In [4], a system for semantically linking
video object recognition results with building information models for fire safety and
incident management was proposed. It gives feedback about the loca-tion estimation,
fire location, evacuation guiding, and fire forecasting. For thermal image analysis on
fireground understanding, the authors implemented a Faster R-CNN network which
was trained and evaluated on the Microsoft COCO visual object detection dataset.
The COCO dataset consists of 200.000 labeled images for 80 object categories and
supports object segmentation.

Also, several researchers [7, 8] addressed the recognition and pose estimation of
selected FSE in their experimental studies. However, their work is limited to 3D point
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clouds. Moreover, [7] highlighted the poor quality and resolution of or-thoimages
generated from point clouds for the detection of components and em-phasizes the
need for new strategies. In [9], researchers trained a You only look once (YOLO)
neural network for the detection of fire emergency assets like fire extinguishers and
exit signs. They took use of the COCO dataset weights for transfer learning. However,
their study is limited to obtaining bounding boxes rather than object instance masks.

It is noticeable that instance segmentation is often used as a method for vision-
based robotic grasping through object tracking and localization [10-12]. But re-
cent advances in computer vision and pattern recognition have also stimulated the
investigation of instance segmentation in the construction and operation field. In [1]
the authors presented a fully automatic approach to recognize and segment as-is
BIM objects with arbitrary shapes (wall, door, lift, ruler) from images by adapting
Mask R-CNN. Besides studies investigating the detection of simple vehi-cles and
pedestrians [13], researchers utilized Mask R-CNN to detect and segment two types
of construction machinery using RGB data [14].

Nevertheless, there has been no detailed investigation of the utilization of Mask
R-CNN [15] for the detection of FSE. To address the aforementioned limitations,
this study investigates the detection of FSE in RGB images at instance level. First-
ly, this paper gives an overview of the specific architecture and functionality of
Mask R-CNN. Subsequently, the setup of the training system and implementation
details for instance segmentation of FSE are specified. After training, the influ-ence of
hyperparameter adjustments is evaluated using test image data. Finally, the discussion
and conclusion part deals with the juxtaposition of the results and limitations of the
case study.

3 Methodology

3.1 Technical Background

The recent evolution of machine and deep learning methods in the computer vision
field shows promising results for object detection, especially in images. Currently,
the Mask R-CNN [15] outperforms previous object detection methods like Fast R-
CNN [16] and Faster R-CNN [17]. It combines object detection, where the goal is
to classify objects of interest and localize each using a bounding box, with semantic
segmentation, where each pixel is classified into a fixed set of clas-ses without differ-
entiating object instances [15]. Thereby, instance segmentation can be carried out on
images, which means identifying object outlines at the pixel level. Mask R-CNN [15]
adopts the two-stage system of Faster R-CNN [17]. The first stage scans the image
and generates proposals on whether the area contains an object or not. In the second
stage, in parallel to predicting the class and box offset, Mask R-CNN also outputs a
binary mask for each Region of Interest (Rol). Thus, Mask R-CNN extends Faster
R-CNN with a branch for predicting an object mask in parallel to the existing branch
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Fig. 1 The network architecture of Mask R-CNN

for bounding box recognition [15] (see Fig. 1). The motivation behind this study
is to get closer to the human way of object perception. Rather than Faster R-CNN,
recent YOLO networks or other algorithms only output a bounding box and a class
probability label associated with that box. The way humans locate objects in real life
is not by drawing a box around them, rather we examine the outline and pose of the
object.

Therefore, this study aims to detect fire protective blankets, portable fire extin-
guishers, manual call points and smoke detectors at an instance segmentation level
in RGB images. The specific network’s architecture and its use for transfer learning
in this study are explored in the next subsections.

3.2 Network Architecture

The backbone architecture of Mask R-CNN starts with a Deep Convolutional Neural
Network (DCNN) which is applied to the input images (Fig. 1). While Fast R-CNN
[16] still used a not trainable selective search algorithm to generate Rols, it was found
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to be feasible that selective search could be replaced by a region proposal network
(RPN). The feature maps from the CNN are used for the RPN to generate region
proposals and for the RolAlign layer in the following part.

The RPN itself has a classifier and a regressor. The classifier determines the
probability of a sliding window having the target object by computing the Inter-
section-over-Union (IoU) with the Ground Truth (GT) boxes. Box regression cor-
rects the coordinates of the proposals. The RPN algorithm is a robust and transla-tion
invariant method for obtaining object proposals. Next, the feature maps including the
Rols are processed through the RolAlign layer which extracts a fixed-size window
from the feature map. RolAlign uses bilinear interpolation to compute the exact
values of the input features at four regularly sampled loca-tions in each Rol bin, and
the result is then aggregated by using max or average pooling. Because pixel-level
segmentation requires much more precise alignment than bounding boxes, Mask R-
CNN improves the RoIPool layer from Faster R-CNN by the RolAlign layer, which
solves the problem of harsh quantization by representing fractions of a pixel. In
the head architecture, the fixed-size feature maps are processed forward into three
outputs. In parallel to predicting the class and box offset, Mask R-CNN additionally
outputs a binary mask for each Rol [15]. For a more detailed explanation of RPN
and other network components, the reader is referred to [15] and [17].

3.3 FSE Datasets

To train the network, labeled input data is necessary. Since this study makes use
of transfer learning, pre-trained weights on the COCO dataset [2] are used. The
pretrained COCO weights are used to boost the performance of the network and
improve the recognition in real scenarios by the presence of multiple objects.
However, large-scale datasets like COCO or ImageNet [18] do not contain specif-
ic FSE. It is also a common practice to pre-train neural networks on large datasets
before fine-tuning them on smaller domain-specific datasets. To refine the pre-trained
network, a domain-specific dataset is considered.

Data Acquisition. For additional input images, FireNet [3] is used which is an open
machine learning training dataset for visual recognition of fire safety equipment. This
dataset is well structured and links the objects directly to their respective Uniclass, a
classifica-tion management system for object naming convention. It enables several
ma-chine learning scenarios like classification, object detection, and semantic seg-
mentation. Since the data is recorded in England, additional self-made images from
different countries were considered for this study to balance and increase the data for
the four FSE objects (Table 1). The goal was to let the images vary due to different
environmental conditions, such as different lighting conditions (e.g., daylight, artifi-
cial light) or backgrounds. Likewise, the FSE objects contain different designations
due to different languages. Nevertheless, the object masks of the individual FSE
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classes are almost the same regardless of which country the image originates from.
The composition of training and validation datasets is presented in Table 2.

Data Preparation. Besides data acquisition, the neat annotation of the images was
an important part of this work. For this purpose, the VGG Image Annotator Tool
(VIA) [19] was used to manually define and describe FSE regions in an image.

In total 760 images were labeled by annotating 1046 FSE objects. More precisely,
215 blankets, 299 fire extinguishers, 338 manual call points, and 194 smoke detectors
were annotated. There is no consensus in the literature on whether a certain minimum
number of images in a dataset is necessary to improve network recognition of the
object at first sight and with a high level of confidence. In projects similar to this one,
a training set of 50 to 500 images is usually compiled for transfer learning with Mask
R-CNN. Depending on the use case scenario, it is also typical for the dataset to be

Table 1 Extract of self-made FSE Dataset
Fire blanket Fire extinguisher

Smoke detector

Manual call point
¥

:la:);: éaiﬁirgzig(faizréz%iz; Dataset Training dataset Validation dataset
dataset D01 100 25

D02 200 50

D03 300 80

D04 400 100

D05 500 130

DO6 600 160

D07 538 59
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slightly imbalanced, as there are several annotated objects in each image belonging
to different object classes.

Still, it is of interest how many images are required for the neural model to provide
sufficient results. Therefore, different compilations of the datasets are created, which
are shown in Table 2. The dataset DO1 consists of the maximum number of annotated
images in this study. From D01 to D06, we allocated 75% of the images to training,
and 25% to validation. However, after the evaluation of the first training sessions and a
quality check, a modified dataset was prepared which was cleaned up by disregarding
different versions of FSE objects. For example, a fire blanket can be stored in a PVC
box (hard case) or a PVC bag. Since there are predominantly images showing fire
blankets in PVC bags, the images with PVC boxes were excluded because they could
lead to confusion of the neural model and are also not sufficient to form an additional
class. In addition, DO7 focuses on a different distribution of the datasets. 90% of the
images belong to the training dataset and 10% to the validation dataset.

All networks were tested with the same test dataset to make the tests comparable.
This test dataset consists of 26 test images.

3.4 Training Setting

In the presented study, Python 3.8.8, CUDA v.11, and CUDNN 8.0 were utilized. The
study uses the latest GitHub repository release of Mask R-CNN 2.1 from Waleedka
[20] which is compatible with a Tensorflow version higher than 1. Therefore, Tensor-
flow 2.4.1 and Keras 2.4.3 were utilized. The repository provides the source code of
Mask R-CNN built on Feature Pyramid Network (FPN) and a ResNet101 backbone.
However, the pre-trained COCO weights are not updated in this release. Thus, the
weights as a.h5 file are used from release 2.0. As mentioned earlier, these weights
are obtained from a Mask R-CNN model which was trained on the COCO dataset.

Next, the model configuration parameters are specified. These parameters con-
trol the number of classes including background (= 5), image size, number of GPUs
(= 1), number of images to train with on each GPU (= 1), and more. Follow-ing the
Eq. (1), we set the batch size to 1 since inference should only run on one image at a
time:

BATCH_SIZE = IMAGES_PER_GPU «GPU_COUNT (1)

Also, the mode of the Mask R-CNN model is set to “training” instead of “infer-
ence”. The inference mode is selected at a later stage which refers to the process of
using the trained algorithm to predict new data.

Detection Metrics. To rate the network’s performance after the training, several
important object detection metrics must be clear. Many object detection challenges
like PASCAL VOC or the COCO challenge are using the same evaluation metrics
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intending to compare the models. For more information on the metrics explained
below, the reader is referred to [21].

One popular evaluation metric for object detection is the mean Average Precision
(mAP) which is used for evaluating the neural model. Before understanding mAP,
the terms precision and recall should be clarified. Precision is a metric value that is
defined as the number of True Positives (TP) divided by the sum of True Positives
(TP) and False Positives (FP):

. TP @)
recision = —m—
p TP+ FP

For object detection, precision is not enough since it is only concentrating on how
accurate the predictions are. For this purpose, recall is defined as the number of True
Positives (TP) divided by the sum of True Positives and False Negatives (FN). The
sum of TP and FN represents the number of ground truths:

TP
recall = —— 3
TP+ FN

To calculate precision and recall, one must decide whether a prediction for an
object is correct or not. This is defined by the Intersection over Union (IoU). It is the
area of the intersection divided by the area of the union of a predicted bounding box

e area(B, N By)

Fig. 2 Calculation of Intersection over Union (IoU)
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and ground truth object (see Fig. 2). The formula for calculating the IoU is:

area(B, N By)  Areaofoverlap

IoU = “4)

area(B, U Bg;) - Areaofunion

Also, this IoU value needs to be specified as a threshold in advance before calcu-
lating precision and recall. Consequently, a detection is considered TP when the
predicted bounding box has an IoU greater than a threshold (e.g., > 0.5) with the
ground truth.

The precision-recall (PR) curve indicates the association between precision and
recall. Average precision (AP) which is based on the precision-recall curve, represents
the area under the PR. In essence, AP is the precision averaged across all unique recall
levels. The precision at multiple recall levels is interpolated before calculating AP.
The interpolated precision pinerp at a certain recall level r is defined as the highest
precision found for any recall level ' > r:

Pinerp () = maxp(r) 5)

rzr

The definition of interpolation methods varies from competition to competition.
It has a minimal but still significant impact on the resulting outcome. However, the
calculation of AP only involves one class. In object detection, there are usually K
> 1 classes like in this study. Thus, mean average precision (mAP) is defined as the
mean of AP across all K classes:

mAP = L for K classes (6)

S AP
K

Like AP, Average Recall (AR) is also a numerical metric that can be used to
compare detector performance. In essence, the calculation of the mAR is similar to
the mAP, except that the recall behavior is analyzed using different IoU thresholds.
AR is the recall averaged over all IoU € [0.5,1.0] and can be computed as two times
the area under the recall-IoU curve, where o is IoU and recall(o) is the corresponding
recall.:

1

AR = 2/ recall(o)do @)
0.5

Mean average recall (AR) is defined as the mean of AR across all K classes:

ZiK:l AR;
K

mAR = (8)

Also, the F1 score can be interpreted as a harmonic mean of the precision and
recall, where an F1 score reaches its best value at 1 and worst score at 0. The relative



130 A. Aziz et al.

contribution of precision and recall to the F1 score are equal. The formula for the F1
score is:

__, (precision x recall)

Fl1=2 )

(precision + recall)

In the multi-class and multi-label case, this is the average of the F1 score of each
class with weighting depending on the average parameter. In the following chapter,
the evaluation metrics mAP, mAR and F1-score are used to compare the performance
of different training sessions.

The next chapter summarizes and compares the results of the different training
sessions and their hyperparameter modifications.

3.5 Training Modifications

To contrast the performance of different training sessions and the effect of
hyperparameter adjustment, Table 3 serves as a technical overview.

In the first training sessions TO1 - TO6 in Table 3, the model is trained on different
datasets which are presented in Table 2. The goal was to test the effects of the
different numbers of images in the datasets provided to the algorithm for training.
This was done to eliminate data that resulted in poor performance due to incorrect
annotations or extremely imbalanced object classes. It was also of interest, how
much data is necessary to achieve a robust detection of the respective object classes.
Hyperparameters such as the number of epochs, learning rate, IoU, and network
components such as backbone were adjusted to observe their relevance for training
the algorithm. Previous training sessions were made which are not shown in the table.

Table 3 Overview of different training sessions and their hyperparameter adjustments

No Dataset Description mAP mAR F1

TO1 Do1 30 epochs, ResNet101 3.21% 82.05% 6.17%
T02 D02 30 epochs, ResNet101 9.62% 76.92% 17.09%
TO3 D03 30 epochs, ResNet101 19.23% 57.69% 28.85%
T04 D04 30 epochs, ResNet101 35.26% 41.67% 38.20%
TO05 D05 30 epochs, ResNet101 31.09% 59.62% 40.87%
TO6 D06 30 epochs, ResNet101 65.93% 84.62% 74.12%
TO7 D06 60 epochs, ResNet101 46.15% 65.38% 54.11%
TO8 D07 30 epochs, ResNet101 70.19% 83.97% 76.47%
TO9 D07 30 epochs, ResNet101* 79.17 % 91.67 % 84.96 %
T10 D07 30 epochs, ResNet50* 51.28% 55.13% 53.14%

* Applying the data augmentation to the training dataset
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The purpose was to vary the image size for training. The best results were always
made with an image size of 1024 x 1024 pixels. The validation graphs of training
sessions using image sizes like 128 x 128 pixels, 512 x 512 pixels, and 1600 x
1600 pixels were extremely noisy. Thus, the training sessions stick to an image size
of 1024 x 1024 pixels. The training session TO7 comprises 60 epochs which is the
only difference from T06. The sessions TO8 to T10 utilize the D07 dataset. In TO9
and T10 augmentation techniques were set up. In addition, T10 uses ResNet50 as a
backbone instead of ResNet101. T0O9 model performs best by correctly detecting two
fire extinguishers and one fire safety blanket. TO6 also correctly detects the objects
of interest. However, the output masks and the bounding boxes are not as refined
as in the TO9 output. TO8 performs not badly as well, but it summarizes the two
extinguishers as one extinguisher object which is not correct. The fire blanket is
detected correctly.

3.6 Evaluation

Considering sessions TO1 to T06, it is noted that the number of images in the dataset
plays an important role in the accuracy of the model. From TO1 to TO6 the mAP,
mAR, and Fl-score increase drastically (small fluctuation at TOS). This confirms
the fact that machine learning models are only as powerful as the data provided for
training. Since T06 performed best, the next training session (TO7) stuck to dataset
D06 but has an increased number of epochs for training. The results indicate that
the performance of the model got worse over the training. The model has started to
memorize the training set, especially object classes that occur more frequently in the
data set than others. Thus, TO8 focuses on 30 epochs and utilizes D07, a quality-
assured dataset. This dataset eliminated some difficult images that could confuse
the model during training. This led to better results for the model than in T06. For
further improvements, augmented images are generated in T09. This training session
produced the best results in this study. The mAP is 79.17%, mAR 91.67% and the
F1-score 84.96%. In the T10 model, a ResNet50 backbone is considered instead of
ResNet101. However, the results show that it leads to poorer results. Table 3 illustrates
the different results of the tested weights of sessions T06, TO8, and TO9 since these
received acceptable results. Three different testing images (a-c) were chosen for
a comparison of the trained models. The respective Mask R-CNN models return
predicted class IDs, confidence scores, bounding box coordinates, and segmentation
masks. The IoU threshold is set to 0.8 which is often used as a default threshold.
The ground truth image (a) in Table 4 shows a fire extinguisher and a manual call
point. The prediction of the TO6 model shows bulky masks and a wrong detection of
the number of objects. In total two fire extinguishers and one manual call point were
detected. The TO8 model performs better by detecting the fire extinguisher. However,
the manual call point is not detected. The optimized model trained on augmented
images performs best. It recognizes one manual call point and one fire extinguisher in
the test image (a). Also, the output masks are adequate. In test image (b), all models
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Table 4 Overview of inference results

Ground Truth TO06 - Inference TO8 - Inference T09 - Inference
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perform well. The smoke detector is detected by all models with high confidence (>
88%). For test image (c), different results are noticeable.

4 Discussion

After evaluating the performance of different trained models, several assumptions can
be made. Several factors exist and influence the performance of a neural model. The
most important factor for training a robust neural model will always be the amount
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Table 5 Training Data Distribution of Dataset DO7

Dataset Blanket Call point Extinguisher Detector
D07 117 253 222 153
Total 16% 34% 30% 20%

of data and its quality. In this study, experiments were conducted by training models
on different datasets. It was found that the more images available, the better the
accuracy of the models. However, after a quality check of the annotated images, some
minor mistakes were found and eliminated for the next training sessions. Quality
assurance is an essential step before training the algorithm, especially when multiple
people annotate the dataset. An incorrectly labeled object can lead to incorrect feature
extractions. Also, in images, some objects can be overrepresented, whereas others
can be underrepresented. However, most of the machine learning algorithms start
to bias toward one class if it is more present in the training data than other classes.
A query about the number of objects in dataset DO7 gives the distribution shown in
Table 5. Itis significant, that the object class call point is most prominent and probably
contributes more to the loss function. Also in [21], it is discussed thoroughly how
sample size per object class affects a deep learning model performance metrics.

The distribution of the test data was also checked, and it is much more balanced
than the training data. If there was no difference in distribution between the training
and testing dataset, the results would be better. In addition, the presence of redness
and the boxed shape of similar FSE assets (e.g., call point and blanket) can lead
to confusion between classes and no clear separation. In most cases, this leads to
overfitting of the neural model.

Nevertheless, the presented results show a trained model which can detect FSE
objects in images. The architecture of Mask R-CNN enabled an efficient training of
the FSE classification task. The output masks of the detected FSE objects are most of
the time precise. However, the pixel accuracy and the precision of the output masks
can be fine-tuned by increasing the amount of data.

5 Conclusion

The segmentation of instances in image data has become an increasingly impor-
tant, complex, and challenging area of research within machine learning. It localizes
different classes of object instances in an image by predicting the class label and the
pixel-specific instance mask. This paper contributes to the use of instance segmenta-
tion in the field of the facility management of a building. More specifically, this study
is intended to serve as a foundation for future studies on automating fire safety inspec-
tions. In this paper, an approach for detecting four classes of objects (fire blanket, fire
extinguisher, manual call point and smoke detector) in RGB images is presented. It
included image data acquisition and labeling for the instance segmentation task. The
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use of the neural network Mask R-CNN, transfer learning, and augmented images
enabled a well-performing FSE detection in unknown images. Future work will
concentrate on localizing the detected objects and transferring them to an existing
BIM model.
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Blockchain Technology as a Monitoring )
Tool for Sensor Data oo

Jascha Brotzmann(®, Jyotiraditya Panda, and Uwe Riippel

Abstract Inthe scope of this paper the profitable use of blockchain technology or so-
called distributed ledger technologies in the context of Structural Health Monitoring
(SHM) will be examined.

SHM is the continuous or periodic and automated method for determining and
monitoring the condition of an object. This is done by measurements with perma-
nently installed or integrated sensors and by analyzing the hereby generated data.
During those monitoring periods it often happens that some of the installed sensors
are not working correctly. This may be caused by interference, by a corruption or even
a manipulation. Therefore, the sensors can deliver abnormal data. Consequently, the
delivered data is the starting point to overwatch the function of the sensors. Since on
the monitored object multiple sensors are in use the measured data of those different
sensors can be compared. If one sensor delivers deviating data it is likely that the
sensor is not working the way it should. This verification process is being automated
with blockchain technology. The correctness of the sensor data is then stored with the
measured data itself on the chain. Thus, the entire generated information is securely
and reliably tracked within the blockchain. Another advantage is the high scalability
and decentralization of the blockchain. This is especially important when dealing
with monitoring systems that can also have the need for scaling. For this described
use case the implementation and application of the blockchain Hyperleder Fabric
will be shown in the scope of this work.

Keywords Blockchain - Data security - SHM

1 Introduction

In the area of blockchain respectively distributed ledger technologies a lot has
changed since the publication of the white paper about Bitcoin from Satoshi
Nakamoto [1] almost fifteen years ago. Many different types of blockchains emerged
with a wide range of possible applications. The reason for that is the transferability
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of the original thought of a peer-to-peer electronic cash system onto other sectors.
For example, these areas are healthcare, logistics, media or, like discussed and imple-
mented in the scope of this paper, the AEC industry (Architecture, Engineering and
Construction). The AEC sector itself is characterized by a high collaborative process
because of the involvement of a lot of different participants like architects, engineers,
technicians, planers or managers. These participants are well known and trusted but
are not always involved with the same interests. As well, a lack of collaboration
can make it more difficult to archive the set goals. In today’s known working envi-
ronment exist different ways to ensure control functionalities and trustworthiness to
tackle those problems. Also, it is possible to grant different access options to ensure
privacy of data. The most used software solution for that is the common data envi-
ronment [2]. It centralizes data storage of the project and allows further and different
functionalities. However, here lies one of the first weaknesses of this system. With
the centralization the scalability of the software is limited. Furthermore, the exter-
nal clients have to trust the third party, which is offering the software, that every-
thing works correctly, e.g. data verification and analysis. Blockchain or so-called
distributed ledger technologies offer a solution for these described problems [3].

Another increasingly important topic in the AEC industry is the monitoring of
already existing structures, often referred to as Structural Health Monitoring (SHM).
Shortly, the aim is to have an intelligent infrastructure that can monitor itself. Thus,
it needs to be equipped with sensors and IoT (Internet of Things) devices to monitor
the structure [4]. Those installed sensors generate a lot of data. During the monitor-
ing periods these devices can have malfunctions or even manipulations. But if the
incoming data is monitored the devices are as well monitored so that unusual devi-
ations in the measurements of the different devices are detectable. The mentioned
blockchain technology can be used to automate this verification process of the sen-
sors. Furthermore, with its high scalability and decentralization the blockchain is
a perfect solution for this use case. The verified data is then securely, reliably and
tamper-resistant stored within the blockchain. In addition, blockchains deliver the
possibility to encrypt the transferred data which may be useful when dealing with
sensitive monitoring data.

2 Conceptual Overview

Like briefly described, most structural health monitoring and data storing systems
in civil engineering use centralized systems. E.g., a centralized so-called common
data environment [2] is used for storing project specific information like documents,
three-dimensional models and other data. This as well is mainly the case for cloud-
centric IoT architectures [5]. In a centralized framework, data collected by sensors
are pushed to one centralized server and analyzed locally on that server. There are
many points of failure in a system like this. Any failure of the centralized server would
lead to a complete failure of the monitoring framework. A centralized framework
has limited scalability since a single server has limited storage and can only handle
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Blockchain

Identltyse;r:si ;esmflcate Network Ordering Service

C Fabric Channel )

Peer Node Peer Node Peer Node
Hyperledger Fabric Hyperledger Fabric Hyperledger Fabric
Application Application Application
Fetch only the data Local database that Only push data
that is needed stores all sensor files packets
Supervisor Node Server Node Sensor Node

Fig. 1 High level schematic of the blockchain framework

a limited number of network requests. Lastly, any external client has to trust that the
data verification and analysis carried out on the server is correct since processes in
a centralized server can’t be audited without introducing data security risks.

To tackle the aforementioned problems, we propose a distributed structural mon-
itoring framework based on blockchain in which data from individual sensors from
every structure in the monitoring network gets verified and added to a distributed
network of servers. A high level schematic of the framework is shown in Fig. 1. Data
pushed by each sensor first gets verified by the blockchain network to ensure the
coherence and validity of the data. Then, the sensor data gets stored in a local server
and a backup copy in a remote server. Lastly, the distributed ledger of the blockchain
records the data verification results and the main and backup storage locations of the
data. Any authorized client can interact with the network by pulling the sensor data
based on the records stored in the blockchain and add comments and scores about
the stability of the structures in the network.

Unlike a centralized framework, a distributed framework similar to the description
above gives significant advantages of trustworthiness, robustness and scalability.
Multiple server nodes in the network will carry out the verification of each sensor
data packet pushed to the network. So, a client does not have to blindly trust one
centralized agent. Furthermore, this framework has no single point of failure like a
centralized server and it scales proportionally to the size of the network in terms of
storage capacity and computational power.
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3 Research Background

3.1 Blockchain Respectively Distributed Ledger Technology

The terminologies blockchain (or block chain) and distributed ledger technology are
being used interchangeably since the meanings of the terms are similar. There are
small differences but in general one of the main goals of this still further evolving
technology is the immutable storing of data. Nevertheless, this technology is not
just meant as a different database. With the so called consensus protocol and smart
contracts (or chaincode) it is as well possible to set rules how data is stored in the
chain [6]. That is why there are many possible areas of application in different fields
of the economy.

Well known blockchains are Bitcoin and Etherum which among other things are
used as a peer-to-peer electronic cash system and thus mainly in the finance sector
(keyword: definance). These are originally un-permissioned ledgers. This means
that the technology is open to any person who wants to use it and in consequence
anyone can push data to the blockchain. The opposite to un-permissioned ledgers
are permissioned systems [6]. In the AEC domain, like already described, mostly
known members are contributing to the shared project. That is why a permissioned
ledger makes more sense because then, for example, a proof-of-work protocol like
Bitcoin is using [1] is not necessary.

Since there are different permissioned ledgers available it is necessary to analyze
for what it will be used. There are already papers looking into those different ledgers
and comparing them [7]. For the here planned monitoring tool of sensor data the
ledger Hyperledeger Fabric is chosen. Hyperledeger Fabric is an extensible open-
source and modular architecture developed in an umbrella organization [8]. Written in
general-purpose programming languages and with the help of container technology,
e.g. Docker, it is a highly flexible and quickly implemented software. Since it is
Linux based it can be run completely open source. It is widely applicable through
its modularity. The network is formed through a set of nodes [9]. Because of all of
these properties, Hyperledeger Fabric is best suited for the use-case presented in this

paper.

3.2 Blockchain Technology in the AEC Sector

In the AEC sector most ongoing research is looking into the profitable combination
of blockchain and Building Information Modeling (BIM). The main reason for that is
the decentralization and tracking of the data. There are already papers summarizing
the progress like Kuperberg and Geipel [10]. Therefore, this will not be further
discussed in this paper since the focus lies on the tracking and verifying of sensor or
as well IoT data. Generally, the tendency is that the blockchain technology will run
in the background of the existing and well known BIM-software. No one will use it
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actively or implement a separated tool as this is too time consuming [3]. In the area
of using blockchain for sensor or IoT devices the situation is a bit different. There
are also proprietary systems from different providers available that offer specific
solutions for their own monitoring systems like the company HBM [11]. However,
these systems could be replaced with blockchain based new applications that offer an
open source solution. A look at the Technology Readiness Level [12] confirms this. It
shows that most concept phases ended in 2020 and that now the demonstration phase
started [13]. This as well is visible in the research field where more and more specific
applications of blockchain technologies are described and implemented. An overview
gives, for instance, the paper from Uddin et al. [14]. Also firms are using the now
applicable blockchain technology. For example, Nokia offers a Blockchain-Powered
IoT Sensing as a Service for Smart Cities [15]. Even so, here the question arises
how this is implemented and how much this solution costs. This paper is showing an
application and therefore a demonstration of a possible use case of the here chosen
ledger. Like described, it is based on the open source architecture Hyperledger Fabric
and can thus be used anywhere.

4 Data Verification and Consensus

Since the distributed system framework proposed in this paper is for a very wide-
scale implementation, it is important to ensure that data packets being recorded
by the network are valid and un-corrupted. Sensors that monitor structures such as
acceleration and strain sensors are extremely sensitive. Minor changes in installation
conditions could yield wildly different results. Hence, in a large scale implementation
it is possible that a significant number of sensors might provide corrupted results. If
data packets from corrupted sensors get added without proper data management, it
would become very difficult to separate good data from bad data. This would cause a
lot of problems when the data stored in the blockchain network is used for structural
or other further analysis.

With a blockchain-based automated data verification protocol, the correctness of
all data packets being pushed to the network can be analyzed and recorded with the
data packets when they are being stored. As a result, engineers and data analysts
can easily find and analyze the inconsistent data to investigate whether there are
defects or other irregularities with the structures in the network. Additionally, having
a measure for correctness for sensor data packets would help to keep track of sensors
that regularly send inconsistent data. Since constructions and infrastructures, like
bridges, don’t normally change significantly over time, sensors should report quite
consistent results. Hence, a sensor trust score can be created to keep track of how
inconsistent sensor data packets are. This will help to keep track of sensors that are
performing somewhat badly.
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4.1 Verification Process

In most structural monitoring frameworks, structures are equipped with multiple
sensors. Many sensors are also installed very close together and, as a result, they
produce very similar data packets. Making this assumption and taking this as a
requirement for the network, a sensor verification process can be implemented. In
this process the correctness of a data packet is analyzed by comparing the data packet
to data packets from neighboring sensors and analyzing if the differences between
those data packets are consistent over time. During a new data report we classify
the data packet from the sensor as being faulty if there are significant differences
between a data packet from a sensor and data packets from its neighboring sensors.
Figure 2 shows a detailed schematic workflow of this verification process that will
be explained in more detail in the following part.

In the context of this paper, only data from acceleration sensors is considered.
Nevertheless, the process is valid for any type of sensor. An acceleration sensor gets
activated and generates a data packet when the structure it is installed on experiences
some change in load or another trigger event. Data packets provided by the sensor
encode the vibration the structure experiences as a result of the change in load. By
analyzing the vibration response in frequency domain, we can obtain frequency peaks
of the vibration experienced by the structure. As described in [16] and [17], most
significant components of these vibrations correspond to the natural frequencies of
the bridge. Due to the non-linear nature of most structures, sensors might report
slightly different frequency peaks depending on the location where they are installed
[16]. However, if they are reporting different set of peaks, the difference should stay
roughly the same. If a singular sensor reports wildly different peaks than neighboring
sensors, it is most probably due to faults in that sensor itself. Hence, it is a good
indication that a sensor is faulty if the sensor’s frequency peaks suddenly change and
become significantly different while the peaks of other sensors continue maintaining
the same difference with each other. If the differences in the set of peaks reported
between neighboring sensors start varying significantly, a change in the structure is
possible.

Numerous approaches can be implemented to analyze the frequency response
of acceleration sensors. Analyzing arithmetic means of raw acceleration curves,
comparing PSD responses of acceleration curves and evaluating the arithmetic means
of PSD responses themselves are some common ways to analyze the frequency
responses generated by acceleration sensors.

Various algorithms can be used to convert a vibration response in time domain
into a response in frequency domain. Two common algorithms include Fast Fourier
Transform (FFT) and Power Spectral Density (PSD) [18]. Unlike FFTs, PSDs are
normalized to the frequency bin width preventing the duration of the data set (and
corresponding frequency step) from changing the amplitude of the result [18]. Since
data packets received by sensors are of variable lengths, PSD is the superior algorithm
for dealing with data packets from acceleration sensors.
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A common occurrence when acceleration sensors are improperly installed is that
they either generate acceleration curves that are flat (with or without a constant offset)
or have a linear drift. For example, see Fig.4. Because of the linear drift or the flat
curve with an offset, the means of these faulty acceleration curves have a large offset.
On the other hand, normal acceleration curves are centered around zero and have
means with magnitude significantly lower than one. Hence, we can distinguish faulty
or inconsistent acceleration data samples from normal acceleration data samples by
analyzing the arithmetic means of raw acceleration data.
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Once we have identified acceleration curves that are flat or have a linear drift by
finding the arithmetic mean of raw data, means of PSD of faulty acceleration curves
can be used to differentiate between acceleration curves that are flat and those with
linear drift. PSDs of acceleration curves that are flat show no frequency response and
have a mean very close to zero. PSDs of acceleration curves with linear drift have full
frequency response like a normal acceleration curve, and hence, have a large mean.
Therefore, it is straightforward to differentiate between flat acceleration curves and
acceleration curves with linear drift using the means of PSDs. Those measurements
than can be flagged as “flat” or “drift” in order to differentiate them afterwards.

For normal acceleration curves, the verification analysis can involve PSD peak
comparisons. As described in [19, 20] and [21], the first major peak in a un-corrupted
and well-functioning sensor’s PSD representation corresponds to the first fundamen-
tal frequency of the bridge. If all sensors installed on a bridge are operating normally,
we should expect neighboring sensors on the bridge to have the first major peak at
roughly the frequency. This is because the first fundamental frequency of the bridge
would change marginally throughout the span of the bridge. To verify whether a
sensor is functioning correctly, its first major peak from its PSD can be isolated and
compared to the first major peaks of the PSDs of neighboring sensors.

The faultiness of a sensor can be defined based on whether the first major peak
in its PSD is close to the first major peaks of other neighboring sensors. We can
compare the first major peak from the latest unverified data sample of a sensor with
first major peaks from verified data samples of neighboring sensors from the previous
time step. If the peak difference is larger than a threshold value, we can label the
latest data sample collected by the sensor as being faulty. The threshold value should
be designed by taking into account the noise trend of the bridge and the sensors
installed on the bridge. One way to do this is by collecting peak difference values of
correctly operating neighboring sensors over a period of time, creating a distribution
and assigning twice the standard deviation of that distribution as the peak difference
threshold value. This is a good threshold value because it would capture most of the
peak difference values for correctly operating sensors as being valid.

Once the verification of individual data samples from different sensors has been
implemented, trends in overall faultiness of sensors can also be evaluated. A sensor
trust score can be maintained for every sensor for every time step. The current trust
score for a sensor can be generated by subtracting the added data sample fault scores
for the previous few hundred data samples from the total number of data samples.
This number then gets divided by the total number of data samples. The higher the
trust score for a sensor, the more trustworthy the sensor is. With an implementation
like this, we can measure how faulty a sensor is over time while also forgiving the
sensor for very old faults.
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4.2 Consensus of the Verification Process

There are four possibilities for each sensor that is in use. A data sample from a sensor
was either uploaded or it has not been uploaded (yet). If it has been uploaded, the data
sample is either verifiable or not verifiable. In the case that it is verifiable, the result
of the comparison is either under the set threshold or it exceeds it. The four options
are shown in Fig. 3 and are sorted in increasing order of trust. The highest trust case
is when a sensor data sample has been verified because the data sample is within the
peak difference threshold. The lowest trust case is when the peak difference for a data
sample has been exceeding the threshold. This means that the verification process is
the main arbiter of trust in the blockchain network.

To recapture and summarize, each data sample reported to the network can be in
either of the following three states.

— Data sample uploaded and verifiable.
In this case, the data sample reported by a sensor has been verified against data
samples from neighboring sensors from the previous time step. If the data sample
passes verification, it reaches the highest trust case. If the data sample fails the
verification, it reaches the lowest trust case as shown in Fig. 3.
— Data sample uploaded but unverifiable.
In this case, the network has not yet been able to verify the uploaded data sample.
— Data sample not uploaded.
In this cases, the network did not receive any recent data samples from a sensor.

Fig. 3 Order of trust in the
verification of the sensors
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|

|
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To ensure user trust in the network during the entire data upload and verification
process, each sensor is labeled with one of the aforementioned tags depending on
the state of the latest data sample uploaded to the network by the sensor.

5 Implementation and Simulation

5.1 The Verification Process

For the implementation and simulation of the verification process in the blockchain
network the data of the Z24 benchmark bridge is used. There are enough publications
about the bridge, the monitoring system itself, its generated data and its meaning. For
example, see [21] and [22]. Therefore its description is kept short here. The bridge
got monitored for nearly a year. Measurements were collected every hour for a period
of almost eleven minutes from eight different acceleration sensors. With this system
in place a lot of data has been generated. Thus, it is perfect to extensively test the
verification process, the consensus of the trust score and the blockchain itself. The
implemented blockchain would work the same way with a live monitoring system.
The data generated from the sensors would be collected on an edge device, the sensor
node, sent to the network and verified like described in this paper. The simulation
has shown, that the blockchain based monitoring system of sensors is working.

Acceleration, G
Acceleration spectrum, G7/Hr
=i
=

Time, 3 Frequency, iz

Fig. 4 Vibration response in time domain and corresponding PSD in frequency domain of three
measurements of not correctly functioning sensor number ten.
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With the implemented verification process faulty sensors can be detected. For
example, in the used data set sensor number ten is not working like the other sensors.
Three exemplary measurements and its corresponding PSDs are shown in Fig. 4.
Those kinds of measurements can be found in the whole data set of sensor ten. The
left diagrams are the vibration responses. Here its already visible that the sensor has
deviations. In the data set are a lot of measurements that have not picked up any
signals. So the response is flat. Those look like the first vibration response in Fig. 4.
The arithmetic mean is, caused by the offset, greater than one. Furthermore, for those
measurements it is not possible to calculate a PSD respectively the PSD shows no
frequency response and has a mean very close to zero. Therefore, these measurements
get flagged as “flat”, the sensor fault score gets incremented and, finally, the data
added to the ledger. Additionally, the supervisor of the monitoring system will get a
warning so that the sensor gets checked. Otherwise it could happen that the sensor
is not measuring anything during its implemented time period.

Furthermore, sensor ten as well has measurements with a linear drift. Those are
the vibration responses number two and three shown in Fig.4. Here a PSD can be
calculated and the difference between the peaks does not necessarily exceed the
threshold. That is why in this case the peaks are not being compared. (See the right
side of the workflow in Fig. 2.) Nevertheless, the sensor is still not working correctly.
The linear drift can be found with the arithmetic mean of the vibration response.
If this value is greater than one, the sensors fault score as well gets incremented.
The measurements get flagged as “drift” and then added to the ledger. Moreover, the
supervisor will be notified to check the sensor. E.g. a cable could be loose or there is
an interference caused by a crossing cable that can be easily fixed. This is an simple
adjustment to get better results of the monitoring system.

Like already described, the data set of sensor ten has a lot of deviations. Figure 5
shows the distribution of the flagged measurements. As visible, the sensor only
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Fig. 5 Distribution of the vibration responses of sensor ten
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captured a few “normal” measurements (one percent of 5.652 samples). That is why
the sensor gets an overall low trust score. The overall trust score could exemplary be
calculated as follows: (5.652 — (55-0+4 5.597 - 1))/5.652 = 0, 01. Nevertheless,
measurements with a drift can still be used since there are functions to get rid of the
drift. But this means an adjustment and additional calculations. If the data set is big
enough and the analyst or engineer is not dependent on all of the data, those flagged
measurements could be initially not used.

Another example for a detected malfunction is sensor number three. This sensor
shows an arising impairment in its function at the end of the monitoring period (week
fortyone). Here the arithmetic mean of the vibration response is zero (so not greater
than one) since the measurement does not have an offset. So it doesn’t fall directly
into the right side of the workflow. But since the arithmetic mean of the PSD always
gets calculated, those failures as well get detected and the measurements get flagged
as “flat”.

An example of normal working sensors is shown in Fig. 6. The arithmetic mean
of the vibration responses is smaller than one. Therefore, the PSD can be calculated
and show a frequency response. That is why the peaks, respectively the first peak
that is corresponding to the first natural frequency of the bridge, can be compared
with its neighboring sensors. If the difference is smaller than the set threshold, there
are no major deviations in the captured structural response caused by the change
of load. So, the sensor fault score does not get incremented and the data can be
added to the ledger. Those sensors get an overall high trust score and are therefore
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Fig. 6 Vibration response in time domain and corresponding PSD in frequency domain of normal
functioning sensors five, six and twelve.
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Fig. 7 Distribution of the peak comparison between sensors fourteen and sixteen

completely trustworthy. The overall trust score could exemplary be calculated as
follows: (5.652 — (5.532-0+4120-1))/5.652 = 0,98.

In addition, as already described in chapter four, Fig.6 and the data in general
show that the natural frequencies can change marginally throughout the span of
the bridge. This is due to the non-linear nature of most structures. Since the set
threshold is two times the standard deviation, most of the comparisons are under the
threshold. Nevertheless, there are also measurements marked as a deviation since
the difference of the compared peaks exceeds the threshold. This can have different
reasons and doesn’t necessarily mean that the sensor has malfunctions. Figure7
shows an exemplary distribution of the peak comparison between sensor fourteen
and sixteen. Here it is visible that normally those marked deviations are just a small
part of the data set (in this case around two percent of 5.652 samples).

The main reason for the deviations can be a missing clear peak in the PSD.
Figure 8 shows an example for that. On the left side a clear peak is visible around
the first natural frequency of the bridge at approximately four Hertz. (For the natural
frequencies see e.g. [21].) The PSD on the right side does not show a peak there.
Since there should be a peak, the marked deviation is correct.
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5
s
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|
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Fig. 8 Peak comparison between two sensors that result in exceeding the threshold
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Fig. 9 Threshold of the comparison of sensor fourteen and sixteen

Another point to keep in mind regarding the threshold is that in the beginning of
the verification process the population of the samples is pretty small. Therefore, the
threshold is varying a lot in the beginning, shown in Fig.9. Hence, sufficient data
must first be collected. Then, retrospectively, the threshold can be applied and used.

As visible in the shown PSDs, no filter (e.g. Butterworth) was applied. Since
the verification process is based on a comparison a filter is not that relevant since
the same noise is present in both PSDs. Furthermore, the method is searching for
peaks and therefore high but flat areas in the part of low frequencies (smaller than
one Hertz) don’t matter. Another point to keep in mind when using a filter is that a
few but important decisions have to be made. For example what order is applied or
what the critical frequency or the type of the filter should be. This has to be done
individually with every new data set.

5.2 The Blockchain Network

The blockchain network for this project is implemented using Hyperledger Fabric
based on the architecture already shown in Fig. 1. The network consists of three
types of nodes: Sensor Node, Server Node and Supervisor Node. Each individual
sensor communicates with an edge device that is collecting all the data. This edge
device communicates with the network as a sensor node. Server nodes are data
storage servers present in different geographical locations that capture and save a
copy of the data being sent by the sensor nodes. Supervisor nodes refer to supervising
engineers who pull sensor data from the network to analyze them. Fabric Channel
is the communication framework implemented by Hyperledger Fabric to facilitate
communication and data transmission between different nodes. There are different
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types of channels, like global or private channels, possible. The identity and certificate
service assigns, manages and validates the identity, credentials and access control
for all nodes. Ordering service manages the order in which different data blocks are
added to the network.

The network manages and keeps track of two different types of assets: Bridge
ID Asset and Sensor Data Asset. Sensor Data Asset consists of the following infor-
mation: sensor ID, timestamp, sensor type (e.g. acceleration, strain, temperature),
installation type (bridge or train), bridge ID, sensor location, data packet, sensor
fault score and sensor trust score. Bridge ID Asset consists of the following informa-
tion: bridge ID, bridge geometry. Sensor Data Asset packets are created by sensor
nodes and pushed to the network for distributed verification. Once the data packet is
verified and the fault and trust scores have been added to the Sensor Data Asset, the
data packet is added as a new block to the blockchain. Once a sensor data packet is
added to the network, server nodes update the geometry of the corresponding bridge
and create a new Bridge ID Asset packet. This packet is added to the blockchain as
a new block.

To handle verification of sensor data samples, Hyperledger Fabric uses a package
called chaincode. A chaincode is just like a smart contract in the sense that it handles
and verifies every transaction or input to the blockchain in a distributed manner
to ensure trust in the verification process throughout the network. Multiple nodes,
which have been selected randomly, run a copy of a chaincode transaction to ensure
that the majority of the nodes get the same result. The workflow for that is already
described and shown in Fig. 2. If a majority of the nodes get the same result from the
chaincode, the transaction or input is added to the blockchain.

6 Conclusion

As shown in the scope of this paper, the application of blockchain technology in the
AEC sector is proving to be very promising. Here it is implemented as an exemplary
tool for monitoring sensor data. With this technology it is not only possible to track
and store the generated data but also to verify it to generate trust in the data. With the
implemented blockchain this is usefully automated and the participants can easily
access the data. Additionally, since the AEC sector itself with its projects and con-
structions is a very distributed sector, the blockchain itself offers a perfect solution as
a distributed technology. The sensors installed on bridges or other constructions are
distributed all over a country. Therefore, the Server Nodes can and will be distributed
as well. The blockchain technology handles that perfectly and is easily scaled to the
needed dimensions. Another advantage is that the technology is open source and can
thus be used without any costs.

In future work, more data sets should be applied to test the proposed workflow.
Furthermore, it could also be integrated in other projects that deal with SHM. For
example, digital twins get more and more common as a tool to digitize and automate
the monitoring of infrastructures and constructions. Here, sensors get used as well
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and generate a lot of data. To appropriately verify, order and store the data, the
blockchain technology respectively the here shown use case is predestined. This tool
could not only be used for that but as well for all the data used in a digital twin like
the digital models of the bridges or documents. The blockchain technology would
therefore run as a backend and handle all the data transactions. As a result, all the
data inside the SHM project is verified and trusted.
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Worker Activity Classification Using )
Multimodal Data Fusion from Wearable e
Sensors

Chi Tian, Yunfeng Chen, Yiheng Feng, and Jiansong Zhang

Abstract Accurate and automated classification of workers’ activities is critical
for safety and performance monitoring of workers, especially in highly hazardous
working conditions. Previous studies have explored automated worker activity clas-
sification using wearable sensors with a sole type of data (e.g., acceleration) in
controlled lab environments. To further improve the accuracy of worker activity
classification with wearable sensors, we collected multimodal data from workers that
conduct highway maintenance activities such as crack sealing, and pothole patching,
in an Indiana Department of Transportation (INDOT) facility. Several activities were
identified through field videos, including crack sealing, transferring material and
walking. Two datasets were developed based on the collected data with one containing
acceleration data only and the other one fusing acceleration data with multimodal
data including heart rate, electrodermal activity (EDA), and skin temperature. The K-
nearest neighbors (KINN) models were built to classify workers’ activities for the two
datasets respectively. Results showed that the accuracies for detecting crack sealing,
transferring material, and walking without the data fusion were 1.0, 1.0 and 0.71.
With the data fusion, the accuracies for detecting crack sealing, transferring mate-
rial, and walking became 1.0, 0.93, and 0.93. The overall accuracy for classifying
the three activities increased from 0.9069 to 0.9535 with the data fusion.
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1 Introduction

The construction industry is facing two major challenges, which are a high proba-
bility of fatal safety accidents and decreasing productivity. For the safety challenges,
the construction industry had 1,102 fatal injuries in 2019, which was recognized as
one of the most dangerous industries in the U.S. [1]. The number of fatal injuries in
the construction industry accounted for 22.4% of the whole occupational fatalities in
2019 [2]. Meanwhile, the productivity of the construction industry is at a low level
and the improvement is lagging behind comparing with other industries [3]. In addi-
tion, some studies even found a continuous productivity decrease in the construction
industry for the past 40 years [4].

To tackle the safety concerns and productivity decrease issues in the construction
industry, monitoring construction workers’ activities is critical. For example, moni-
toring and detecting hazards around workers can reduce the probability of safety
accidents [5]. Also, the monitoring and classifying of workers’ activities can be
used to measure construction workers’ productivity [6]. With the development of
wearable sensors, it is possible to classify workers’ activities based on the collected
data such as accelerations [7]. Machine learning methods, such as decision trees, K-
nearest neighbors KNN, and neural networks can classify workers’ activities based
on the acceleration data collected from the wearable sensors [8, 9]. Furthermore, the
findings of the recent studies showed that the data fusion of multimodal data can
improve the accuracy of the workers’ activities classification. For example, the data
fusion of acceleration data and electromyography improved the classification of scaf-
folding activities [9]. The workers’ physiological data such as heart rate, EDA and
skin temperature change [10], however, were not considered for workers’ activities
classification in existing studies.

Therefore, the objective of this study is to investigate if the data fusion between
workers’ acceleration data and physiological data can improve workers’ activity clas-
sification. To achieve the objective, onsite data was collected at an Indiana Depart-
ment of Transportation (INDOT) facility. Then, multiple classification models were
trained for the two datasets (1) with acceleration data only and (2) with the fusion of
physiological data. Then, the classification results on the two datasets were compared
and discussed.

2 Literature Review

Classification of workers’ activities using wearable sensors has attracted much
research attention in the past years. The benefits of applying wearable sensors include
relatively low cost and no occlusion issues by the complex objects in construction
sites compared with computer vision methods [11]. Previous studies showed the
acceleration data collected by the wearable sensors can classify various construction
workers’ activities with high accuracy. For example, acceleration data collected by
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the wearable sensors was used for masonry workers’ activity classification and the
accuracy was 88.1% [12]. Also, acceleration, angular velocity and magnetic field
were used for highway workers’ activities classification and the results showed a
higher than 95% accuracy on three different datasets [13]. The acceleration data was
used to classify construction workers’ ten activities and the results showed 93.69%
accuracy [14].

However, two major limitations exist in previous studies about the workers’
activities classification. First, previous studies collected workers’ activity data in
a controlled environment [14, 15]. The evidence of the classification performance of
workers’ onsite data should be provided to further push this technique to field applica-
tion. Second, previous studies mainly used the sole type of data for workers’ activity
classification. For example, the kinematic data (i.e., acceleration, angular velocity,
etc.) was mainly used [8, 12, 16]. Another study showed data fusion between workers’
electromyography (EMG) data, which was one type of workers’ physiological data,
and acceleration data improved the classification results [9]. Other types of physi-
ological data such as heart rate, EDA and skin temperature also could change with
different activities [10]; however, the data fusion with these additional physiolog-
ical data were not considered before. Therefore, more types of physiological data
should be fused with kinematic data to investigate if the classification accuracy can
be improved.

To fill the gaps mentioned above, this study collected workers’ acceleration, heart
rate, EDA, and skin temperature data in a fieldwork. Two classifiers were trained on
the dataset, including the one with acceleration data only and the one fusing all types
of collected data. The classification results on two datasets were also compared and
discussed below.

3 Methodology

3.1 Data Collection

The data collection was performed in an INDOT facility in June 2022. The workers
were asked to perform crack sealing and pothole patching activities. The E4 wristband
included several sensors, such as 3-axis accelerometer, photoplethysmography (PPG)
sensor, EDA sensors and infrared thermopile, which were used to collect workers’
3-axis accelerations, EDA, skin temperature and heart rate, respectively [10]. The
3-axis accelerations data was recorded in 32 Hz, the heart rate data was calculated
based on the photoplethysmography(PPG) signal and stored in 1 Hz, and the EDA
signal and the skin temperature were both recorded in 4 Hz.

Workers were required to wear the E4 wristband on their dominant hand during the
data collection as shown in Fig. 1, which was the commonly used method in previous
study [10]. Figure 2 shows the three activities used for classification, including crack
sealing, transferring materials, and walking.
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Fig. 1 The worker wearing
E4 wristband for the data
collection

Fig. 2 Three activity classes identified for this study, crack sealing (left), transferring materials
(middle), and walking (right)

3.2 Data Analysis

The data analysis consisted of data labeling, data preprocessing, model training and
testing for activity classification. The data collected by the E4 wristband was labeled
manually by comparing the timestamps of the recorded videos, including 5,792 data
points for crack sealing, 2,304 data points for transferring materials, and 3,008 data
points for walking.

The data preprocessing included data resampling, data balancing, data standard-
ization, and dataset development for training. First, linear interpolation was used to
resample the heart rate, EDA, and skin temperature data into 32 Hz. Linear inter-
polation was commonly used to resample the data for machine learning [17, 18].
Second, 2,304 data points of each activity were extracted to form a balanced dataset
with 6,912 data points in total. Each data point has six features (3-axis accelerations,
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heart rate, EDA, and skin temperature) and one label. The balanced dataset prevents
the classification results from being biased toward the majority class and increases
the classification accuracy for minority classes [19]. Third, six features were stan-
dardized to keep the impacts of each feature to be consistent [20] and improve the
accuracy of classification [21]. Each feature was standardized by subtracting the
mean of the feature and divided by the standard deviation of the feature [22]. Fourth,
two datasets were developed with a window size of 2 s and a 1 s sliding window from
the labeled data. The first dataset only had three features, which were the three-axis
accelerations. The second dataset included six features, which were the three axis
accelerations, heart rate, EDA, and skin temperature. Also, both datasets were split
into training and testing datasets by the ratio of 80% and 20%. The both training
datasets had 171 data points and both test datasets had 43 data points.

The KNN models were trained for the two datasets in this study, which were
also applied in previous studies and showed high accuracy in classifying workers’
activities [8, 23]. A new instance was labeled by the most common class of the K
nearest instances in the feature space. Euclidean distance was used in this study as
shown in Eq. (1). In addition, the number of neighbors to determine the class of a
new instance was tuned in the range of 1 to 20 for the two datasets. The best number
of neighbors for both datasets is one based on the tuning results. Therefore, the K
= 1 was selected and the performance of the models on two test datasets will be
discussed in the next section.

d
Distance(X;, Xpew) = ’ Z (X; — Xnew)2 (D

r=1

where d represents the number of features.

4 Results and Discussion

The performance of the KNN models on the testing dataset were shown in Fig. 3 and
Fig. 4 respectively. Figure 3 shows the confusion matrix of the KNN model on the
dataset without data fusion (i.e., with the 3-axis accelerations data only). The accura-
cies for classifications of crack sealing, transferring materials and walking were 1.00,
1.00 and 0.71, with the acceleration data only. Figure 4 shows the confusion matrix of
the KNN model on the dataset with the data fusion of workers’ heart rate, EDA, and
skin temperature data. The results showed the classification accuracy for crack sealing
was still 1.00 and the classification accuracy for transferring material decreased from
1.00 to 0.93 and the classification accuracy for walking increased from 0.71 to 0.93.
The overall classification accuracies for all three activities increased from 0.9069
to 0.9535 with the data fusion. Previous studies showed that different activities had
different impacted on workers’ heart rate, EDA and skin temperature data [10].
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Fig. 3 Confusion matrix of the KNN model on the dataset without data fusion
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Fig. 4 Confusion matrix of the KNN model on the dataset with data fusion
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Therefore, adding these data can improve the accuracy for workers’ activity classi-
fication. The conclusion is consistent with previous studies that data fusion between
acceleration and physiological data can improve the classification accuracy [9].

5 Conclusions

This study compared the performance of a machine learning method (i.e., KNN) on
the classification of workers’ activities with acceleration data only and data fusion
between acceleration and physiological data. Onsite data was collected at an INDOT
facility, and three activities were identified for the classification. The results showed
that with the data fusion, the overall classification performance increased. However,
the case varied for different classes of activity. For example, the accuracy for clas-
sifying material transfer decreased with the data fusion whereas the classification
accuracy for walking increased.

The authors acknowledge the following limitations of the study. First, the size
of the dataset was small. More data should be collected in the future to train more
complex classification models, such as deep learning models. Second, the study only
considers three activities. More types of activities should be considered in the future.
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Comparing Object Detection Models m
for Water Trash Monitoring L

Seokhwan Kim, Taegeon Kim, Jeongho Hyeon, Jonghwa Won,
and Hongjo Kim

Abstract If water trash exceeds the allowable load of a trash barrier, water trash
barriers could be destroyed and the spilled waste negatively impacts the environment.
Therefore, it is essential to measure the trash load in the water infrastructure to process
collected water trash in a timely manner. However, there has been little investigation
about how to monitor water trash in an automated way. To fill the knowledge gap,
this study presents detailed investigation of water trash monitoring methods based on
object detection models. To verify effective detection models and their performances,
a new dataset is established, called the Foresys marine debris dataset. The dataset
consists of a total of 6 water trash categories (Plastic, Vinyl, Styrofoam, Paper,
Bottle, and Wood). State-of-the-art detection models were employed to test their
performance, such as YOLOv3, YOLOvVS, and YOLOV7 pretrained on the COCO
dataset. The experiments showed that the detection models could achieve decent
performance with proper amount of training image data; a number of training data
required to secure decent performance varies by target class. The findings of this
study will give a fresh insight for developing an automated water trash management
system.

Keywords Water Trash Detection + Object Detection
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1 Introduction

Recent years, increasing water trash and its detrimental impact on water environments
has attracted attention. To investigate the environmental impact of water trash and
devise a proper water trash disposal method, monitoring methods are required to
record the amount and types of water trash. However, there has been little discussion
about automated monitoring methods for water trashes in the literature. The Ministry
of Oceans and Fisheries of South Korea has been reporting national coastal waste
statistics twice a month since 2008, but, the waste monitoring method relies on human
observation which is labor-intensive and costly [1].

To protect the function of dams and water ecosystems, it is essential to remove
water trash such as vegetation debris or residential wastes produced by nature or
human activities. A trash barrier is a critical water infrastructure which blocks floating
water trash in river or ocean. The blocked water trash is collected later for recycling
or trash disposal. It is important to estimate the load of water trash because the
trash barrier could be destroyed by the excess load of the accumulated debris [2],
resulting in dissemination of collected trash and recovery costs. However, weighing
the collected water trash is not trivial as the monitoring area is generally large and
the weight of each trash can vary by its materials.

To address the inefficiency of manual water trash monitoring, this study investi-
gates the potential of using deep convolutional neural networks (DCNNs) to detect
water trash in images. DCNNs-based object detection models—the YOLO series
(YOLOv3, YOLOVS, and YOLOvV7)—are tested to evaluate their detection perfor-
mance with respect to water trash image data named as Foresys marine debris
dataset.

2 Related Work

2.1 Water Trash Monitoring

Various approaches have been proposed to address water trash issues. A previous
study classified major water trash types as 6 categories such as rubber, plastic, metal,
glass, other trash, and no trash for submarine debris in the Adriatic Sea [3], while
Wolf et al. [4] suggested 6 categories such as water, vegetation, sand, litter-high,
litter-low, and others for floating water debris in Cambodia. Jang et al. [5] offered 6
categories such as hard plastic, film, fiber (fabric), styrofoam, other foamed, and other
polymer for water debris on beaches of Korea. The previous studies presented their
own taxonomy of water trash to monitor the subject area. Likewise, this study defines
six water trash categories as Plastic, Vinyl, Styrofoam, Paper, Bottle, and Wood that
are usually seen in the target monitoring area with the trash barrier facility.
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2.2 Object Detection

Object detection algorithms have been widely used to localize and classify objects of
interest. The YOLO series is one of the most popular and effective object detection
models [6]. To name a few examples, Son and Kim [7] used the YOLOV4 to detect
workers in construction sites. Park et al. [8] used YOLO and YOLOv3 with sonar and
laser sensors to detect crack in infrastructure. Cui et al. [9] used YOLOV3 to identify
concrete surface erosion. The literature demonstrated the potential of the YOLO
series in recognizing various types of objects. Therefore, this study investigates the
applicability of the YOLO series to detect floating water trash.

3 Methodology

3.1 Object Detection Model

To localize and classify the water debris, YOLOv3 [10], YOLOv5 [11], and YOLOV7
[12] were employed. Since there are different types of hyperparameters and modules
that can be replaced by one another, many variants of a certain YOLO model exist.
There are two versions of YOLOV3: the original version [13] and the Pytorch-based
version [14]. This study used the Pytorch-based version of YOLOV3 in consideration
of the code compatibility with the YOLOvS and YOLOv7 which are based on the
Pytorch framework. YOLOVS has variations, for example, YOLOv5n and YOLOVS
X 6, depending on a feature extractor type. This study used YOLOv516 and YOLOV7-
X models which show a good performance among other variants.

3.2 The Foresys Marine Debris Dataset

The Foresys marine debris dataset was collected by the Foresys in 2021. It is one
of the unique datasets that has images with floating water trash densely clustered.
The dataset has 7,960 images with bounding box annotation and 5,000 images with
polygon annotation. The image resolution is 3,024 by 3,024. This study only used
images with bounding box annotation. The image data were collected in an indoor
water pool due to the difficulty of data collection in river. There were five main
factors to create the image data simulating the outdoor environment: a shape of the
barrier, a filming time, water color, a shooting angle, and a density of trash. Table 1
details the main factors and Fig. 1 shows samples of the images.

There were totally 120 scenes, derived from all possible combinations of the
factors: 2 conditions for the shape of the barrier, 3 conditions for the filming time, 2
conditions for the water color, 5 conditions for the shooting angle, and 2 conditions
for the trash density. Dozens to hundreds of images were collected for each scene.
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Table 1 Factors considered

to create image data

S. Kim et al.
Factor Applied Consideration
condition
Shape of the barrier | U-type, J-type | Shape of the

clustered trash

Filming time 10AM, Illumination changes
13AM,15AM over time
Color of the water Brown, Green | Watercolor changes
by mud and algal
Shooting angle 30°, 45°, 60°, Installation changes
75°, 90° of a camera
Density of trash 50%, 100% Changes in amount of

water trash

A training dataset was prepared with six trash classes—plastic, vinyl, styrofoam,
paper, bottle, and wood. Table 2 shows the details of water trash.

Data Labelling. To prepare bounding box annotations, ‘LabelMe’ [15] was used,
which is a freeware program. Figure 2 shows the labelled results. The total number of
labelled bounding boxes is 499,629. There are 162,552 instances of bottles, 124,186
instances of styrofoam, 74,542 instances of plastic, 60,034 instances of wood, 44,144
instances of vinyl, and 34,171 instances of papers.

3.3 Transfer Learning

Transfer learning generally improves the performance of the deep learning models
in the target domain with insufficient amount of training data [16]. Because the size
of the dataset would be insufficient to train the models from randomized parameters,
transfer learning is adopted to ensure the detection performance. As shown in Fig. 3,
the experiments start from data augmentation. The following step is to train YOLO
models, pretrained on the MS COCO dataset [17], with the Foresys dataset. The last
step is the performance evaluation of the models to verify their effectiveness to detect

water trash.
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Table 2 Description with exam

Class Description Example

Stiff object.
Plastic This class does not include plastic
bottles.
Vinyl Disposable bag

Styrofoam box,

Styrofoam Styrofoam bowl
Paper Papgoiack,
Bottle Plastic bottle,

Glass bottle

Wood Vegetation
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Fig. 1 (a,upper) U-type barrier, (a, below) J-type barrier, (b, upper) filming at 10AM, (b, below)
filming at 15 PM, (¢, upper) Green colored water, (c, below) Brown colored water, (d, upper)
filming at 30°, (d, lower) filming at 90°, (e, upper) High density trash cluster, (e, below) Low
density trash cluster.

W BOTTLE

B STYROFOAM

W PLASTIC
WooD
VINYL
PAPER

(b)

Fig. 2 a An example of labelled water trash. b A chart about the number of bounding boxes per
category flowchart of experiments

4 Experiments and Results

4.1 Experimental Settings

The specification of a computer used in this study was: AMD Ryzen 7 5800X 8-
Core CPU, 64 GB DDR4 DRAM, a Nvidia RTX 3090 GPU, and Ubuntu 20.04
LTS OS. The 7,920 data were divided into training, validation, and test sets: 6,835
for training images, 723 for validating images, and 402 for testing images. The
training images were augmented int the training step. The augmentation techniques
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Table 3 Important

hyperparameters and

augmentation setting Batch size 20 20 20
Epochs 100 100 100

Input resized image 640 x 640 | 640 x 640 | 640 x 640

size

YOLOv3 | YOLOv5 |YOLOv7

Learning rate scheduler | Linear Decay

Initial learning rate 0.01
Final learning rate 0.0001
Optimizer SGD
Warm up epochs 3

Warm up bias learning | 0.1
rate

were composed of flip left—right, flip up-down, HSV-Hue, HSV-Saturation, HSV-
Value, rotation, translate, mosaic, and resize. Table 3 details the hyperparameters of
YOLOvV3, YOLOVS, and YOLOV7.

4.2 Evaluation Metrics

Average Precision is widely used as an evaluation metric for object detection tasks.
An Intersection over Union (IoU) threshold is also an important indicator to calculate
precision and recall. The IoU threshold of 50% was used in experiments.

4.3 Experimental Results

YOLOV7 achieved the best mAP of 96.8%; YOLOVS5 recorded mAP of 95.8%;
YOLOV3 recorded mAP of 94.4%. The category ‘Wood’ showed the lowest score,
and the category ‘Bottle’ showed the best score among the models. Table 4 shows
the detection performance of each class and Fig. 4 presents samples of the detection
results.

5 Discussion

The experiment result showed that the highest performance model was achieved
by YOLOV7, while YOLOV3 recorded the lowest performance. The YOLOv7 also
achieved best score for each category. A possible explanation is that the improved
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| MsSCoco

________ ey

YOLOv7

{| voLovs |I —

Dataset Augmentation Train Pretrained Models Performance Check

Fig. 3 A flowchart of experiments

(@ (b)

Fig. 4 Examples of detection results on the test dataset by (a) YOLOv3, (b) YOLOVS, and (c)
YOLOv7

architecture of YOLOvV7 contributed to the better performance. The class “Wood’ was
found to be most difficult to detect as all the models scored the lowest mAP for the
class. On the other hand, all models recorded the highest mAP on the class ‘Bottle’.
It is conjectured that objects having a common shape such as bottles are relatively
easy to detect, while objects having many deformable shapes such as woods are hard
to detect. The number of training images.

6 Conclusion

This study investigates a way to detect different types of water trash using object
detections models. Three object detection models such as YOLOv3, YOLOVS, and
YOLOV7 pretrained on MS COCO achieved the high performance, mAP of 94.4%,
95.8%, and 96.8%, respectively. The dataset was collected from the indoor environ-
ment to simulate the presence of water trash in river with a barrier facility. Future
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study should further investigate the applicability of deep learning models to recognize
types of water trash in river or ocean.
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Extracting Information from Old )
and Scanned Engineering Drawings i
of Existing Buildings for the Creation

of Digital Building Models

Tariq Al-Wesabi(®, Andreas Bach, Phillip Schonfelder®, Inri Staka®,
and Markus Konig

Abstract As a 3D model is considered the core element of building information
modeling (BIM) applications, current research focuses on optimizing and automat-
ing the creation of BIM models, especially for existing buildings. In this regard,
engineering drawings are the most common data source for extracting geometrical
information. With the recent emersion of artificial intelligence (AI) applications and
the availability of advanced algorithms, researchers have utilized computer vision
approaches to process engineering drawings. However, the data used in previous
studies is rarely derived from actual projects and is, in many cases, noise-free. Such
datasets overlook the need to create BIM models for existing structures, which
account for most buildings. To address this issue, the current paper describes an
approach for extracting information from engineering drawings that originate from
an existing infrastructure project in Germany. More precisely, the drawings depict
the buildings located on both sides of a subway line. The scanned drawings are old
and, in some cases, damaged. Moreover, such data collections are usually submit-
ted or archived without a clear structure or logical naming convention, making data
organization time-consuming and labor-intensive. The presented approach divides
the extraction of information into two levels. The first level classifies the drawings
according to the main content, such as different views of the building. The second
level collects information from the first level’s identified views concerning structural
and architectural aspects such as staircases, rooms, and openings. As the approach
follows the idea of a data-centric Al, the pipeline includes an intensive exploration
of the data, as well as its preprocessing, augmentation, and handling of damages in
the drawings. The described approach is tested across multiple datasets and shows
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promising results. This study may represent an important step toward the automatic
creation of digital twins for existing buildings.

Keywords Building information modeling - Information extraction - Engineering
drawings + Computer vision * Deep learning * Data-centric Al

1 Introduction

With the wide expansion of building information modeling (BIM) across various
disciplines in the field of civil engineering, large amounts of data need to be collected
and analyzed to build and enrich the BIM models. Engineering drawings are one of
the most important sources of building data, and as a result, engineers spend a lot
of time parsing the drawings to obtain the information needed for creating the BIM
models of structures. The need to perform this time-consuming task can be mitigated
using computer technology to retrieve the information in a manner which does not
require constant human input.

Initial studies focused on extracting information using image processing tech-
niques such as the Hough transform [2] or a bag-of-words model [13]. Ghorbel et
al. [4] proposed a method to automatically retrieve information from drawn docu-
ments by using an interpretation method called IMISketch, which incorporates the
user during the process. With the recent rise of artificial intelligence (AI) applications
and the availability of advanced machine learning algorithms, computer vision (CV)
has been used to extract information from 2D drawings in an automated manner.
The use of a deep learning-based framework for on-the-fly spotting of symbols in
floor plans was investigated by Rezvanifar et al. [28]. Mishra et al. [23] studied the
use of Cascaded Mask R-CNN [3] for object detection in floor plans. Cho et al. [5]
proposed a method of recognizing more complex floor plans using deep learning-
based style transfer algorithms. Zhao et al. [29] used the neural network You Only
Look Once (YOLO) for the purpose of detecting building components in scanned
2D drawings. The studies mainly focused on using the publicly available datasets
in order to train and validate their models and solutions. For instance, Kalervo et
al. [15] have proposed the CubiCasaSK dataset comprised of 5,000 annotated sam-
ple images with over 80 floorplan object categories. Delalandre et al. [6] introduced
an approach based on the definition of a set of constraints that permits the placement
of symbols on a pre-defined background according to the properties of a particular
demand. Goyal et al. [10] created the BRIDGE dataset consisting of 13,000 annotated
images, originating from architecture offices and the internet.

This paper tackles the problem of analyzing 2D drawings of mainly old build-
ings. Since most of the drawings used in this study were created more than 40 years
ago, it is a challenging task to create a robust method to retrieve information from
these drawings in a fast and automated process, lowering human input considerably.
Contrary to the datasets mentioned above, the drawings in the created datasets often
suffer from damages due to aging and archiving. The scanned drawings are usu-
ally provided without any storage structure or naming convention, making working



Extracting Information from Old and Scanned Engineering Drawings ... 173

with them a cumbersome task. This study proposes a multi-level approach which
divides the information extraction into two levels. The first level extracts top-level
information such as the types of views illustrated in the plan. For this task, a convo-
lutional neural network (CNN) is trained and used. The network outputs coordinates
of the detections, which are later on analyzed by the second level of the approach.
The second level provides more detailed information about architectural and struc-
tural elements in the identified views by using another CNN in order to obtain the
information.

The paper is organized as follows: Sect.2 reviews some of the latest publica-
tions about 2D drawing processing. Section 3 introduces the multi-level information
extraction approach as the main methodology developed during this study. The results
of its application are presented and discussed in Sect.4, and an outlook is given in
Sect. 5.

2 Related Works

Object detection has been an active area of research for decades [22], and has gained
particular interest in developing high-performance CNNs. As a result, the application
of object detection for the purpose of automating information extraction from legacy
2D drawings has also gained particular attention. Lewis et al. [17], contributed to
the creation of a program called Building Model Generator (BMG), which was
prompted by a desire to have 3D computer models of present and future buildings.
The procedure of cleaning up the 2D plans comprises a significant part of the system.
After plans have been cleaned up, a polyhedral model of the building can be created,
which should serve as a satisfactory model for applications such as heat-, fire analyses,
or sound simulations. Nichols et al. [24] developed a similar system, but they added
an extra process to automatically place and align building models using a map for
guidance. Their aim was to automate the modeling of the Massachusetts Institute of
Technology (MIT) campus.

Since CAD tools are a relatively recent development, with the first ones being
developed during the 1960s, many drawings exist only on paper or as scanned images.
Dosch et al. [8] proposed a complete solution for analyzing raster images of drawings
and re-constructing the corresponding 3D models. The system vectorizes the input
images as sets of polylines and arcs during the processing and feature extraction
phase. Large images are supported because of the utilized tiling strategy. During
the 3D modeling, the system extrudes individual 3D models for each floor and then
assembles them to form the whole building. Among the 2D modeling methods, the
authors considered the extraction of dashed lines and stairs mature and stable, in the
case of stairs coupled with the user interface for user input. The 3D reconstruction
was considered to work well with the drawings considered by the authors, but its
validity for more complex buildings remains to be proven. With the emergence of
neural networks and deep learning, Dodge et al. [7] proposed a CNN-based method
for parsing and analyzing floor plan images using wall segmentation, object detec-
tion, and optical character recognition. They introduced a new dataset called R-FP,
and after evaluating different wall segmentation methods, they propose a fully con-



174 T. Al-Wesabi et al.

volutional network for the task. Ziran et al. [30] worked with a dataset which was
generated using images of floor plans they found on the web. It consists of 135 images
of variable sizes containing 4,973 objects of 15 different classes. The objects were
divided into 2,697 objects for training, 1,165 objects for validation and 1,111 objects
for testing. Another dataset was provided by an architectural firm. They trained an
object detection model based on the Faster-RCNN architecture to identify the listed
object types in the drawings. With the trained model, they achieved a mean aver-
age precision (mAP) score of 0.32 for the dataset which was collected using the
search engine, and 0.83 for the dataset which was provided by the architectural firm.
They explain the discrepancy between the results with the higher homogeneity of
the second dataset. Further research was conducted by Goyal et al. [10] who have
constructed the BRIDGE dataset which consists of 13,000 images of floor plans
including annotations. The images were collected from existing available datasets
and various websites. The retrieved web images contained no annotation data and
therefore had to be annotated manually. Two different model architectures were used
for the detection, YOLO and Faster-RCNN. For the selected object types, an mAP of
0.77 was achieved with YOLO while 0.75 was achieved with Faster-RCNN. Kalervo
et al. [15] developed the CubiCasaSK dataset containing 5,000 floorplans with man-
made annotations. They used a network structure similar to the one used in [21],
which is based on ResNet-152 pre-trained with ImageNet [16]. Related research was
conducted by Mishra et al. [23], but in this case the Cascade Mask R-CNN [11]
network was employed. The floor plans which are used as the base of the Synthetic
Floor Plan Images (SFPI) dataset come from the Systems Evaluation Synthetic Data
(SESYD) dataset, in other words, the layout of the walls is similar between the
two datasets, and the difference comes as a result of the augmentation of furniture
objects. The images were augmented with random rotation angles, leading to an mAP
of 0.981 for the SFPI validation dataset. The authors also validated the model trained
on the SPFI dataset using the SESYD dataset and the resulting mAP was 0.763. It is
worth mentioning that the referenced studies mostly apply and optimize single-step
object detection algorithms for the information extraction. In doing so, the proposed
methods deal with image-level information, and while they offer valuable solutions
for the automation of tedious tasks, they are incapable of processing entire drawing
collections. This paper stands out in the way that it proposes a pipeline which can
deal with a whole set of drawings originating from a real construction project.

3 Methodology

To improve the efficiency of searching for information in the dataset and the look-
up of specific 2D plans, a thorough insight into the dataset should be generated
and documented. However, with a dataset as described in Sect. 3, such insights and
documentation are still created manually. To resolve this issue, multiple machine
learning algorithms are applied to extract information from the 2D plans. Based on
the research done on the topic of processing and analyzing image data using machine
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(a) A sample drawing from the (b) A sample drawing from the Cu-
SESYD dataset [6]. biCasabk dataset [15].

Fig. 1 Drawings of datasets used to train and validate neural networks

learning algorithms, CNNs are suitable to handle the data at hand. CNNs are a special
type of neural networks known for their ability to extract and recognize features in
images. Multiple architectures based on CNNs are used to evaluate the proposed
approach, namely Faster R-CNN, RetinaNet and YOLO. Details about the mentioned
architectures are discussed in Sect. 3. The content in 2D drawings is depicted in a
nested fashion: lower level content such as architectural and structural elements as
well as project information are part of higher level content such as different views and
the legend of the drawing. Therefore, a multi-level information extraction approach
is found to be advantageous. Moreover, multiple datasets are created to train the
adopted machine learning algorithms at both levels of the extraction. The adopted
machine learning algorithms are trained with all different versions of the datasets
and the results are recorded and discussed in Sect. 4.

Datasets Description

In order to evaluate the approach described in this study, multiple labeled datasets
are needed. In previous years, various datasets for the analysis of 2D plans have been
proposed, however, these datasets mostly contain floor plans only, are rarely derived
from an actual project and are, in many cases, noise-free. Two examples are depicted
in Fig. 1.

In addition, such datasets overlook the need to create BIM models for old existing
structures, which account for the vast majority of structures [1]. The lack of datasets
with the mentioned characteristics poses a research gap in automatic analysis of
2D plans. To close this gap, three different datasets are assembled from old 2D
plans, each containing several unique element classes. The 2D plans in the datasets
originate from an infrastructure project in Germany. More specifically, the drawings
cpntain not only floor plans, but also cut views and elevation drawings, as well as the
legends to the drawings. As explained in Sect. 3, this raises the need for a two-level
information extraction approach, which requires multiple training datasets.

The first level is concerned with classifying drawings according to the main con-
tents of the drawing and for that a dataset of full-sized engineering drawings is cre-
ated. This dataset consists of 1,500 labeled engineering drawings containing objects
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Fig. 2 Instance distribution of all the classes in the three datasets

in four classes namely Cut, View, Plan, Legend with a total number of 3,303 objects,
and their distribution as illustrated in Fig. 2(a). The second level collects informa-
tion from the previous level’s identified views concerning structural and architectural
aspects.

It is noted that the set of classes to be detected in the second level depends on the
view type detected in the first level. For instance, Rooms and Openings can only be
found in Plans, and only Cuts represent the classes of the different floor types, namely
Basement, Middle floor, and Roof floor, which are unique to this view. Therefore,
from the output of the first level, two different datasets are created to be fed into
the second level information extraction process. One of the datasets consists of 200
images of floor plans and contains a total of 3,012 objects distributed across the three
objects classes Room, Stairs and Openings, as illustrated in Fig. 2(b), while the other
consists of 200 images of Cut views containing 1,238 objects in the three classes
Middle floor, Basement and Roof floor, as illustrated in Fig. 2(c).



Extracting Information from Old and Scanned Engineering Drawings ... 177

Datasets Preparation

The raw data collection amounts to 2,000 PDF files containing scanned engineering
drawings of the buildings. They are over 40 years old, and most of them exhibit
damages of varying extent. Therefore, extensive exploration is needed, and several
steps are taken to prepare the datasets. In addition, inspired by the Data-Centric Al
(DC AI) mindset, different versions of the three datasets are prepared to track the
effect of dataset optimization on the results rather than only the effect of different
architectures of neural networks. On a related note, DC Al is an emerging field that
encourages the focus on quality data rather than super high performing algorithms,
big data and powerful infrastructure [9].

Prior to the following manual data preparation steps, the collected data is converted
from PDF format to JPEG format to be processed by the machine learning algorithms.

Step 1: Elimination of duplicates and irrelevant datapoints. This step is to inves-
tigate the dataset to discover identical samples that may or may not have the same
name as well as to eliminate drawings that do not contain objects of interest such as
foundations drawings or detailing drawings of structural elements.

Step 2: Classifying and handling damages. In this step, the drawings are investi-
gated thoroughly to classify the types of damages, their severity and curation meth-
ods. The most common types of damages are yellowing and folding lines due to
physical archiving. Further types of damages are stains and paper tearings which
appear less frequently. To handle the damages, image processing techniques such as
median blur and image normalization are applied as illustrated in Fig. 3.

Step 3: Data Labeling. A labeling team is assembled from volunteering engineers
and students. The volunteers are briefed about the protocol to be followed during the
labeling process to avoid ambiguity and contradiction in labels. The datasets created
by the labeling team are investigated and optimized by ensuring the quality and con-
sistency of the labeling, providing the second version of the datasets. Both versions
of the datasets, called Labeled and Labels-optimized, respectively, are used to train
the machine learning algorithms to investigate the effect of dataset optimization on
the results in addition to the effect of different algorithms.

Step 4: Data augmentation and splitting. Multiple data augmentation techniques
are applied to improve the performance of the deep learning models namely scaling
and rotation. The data is then split into three parts of 80%, 10%, and 10%, to be used
for training, validation, and testing, respectively.

Framework and Extraction Algorithms

The overall framework of the proposed approach is divided into three phases:

1. Classifying and annotating the full size 2D plans according to their main content,
which is the different views of the building illustrated on the drawing and a legend
if existing.
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(a) Original drawing without pre-processing.
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(b) Drawing after processing.

Fig. 3 Images of the drawings go through preprocessing steps such as median blur and image
normalization

2. Retrieving detailed information, about the elements in the floor plan views
detected in the first phase and floor information from the respective cut views.
3. Harmonizing the outputs of the previous two phases into a general output. Figure

4 illustrates the phases of the framework as well as both levels of information
extraction.
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Extraction Algorithms. Both one-stage and two-stage detection algorithms are used
and compared in this study. The size of the input images is 640 x 640 pixels and
the initial weights are taken from models pre-trained on the MS-COCO [20] dataset.
Faster R-CNN [27] is a prominent two-stage object detection network which makes
region proposals using a deep convolutional neural network. As a backbone for
the architecture, ResNet-101 [12] is used, combined with a Feature Pyramid Net-
work (FPN) [18]. The other algorithm used is YOLO, which has the main purpose
to achieve accurate results while maintaining a reasonable speed while processing
inputs. The architecture conducts bounding-box regression and object classification
without pre-calculating region proposals. The utilized YOLO version in this study
is the YOLOVS [14]. It uses the CSPDarknet53 as a backbone and PANet is added
on top of it. The YOLOVS is implemented using the PyTorch [26] framework. Reti-
naNet [19] is a popular one-stage object detector which addresses the problem of
class imbalance by using a focal loss. The authors identified class imbalance as the
main obstacle to achieving state-of-the-art accuracy so to tackle this they incorpo-
rated a focal loss as a solution. The loss function is a cross entropy loss which scales
dynamically to zero as confidence in the correct predicted class gets higher.

4 Results

To evaluate the performance of the different algorithms applied in this study, unified
evaluation metrics are selected. Object detectors attempt to determine the positions
of particular objects in an input image. Typically, the result is presented by giving
the coordinates of the bounding boxes that encapsulate the detected objects, their
predicted classes, and the confidence scores which is usually a value between zero
and one.

Precision and Recall. Precision is the ability of a model to identify only relevant
objects. It is the percentage of correct positive predictions, or the ratio between true
positives (TPs) and all detections. Recall is the ability of the model to find all relevant
cases. It is the ratio between the TPs and all ground truths [25].

Mean Average Precision. Average precision (AP) is the weighted mean of precision
values for each intersection over union (IOU) threshold where the increase in recall
constitutes the weight [25]. The mean average precision (mAP) is calculated by
averaging the average precision across all the classes of the dataset. Mathematically
that is
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where A P; is the average precision of the i-th class and C is the number of classes
contained in the dataset [25].

The proposed multi-level framework is assessed on authentic datasets comprised
of scanned engineering drawings belonging to old buildings. To compare the per-
formance of the different models as well as measure the impact of the quality of
the annotation and optimization process, the models are trained and evaluated on
different versions of the datasets. The performance of models across classes is also
analyzed, however, only for the label-optimized versions of the datasets.

First Level. Table 1 summarizes the performance of all different architectures on
both versions of the dataset. Looking at the results for the Labeled dataset, the best
performing architecture is YOLOvVS having the highest mAP with 0.86. At this point,
the review and investigation process are undertaken where each annotation is double-
checked and corrected if necessary. A review report is created for the labeling team
to take notice of where the corrections have taken place. During the review it is
noticed that the most common problems are consistency and semantics. The AP
across classes is summarized in Table 2. In many drawings, as is to be seen in
Fig. 5, the section cuts are merged with facade views in the same drawing making
the process of drawing the bounding boxes more complex. Additionally, the legend
class introduced the highest inaccuracies in labeling since their appearance differs
between drawings. The reason for this difference is the absence of a unified structure
for drawings. The labeling team could not clearly identify the legend from among
the different tables and structured text blocks that might be present on the drawing.
For the Labels-optimized dataset the mAP improved for all architectures. However,
YOLOVS is still leading the list with a difference of 0.03 compared to the second
ranked architecture.
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Fig. 5 Example drawing from the first dataset, showcasing the complexity of the bounding boxes.
Facade-views are shown in blue while cut-views are shown in orange
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Table 1 Mean average precision of each architecture for the two versions of the dataset

Architecture Labeled Labels-optimized
YOLOv5 0.86 0.91
RetinaNet 0.77 0.88
Faster R-CNN 0.77 0.82

Table 2 Class-wise AP for each architecture for the Labels-optimized version of the dataset

YOLOvVS RetinaNet Faster RCNN
View 0.87 0.81 0.78
Cut 0.92 0.87 0.85
Plan 0.88 0.89 0.76
Legend 0.97 0.93 0.89

Second Level. The two datasets, namely floor-plans dataset and cut-views dataset,
are derived from the output of the first level. Analogously, both datasets are labeled
by the volunteering labeling team and are used to train all models. The next step
was to review and optimize the Labeled dataset, thus creating the dataset called
Label-optimized. Afterwards, all models are trained again with the Label-optimized
version. In the floor-plans dataset, the main inconsistencies are related to the Room
class and how it should be labeled. As can be seen in Table 3, the performances
of all architectures improved substantially with the Labels-optimized dataset, with
YOLOVS5 reaching the highest mAP at 0.94. From Table 4 it is noticed that the
Stairs class scores the lowest in all corresponding architectures, however, YOLOVS
generalizes better in this particular case while other architectures confuse the stairwell
with Rooms.

Table 3 Mean average precision of each architecture for the two versions of the floorplan dataset

Architecture Labeled Labels-optimized
YOLOV5 0.78 0.94
RetinaNet 0.30 0.75
Faster R-CNN 0.42 0.83

Table 4 Class-wise AP for each architecture for the Labels-optimized version of the floorplan
dataset

YOLOvS RetinaNet Faster RCNN
stairs 0.93 0.59 0.75
rooms 0.95 0.89 0.90
openings 0.95 0.77 0.85
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Table 5 Mean average precision of each architecture for the cut-views dataset

Architecture Labeled
YOLOVS 0.98
RetinaNet 0.87
Faster R-CNN 0.87

Table 6 Class-wise AP for each architecture for the Labels-optimized version of the cut-views

dataset
YOLOvVS RetinaNet Faster RCNN
basement 0.98 0.93 0.84
floor 0.98 0.89 0.87
roof floor 0.98 0.78 0.89

As Table 5 shows, the highest scores of mAP achieved by all architectures across
all datasets is with the cut-views dataset. Moreover, the dataset has a high-quality
labeling and there were no editing carried out during the review. The clarity of the
classes, in addition to the experience that the labeling team has gained, eliminated
the need of Label-optimized dataset. Moreover, the results across classes in Table 6,
gives a closed look how each model performed across classes.

On a general note, the results shows that the model YOLOVS generalizes better in
all experiments while the other models’ performance scores drops with decreasing
object size and increasing complexity of the local surroundings.

5 Conclusions

The application of deep learning models in extracting information from 2D engineer-
ing drawings gained a lot of attention from the research community. However, the
developed methods use data that rarely originates from real projects and in is many
cases free of noise. Therefore, in this paper, a multi-level approach is presented to
analyze and extract information from legacy 2D engineering drawings to facilitate
the creation of BIM models for old existing buildings. Multiple datasets are created
from data that originates from a real project in Germany. Inspired by the concept
of DC AI, multiple algorithms are trained with different versions of the developed
datasets to track the effectiveness of the quality of the datasets on the results and
not only the effect of different deep learning models. The experimental results show
that the YOLO architecture is surpassing other models in both levels of information
extraction. Moreover, the improvement in performance across all models through
the optimization of the datasets is noticeable.

The main contribution of this study is to extract information automatically and
systematically from old and scanned 2D engineering drawings through deep learning



184 T. Al-Wesabi et al.

models, which are trained with real data. The second contribution is putting the dif-
ferent existing deep learning architectures into the test against data which is complex,
nested, and contains some noise. Moreover, the improvement of results through the
optimization of datasets as well as the improvement of the labelers and the labeling
process were critically investigated. With these contributions, the gap in research
caused by the lack of original datasets has been addressed.

Additionally, this study has several paths for further improvement. First, an even
wider range of architectural and structural components should be considered for
the detection, such as columns, beams, and furniture. Second, the semantic factor
through the recognition and transcription of text on the 2D drawings is going to be
addressed in future works. Finally, the output of the presented approach should be
used in the automatic creation of the BIM models.
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Wei-Chih Chern, Jeongho Hyeon, Tam V. Nguyen, Vijayan K. Asari,
and Hongjo Kim

Abstract Context-aware safety monitoring based on computer vision has received
relatively little attention, although it is critical for recognizing the working context of
workers and performing precise safety assessment with respect to Personal Protective
Equipment (PPE) compliance checks. To address this knowledge gap, this study
proposes vision-based monitoring approaches for context-aware PPE compliance
checks using a modularized analysis pipeline composed of object detection, semantic
segmentation, and depth estimation. The efficacy of two different approaches under
this methodology was examined using YUD-COSAv2 data collected from actual
construction sites. In experiments, the proposed method was able to distinguish
between workers at heights and on the ground, applying different PPE compliance
rules for evaluating workers’ safety. The depth estimation model achieved an Average
Precision of 78.50%, while the segmentation model achieved an Average Precision
of 86.22%.
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1 Introduction

Fall accidents accounted to 33.5% of all construction-related fatalities in the United
States in 2018 [1]. To prevent such accidents, it is important for workers to use fall
protective equipment when working at heights. However, this safety guideline is
frequently ignored. Computer vision-based monitoring technology, such as CCTV
(closed circuit television) installed at an elevated position, can record workers at
heights and on the ground and alert the absence or inappropriate use of fall protection
equipment. However, such systems may trigger false alarms for workers on the
ground due to the absence of fall protection equipment [2]. Raw images cannot
provide depth information, as a video is a 2D projection of 3D reality. Previous
studies have suggested techniques for evaluating worker safety, but there has been
no detailed investigation in far-field monitoring settings to differentiate the working
contexts of workers at heights or on the ground.

To address this knowledge gap, this paper presents a context-aware safety assess-
ment method to detect the absence of required PPE such as a hardhat, safety harness,
safety strap, and safety hook. Two different approaches are presented and compared
for context-aware safety monitoring. The first approach consists of three Convo-
Iutional Neural Networks (CNNs) for object detection, semantic segmentation, and
depth estimation. The object detection and semantic segmentation models are mainly
used to identify workers and their PPE. The depth estimation model estimates the
distance between a camera and a worker to identify the working context. PPE
assignment and connectivity analysis are used to build a relation vector to analyze
the working context and safety status. Based on the working context and instance
segmentation findings, the safety of the worker is evaluated. The other approach has
the same architecture as the first approach, except for the depth estimation module.
In this approach, the working context was directly inferred by height labels in the
segmentation model. The main contributions of this study were: (1) proposing a
modular system for context-aware worker safety monitoring, (2) demonstrating the
efficacy of explicit labels of the working context in semantic segmentation, and (3)
examining the capability of a depth estimation model to analyze the working context.
The findings had a significant impact on the field of construction safety monitoring.

2 Methodology

The proposed methods assessed the safety status of workers based on their working
context (at height or on the ground) using object detection, semantic segmentation,
and depth estimation, as shown in Fig. 1. This paper investigated the effectiveness
of two approaches: one with a depth estimation model and the other with a segmen-
tation model with explicit height labels. In the first approach, a depth estimation
model directly measured a worker’s working height to determine whether they were
at height or on the ground. In the second approach, it did not directly estimate the
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Fig. 1 The overview of the proposed safety monitoring system

working height, but instead predicted the working context using a semantic segmen-
tation model with explicit working context labels such as “working at height” or
“working on ground.” This design was inspired by the previous work [3] which used
adetection model to detect workers as safe or unsafe, teaching it to recognize relevant
information within bounding boxes, such as PPE, with safe and unsafe bounding box
labels. Similarly, this study hypothesized that working context labels such as “Height”
(working at height) or “Ground” (working on ground) could be predicted from the
segmentation masks of workers. In other words, the second approach considered
working context analysis as a subset of a segmentation task.

2.1 Recognition Models

This work employed a modified instance segmentation technique with a different
mechanism than the conventional instance segmentation method, which segments
pixels solely in bounding boxes. The updated approach for instance segmentation
began by detecting target objects. Then, semantic segmentation was performed on
each pixel in the whole image. This design was introduced because some small
objects, such as safety straps and hooks, may not be detected by a detection model,
but they could be recognized by a segmentation model due to the models’ distinct
processing mechanisms. The separate use of detection and segmentation might detect
more difficult target objects, even if the object detector was unable to recognize them.

A YOLOVS (You Only Look Once Version 5) [4] model was used for object
detection. A FPN (Feature Pyramid Network) segmentation model was employed for
semantic segmentation. To train the FPN model, compound loss functions comprising
of Jaccard and focal losses were utilized to boost the performance of more demanding
objects [2]. Target labels for FPN varied based on the two different approaches for
safety assessment. The first approach used five target labels, including ‘worker,
‘hardhat,” ‘harness,” ‘strap’, and ‘hook’. The second approach included two extra
labels on top of this, such as ‘working at height’ and ‘working on ground’.
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2.2 PPE Assignment

To verify a worker’s PPE based on the working context, detected PPE must be
assigned to individual workers. This process is named as "PPE Assignment."
YOLOVS was used to identify instances of each class because semantic segmentation
cannot differentiate each instance of the same target class. After object detection,
bounding box coordinates were used to assign PPE by calculating an intersection
over PPE area between detected workers and PPE. Each PPE was used to calculate
overlap scores between all workers and was assigned to the worker with the most
overlap and a score larger than 0.1. The equation to calculate the overlap is:

I(pi,w;)

0verlap(p;, wj) = AP

, (D

where I calculates the intersection, A calculates the total area given top-left
and bottom-right coordinates, p; represents detected PPE, w; represents detected
workers, and p; and w; contain top-left and bottom-right 2D coordinates, respec-
tively. Definitions of I and A are formulated as:

I(pi, wj) = max(O, A(min(pib,, w.,-b,) — max(p,-,,))), 2)

A(pi) = (Piy, = Piy)- 3)

This study assigned a safety hook to an individual worker in two steps. PPE
connectivity analysis checked whether segmentation masks were connected between
pixel regions of a worker and PPE. A new bounding box that included a worker and
PPE was used for PPE connectivity analysis. In this analysis, a sub-region segmen-
tation mask of the bounding box was generated to ensure workers wore PPE based
on the target class connectivity. A depth estimation model or an extended semantic
segmentation model estimated the worker’s working context to determine if they
were on scaffolds or the ground. Based on the context information, a relation vector
was created for each worker’s safety assessment.

2.3 Connectivity Analysis

A semantic segmentation model was used to collect pixel-level localization results
of workers and PPE for connectivity analysis, which confirmed if the assigned PPE
from object detection (PPE assignment) were actually connected to the worker. In this
study, an FPN model was used to obtain worker and PPE segmentation masks. The
Flood Fill algorithm was used to analyze worker connectivity with PPE. It recursively
looked for neighbor pixels within a threshold to verify the connectivity.
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2.4 Working Context Estimation

This paper presented two approaches for the working context analysis. An encoder-
decoder depth estimation model [5] was used in the first approach. The depth estima-
tion model estimated camera-to-pixel distances using a semantic segmentation-like
architecture. This study employed the NYU Depth V2 dataset [6] to train the depth
estimation model. Since the depth model was not trained for construction scenes, the
predicted depth map has errors, as shown in Fig. 2. However, for the safety moni-
toring application, the error was tolerable if the working context of workers could
be appropriately determined based on the predicted depth map. This study binarized
the predicted depth map by the mean pixel distance. Then, the working context—
working at height or on the ground—could be decided, as shown in the right column
of Fig. 2. In the third column of Fig. 2, white pixels represent at height, and dark
pixels represent on the ground.

In the second approach, the target class labels of the segmentation models were
expanded to directly estimate the working context of workers based on extended
labels—working at height or on the ground. The inference results of the extended
segmentation model were shown in Fig. 3. Gray pixels represented workers at height,
and white pixels represented workers on the ground.

Fig. 2 Original RGB image (Left). An 8-Bit depth estimation result (Middle). The thresholding
result using the mean value of the entire depth map (Right)

Fig. 3 Segmentation results for PPE (Left). Height estimation results on workers. (Right)
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2.5 Safety Analysis

To determine the safety status of a worker, a relation vector was created for each
worker based on the context information from object detection, semantic segmenta-
tion, the PPE assignment, and the connectivity analysis. The relation vector indicated
whether a worker was with PPE and properly using it. It contained 5 elements, repre-
senting the working context and the presence of a safety strap, a hardhat, a harness,
and a safety hook from left to right. For instance, a relation vector, such as [0 0 1
0 0], suggested that a worker on the ground was wearing a hardhat, therefore, the
safety status was assessed to be safe. Similarly, if a relation vector indicated a worker
at height was wearing a hardhat, harness, safety strap, and safety hook, the status
would be safe.

3 Experiments

Experiments were conducted on images from the YUD-COSAv?2 dataset, which was
first introduced in [2], as shown in Fig. 4. In YUD-COSAV2, two construction scenes
were added: one for a training set and the other for a testing set.

The image resolution used for YoloV5 and FPN models was 960 x 544. The data
augmentation techniques used for YoloVS5 included Mosaic [4], vertical and hori-
zontal flips, HSV color jittering, random perspective transform, and mixup [7]. On the
other hand, the data augmentation techniques used for FPN included horizontal flip,

Fig. 4 Construction site scenes of the YUD-COSAv2
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Fig. 5 Visualization results of the proposed method. 13 Column: RGB images overlaps with detec-
tion and segmentation masks. 2" Column: Segmentation results of five target classes such as worker,
hardhat, strap, harness, and hook. 3™ Column: Binarized depth estimation results overlapped with
detected bounding boxes of target objects. 4" Column: Height estimation results from extended
segmentation labels

shifting, scaling, rotating, HSV color jittering, and Copy-Paste [8]. To evaluate object
detection and semantic segmentation, mean average precision (mAP) and mean inter-
section over union (mloU) were used as they are representative performance indica-
tors in object detection and semantic segmentation, respectively. A confusion matrix,
F1 scores, and average precision were used to evaluate the performance of worker
safety assessment. The recognition results of object detection, semantic segmen-
tation, depth estimation, and height estimation from semantic segmentation were
shown in Fig. 5.

Table 1 showed mAP, mloU, precision, and recall of the two methods. As shown
in Table 1, YOLOv5m and FPN showed reasonable recognition performance on
large object classes such as worker and hardhat, while recorded lower performance
on small object classes such as harness, strap, and hook. This phenomenon was
expected before the experiments, as previous studies, identified the challenges of
recognizing small objects in far-field monitoring settings. The challenges include a
lack of visual features due to a small number of pixels, the color similarity between
foreground and background, and irregular shapes of target objects. It was observed
that safety harnesses suffer from color similarity more than other classes, resulting
in poor recognition performance in both detection and segmentation.
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Table 1 Performance of YOLOv5m and FPN with the resolution of 960 x 544

Network | mAP/mloU | Worker | Strap Hardhat | Harness | Hook Height | Ground
Yolov5m | 85.3% 99.4% | 588% [99.4% |91.9% |77.0% - -
FPN 75.74% 82.98% | 50.45% |89.51% |71.48% |59.79% |89.03% |86.94%

4 Conclusion

This study presented the context-aware safety assessment system to determine the
safety status of workers considering their working contexts. To identify a worker’s
working context, two different methods were designed: one with depth estimation and
the other one with semantic segmentation-based context prediction. The experiments
showed that both methods were able to analyze the working context to determine the
safety status. The second method using extended segmentation labels was slightly
better than depth estimation in determining the working context. The proposed
method had several limitations, including poor performance of the depth estimation
model on construction datasets, a separation of detection and segmentation processes
that increased computational burden, and lower recognition performance for small
object classes compared to large object classes. These limitations could potentially be
addressed in future work through training and optimizing a depth estimation model
on construction site-specific data, enhancing detection and segmentation recogni-
tion performance with advanced techniques such as self-supervised learning, and
combining the detection and segmentation pipelines into a single pipeline with
multiple prediction heads.
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Challenges in Road Crack Segmentation )
Due to Coarse Annotation L

Jeongho Hyeon, Giwon Shin, Taegeon Kim, Byungil Kim, and Hongjo Kim

Abstract To facilitate road image data collection, participatory sensing has been
proposed in the literature utilizing a dashboard camera of a normal vehicle. It is
not trivial to identify road cracks in such crowdsourced images due to the dynamic
natures of photographing conditions which results in inconsistent the image quality.
Although previous studies presented promising ways to identify road damages using
deep convolutional neural networks (CNN), the performance is insufficient to be
implemented in practical monitoring purposes. This study investigates core prob-
lems in improving the road crack segmentation performance by applying state-of-
the-art segmentation models based on CNN and transformer architectures. Using a
benchmark dataset, it was found that coarse annotation on crowdsourced images is
detrimental to the performance evaluation and further development of participatory
sensing-based monitoring technology. Interestingly, segmentation models could be
trained by training data with coarse annotation. This study will give a fresh insight of
advancing the knowledge in participatory sensing-based infrastructure monitoring.

Keywords Road Crack Segmentation - Participatory Sensing *+ Coase
Annotation - Semantic Segmentation
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1 Introduction

Road maintenance and repair costs of South Korea amounted to $2.9 billion in
2021, which was increased from the previous budget of $2 billion in 2015 [1]. The
increasing costs are problematic for municipal agencies to maintain the serviceability
and safety of road assets while initiating new infrastructure construction projects. A
previous study reported that the maintenance and repair costs can be significantly
reduced when the road damages are timely repaired with proper methods [2]. For that,
road damages should be monitored in a timely manner. However, it is not trivial to
identify existing damages on road surfaces due to insufficient numbers of monitoring
resources in responsible governmental agencies.

Previous study proposed an alternative monitoring method for road surface based
on participatory sensing, which utilizes citizen’s data collection capability [3]. It
investigated the applicability of deep CNN to segment road cracks and proposed a
benchmark dataset called the AIM crack dataset collected from multiple dashboard
cameras of normal cars. However, the road crack segmentation performance was
insufficient for practical monitoring applications. Since then, there has been little
investigation how to improve the segmentation performance. To bridge the knowl-
edge gap, this study investigates the issues in road crack segmentation on crowd-
sourced data by comparing the segmentation performance of state-of-the-art segmen-
tation models. Two architectures—DeepLabv3+ [4], SegFormer [S]—are employed
and compared their segmentation performance in the AIM crack dataset. In experi-
ments, a coarse annotation problem was found in the dataset and its detrimental effects
in the performance evaluation is discussed in Section Experiments and Discussion.
The findings of this study will advance the knowledge in road crack segmentation
based on crowdsourced data.

2 Method

To identify road cracks at a pixel level, semantic segmentation models are used to
classify each pixel. FCN [6] is one of the first successful segmentation models which
proposed an encoder and decoder architecture to efficiently process image data. The
FCN architecture was also adopted in the road crack segmentation task for images
collected by dashboard cameras [3]. However, the crack segmentation performance
was not high due to harsh monitoring conditions such as irregular noise by different
speeds of cars, vibrations, weather conditions, and illumination changes. The best
performance recorded in the previous study on the AIM crack dataset was Intersection
over Union (IoU) of 59.65% for road cracks when ResNet-152 for the encoder and
the modified version of FCN for the decoder was used [3].

This study hypothesizes that the crack segmentation performance on dashboard
camera images can be further improved with advanced segmentation models such
as DeepLabv3+ [4] and SegFormer [5] compared to FCN. Because the two models
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showed decent segmentation performances in a road crack dataset [7]. However, as
the photographing conditions of the AIM crack dataset is different from the one
used in the previous study [7], it is worth investigating the effectiveness of such
segmentation models.

DeepLabv3+ has the advantages in segmenting target objects which are sharp and
multi-scale, building upon Xception adapted for segmentation and depthwise sepa-
rable convolution operations, recording state-of-the-art performance on PASCAL
VOC 2012 and Cityscapes in 2018. SegFormer is a recent segmentation model based
on Transformer architectures and lightweight multilayer perceptron decoders, which
outperformed the FCN and DeepLabv3+ on the ADE20K dataset.

3 Experiment

3.1 Experimental Settings

Experiments were conducted by using a desktop equipped with AMD Ryzen 7 5800X
8-Core Processor (CPU) and a NVIDIA GeForce RTX 3090 (GPU) with VRAM of
24 GB operated on Ubuntu 20.04. The AIM crack dataset has images of dashboard
cameras and they were collected in Seoul, Korea. The original image resolution is
2,560 x 1,440. The total number of images is 527, and the number of images used
in training, validation, and testing was 316, 105, and 106, respectively. The image
resolution was adjusted to 1,920 x 1,024, to facilitate the training process.

Among variants of SegFormer, SegFormer_b1 pre-trained on ImageNet was used.
The learning rate of 0.0006, two images per mini-batch, the cross-entropy loss,
and the optimizer of AdamW were set as the training setup. In implementation
of DeepLabv3+ , the encoder part was mit_b5, which is SegFormer pre-trained on
ImageNet. The mini-batch had 6 images, the learning rate of 0.0001 before 25 epochs
and 0.00001 after, and the optimizer of Adam were set to train the model. IoU for
road cracks was used to evaluate the segmentation performance of each model.

3.2 Experimental Results

The experimental results showed that both SegFormer and DeepLabv3+ did not
achieve high IoU scores, as shown in Fig. 1. The best IoU scores were 25.0%
and 19.8% by SegFormer and DeepLabv3+ , respectively. Tables 1 and 2 show
the examples of segmentation results by each model.
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Fig. 1 IoU for road cracks using SegFormer and DeepLabV3

4 Discussion

Surprisingly, the IoU scores for road cracks indicate the poor segmentation perfor-
mance of the advanced segmentation models, SegFormer and DeepLabv3+. It is
possible that a simple model design such as FCN variants could be more suitable to
segment road cracks on dashboard camera images. However, the interpretation on
the segmentation results should be carefully made, as IoU scores would not repre-
sent the true performance of state-of-the-art segmentation models. Since SegFormer
outperformed FCN and DeepLabv3+ on the ADE20K dataset [5], the results seem
implausible.

To further investigate the performance issue, the prediction results were visualized
as shown in Tables 1 and 2, and a problem in annotation was found. The AIM
crack dataset has coarse annotations for road cracks. That is, the boundary of road
cracks is not accurately drawn. The image samples in Tables 1 and 2 present the
ground truth and predicted results. As the IoU scores were 25.0% for SegFormer
and 19.8% for DeepLabv3+ , it was expected that the predicted crack masks did
not capture the existing cracks on the images. However, in the sample images, road
cracks were accurately segmented and the segmentation quality is even better than
the ground truth. The visualization results suggest two implications: (1) state-of-the-
art segmentation models can be trained with coarse annotations of road cracks, and
(2) the performance evaluation of segmentation models based on coarse annotations
should be cautiously conducted.
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Table 1 Crack segmentation results of SegFormer

ToU Prediction Ground Truth

0.616

0.326

0.237

This study examined each image and its annotation, and found that it is chal-
lenging to draw accurate contours of road cracks in images of dashboard cameras
due to noise and their thin shape. This is a unique challenge of dashboard camera
images when preparing annotations. Most of other crack datasets collected images
from the orthogonal view on the structural surface, it is relatively easier to make
accurate annotations. However, this is not the case for images collected from harsh
photographing conditions such as moving cars. It would be extremely difficult to
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Table 2 Crack segmentation results of DeepLabV3+
IoU

Prediction

Groud Truth

0.281

0.485

0.409

draw accurate boundaries of road cracks on images with noise that blurs the appear-
ance of cracks. In such case, it would be beneficial to devise a new evaluation metric
that can check whether a crack segmentation model identifies existing cracks without
much sensitivity to the accurate matching between predicted and ground truth crack
boundaries.
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5 Conclusion

This study investigates the effectiveness of state-of-the-art segmentation models to
segment road cracks in dashboard camera images. The experimental results showed
that the two models were successfully trained even with coarse annotations, but it was
difficult to evaluate the true segmentation performance. It would be an interesting
research topic for future study to devise a new evaluation metric for road damage
classes in participatory sensing contexts. As raw images in participatory sensing do
not have high quality, the reliability of data should be carefully considered to design
machine learning-based algorithms in performance evaluation.
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Comparison of Various Methodologies m
to Detect Anomalies in a Time Series L
Data Taken from a Tunnelling Project

Keyur Joshi and Elham Mahmoudi

Abstract A major concern in urban mechanised tunnelling projects is avoiding
damage to the existing buildings and the tunnel boring machine (TBM), which may
be adjusted by an advanced precise excavation simulation. Because a realistic sim-
ulation must account for multiple interactions between the boring machine and the
subsurface, an exact representation of the ground’s geological profile must be created
beforehand. Due to the limited monitoring and sampling, several geologic anoma-
lies may have been overlooked when sketching the geologic profile. As a result, the
geological profile should be updated alongside the construction phases when new
information becomes available. To accomplish this, one can use the boring machine’s
recorded data to detect any irregularities in the drilling process caused by changes in
geological conditions. This research compares various cutting-edge anomaly detec-
tion approaches on time series. Due to a large amount of sensor data, the visual-
ization of multiple sensors/features over time was first performed, and the critical
features with the highest impact on the detection process for identifying anomalies
were selected. Anomaly detection techniques include isolation forest, k-Means, k-
Means Sequential Time Series Cluster, Auto-Regression Integrated Moving Average
(ARIMA), and Convolutional Neural Network (CNN) Auto-encoders are among the
main aspects. The methods presented here were applied to a given data set from an
actual tunnelling operation in Germany to locate the location of some concrete slabs
in a relatively homogeneous ground. The obtained results agree well with the exact
location of anomalies. The performance of various methods is evaluated through
error quantification measures.

Keywords Unsupervised machine learning + Anomaly detection - Time series
analysis
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1 Introduction

Preventing damage to ground structures is always a top priority for any urban tun-
nelling project. A detailed 3D model of the excavation process that takes into account
all the interactions between the TBM and the surrounding soil would be essential.
However, the geological profile of a construction site is mostly driven by primary
geotechnical investigations, which include a limited number of boreholes and some
in-site and lab measurements, and cannot be regarded as an accurate representation.
This profile should be changed during excavation by conducting more explorations
and collecting data from multiple sources that project the tunnelling-induced changes
in the surroundings. A tunnel boring machine (TBM), which is a highly automated
operation, consecutively excavates the earth and installs the tunnel liner in mecha-
nized tunnelling. Here, abrupt geological changes can jeopardize tunnelling, resulting
in unforeseen surface settlements, TBM damage, or cutting tool wear. TBM dam-
age results in construction delays, which can increase ongoing expenditures (e.g.
personnel costs). Early detection of geological changes gives the chance to start
countermeasures, such as modifying the speed of excavation, the type of cutting
instruments used, or the face pressure.

Seismic exploration provides approaches suitable for exploring the space directly
in front of the tunnel face. In terms of precision, a seismic methodology known as
full waveform inversion can provide a significant improvement over state-of-the-art
seismic methods [18]. The monitoring campaign can be expanded to incorporate
above-ground structural monitoring as well as terrestrial and satellite data to track
displacements of existing infrastructure induced by tunnelling. Furthermore, ground
conditions can be evaluated by analyzing data gathered during excavation via set-
tlement and pore water pressure sensors [14]. Another approach of exploration is
to continuously monitor TBM sensors and utilize this data to detect disturbances
with pattern recognition, and machine learning techniques [5]. This research mainly
focuses on the latter approach, by comparing various available data analysis methods.

Nowadays, the anomaly detection domain is also getting popular with the classi-
fication problem in the machine learning regime. Finding outliers in data is a crucial
problem in a variety of contexts, from financial applications to healthcare monitoring
to manufacturing operations [19]. Here, the outliers in the data are the observations
in data that do not follow the norm. For every anomaly detection technique, the basic
assumptions are that the anomalies do not occur often and that the outlier features are
significantly different from the normal observations. While detecting the anomalies,
we mostly never have labels of the anomalies; hence, anomaly detection is usually
done using unsupervised machine learning techniques [1].

This paper majorly focuses on applying anomaly detection techniques to time
series data. Time series data is the set of observations measured in a sequential,
timely manner. Anomalies in a time series data are of three types; i) Point anomalies,
ii) Contextual anomalies, and iii) Collective anomalies. The point anomalies are the
observations in the time series data which are outside the entire set of data observa-
tions in the time series. On the contrary, contextual anomalies are observations that
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are not outliers when seen individually but are an outlier in some contexts. Lastly,
the collective anomalies are the set of observations that are outliers as a collection of
observations but are not anomalous when considered individually in a global sense.

Often detecting global outliers is not challenging as they deviate significantly in
the global sense of the time series data. But on the contrary, it is quite challenging to
detect contextual and collective anomalies. The state-of-the-art anomaly detection
approaches can be subdivided into the various domain approaches, namely, statisti-
cal, machine learning and neural networks approach [4]. In the statistical approaches,
mainly fundamentals of the statistics regime are used, and these approaches include
Auto Regression (AR), Moving Average (MA), Auto Regression Integrated Moving
Average (ARIMA), etc. (the reader is advised to see [11] for more details). Various
approaches in unsupervised learning techniques include kMeans clustering, a mod-
ified version of kMeans clustering for the time series data viz. kMeans Sequential
Time Series Clustering (kMeans STSC), Density-Based Spatial Clustering of Appli-
cations with Noise (DBSCAN), Isolation Forest, One-Class Support Vector Machines
(OC-SVM), etc. Finally, the neural network approaches include various approaches
like Multiple Layer Perceptron (MLP), Residual Neural Network (ResNet), Long
Short Term Memory (LSTM) network, Autoencoder, etc.

After applying different efficient algorithms of the anomaly detection regimes
to detect anomalies in the time series data of the tunnelling project, comparing the
performance of the methods using the F'1 score metric will take place. The research
methodology incorporated in this research article is as shown in Fig. 1.

This paper starts with the illustration of the present research in the domain of
tunnelling and how various machine learning approaches are implemented in the
domain. Later, the data used for the implementation of various anomaly detection
techniques are described, and the pre-processing step is explained briefly. Further,
various modelling approaches implemented in this paper are explained briefly, and

o Data collection Noise reduction Feature selection
Collection and " P - -
: Tunneling project in Resampling to 5 min. Based on Data
Preprocessing of Data N . .
Duesseldorf interval visualization
A 4
' 1)
Model prep Smoothing Division of Data Models used
and Various smoothing Models were trained on a Based on Data
development techniques applied increasing fashion of Data visualization
A\ 4
i Comparison
Selection and ""f’"" use‘d " e -
Evaluation of Models Evaluation metric used Comparison of various models
was F1,. . on two different data set

Fig.1 Research methodology
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the results obtained by the application of the models are compared. Henceforth, the
insights of the possible future work are proposed.

2 Related Works

The field of anomaly detection in mechanized tunnelling is an emerging field that is
currently being heavily researched. The need for anomaly detection is to get early
warnings before the performance of TBM is imperilled. One can predict anomalies in
ground conditions using various state-of-the-art approaches with anomaly detection
methodologies. This section devotes to the present and related research in the field of
anomaly detection and prediction of ground conditions in the mechanized tunnelling
domain.

For anomaly detection, one of the recent promising approaches was used by Maes
et al. [13], where they used principal component analysis to detect early warning sig-
nals in mechanized tunnelling. The deformations and the temperatures monitored for
aperiod of over a year were used to identify minor changes in the tunnel response. To
ensure the safety and reliability of a geotechnical project Zou et al. [29] proposed a
meta-learning anomaly detection method which improves the accuracy of detection
by averaging the parameters of the same type of algorithm. The approach achieved
a 96.41% accuracy, which is way higher than current outlier detection approaches.
Another approach for outlier detection was proposed by Zheng et al. [27] which
implemented a probabilistic Bayesian learning manner to detect outliers in multi-
variate sparse data. As Mahalanobis distance was used as a measure to compute
outlier probability, this method is immune to the swamping effect, viz. misiden-
tifying regular data as an outlier. In micro tunelling, Sheil et al. [20] proposed a
comparison of various clustering- and regression-based methods to detect anomalies
using jacking force. It is further described in the paper how the detected anomalies
help to decrease unplanned downtimes and operation costs of the project.

Determination of geotechnical parameters requires traditional approaches some
testing which is difficult to conduct every time. Hence, another promising domain
in the geotechnical regime is predicting the ground conditions beforehand using the
Machine learning approaches. The recent approach for the same was proposed by
Yang et al. [24] where he used the canopy clustering method to find beforehand
roughly the centres of the clusters and then used K-Means clustering on the clus-
ters obtained previously. Then these clusters of the ground conditions were used to
classify the ground conditions using various methods. Gradient Boosting Decision
Tree (GBDT) gave the best performance among all the methods. The investigation
of evaluating geological conditions was also performed by BaiXue et al. [3]. In the
research published by Tang and Na [21], various machine learning approaches such
as Support Vector Machines (SVM), Random Forest (RF), Back propagation Neural
network (BPNN) and Deep Neural Network (DNN) were used to predict ground
settlement prediction. The results were further supported by performing sensitivity
analysis. Another prediction-based approach using the Bi-directional Gated Recur-
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rent Unit (GRU) Attention (Att) model was described by Zhang et al. [26]. It has
been concluded that this model has stronger learning and prediction capabilities.

Fu et al. [9] proposed a method to estimate TBM performance in soft soils. For
cluster analysis Shared Nearest Neighbour (SNN) DBSCAN was used, and for pre-
diction, Random Forest (RF) approach was utilized. Wu et al. [23] attempted to pre-
dict rock mass information from tunnelling data. The method first involved cluster
analysis and then DNN in predicting the rock mass behaviour. An attempt to recog-
nize geological type on the In-Situ data of the Earth Pressure Balance (EPB) Tunnel
Boring Machine (TBM) in [25]. A chi-square test is performed for feature selection,
and four machine learning approaches, viz. K-Nearest Neighbour (KNN), Classifi-
cation and Regression Tree (CART), SVM and Artificial neural networks (ANN).
Armaghani et al. [2] estimated the TBM advance rate using two hybrid methods, viz.
Particle Swarm Optimization (PSO) ANN and Imperialist Competitive Algorithm
(ICA) ANN. Complex Network (CN) theory was implemented by Zhou et al. [28] to
spectral cluster in the shield monitoring data. The safety factor of the retaining walls
is also one of the important parameters and Ghaleini et al. [10] proposed a method
to approximate the factor with an approach of combination of ANN and Artificial
Bee Colony (ABC). Erharter et al., [8] used an ensemble of ANN to classify the rock
mass behaviour on different input features. Chen et al. [6] proposed water inflow
quantification from rock tunnel faces as a way of emulating the human inspection
process. It is crucial to get water inflow information to assess the rock mass rating,
and they proposed a method of classification and segmentation using CNN for the
water inflow evaluation. They also proposed how the method reduced the ergodic
damage segmentation procedure significantly.

The current state of digitalization in the domain of tunnelling is described by
Marcher et al. [15]. The application of machine learning in various tunnelling
domains is explained briefly in the article, and it also emphasises how it can be
used to increase the safety and comfort of underground workers by withdrawing
workers from the most hazardous zones in the active areas of tunnelling. The capa-
bilities and challenges of the application of Neural networks and Machine learning
are also elaborated in [7, 16].

It seems that machine learning approaches are recently developing exponentially
in the domain of geotechnique and the transition to digitalization in the aforemen-
tioned regime. This article majorly focuses on the anomaly detection of the walls in a
tunnelling project. As mentioned before, an attempt is made to detect various sensor
data anomalies using various approaches. We aim to provide readers with a baseline
idea of various approaches available currently for detecting anomalies in tunnelling
sensor data and illustrate a comparison between the approaches.
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3 Data

The tunnelling project data was taken from 342 TBM sensors that were employed
to excavate a tunnel under the city of Dusseldorf, Germany. The TBM excavated
through a depth of approximately 12 to 16 m [5]. The data observations were taken
from the sensors every 10 to 15s. The tunnel includes two various Metro lines. The
South line data comprised of 868 rings from ring No. 0 to Ring No. 867. The East
line TBM sensor data includes 637 rings from Ring No. 1000 to Ring No. 1636 [17].

3.1 Data Summary and Preprocessing

To reduce the involved noise in the recorded data with intervals of 10 to 15s, a re-
sampling to 5 min intervals is performed. The descriptions of abbreviations used in
the tables are described in Table 1. Table 2 provide an overview of all the sensor data
collected from the East line.

Figure 2 and 3 show a comparison between the noisy data of turning moment and
the contact pressure cutting wheel displacement collected from the sensors and their
re-sampled data (with 5-minute interval), respectively. As seen in the figure the noise
is removed to a great extent.

Table 1 Abbreviations

Abbr. Description Abbr.  Description

Mom Moment Press_A Advance pressure Group A

Pen Penetration Press_B Advance pressure Group B

Dist Distance SR/advance Press_C Advance pressure Group C

Speed Speed of cutting wheel Press_D Advance pressure Group D

Vol_soil Conveyed soil Press_E Advance pressure Group E

Strok Total number of strokes Press_F Advance pressure Group F
mortar compression

Tar_flow Target value of conveyed Press_J Jacking pressure force
material Flow

Tar_TBM Target value of material Press  Cutting wheel displacement
TBM pressing force

Prog_cyl Progress of jacking Vol Volume mortar compression
cylinder

Pow Power input cutter wheel Volpor  Target volume mortar
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3.2 Relevant Data Selection and Data Transformation

After data visualization, the important sensor data relevant for detecting anomalies
were moment (Mom), power consumption of cutting wheel (Pow) and Contact pres-

Table 2 Summary of the sensor data for East line

Attr. | Mom Pen Dist  Strok Vol_soil Tar_flow Tar_TBM Prog_cyl Pow Press_A

unit | MNm mm/min km  Imp. m? m? m? mm kW bar
mean| 0.82 26.11 1.07 415.03 4225 41.59 5249 742.06 58.89 67.72
std 0.50 7.89 0.84 318.99 28.69  26.68 33.00 46649 74.08 20.07
min 0.00 0.00 0.00  0.00 -7.62 0.00 0.00 0.00 0.04 1.14
25% 047 2472044 163.26 17.78  18.00 2294 32436 1820 54.73
50% 0.65 30.00 095 368.82 40.73 41.16 52.52 74244 3986 65.95
75% 097 30.07 1.48 603.00 6420 63.68 81.14 1147.20 67.37 76.61
max 336 58.67 9.44 2413.00 191.20 124.25  123.57 1747.03 820.53 229.74

Attr. | Press_C Press_B Press_E Press_F Press_D Press_J Speed Vol Volpyor Press

unit bar bar bar bar bar kN 1/min m? m? kN
mean| 131.66 111.73 105.44 65.01 127.44 1819270 126 4.96 4.14 2284.15
std 2468 36.61 3733 20.64 2495 363041 027 893 272 790.32
min 833 2354 058 0.04 2026 3861.28 0.00 0.00 0.00—586.36

25% 114.65 84.15 7691 50.58 110.30 1573429 1.05 1.85 1.67 1820.28
50% 129.70 108.01 103.53 63.35 125.02 17815.12 122 420 4.11 2058.65
75% 14592 13541 13143 7578 142.07 20392.03 1.44 6.89 6.51 2559.08
max 284.03 263.73 251.38 186.39 273.38 40751.49 2.62 456.72 10.13 7417.90

~
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Fig. 2 Noisy data vs. Re-sampled data of Moment
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Fig. 4 Time series plot for Agg data for East Line data

sure Cutting wheel (Press). As this paper focuses mainly on a univariate time series
analysis, in order to incorporate the importance of all the features/relevant sensor
data, a new normalized aggregate feature (Agg).

Agg was introduced whose formula is as shown in Eq. 1 and the time series plot
is as shown in Fig.4 and 5.

(D

1 ( 0.5 - Mom Pow Press )i|2
3

Agg = |-
&8 |: max(Mom)  max(Pow) + max (Press)

The frequency distribution of various relevant sensors as Moment and Contact
pressure sensors is illustrated in Fig. 6 along with the box plots of each sensor.
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Fig. 5 Time series plot for Agg data for South Line data

[ | HE=

3000 ; -
I East Line m East Line

s South Line 2500 mmm South Line

2000

0.75 1.00 1.25 . . . 200 250 300 350 400

Mom [MNm] Pow [kW]

——a—— |

3000 - W East Line W East Line
mmm South Line mmm South Line
2500
2000
1500
1000
500
0+ 0
0 500 1000 1500 2000 2500 3000 3500 4000 4500 A A . . 0.04

Press [kN] Agg [-]

Fig. 6 Frequency distributions and Box plots for all the relevant sensors

4 Methodology

After a comprehensive literature review of the available methods to analyse our data,
the following algorithms were chosen to be investigated in detail, and later their
performance is compared.



214 K. Joshi and E. Mahmoudi

4.1 Isolation Forest

Isolation forest finds anomalies by isolating the observations. This method considers
points with shorter path lengths to be likely an anomaly.

The anomaly score for each observation is computed, and the threshold is com-
puted by the required level of contamination given by the user. The anomaly score
S (x, m), where x is the data observation and m is the sample size, is computed as
in Eq.2 [4].

—E(h(x))

S(x,m)=2 clm) 2

where — E(h(x)) is the average search height of x for iTrees (Isolation trees) and
c(m) is the average of h(x).

The hyperparameter used for the algorithm was contamination = 4% i.e. 0.04.

4.2 kMeans and kMeans STSC

kMeans finds k-centroids in the time series and detects anomalies based on the
distance of the observations to the centroids. The difference between kMeans and
kMeans STSC (Sequential Time Series Clustering) is that instead of individual data
observations, time series clusters of window length are employed to find the cluster
centroids [4].

In kMeans clustering algorithm, a sliding window approach is used which means
that the time series { Xy} = (xq, x1, ..., x») and window length w and a sliding length
¥, the time series { Xy} results in a set of subsequences § =C RW—w)xw:

T T T
S = {(an X1y eeey xw) ) (x0+ya Xldys eoes xw+y) i (xN—uH XN—w+1s +ee XN) } (3)

The pseudo algorithm of the kMeans STSC algorithm is shown in Algorithm 1.
The hyper-parameters used for kMeans were k = 5, and for kMeans STSC, k = 5,
window length: w = 10, sliding length: y = 1.

4.3 ARIMA

ARIMA stands for Auto-Regression Integrated Moving Average, the algorithm com-
prises three components: autoregression applied to lag p, moving average applied to
lag ¢, and differencing d [12].
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Algorithm 1. An algorithm for kMeans STSC

Require: {Xy} < (x0, X1, ..., XN), W, ¥, k(centroids)
S < {(x0, X1, oes Xuw) Ty K0gys Xipys woos X)) s (ON—ws XN—wet 15 os XN T}
C <« k — centroids computed on {X y}
€ < (e(), €Ly euny €‘5|)

where ¢; fori € {0, ..., |S|}is : ¢, = min(d(s; — ¢))
YceC

Set threshold e* based on the contamination level set by the user.
i <0
whilei < N — w do
if ¢; > ¢* then
The sequence i is an anomalous sequence.
else
The sequence i is not an anomalous sequence.
end if
end while

p q
X =u +€ + Z¢ixz—i + Z@,f,_i. €]

i=1 i=1

where in Eq.4, X; is obtained by d'" order differencing of observations y;.
Equation 4 represents the ARIMA approach where i, and €, are mean and error,
respectively. p and q are the observations and forecast error lags used for Auto
regression and Moving average respectively.
Python computed the hyperparameters p, d, and g with the Auto Arima library.
The time window to find the error’s mean and standard deviation is evaluated to be
equal to 40% of the forecast.

4.4 CNN Autoencoder

A traditional autoencoder includes an encoding part that reduces the dimension of
the input data, and a decoder part reconstructs the input dimension, as shown in
Fig.7. The main assumption about the distribution of data is that the normal and the
anomalous data are significantly different in the reduced dimension space. Due to the
encoding function ¥ and decoding function ¢, there is a reconstruction error, and this
error is used for detecting anomalies [22]. The pseudo algorithm of the Autoencoder
approach is shown in Algorithm 2.
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Fig. 7 Autoencoder: The

encoding function maps x to

reduced space z and the

decoding function ¥ maps z

back to original dimension Encoder ] Decoder

space X [4] A
X — ¢ - 7 - w — X
I

Algorithm 2. An algorithm for CNN Autoencoder

Require: {Xy} < (x0, X1, ..., XN), W
S {0, X1, s xu) T 1, 22, e X14) T Ny XN w1 s XN)T )
X < ¢ (o(X))

€ < (ep, 1, ..., es])

where ¢; fori € {0, ..., |S|}is : ¢, = mean((X; — Xi)z)
Set threshold e* based on the maximum value of e; in € with some weight.
i<« 0
whilei < N — w do
if ¢; > e* then
The sequence i is an anomalous sequence.
else
The sequence i is not an anomalous sequence.
end if
end while

5 Results

Figures 8, 9, 10, 11 and 12 compare various methods’s performance by the evalu-
ated F1 score metric as formulated in Eq.5. True Positives (TP), in the anomaly
detection regime, are the actual anomalies which are also detected efficiently by
the algorithm. Similarly, False Positives (FP) are the wrongly detected anomalies,
and False Negatives (FN) are the actual anomalies which were not detected by the

anomalies.
2 - Precision - Recall
F = (&)

Precision + Recall

Here Precision and Recall are calculated as shown in the Eq. 6.

. TP TP
Precision = ———, Recall = ———— (6)
TP+ FP TP+ FN

However, in TBM excavation data, early detected anomalies are very beneficial,
while this can help change the TBM excavation parameters, consequently decreasing
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downtime. Hence the early detected anomalies (if detected at least before five walls)
before the actual location) are considered to be TP and not FP.

The comparison between the noisy sensor data (row data) and two smoothed
versions of the data namely, Trailing Moving Average (TMA) data with lags = 20
and Exponential moving average (EMA) with « = 0.3 was performed. The models
are trained on increasing data to imitate the actual real-time behaviour.

To visualise various methods further, the bar chart plot below shows the compar-
ison between the various methods.

Figure 8 compares the Isolation Forest algorithm with various sensor data used on
row data (data without any averaging), TMA and exponential moving average. The
best F'1 score for East Line data was with the Agg. sensor data (which is given by
the Eq. 1) - row data and for South Line data was with Press and Agg. sensor data
with TMA smoothing Eq. 1. The best F'1 score found was 0.6667 for both the East
and South Line data.

IBRow Data B Row Data
0o T™A Io T™A
081100 EMA 081100 EMA

0.6

F1 score
F1 score

0.4

0.2

|

3
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~
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Moment ]
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Moment

East Line data South Line data

Fig. 8 Comparison of F'1 scores for Isolation Forest model
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Fig. 9 Comparison of F'1 scores for kMeans model
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Fig. 10 Comparison of F'1 scores for kMeans STSC model
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Fig. 11 Comparison of F'1 scores for ARIMA model

Figure 9 shows a similar comparison for the kMeans algorithm. The best F'1 score
for East and South Line was with the Press sensor data - (row data, TMA and EMA
gave the same F'1 scores). The best F'1 score equal to 0.6000 is evaluated for the
East Line data and 0.4762 for the South Line data.

Figure 10 shows the comparison for the kMeans STSC algorithm. The best F'1
score for East and South Line data was with the Press sensor data - (EMA for East
and TMA for South Line data). The best F'1 score found was 0.7586 for the East Line
data and 0.6249 for the South Line data. The F'1 score of O represents the method’s
predicted irrelevant anomalies hence the value is not relevant and hence, set to 0.

Figure 11 shows the comparison for the ARIMA algorithm. The best F'1 score for
East Line data was with the Pow, Press and Agg sensor data with TMA smoothing.
For South Line data, the best F'1 score was Moment, Press and Agg sensor data with
TMA smoothing. The best F'1 score found was 0.5834 for the East Line data and
0.6249 for South Line data.
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Figure 12 shows the comparison for the CNN Autoencoder algorithm. The best
F'1 score was evaluated as 0.6667 for the East Line data and 0.5714 for South Line
data.

The results discussed above were the best F 1 scores for every algorithm, in order to
compare every algorithm with each other in Fig. 13. For East Line data, the algorithm
which gave the best F'1 score of 0.7586 was the kMeans STSC algorithm with Press
sensor data and EMA smoothing. For South Line data, the algorithm which gave
the best F'1 score of 0.6667 was isolation forest with Pow and Press sensor data
and TMA smoothing. For South Line data, the Isolation Forest performed efficiently
because the anomalies in the south line data were mostly pointed anomalies and
Isolation Forest is one of the efficient methods to detect point anomalies. kMeans
STSC (Press sensor TMA smoothing) and ARIMA (Moment, Pow, Agg sensor data
with TMA smoothing) also performed well in the South line data with an F'1 score
of 0.6249.
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6 Conclusion and Remarks

In the present study, various statistical and machine learning approaches were applied
to detect anomalies in a TBM excavation process on real data. The data were gathered
by multiple sensors on a TBM throughout two lines of excavation. After perform-
ing pre-processing on the noisy data, they have been used in various implemented
anomaly detection methods to indicate the location of anomalies. The TBM was
running in an almost homogeneous subsoil, therefore, existing concrete slabs, con-
structed for the stations, were considered as anomalies. After comparing different
methods, we may conclude that in general anomaly detection of the concrete slabs,
the kMeans STSC approach delivered a more promising prediction, and for detecting
point anomalies, Isolation Forest proved to be the most effective. This can however
be the case because of the sensor data itself. As previously stated, early identification
of severe changes in the TBM’s surroundings might be regarded as early warnings to
trigger appropriate adjustments in either the pace of excavation or some other steer-
ing parameter to prevent possible consequences. This can help to reduce tunnelling
delays due to TBM damage to a great extent.

This paper focuses mainly on univariate time series data, which imposed the
limitation on investigating the influence of different sensors together. Hence, an
effort was made to empirically create a variable, which incorporates the influence
of various sensor data. However, this does not overcome the disadvantages of using
the univariate data later. Ongoing research by the authors addresses this issue to
investigate the domain of multivariate time series for detecting anomalies.

Although the methodologies implemented in this paper are validated through a
severe material change (subsoil to concrete), they can be extended further to improve
the performance of detecting any material changes in the tunnelling project and
modify the geological profile.
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Towards Multicriterial Scan Planning m
in Complex 3D Environments L

Florian Noichl® and André Borrmann

Abstract As-is geometry of existing structures in the built environment can be cap-
tured with high accuracy using laser scanning. Frequent measurements and automa-
tion of data processing steps allow digital representations of physical assets to be
kept up to date at a justifiable cost, even if they are subject to frequent changes.
Before operators can execute stationary laser scanning, scan planning has to be
performed to estimate the required effort and choose equipment, settings, and loca-
tions. In contrast to the conventional, expert-based method usually conducted as an
assessment in the field, automated offline approaches aim to solve this task exclu-
sively with pre-existing data describing the scene. These methods are more efficient,
add transparency to the existing process landscape, and are a prerequisite for sensi-
ble implementation of robotic automation, enabling actual repeatability. The novel
method proposed in this paper works in complex 3D environments while considering
multiple criteria relevant to the feasibility of acquisition and the quality of acquired
datasets. The proposed method introduces the scene as a triangulated mesh within
which viewpoint candidates are automatically generated. This mesh is further used
in a deterministic approach for visibility and coverage analysis between scene and
viewpoint candidates. Based on this analysis, viewpoints are selected to form a solu-
tion set that fulfils all pre-defined requirements regarding surface coverage in the
scene using a greedy algorithm. Connectivity in the solution is enforced to ensure
the captured data will allow targetless registration. The objective function used for
evaluating potential solutions allows for consideration of all necessary objectives
and constraints in the greedy algorithm while retaining flexibility for applying other
solution heuristics and optimization methods.

Keywords Scan planning - Planning for scanning - P4S - Terrestrial laser
scanning + TLS - Greedy algorithm
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1 Introduction

As the digitization of the built environment progresses, methods for managing physi-
cal assets using their digital representations are evolving, and applicable solutions are
penetrating the market. With a majority of projects within the domain of Architecture,
Engineering and Construction (AEC) happening in the context of the existing build-
ing stock, an increasing focus lies on the challenge of keeping the digital models up to
date. Capturing technology is rapidly developing in various aspects, ranging from
sensor precision and acquisition speed to easy applicability; first attempts are made
to perform acquisition tasks fully autonomously with the help of robotic platforms to
further lower costs and enable regular updates. Furthermore, these platforms can be
deployed under conditions that would make it difficult or impossible for a surveyor
to perform the acquisition. For any reality capture mission to be successful, it needs
to be properly planned. In the context of construction sites or industrial facilities,
changes in geometry happen regularly and are of high relevance for those in charge of
their management and monitoring progress. A conceptual overview of this repetitive
process is depicted in Fig. 1 to introduce the context. The conventional method of
scan planning is expert-based and often conducted in the field only- in some cases,
supported by pre-existing information, such as floorplans of the area to be scanned,
which helps to ensure proper data quality in the resulting point cloud. Automating
the scan planning process helps save time, approximate the required time for capture
and assure sufficient quality in the resulting data in each repetition.

Most existing approaches that develop scan plans based on prior knowledge of the
scene are based on 2D scene representations and therefore lack specific precision in
geometrically complex environments. Some use actual 3D representations as input
but use heavy simplifications or simulations to proceed, often leading to impractical
or not generally applicable results.

scheduled or event-
triggered repetitions

as-is scene
representation

3D model

a-priori knowledge of

laser scanning
Je— the scene

.

point cloud

scan planning

Fig. 1 Conceptual, repetitive process to keep geometric as-is scene representations updated on a
regular basis; this paper introduces a novel method for scan planning
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To overcome these limitations, the method presented in this paper can process the
scene in a full 3D representation instead of a simplifying abstraction- while taking
into account multiple aspects of recording quality and equipment requirements for
scan planning using a simple heuristic. Thus, this method can achieve a technically
comprehensive and feasible scan plan ready for deployment in the scene.

2 Related Work

In scan planning, automated approaches can generally be separated into model-based
and non-model-based approaches. Non-model-based approaches perform decision-
making on the go with no prior knowledge of the scene, while model-based methods
are informed by prior knowledge. While model-based approaches can provide solu-
tions for the scene in its entirety, the actual quality of the proposed strategy is limited
to the closeness to the reality of the input model. Non-model-based solutions gener-
ally aim for local optimality in consecutive acquisition steps; they are therefore well
suited for those cases where no reliable prior knowledge of the scene is available.
Either paradigm poses specific challenges that have been faced with various technical
solutions. In this work, we focus on model-based scan planning; the related works
are therefore selected accordingly. For a comprehensive review of relevant aspects
and approaches, the reader is referred to the pertinent overview publications in the
field [1, 14].

Model-based methods for scan planning are classically treated as variations of the
Art Gallery Problem. In this, an art gallery needs to be equipped with a minimum
amount of guards such that the entirety of the gallery, represented by a wall polygon,
can be observed [7]. In the context of scan planning, the same logic can be applied for
finding optimal locations for scanner placement that minimize effort while ensuring
sufficient surface coverage in the scene [11]. Amongst others, the problem has been
referred to with viewpoint planning [11, 15], scanning network design [10] and plan-
ning for scanning (P4S) [1]; for the sake of clarity and to emphasize the application
reference, we refer to it with scan planning like the majority of researchers in the
field 3, 5, 13, 17].

Proposed solutions for the scan planning problem are largely focused on 2D floor-
plans as input to achieve 100 % wall coverage- predominantly using variations of the
greedy algorithm [10, 16], in comparison with other optimization methods [9]. In
3D, solution approaches include the use of laser scan simulation [2, 6], or specific,
repeating geometric features of the scene [12] to solve the problem. Beyond cover-
age alone, scan planning should consider other constraints- one important aspect to
consider for terrestrial laser scanning is the acquired data’s readiness for registration
[15]. [10] proposed a solution for target-based registration based on a 2D floorplan
representation of the scene; towards 3D, [4] includes the floor area in addition to
the wall polygon and proposes an approach to assure connectivity between scanning
locations through sufficient overlap.
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After potential scanning locations have been evaluated with regard to the defined
evaluation criteria, a selection needs to be made to form a set of points that is able to
fulfil the overall requirements. [10] uses the well-known greedy best-first approach;
[9] in comparison with evolutionary optimization methods, [4] define the candidates
on a scanning graph and use mixed integer linear programming to find optimal
solutions.

Based on this, we identify a research gap in a robust scan planning method that is
versatile in terms of 3D input, works in full consideration of this 3D environment and
can take into account multiple constraints. We investigated a deterministic approach
to face this problem in 3D without simulation and analysed the performance of two
single-criterion greedy algorithms in [13]. This paper extends the well-known greedy
approach to work on multiple criteria using a graph-based objective function. This
allows us to take more criteria into account- which we showcase by introducing
pairwise overlap while assuring set-wide connectivity.

3 Method

In the context of construction sites or industrial facilities, changes in geometry happen
regularly and are of high relevance for those in charge of their management and
monitoring progress. The presented method is model-based and therefore especially
suited for the context of repeated inspections, updating and extending the digital
as-is representation of the scene, as introduced in Fig. 1. The necessary individual
steps of the scan planning method are automated and get introduced in more detail
in the following sections; three main steps can be distinguished, Fig.2 provides an
overview.

3.1 Viewpoint Candidate and Scene Preparation

In the scene, a 3D viewpoint candidate grid is initiated based on model areas suitable
for setting up laser scanners. First, the user needs to identify planes in the model
that are suitable locations to place the scanner, which is the only remaining step that
requires manual intervention. Three parameters are then used to create the candidate
grid:

scan planning

viewpoint candidate viewpoint viewpoint selection
& scene preparation assessment and path planning

Fig. 2 Subsequent steps of the scan planning method
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— Fycene: VOXel size scene
— Tgrig: viewpoint candidate grid resolution in the x-y-plane
— t,: options for height adjustments on the z-axis

Points are sampled on a regular grid with grid size r,,;4 on the identified planes to
create a regular-spaced grid of candidate points; the scene mesh scene is transformed
into an occupancy grid with voxel sizes ry..,.. The candidate grid points are translated
along the z-axis to the first element of ¢,- if there are multiple height options for the
equipment, the initial grid is copied in the direction of the z-axis for each entry of ¢,
accordingly. An inlier test is then performed between all elements of the resulting 3D
candidate grid and the occupancy voxel grid depicting the scene to filter candidate
points that either collide with or lie in direct proximity of the triangulated scene.
The remaining points are valid viewpoint candidates and are further processed into a
viewpoint candidate graph G.ung = (Veana, Ecana), connecting all valid viewpoints
with their immediate neighbours leveraging the pre-defined parameters of grid res-
olution as thresholds in the respective coordinate directions; The respective edges
graph are weighted with the euclidean distance between the nodes they connect to
create a weighted graph that is suited for path planning. Using this method, edges
in this graph will naturally not connect nodes whose direct connection is obstructed
by objects in the scene, thus allowing meaningful path planning directly within the
viewpoint candidate graph.

The scene is considered in the form of a triangulated mesh. For meaningful inves-
tigation of occlusions caused by obstructions of the line of sight, triangles in the mesh
should have consistent, limited sizes. To create such evenly sized faces of a limited
extent, the triangulated mesh is refined by subdivision of edges such that all edges
in the mesh are shorter than a pre-defined threshold value /,,,,,. Using this method,
the integrity of the original geometry is insured, as additional nodes are only created
on existing edges; additional edges will always lie within existing faces.

3.2 Viewpoint Assessment

Raycasting is performed from all candidate viewpoints to all triangle midpoints of
the faces in the scene. This way, visibility between each viewpoint candidate and the
scene is evaluated on a deterministic basis and independent of equipment resolution.
Each ray’s first intersection with the scene is stored, and the intersected face ID
is stored as visible from the ray-emitting viewpoint candidate. The full visibility
information is stored in the initial, binary visibility table

1 face i visible f . int i
Vo,, with vy, = ace ] visible from Vle\inOln.l ‘ 0
0 face j occluded from viewpoint i.
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The visibility table is further filtered according to the defined framework condi-
tions:

1. equipment-specific

— field of view

e horizontal assumed to be 360°, negligible
e vertical restrictions: user-defined (< 180°)

— depth of field: minimum and maximum distance
— minimum incidence angle

2. technical requirements

— maximum distance
— minimum local point density L P D

1 ]
LPSes . LPS,

LPD =

@)

with LP S99 = SPS x d for the orthogonal case and
LPS, = LPSy + sina for any incidence angle; SPS denotes the distance-
specific point spacing, d the scanning distance, and « the local incidence angle.

The visible faces that also comply with these requirements are collected in the
initial coverage table

1 visible and within requirements

COi,f with Ci,j = (3)

0 occluded or visible and violating requirements.

After the initial mesh subdivision step, triangle face areas are similar but not
equal. Therefore, the coverage table needs to consider the individual areas of all
faces, denoted with a;:

Ciyj = CQU odaj (4)

The evaluation of potential strategies is conducted over three levels of granularity
between individual viewpoints (micro) and a full set of viewpoints forming a scan
plan (macro).

Micro: Viewpoint Coverage. Based on the qualified coverage-based visibility table,
the coverage can be calculated per viewpoint i as the sum of all qualified visible face
areas.
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Ci = ZC' (5)

Meso: Pairwise Overlap. An overlap index matrix is calculated based on the visibil-
ity lists per point for the complete candidate set as Ojng, ; With 0; ; = {ind;} N {ind;}
with ind denoting the list of row indices of visible faces in V and thus the faces’ ID in
the model; it should be noted that in this and the following equations, j is reassigned:
here, indices i, j refer to viewpoint indices. For each pair of candidate viewpoints,
the overlap is determined as their intersection. The respective set of face IDs can be
directly accessed in the overlap table Oj,q;,j using the viewpoints’ indices. The rel-
ative area overlap is calculated as the area of intersection over union for all pairings
of viewpoint candidates in the candidate set with intersection indices o; ; and union
indices p; ; = {ind;} U {ind;}.

ZkED,“j Ak
ZIGPi,/ a

Orel,»_,» Wlth Orel,;j =

(6)

Macro: Set-Wise Connectivity. Sufficient overlap must be ensured on the level of the
set of viewpoints chosen as a strategy, which is evaluated in its graph representation.
A complete graph Gy = (Vyer, Eger) s built from the selected viewpoints Vi, as
nodes, and the adjacency matrix of E,; = Og,;, j, populated from Oy ; ;. The best
connectivity network of viewpoints is established as the maximum spanning tree 7 =
(Vser» Eiree) of this fully connected weighted graph. The quality of cloud-to-cloud
registration is evaluated by the best pairwise overlap, represented by the weighted
edges in the graph. The critical overlap in the set can be quantified in the final result
as the minimum weighted edge in E;, ..

Ocrit = min (Etree) (7)

3.3 Viewpoint Selection and Path Planning

A greedy algorithm is applied to select viewpoints to form a suitable scan strategy.
The choice for the next viewpoint is made based on an evaluation of all options
successively, and at each step, the option scoring the highest value is selected for the
strategy. Beyond the variables introduced above, c¢,,;, denotes the overall required
coverage, 0, the minimum required pairwise overlap. S denotes the score used to
make the greedy choice as follows:
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Algorithm 1: Greedy algorithm for viewpoint selection

1 V Pgelect =19

2 while Zj Ci:VP.rele(tvj < Cpin do

3 calculate S; // calculate score per candidate
4 | V Pselecr-append(maxs V P;) // append best candidate
5 Ci.j=0VCizvp,,,.; #0 // delete covered faces from C
6 if greedy weighted then

7 L Cj=CijoW // update coverage table with weight

The applied variations of the greedy algorithm differ in candidate evaluations.
In the standard greedy, evaluation is performed directly on the sum of the covered
areas.

Sgreedy,i = Z Ci,j (8)
J

In the proposed method, an objective function is used to evaluate the score per
candidate; This approach can be directly applied in the context of other optimization
methods as it allows to evaluate complete solutions in terms of coverage while taking
into account the adherence to the overlapping requirement by penalizing its violation
with penalty value p:

. 0 o> minoy;
Sohjective = Sgrgedy.i + f, with f, = . min )
p otherwise

After a set of viewpoints is established, a suitable sequence of execution in a loop
and an actual path through the scene is found using the initially created candidate
graph G .angidate DY approximating a solution for the Traveling Salesman Problem
(TSP) for the selected nodes Vi,; within G4,4i4are- This path is inherently limited to
the candidates’ immediate neighbours and thus passable in the scene. Path planning
is performed using existing libraries without adaption in this contribution and is not
further introduced as part of the method.

4 Experiment

4.1 Setup

The evaluation of the proposed method is performed using the 3D model of an
industrial facility, including several levels of steel structures, pipe and duct sys-
tems, shelves, and some clutter. The original triangulated model (overview depicted
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Fig. 3 Experiment setup: Model input and intermediate processing results

in Fig.3a, 89000faces and 62000 vertices) was processed by subdivision with
a threshold of max. I m edge length; resulting in a model with 1030000 faces
and 530000 vertices (Fig.3b). After suitable viewpoint areas have been identi-
fied (Fig.3d), candidate viewpoints are generated and filtered by inclusion testing
with the occupancy voxel grid derived from the triangulated scene input (Fig. 3c);
1730 candidate viewpoints (Fig. 3e) are identified as valid input for further processing
(Fscene = 0.5m, 74,5 = 2.0m, ¢, = [1.0m, 2.0m]). Due to the model’s incomplete-
ness in terms of level connectivity, some candidate areas are disconnected, and the
initial graph is not fully connected. To allow automated processing end-to-end, the
disconnected parts are joined automatically to their respective nearest neighbour in
the remaining point set. The resulting set of viewpoint candidates is connected to
immediate neighbours in 3D, forming the viewpoint candidate graph, as depicted in
Fig.3f. The implementation used in this experiment makes use of Open3D [18] for
geometric functionalities such as raycasting and NetworkX [8] for graph processing.

4.2 Results

For all experiments, scanning equipment has a full horizontal field of view, a vertical
range of 30-180°. In the first experiment, requirements are set to overall coverage
of min. 75% of the coverable surface, the minimum local required point density
is set to 2500 pts/sqm, and the required overlap between two viewpoints to ensure
targetless registration is assumed to be 20%. In the objective function, a violation of
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Fig. 4 Experiment results for varying overlap requirements (legend) and coverage requirements

this overlap constraint is penalized with p = 100, to make the overlap objective a
limiting constraint.

The experiment is performed using a straightforward, non-constrained greedy
heuristic in comparison with the greedy approach using the introduced objective func-
tion. Without objective function, the resulting strategy is able to cover the required
surface with 18 viewpoints, including the constraint for sufficient overlap 25 view-
points are required (full results depicted in Fig.5). However, cloud-to-cloud regis-
tration with our defined parameters is impossible in the former result; 10 out of 24
pairwise connections do not have sufficient coverage with any other point in the
strategy.

To investigate the influence of varying overlap requirements, the experiment was
repeated for arange of relative overlaps from 0 % to 30 %. The results are summarized
in Fig.4 and indicate an exponential growth in the number of viewpoints required
to meet the requirements. Although an investigation of the impact of such relative
overlaps in terms of targetless registerability of individual point clouds is beyond
the scope of this work, it has been shown that they can be accounted for within the
presented scan planning methodology and have a significant impact on its results.
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Fig. 5 Aspects of scan planning results in the context of the original experiment scene (before
subdivision, two walls and roof structure removed for visualization): a selected scan points with
shortest path visiting all selected points, b connectivity graph indicating best pairwise overlaps

5 Discussion and Outlook

This paper introduces a method for model-based scan planning in complex 3D envi-
ronments. Beyond existing approaches, it is able to work directly with a standard 3D
representation of the scene, in which the input viewpoint candidate grid is generated
as a 3D graph automatically with minimal required user input. In the method, three
granularities of quality metrics are considered to choose a set of viewpoints forming
a scan plan, including the shortest round trip through the candidate graph as a pro-
posed scanning sequence. With coverage and point density, local and global point
cloud quality considerations are taken into account while ensuring sufficient overlap
for targetless registration of the resulting point clouds. The competing objectives of
this setup are considered as constraints and part of the objective function used for
decision-making in the greedy heuristic. In a short experiment, it is shown how this
method performs in an exemplary industrial scenario.

As the underlying computation is static and performed as an initial step, it is quite
computationally expensive in its current implementation. Through the static and
comprehensive basis, however, it provides a robust basis for further investigations of
alternative methods for optimized viewpoint selection- which is a promising outlook,
especially for more complex scenarios of competing goals.

Going forward, sensible extensions of this work are therefore identified in a) the
extension of constraints and criteria to achieve more specific industry-relevant solu-
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tions along with b) the investigation of methods that are eventually able to consider
all these criteria in finding suitable solutions.

Acknowledgements This work was conducted in the scope of a project funded by Audi AG,
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Image Segmentation on Concrete m
Damage for Augmented Reality L
Supported Inspection Tasks

Firdes Celik®, Patrick Herbers®, and Markus Konig

Abstract The building inspection process is an important step in the maintenance
phase of a building. However, human resources are limited, and the inspection process
is still predominantly a manual process: Damage is documented on paper, recorded
with cameras, and manually entered into databases. Digital tools could improve
this process, making it more time and work efficient. Continuous advancements in
Machine Learning (ML) and Augmented Reality (AR) can support inspectors during
damage documentation tasks, allowing for combined capture and documentation of
damage.

This paper presents an approach to damage documentation with the Microsoft
HoloLens 2 (HL2), a head-mounted optical see-through augmented reality device.
To this end, we train and review image segmentation models based on over 5,500
images and deploy the best-performing model on the HL2. The segmentation model is
trained to distinguish four concrete damage types. Model inference time is compared
between the deployment of the ML model on the HL2 and a compute server. The
application is tested on-site for a bridge inspection task, investigating the feasibility
of the developed AR-ML-based sub-concept for damage documentation.

Keywords Concrete Damage Segmentation + Damage Detection - Crack
Detection - Machine Learning - Augmented Reality
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1 Introduction

Maintenance becomes an ever more critical part of a structure’s life cycle as buildings
and infrastructure age. Regular inspections are vital to detect damage to a structure
early and prevent critical failure. To this day, these inspections are performed pri-
marily using paper-based processes. With the increasing importance of digitization,
the inspection process should be elevated to the standards of the digital age. One
approach is using technology which aids the maintenance personnel in the laborious
parts of their work and provides them with sufficient data to focus on the bigger
picture.

Machine Learning (ML) is a key concept that can fulfil this role. Automatically
marking, labelling, and analyzing data on structure damage would increase main-
tenance missions’ efficiency, accuracy, consistency, and prediction power. A neural
network could categorize and measure damage found on a structure. This kind of data
enrichment may improve our understanding of building and aging infrastructure.

In addition, the maintenance personnel requires technology that can help visual-
ize past and present data without obstructing regular inspection tasks. Augmented
Reality (AR) may be suitable for this goal. Maintenance is usually performed in

Fig. 1 Damage segmentation with the help of the HoloLens 2 on a bridge inspection mission.
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unpredictable conditions, and workers need to climb and get close to a building
element to record damage. Thus, devices that can be operated hands-free, e.g. head-
mounted AR devices, are suitable for a safe working environment. Devices like the
Microsoft HoloLens 2 (HL2) already employ see-through optical lenses and gesture
control, which requires neither dedicated input devices nor vision-obstructing dis-
plays. Being able to visualize past and present damage directly on-site may add a
more responsive and holistic layer to the maintenance process.

An AR application using ML for recording and visualizing concrete damage is
the first step to an entirely digitized workflow for infrastructure inspection tasks (see
Fig. 1). The combination of these technologies would allow a maintenance worker to
connect and interact with a digital twin on site. Such technologies may pave the way
for more frequent, fully autonomous inspections of infrastructure and buildings with
the help of drones and robotics. Letting users see and interact with the results of an
ML model is central when bridging artificial intelligence (AI) and the engineering
sciences.

This paper presents the results of ML-based segmentation models that were trained
on a large concrete damage data set with over 5,500 high-resolution images. This data
set was manually segmented for four concrete damage types: Cracks, spalling, cor-
rosion, and honeycomb. The distribution of the damage types regarding occurrence
and size is shown and explained with a data set analysis.

Multiple semantic segmentation networks are trained on this data set. The net-
works are based on Feature Pyramid Network (FPN) [10] and differ by the backbone
network. The feasibility of on-device (HL2) deployment of semantic segmentation
models is examined, and the deployment challenges are elaborated. Additionally,
the performance of the segmentation model is tested on the HL2. An HL2 appli-
cation was programmed for this test that visualizes the damage segmentation mask
as a holographic overlay and displays damage type and quantity information. This
application is the first step to interaction with the damage results.

2 Related Work

Using Al for damage recognition, especially crack recognition, has been a topic
for ML since early on. Kim et al. [8] use an R-CNN in combination with traditional
computer vision to mask concrete damage on bridges using a UAV. To identify regions
of interest, a bounding box regression network was trained on 384 crack images with
size 256 x 256 pixels. Cracks inside of regions of interest are then marked using
Sobel filters. The researchers also present a crack size evaluation method through a
reference marker, which has to be present in the picture.

AR in the engineering sciences has been a central area of research in the last decade
[3]. Annotation tools, such as presented by Bae et al. [1], were the first applications
of AR in maintenance. Later, the connection between AR applications and building
data was expanded, and processes were evaluated closely. For example, Kim et al. [9]
utilize AR for post-disaster damage assessment by providing 3D building models to



240 F. Celik et al.

a mobile device. Users can overlay the 3D model using a map, and compare the
damaged building to the model. Neges and Koch [11] use AR to visualize and feed
back data into a Product Lifecycle Management system. John Samuel et al. [6]
developed a hand-held AR application. It can show historical damage information
on 3d bridge models and capture damage more accurately and objectively. These
approaches are mainly based on hand-held AR, e.g. through a tablet or smartphone.
Smith et al. [12] propose a possible interface design for head-mounted AR devices
to be used in the bridge inspection workflow, which is evaluated on a Virtual Reality
prototype. In these examples, the damage is still identified and recorded manually.

In recent research, a combination of AR and Al was identified as beneficial.
Karaaslan et al. [7] use a similar approach of combining ML-based damage segmen-
tation and AR with the head-mounted HoloLens. The damage is segmented using
a two-step approach to provide real-time damage segmentation. Damage instances
are then displayed using an image overlay, and an evaluation of damage severity
is given based on the size of the damage. Similarly, Wang et al. [14] developed a
head-mounted AR inspection application that includes bounding box detection of
corrosion and cracks using Mask-R-CNN.

3 Methodology

The proposed system is an ML-based concrete damage segmentation model sup-
ported by an AR application. Section 3.1 describes the data and the training process
of the segmentation network. Section 3.2 shows how the network was deployed and
visualized on an AR device, specifically the HL2.

3.1 ML-based Damage Segmentation

To recognize damage with the HL2, an ML-based segmentation model is needed.
In our concept, an end-to-end segmentation network is chosen. This is a different
approach to the two-step method proposed in Karaaslan et al. [7]. There, the damage
is first captured by a detection model, and afterward, a segmentation network is
applied to the previously detected bounding boxes. We opted against a two-step
method. Firstly, two models must be trained, i.e. a detection and a segmentation
model. Secondly, the majority of segmentation models only accept one pre-defined
image size. This means the detected bounding boxes must be resized to one specific
size. However, damage comes in a variety of shapes. For example, spalling and
honeycomb usually have a compact form, i.e. they have a low difference in aspect
ratio. Cracks, on the other hand, have an elongated shape, i.e. they have a high contrast
in aspect ratio. Barring the possible significant differences in bounding box sizes,
rescaling bounding boxes to an equal aspect ratio poses problems regarding image
quality, especially for crack images.
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Next to the ML-based segmentation architecture, a necessary and more important
condition for a well-performing segmentation model is the availability of a large data
set covering the high variability and complexity of concrete damage. A large data
set was prepared to fulfil this condition.

Training Data. The data set to train the segmentation models consists of 5, 575 high-
quality images. The image width varies between 733 and 6641 pixels and the image
height is between 453 and 4137 pixels. Over 81% of the images have a resolution
larger than 2048 x 2048 pixels. The images were taken with smartphone cameras by
student assistants. They were instructed to take images of the damage types spalling,
crack, corrosion, and honeycomb from a variety of concrete structures. Due to low
availability and accessibility of bridges and for a fast data collection, the images
were not only taken from bridges but also from parking garages, walls, buildings
and floors. To add more variability and complexity in the data set, the image collec-
tion was extended from Germany to multiple other countries: Albania, Bosnia and
Herzegovina, Netherlands, Serbia, Turkey, and the United States (Florida). Students
labelled the data set manually by using the label tool COCO Annotator [2]. The
labeling includes the drawing of polygons along the contours of the damage and
the damage type assignment. To ensure high quality labeling, the annotations were
reviewed and corrected by the authors. After the labelling, all images were resized
to size 512 x 512 pixels.

In Fig. 2, the percentage of images containing a specific damage type are shown.
Spalling and cracks appear in the majority of the images with a share of 61.73%
and 61.41% in the data set. Corrosion is found in 33.57% of the images, followed
by honeycomb, which is in 28.42% of the images. It can be observed that there is
an imbalance in the damage type representation, where corrosion and honeycomb
appear 50% less than spalling and cracks when measured by availability on images.

Fig. 2 Percentage of images
in the data set containing 60
specific damage types. The
damage types are abbreviated
as ‘sp’ for spalling, ‘cr’ for
crack, ‘co’ for corrosion, and
‘ho’ for honeycomb.
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Fig. 3 Percentage of images in the data set containing specific combinations of damage types. The
damage types are abbreviated as ‘sp’ for spalling, ‘cr’ for crack, ‘co’ for corrosion, and ‘ho’ for
honeycomb.

A more detailed view of the damage distribution in the data set is provided in
Fig.3. There, the damage composition in the images is given. More than 38% of the
images contain one 