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Preface

This volume contains the papers presented at NLDB 2023, the 28th International
Conference on Applications of Natural Language to Information Systems, held dur-
ing June 21–23, 2023 at the University of Derby, United Kingdom. The good on-site
participation at last year’s conference encouraged this year’s organisers to resume with
the traditional face-to-face organisation of the conference as it was also the wish of
many authors. In exceptional circumstances, we allowed online presentations.

The conference was managed and administered through the EasyChair conference
management system as in the previous years. We received 89 submissions for the
conference. Each paper was assigned to at least three reviewers for single-blind review,
considering preferences expressed by the Program Committee members as much as
possible. After the review deadline, Program Committee members were asked to
complete missing reviews. In addition, the Program Committee and the General Chairs
acted as meta-reviewers, completing missing reviews, writing additional reviews for
borderline papers, and acting as moderators for submissions with considerably con-
flicting reviews. At the end of the process, each paper had received at least three
reviews.

To ensure transparency and fairness, all PC members were asked to declare any
conflicts of interest through the conference management system. Furthermore, PC
members were asked to not submit more than two papers, closely following the pub-
lisher’s guidelines.

On the basis of these reviews, the Program Chairs decided to accept papers with
an average score of approximately 1.0 or above as full papers and papers with scores
above 0 but below 1.0 as short papers. The confidence score indicated by the reviewers
played a role in deciding borderline cases, as well as the content of the reviews and
the topic of the papers with respect to the conference scope. We have not accepted any
poster papers this year as we had a good number of papers that scored high to satisfy
both the conference acceptance rate and the publisher’s required proportions of papers.
We accepted 31 Long papers and 14 Short papers.

On the advice given by the publisher, long papers can have up to 15 pages and
short papers between 8 and 11 pages. This turned out to be very popular among
authors as they did not have to remove large portions of their work when their papers
were accepted as short papers. Similarly, the authors of long papers were allowed
to include more results and discussions. We have not considered any paper below 8
pages.

The NLDB conference continues to attract high-quality and state-of-the-art
research and follows closely the developments of the application of natural language
to databases and information systems in the wider meaning of the term. A well-
established conference, NLDB is now attracting participants from all over the world. It
has evolved from the early years, when most of the submitted papers where in the areas
of Natural Language, Databases and Information Systems, to encompass more recent
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developments in the data- and language-engineering fields. The content of the current
proceedings reflects these advancements. The conference also supports submissions on
studies related to languages that have not been well supported in the early years, such
as Arabic, Romanian and Scandinavian languages.

We would like to thank all the reviewers for their time and effort, and for complet-
ing their assignments on time despite tight deadlines. Many thanks go to the authors
for their contributions.

June 2023 Elisabeth Métais
Farid Meziane

Vijayan Sugumaran
Warren Manning

Stephan Reiff-Marganiec
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Large Language Models in the Workplace:
A Case Study on Prompt Engineering

for Job Type Classification

Benjamin Clavié1(B), Alexandru Ciceu2, Frederick Naylor1, Guillaume Soulié1,
and Thomas Brightwell1

1 Bright Network, Edinburgh, UK
{ben.clavie,frederick.naylor,guillaume.soulie,

thomas.brightwell}@brightnetwork.co.uk
2 Silicon Grove, Edinburgh, UK

alex@silicongrove.co

Abstract. This case study investigates the task of job classification
in a real-world setting, where the goal is to determine whether an
English-language is appropriate for a graduate or entry-level position. We
explore multiple approaches to text classification, including supervised
approaches such as traditional models like Support Vector Machines
(SVMs) and state-of-the-art deep learning methods such as DeBERTa.
We compare them with Large Language Models (LLMs) used in both
few-shot and zero-shot classification settings. To accomplish this task, we
employ prompt engineering, a technique that involves designing prompts
to guide the LLMs towards the desired output. Specifically, we evaluate
the performance of two commercially available state-of-the-art GPT-3.5-
based language models, text-davinci-003 and gpt-3.5-turbo. We also
conduct a detailed analysis of the impact of different aspects of prompt
engineering on the model’s performance.

Our results show that, with a well-designed prompt, a zero-shot
gpt-3.5-turboclassifier outperforms all other models, achieving a 6%
increase in Precision@95% Recall compared to the best supervised app-
roach. Furthermore, we observe that the wording of the prompt is a criti-
cal factor in eliciting the appropriate “reasoning” in the model, and that
seemingly minor aspects of the prompt significantly affect the model’s
performance.

Keywords: Large Language Models · Text Classification · Natural
Language Processing · Industrial Applications · Prompt Engineering

1 Introduction

The combination of broadened access to higher education and rapid technological
advancement with the mass-adoption of computing has resulted in a number of
phenomena. The need for computational tools to support the delivery of quality
education at scale has been frequently highlighted, even allowing for the devel-
opment of an active academic subfield [27]. At the other end of the pipeline,
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
E. Métais et al. (Eds.): NLDB 2023, LNCS 13913, pp. 3–17, 2023.
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technological advances have caused massive changes in the skills required for a
large amount of jobs [35], with some researchers also highlighting a potential
mismatch between these required sets of skills and the skills possessed by the
workforce [16]. These issues lead to a phenomenon known as the “education-job
mismatch”, which can lead to negative effects on lifetime income [30].

Due in part to these factors, the modern employment landscape can be dif-
ficult to enter for recent graduates, with recent LinkedIn surveys showing that
over a third of “entry-level” positions require multiple years of experience, and
more than half of such positions requiring 3 years experience in certain fields or
extremely specific skills [1]. As a result, it has been noted that entering the job
market is an increasingly difficult task, now demanding considerable time and
effort [20]. While computational advances are now commonly used to support
education and to assist workers in their everyday work, there is a lack of similarly
mature technological solutions to alleviate the issues presented by exiting educa-
tion to enter the workplace. We believe that the rapid development of machine
learning presents a powerful opportunity to help ease this transition.

The case study at the core of this paper focuses on one of the important
tasks to build towards this objective: Graduate Job Classification. Given a job
posting containing its title and description, our aim is to be able to automati-
cally identify whether or not the job is a position fit for a recent graduate or not,
either because it requires considerable experience or because it doesn’t require
a higher education qualification. In light of the information presented above, as
well as the sheer volume of job postings created every day, this classification
offers an important curation. This would allow graduates to focus their efforts
on relevant positions, rather than spending a considerable amount of time filter-
ing through large volumes of jobs, which is non-trivial due to often obfuscated
requirements. [1] As a point of reference, the number of total job postings in the
United Kingdom alone in the July-September 2022 period exceeded 1.2 million
[21].

This task contains a variety of challenges, the key one being the extreme
importance of minimizing false negatives, as any false negative would remove a
potentially suitable job from a job-seeker’s consideration when the list is pre-
sented to them. On the other hand, with such large volumes of posting, too
many false positives would lead to the curated list being too noisy to provide
useful assistance. A second major challenge is the reliance of the task on subtle
language understanding, as the signals of a job’s suitability can be very weak.

In this paper, we will evaluate a variety of text classification approaches
applied to the English-language Graduate Job Classification task. In doing so,
we will (i) show that the most recent Large Language Models (LLMs), based
on Instruction-Tuned GPT-3 [4,23], can leverage the vast wealth of information
acquired during their training to outperform state-of-the-art supervised classi-
fication approaches on this task and that (ii) proper prompt engineering has
an enormous impact on LLM downstream performance on this task, contribut-
ing a real-world application to the very active research on the topic of prompt
engineering [14,33].
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2 Background

Since the introduction of the Transformer architecture [29] and the rise of trans-
fer learning to leverage language models on downstream tasks [12,24], the field
of NLP has undergone rapid changes. Large pre-trained models such as BERT
[6] and later improvements, like DeBERTa [11], have resulted in significant per-
formance improvements, surpassing prior word representation methods such as
word vectors [18]. The development of libraries such as HuggingFace Trans-
formers [34] has further contributed to making these models ubiquitous in NLP
applications.

These advances resulted in a paradigm shift in NLP, focusing on the use or
fine-tuning of extremely large, generalist, so-called “foundation models” rather
than the training of task-specific models [2]. This resulted in the frequent occur-
rence of paradigm shift, where researchers focused on ways to reframe complex
tasks into a format that could fit into tasks where such models are known to be
strong, such as question-answering or text classification [28].

In parallel to these fine-tuning approaches, there has been considerable work
spent on the development of generative Large Language Models (LLMs), whose
training focuses on causal generation: the task of predicting the next token given
a context [25]. The release of GPT-3 showed that these models, on top of their
ability to generate believable text, are also few-shot learners: given few examples,
they are capable of performing a variety of tasks, such as question answering [4].

Going further, very recent developments have shown that LLMs can
reach noticeably better performance on downstream applications through
instruction-tuning: being fine-tuned to specifically follow natural language
instructions to reach state-of-the-art performance on many language understand-
ing tasks [23].

LLMs, being trained on billions of tokens, have been shown to be able to
leverage the vast amount of knowledge found in their training data on various
tasks, with performance increasing via both an increase in model and training
data size, following complicated scaling laws [26]. This has paved the way for the
appearance of a new approach to NLP applications, focusing on exploring ways
to optimally use this large amassed knowledge: prompt engineering [14].

Prompt Engineering represents a new way of interacting with models,
through natural language queries. It has gathered considerable research atten-
tion in the last year. Certain ways of prompting LLMs, such as Chain-of-Thought
(CoT) prompting, have been shown to be able to prompt reasoning which consid-
erably improves the models’ downstream performance [32]. Additional research
has showcased ways to bypass certain model weaknesses. Notably, while LLMs
are prone to mathematical errors, they are able to generate executable Python
code to compute the requested results through specific prompting [8].

Other efforts have showcased reasoning improvements by relying on a model
self-verifying its own reasoning in a subsequent prompt, which improves perfor-
mance [13]. All these approaches have shown that LLMs can match or outperform
state-of-the-art results on certain tasks, while requiring little to no fine-tuning.
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At the same time as these advances in foundational NLP approaches, there
exists a body of work focusing on matching applicants with jobs, or jobs with
applicants. Job matching is an old problem, often studied in economics from
the perspective of the job market [7,19]. Within computer science, it has been
approached from various angles and remains an open challenge.

One of these angles focuses on attempting to automatically understand the
requirements of a job from a job posting, which is complicated due to the wide
variance in language used. Some early approaches have demonstrated the poten-
tial and limitations of relying on ontologies [15], while more recent work has
explored systems built using a series of text classifiers to match jobs encoun-
tered in the wild with more well-defined job families, allowing for large-scale
analysis [3].

This work, while a component of such systems, refers to a very narrow scope
of job classification and does not take into consideration any attributes of the
jobs other than their entry-level suitability. This objective has been encoun-
tered within the economics literature, where a variety of hand-crafted features
are used to create a “Graduate Suitability” score for job families, facilitating
market analysis [9]. This large-scale approach differs from automatic classifica-
tion on a larger scale, making it more difficult to classify single jobs, and relies
on external information, such as the United Kingdom’s Standard Occupational
Classification.

3 Experimental Setup

3.1 Data and Evaluation

Table 1. High-level description of the data used to train and evaluate models.

Example # Proportion Median
Token #

Token #
standard dev.

GRAD 3082 30.8% 809 338

NON GRAD 6918 69.2% 831 434

Full Dataset 10000 100% 821 389

Data. Our target task is Graduate Job Classification. It is a binary classification,
where, given a job posting containing both the job title and its description,
the model must identify whether or not the job is a position fit for a recent
graduate or not, either because it requires more experience or doesn’t require
higher education. In practice, over 25,000 jobs are received on a daily basis, with
fewer than 5% of those appropriate for graduates.

Curating positions fit for recent graduates is extremely time-consuming and
is therefore one of the areas where technological advances can help simplify the
process of entering the workplace. In practice, over 20,000 jobs go through our
deployed model on a daily basis, with fewer than 5% of those appropriate for
graduates.
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Our data is gathered from a large selection of UK-based jobs over a period
of two years. These jobs were manually filtered into “Graduate” and “Non-
Graduate” categories by human annotators working for Bright Network. All
annotators work as part of a team dedicated to ensuring the quality of jobs and
follow predefined sets of guidelines. Guidelines are frequently reviewed by domain
experts, and feedback on annotation quality is gathered on a weekly basis. This
is our silver dataset. Unlike our gold standard described below, sampled from
it and iterated upon, this is a single-pass annotation process, and individual
mistakes can occasionally be present.

The gold standard dataset used in this study is a subset of the original data,
containing job postings whose original label was further reviewed manually. Only
jobs where inter-annotator agreement was reached were kept, until reaching a
data size of 10,000. We use the label GRAD for jobs suitable for graduates and
NON GRAD for all other jobs.

Before being used as model input, all job descriptions are prepended by the
posting’s title. A general description of the data is presented in Table 1, includ-
ing the distribution of labels and information about the token counts within
documents. Overall, the median length of both GRAD and NON-GRAD jobs
is similar, and the final dataset is made up of roughly 30% GRAD jobs and 70%
NON-GRAD jobs.

Evaluation. We use the Precision at 95% Recall (P@95%R) for the GRAD

label as our main metric. This means that our primary method of evaluation is
the Precision (the measure of how good the model is at avoiding false positives),
obtained by the model while maintaining a Recall of at least 95%, which means
the model detects at least 95% of positive examples. We chose this metric as the
classifier cannot be deployed in production with a low recall, as it is extremely
damaging to remove suitable jobs from graduates’ consideration. Our goal is to
ensure that Recall remains above a specific threshold while achieving the best
possible precision at this threshold and help process the tens of thousands of
jobs received daily. We also report the P@85%R, to give a better overview of
the models’ performance. To facilitate LLM evaluation, we split our data into
stratified training and test sets, respectively containing 7000 (70%) and 3000
(30%) examples, rather than using cross-validation.

3.2 Baselines

Keyword. We report the results for a simple, keyword and regular expression
approaches to the task. We, along with our annotators, built a list of common
phrases and regular expressions indicating that a job is suitable for a recent
graduate. We then perform a simple look-up within the postings, which gives
us a lower bound for performance. An example of such an approach would be
matching the words “Graduate” and “Junior” in job titles, or looking for strings
such as “is—would be suitable for graduate—student” within the posting itself.

SVM. We present the results of a non-deep learning baseline method, which
involves using a Support Vector Machine (SVM) classifier with a tf-idf text
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representation, which has been shown to produce robust baseline results, even
reaching state-of-the-art results in some domain-specific tasks [5].

3.3 Supervised Classifiers

ULMFiT. We report the results for ULMFiT, an RNN-based approach to train-
ing a small language model before fine-tuning it for classification [12]. We pre-
train the ULMFiT language model on an unlabeled dataset of 50000 job postings,
before fine-tuning the classifier on the data described above.

DeBERTa-V3. We fine-tune a DeBERTa-V3-Base model, a refined version of
DeBERTa [11] and which achieves state-of-the-art performance on a variety of
text classification tasks [10]. We follow the method used in the paper introducing
the model, with a maximum sequence length of 512. For any longer document,
we report results using the first 100 tokens and the trailing 412 tokens of the
document. This approach yielding the best results is likely due to most job
descriptions frequently outlining the position’s requirements towards the end.

3.4 Large Language Models

We use a temperature of 0 for all language models. The temperature controls the
degree of randomness applied to the tokens outputted by the language model.
A temperature of 0 ensures the sampling favors the highest probability token in
all cases, resulting in a deterministic output.

GPT-3.5 (text-davinci-002&text-davinci-003). We report our results on
two variants of GPT-3 [4]1. These models are LLMs further trained to improve
their ability to follow natural language instructions [23]. Although the detailed
differences between the two models are not made public, davinci-003 is a refine-
ment of davinci-002, better at following instructions2

GPT-3.5-turbo (gpt-3.5-turbo-0301). We evaluate GPT-3.5-turbo3, a
model optimized for chat-like interactions [22]. To do so, we modified all our
prompts to fit the conversation-like inputs expected by the model. GPT-3.5-
turbo is the focus of our prompt engineering exploration.

4 Overall Results

In Table 2, we report the P@95R% and P@85R% for all models evaluated. We
report a score of 0 if the model is unable to reach the recall threshold. For all
approaches for which we do not have a way to target a specific Recall value, we
also provide their Recall metric.
1 These models are accessed through OpenAI’s API.
2 Introduced by OpenAI in a blog post rather than a technical report: https://help.

openai.com/en/articles/6779149-how-do-text-davinci-002-and-text-davinci-003-
differ.

3 This model is also accessed through OpenAI’s API.

https://help.openai.com/en/articles/6779149-how-do-text-davinci-002-and-text-davinci-003-differ
https://help.openai.com/en/articles/6779149-how-do-text-davinci-002-and-text-davinci-003-differ
https://help.openai.com/en/articles/6779149-how-do-text-davinci-002-and-text-davinci-003-differ
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Table 2. Results for all evaluated models.

Keyword SVM ULMFiT DeBERTaV3 davinci-002 davinci-003 gpt-3.5

P@95%R 0 63.1 70.2 79.7 0 80.4 86.9

P@85%R 0 75.4 83.2 89.0 72.6 80.4 86.9

Recall 80.2 N/A N/A N/A 72.2 95.6 97

Overall, we notice that SVMs, as often, are a strong baseline, although they
are outperformed by both supervised deep learning approaches. However, they
are outperformed by both of our supervised approaches. DeBERTaV3 achieves
the highest P@85%R of all the models, but is beaten by both davinci-003 and
GPT-3.5 on the P@95%R metric, which is key to high-quality job curation.

We notice overall strong performance from the most powerful LLMs evalu-
ated, although davinci-002 fails to reach our 95% Recall threshold and trails
behind both ULMFiT and DeBERTaV3 at an 85% recall threshold. On the
other hand, davinci-003 outperforms DeBERTaV3, while GPT-3.5 is by far
the best-performing model on the P@95%R metric, with a 7.2% point increase.

Overall, these results show that while our best-performing supervised app-
roach obtains better metrics at lower recall thresholds, it falls noticeably behind
LLMs when aiming for a very low false negative rate.

5 LLMs and Prompt Engineering

Table 3. Overview of the various prompt modifications explored in this study.

Short name Description

Baseline Provide a job posting and asking if it is fit for a graduate

CoT Give a few examples of accurate classification before querying

Zero-CoT Ask the model to reason step-by-step before providing its answer

rawinst Give instructions about its role and the task by adding to the user msg

sysinst Give instructions about its role and the task as a system msg

bothinst Split instructions with role as a system msg and task as a user msg

mock Give task instructions by mocking a discussion where it acknowledges them

reit Reinforce key elements in the instructions by repeating them

strict Ask the model to answer by strictly following a given template

loose Ask for just the final answer to be given following a given template

right Asking the model to reach the right conclusion

info Provide additional information to address common reasoning failures

name Give the model a name by which we refer to it in conversation

pos Provide the model with positive feedback before querying it

In this section, we will discuss the prompt engineering steps taken to reach
the best-performing version of GPT-3.5. We will largely focus on its chat-like
input, although similar steps were used for other language models, minus the
conversational format. Apart from the use of system messages, we noticed no
major differences in prompt impact between models.
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For each modification, we will provide an explanation of the changes, or,
where relevant, a snippet highlighting the modification. An overview of all
prompt modifications used is presented in Table 3. We evaluate the impact of
each change on the model’s performance, but also on its ability to provide its
answer in a specified format rather than as free text, which we call Template
Stickiness.

Our approach to prompt engineering, as described in this section, follows the
ChatML [17] prompting format used by OpenAI for their GPT family of models.
To help readability, we do not directly reproduce the XML-like or JSON format
used by ChatML but provide simple variable-like identifiers for our prompt
modifications in the examples below.

5.1 Eliciting Reasoning

Zero-Shot Prompting. We set our baseline by simply prompting the model
with our question with no further attempt to induce reasoning (‘Baseline’):

For the given job:
{job_posting}
---------
Is this job (A) a job fit for a recent graduate,
or (B) a job requiring more professional experience.
Answer:

Few-Shot CoT. We then experiment with few-shot chain-of-thought prompting
[32], by providing the model with successful classification examples. We do so
using the gpt-3.5 chat format, mocking a conversation between the user, and
the assistant, who elaborates on his reasoning before answering with (A) or (B).
We prepend our query by providing the model with two examples4 (‘CoT’). We
do so in the following format:

user message 1 = """For the given job:
{job posting}
---------
Is this job (A) a job fit for a recent graduate, or (B) a job

requiring more professional experience."""↪→

assistant message 1 = "This job appears to be a senior position,
as it mentions requiring experience interacting with C-level
stakeholder in intense environments and [...]. Therefore, this
is (B) a job requiring more professional experience

↪→

↪→

↪→

user message 2 = [...]

4 Due to the long token length of job postings, providing it with more than two
examples required us to truncate the postings, which resulted in a degradation in
performance.
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Zero-Shot CoT. We then attempt to elicit reasoning without providing the
model any example, through Zero-shot Chain-of-Thought [13] (‘Zero-CoT’).
We expect that this approach will perform well, as job postings are found in
large quantity in data used to train the model, and identifying whether a job
is fit for a graduate does not require expert domain knowledge. We attempt to
elicit reasoning by prompting the model think step-by-step, as follows:

For the given job:
\pagination{\vspace*{6pt}}

{job_posting}
---------
Is this job (A) a job fit for a recent graduate,
or (B) a job requiring more professional experience.
Answer: Let's think step by step,

5.2 Initial Instructions

We then explore the impact of providing the model with instructions describing
both its role and task. A notable difference between davinci-003 and the gpt-

3.5 chat format is that the latter introduces a new aspect to prompt engineering,
which was not found in previous ways to interact with language models: the
ability to provide a system message to the system. We explore multiple ways of
providing instructions using this system message.

Giving Instructions. We provide information to the model about its role as
well as a description of its task:

role = """You are an AI expert in career advice. You are tasked
with sorting through jobs by analysing their content and
deciding whether they would be a good fit for a recent
graduate or not."""

↪→

↪→

↪→

task = """A job is fit for a graduate if it's a junior-level
position that does not require extensive prior professional
experience. I will give you a job posting and you will
analyse it, to know whether or not it describes a position
fit for a graduate."""

↪→

↪→

↪→

↪→

Instructions as a User or System Message. There is no clear optimal way
to use the system prompt, as opposed to passing instructions as a user query.
The ‘rawinst’ approach, explained above, passes the whole instructions to the
model as a user query. We evaluate the impact of passing the whole instructions
as a system query (‘sysinst’), as well as splitting them in two, with the model’s
role definition passed as a system query and the task as a user query (bothinst).

Mocked-Exchange Instructions. We attempt to further take advantage of the
LLM’s fine-tuned ability to follow a conversational format by breaking down our
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instructions further (‘mock’). We iterate on the bothinst instruction format,
by adding an extra confirmation message from the model:

user_message_1 = """A job is fit for a graduate [...] Got it?"""
assistant message 1 = "Yes, I understand. I am ready to analyse

your job posting."↪→

Re-iterating Instructions. We further modify the instructions by introduc-
ing a practice commonly informally discussed but with little basis: re-iterating
certain instructions (‘reit’). In our case, this is done by appending a reminder
to the system message, to reinforce the perceived expertise of the model as well
as the importance of thinking step-by-step in the task description:

system prompt ="""You are an AI expert in career advice. You are
tasked with sorting through jobs by analysing their content
and deciding whether they would be a good fit for a recent
graduate or not. Remember, you're the best AI careers expert
and will use your expertise to provide the best possible
analysis"""

↪→

↪→

↪→

↪→

↪→

user message 1 = """[...] I will give you a job posting and you
will analyse it, step-by-step, to know whether [...]"""↪→

5.3 Wording the Prompt

Answer Template. We experiment with asking the model to answer by fol-
lowing specific templates, either requiring that the final answer (‘loose’), or the
full reasoning (‘strict’) must adhere to a specific template. We experiment with
different wordings for the template, with the best-performing ones as follows:

loose = """[...]Your answer must end with:
Final Answer: This is a (A) job fit for a recent graduate or
a student OR (B) a job requiring more professional experience.
Answer: Let's think step-by-step,"""
strict = """[...]You will answer following this template:
Reasoning step 1:\nReasoning step 2:\nReasoning step 3:\n
Final Answer: This is a (A) job fit for a recent graduate or
a student OR (B) a job requiring more professional experience.
Answer: Reasoning Step 1:"""

The Right Conclusion. We evaluate another small modification to the prompt
to provide further positive re-inforcement to the model: we ask it reason in order
to reach the right conclusion, by slightly modifying our final query:

Answer: Let's think step-by-step to reach the right conclusion,
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Addressing Reasoning Gaps. While analysing our early results, we noticed
that the model can misinterpret instructions given to it, and produce flawed
reasoning as a result. This manifested in attempts to over-generalise:

This job requires experience, but states that it can have been acquired
through internships. However, not all graduates will have undergone
internships. Therefore, (B) this job is not fit for all graduates.

We attempt to alleviate this by providing additional information in the
model’s instruction:

task = "A job is fit for a graduate if it's a junior-level
position that does not require extensive prior professional
experience. When analysing the experience required, take into
account that requiring internships is still fit for a
graduate. I will give you a job [...]

↪→

↪→

↪→

↪→

5.4 The Importance of Subtle Tweaks

Naming the Assistant. A somewhat common practice, as shown by Microsoft
code-naming its Bing chatbot “Sydney”5, is to give LLMs a nickname by which
they can be referred to. We modified our initial system prompt, as well as the
user mocked-instructions, to refer to our model as Frederick (‘name’), as follows:

system prompt = "You are Frederick, an AI expert
in career advice. [...]"
[...]
first assistant response = "Yes, I understand. I am Frederick,
and I will analyse your job posting."

We tested multiple other names, chosen randomly from a list of common
first-names in English-speaking countries. We noticed no significant variation in
performance no matter the name given, and all resulted in a similar improvement.

Positive Feedback. It has been anecdotally noted that giving positive rein-
forcement to gpt-3.5 can lead to better performance on some tasks6. We
thus prepend our main prompt with a positive reaction to the model’s mocked
acknowledgement of our instructions (‘pos’):

Great! Let's begin then :)
For the given job: [...]

5 As demonstrated by the widely circulated prompt https://simonwillison.net/2023/
Feb/15/bing/.

6 As reported by OpenAI, a partnered developer found that positive reinforcement
resulted in increased accuracy.

https://simonwillison.net/2023/Feb/15/bing/
https://simonwillison.net/2023/Feb/15/bing/
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6 Prompt Engineering Results and Discussion

Table 4. Impact of the various prompt modifications.

Precision Recall F1 Template Stickiness

Baseline 61.2 70.6 65.6 79%

CoT 72.6 85.1 78.4 87%

Zero-CoT 75.5 88.3 81.4 65%

+rawinst 80 92.4 85.8 68%

+sysinst 77.7 90.9 83.8 69%

+bothinst 81.9 93.9 87.5 71%

+bothinst+mock 83.3 95.1 88.8 74%

+bothinst+mock+reit 83.8 95.5 89.3 75%

+bothinst+mock+reit+strict 79.9 93.7 86.3 98%

+bothinst+mock+reit+loose 80.5 94.8 87.1 95%

+bothinst+mock+reit+right 84 95.9 89.6 77%

+bothinst+mock+reit+right+info 84.9 96.5 90.3 77%

+bothinst+mock+reit+right+info+name 85.7 96.8 90.9 79%

+bothinst+mock+reit+right+info+name+pos 86.9 97 91.7 81%

The evaluation metrics (calculated against the GRAD label), as well as Tem-
plate Stickiness, for all the modifications detailed above are presented in Table 4.
We provide these metrics rather than the more task-appropriate P@95%R used
above to make it easier to compare the various impacts of prompt changes. Any
modification below 95% Recall is presented in italic. Template Stickiness refers
to the percentage of outputs that fit a desired output format and contains the
labels as defined in the prompt, meaning no further output parsing is necessary.

When multiple variants of a modification are evaluated, we either pick the
best performing one or discard the modifications before applying the subsequent
ones if there is no performance improvement.

We notice that the impact of prompt engineering on classification results is
high. Simply asking the model to answer the question using its knowledge only
reaches an F1-score of 65.6, with a Recall of 70.6, considerably short of our
target, while our final prompt reaches an F1-score of 91.7 with 97% recall.

Interestingly, few-shot CoT prompting the model with examples performs
noticeably worse than a zero-shot approach. We speculate that this is due to the
examples biasing the model reasoning too much while the knowledge it already
contains is sufficient for most classifications. Any attempt at providing more
thorough reasoning for either label resulted in increased recall and decreased
precision for the label. Despite multiple attempts, we found no scenario where
providing examples performed better than zero-shot classification.

Providing instructions to the model, with a role description as its system mes-
sage and an initial user message describing the text, yielded the single biggest
increase in performance (+5.9F1). Additionally, we highlight the impact of small
changes to guide the model’s reasoning. Mocking an acknowledgement of the
instruction allows the model to hit the 95% Recall threshold (+1.3F1). Small
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additions, such as naming the model or providing it with positive reinforcement
upon its acknowledgement of the instructions, also resulted in increased perfor-
mance.

We found that gpt-3.5.turbo struggles with Template Stickiness, which we
did not observe with text-davinci-003. Its answers often required additional
parsing, as it would frequently discard the (A)/(B) answering format asked of
it. Requesting that it follows either a strict reasoning template or a loose answer
template yielded considerably higher template stickiness but resulted in perfor-
mance decreases, no matter the template wording.

Overall, we find that these results highlight just how prompt-sensitive down-
stream results are, and we showcase a good overview of common techniques that
can result in large performance improvements.

A limitation of this study is that we showcase the impact of prompt engi-
neering and of various prompt modifications. However, we are unable to provide
a fully reliable explanation as to why these modifications have such an impact.
Large Language Models are trained on vast quantities of text to predict the next
token, which then results in a quantity of emergent abilities [31], which can be
elicited through specific prompting. While this prompting can intuitively make
sense, there’s a lack of theory as to how certain changes, such as adding a name,
can generate noticeable improvements. This is an open area of research which
we hope to contribute to in the future.

7 Conclusion

In this work, we have presented the task of Graduate Job Classification, high-
lighting its importance. We have then evaluated a series of classifiers on a real-
world dataset, attempting to find which approach allows for the best filtering
of non-graduate jobs while still meeting a sufficiently high recall threshold to
not remove a large amount of legitimate graduate jobs in our curation efforts.
In doing so, we showcased that the best-performing approach on this task is the
use of Large Language Models (LLMs), in particular OpenAI’s gpt-3.5-turbo.

Using language models for downstream tasks requires a different paradigm,
where time is not spent on fine-tuning the model itself but on improving the
prompt, a natural language query. We present our evaluation of various prompt
modifications and demonstrate the large improvement in performance that can
be obtained by proper prompt engineering to allow the language model to
leverage its vast amounts of amassed knowledge. We believe our work, presenting
a real-world case study of the strong performance of LLMs on text classification
tasks, provides good insight into prompt engineering and the specific prompt-
tuning necessary to accomplish certain tasks. We provide our full results, and
the resulting prompt is currently being used to filter thousands of jobs on a
daily basis, to help support future applications in this area. We provide our full
results, the resulting prompt being currently used to filter thousands of jobs on
a daily basis, to help support future applications in this area.
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Abstract. The possibility that social networks offer to attach audio,
video, and images to textual information has led many users to cre-
ate messages with multimodal irony. Over the last years, a series of
approaches have emerged trying to leverage all these formats to address
the problem of multimodal irony detection. The question that the present
work tries to answer is whether multimodal irony systems are being
properly evaluated. More specifically, this work studies the most popular
dataset used in multimodal irony detection combining text and images,
identifying whether image information is really necessary to understand
the ironic intention of the text. This corpus was compared to a text-
only corpus, and different textual and multimodal Transformer models
were evaluated on them. This study reveals that, in many situations,
Transformer models were able to identify the ironic nature of the posts
considering only textual information.

Keywords: Explainability · Irony detection · Multimodal ·
Transformer

1 Introduction

Ironic situations occur when there is a gap between reality and expectations, and
words are used meaning the opposite of what is really intended (irony is used in
this paper as an umbrella term for related phenomena such as sarcasm). Irony
is a pervasive phenomenon in social media that has been addressed by means
of machine learning technologies as a text classification problem, where the goal
is to determine whether a post is ironic or not based on textual information. It
happens that in many circumstances the ironic intention can be only determined
taking into account contextual clues, such as attached images, audio or video. For
example, a Twitter post including a picture of a rainy day and the text “What a
wonderful weather” would be an example of multimodal irony involving textual
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and visual information, since both text and image are necessary to convey the
ironic intention of the message.

Although there is a large body of literature in the field of irony detection
on textual information [9], the multimodal approaches to this linguistic phe-
nomenon are more limited, even though their number has been increased con-
siderably over the last five years. As the number of works on multimodality is
still small, so it is the number of datasets available to evaluate this task. In a pre-
vious study (Anonymised reference) the high performance of text-only systems
on multimodal data led to questioning whether existing multimodal datasets
were really challenging in this task and required the presence of both text and
image/video/audio to identify their ironic intention.

This paper proposes a study where different state-of-the-art language and
visual Transformer models were used to test the performance on the most popu-
lar multimodal (image and text) ironic dataset. The models were also evaluated
on a text-only dataset to contrast the performance in both settings. The final
goal of this study is to evaluate whether this multimodal dataset really requires
of both text and images to identify the presence of irony, determining if it is
reliable and challenging to evaluate these systems.

The rest of the paper is structured as follows: Sect. 2 reviews related work
in the field of multimodal irony detection and the available datasets; Sect. 3
describes the research methodology followed in this study; Sect. 4 reports the
evaluation and discusses the main outcomes of the analysis done; finally, conclu-
sions and future work are presented in Sect. 5.

2 Related Work

This section reviews available datasets developed in recent works about multi-
modal irony detection, including different combinations of text, image, audio,
and video information.

The work in [4] presented a corpus of audiovisual utterances (called MUS-
tARD) compiled from popular TV shows and manually annotated with sarcasm
labels. This corpus included text, audio and video features. The collected set
consisted of 345 sarcastic and 6,020 non-sarcastic videos from four famous TV
shows: Friends, The Golden Girls, The Big Bang Theory, and Sarcasmaholics.
The whole dataset is freely available in GitHub.1 MUStARD was also used in
[19], where the authors focused on modelling the incongruity between modalities.
Also based on this dataset, the work by [5] extended the corpus with sentiment
and emotion classes, both implicit and explicit. The dataset is freely available
in the authors webpage.2

In [2], the authors also dealt with acoustic, text, and visual information. They
developed their own corpus of Hindi-English utterances for irony and humour
classification. The dataset was based on the video clips of the popular Indian
comedy TV show Sarabhai vs. Sarabhai. The authors extracted more than 15,000
1 https://github.com/soujanyaporia/MUStARD.
2 https://www.iitp.ac.in/∼ai-nlp-ml/resources.html.

https://github.com/soujanyaporia/MUStARD
https://www.iitp.ac.in/~ai-nlp-ml/resources.html
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utterances from 400 scenes. Each conversation was manually assigned appropri-
ate sarcasm and humor labels. The dataset is available in GitHub.3

In the same vein, the work in [1] presented an audiovisual dataset consisting
of sarcasm annotated text that was aligned with audio and video. In this case,
the corpus represented two varieties of Spanish: Latin American and Peninsular
Spanish. The corpus included 1,020 utterances extracted from South Park and
Archer TV shows, manually annotated according to different theories of sarcasm.
The textual information is freely available,4 but the audio and video sets can be
accessed under request to the authors.

Focusing on text and images, the work in [14] was the first attempt to create
a corpus of text and images for multimodal irony detection. They developed
their own corpus on Twitter, Instagram, and Tumblr, running a crowdsourcing
task to quantify the extent to which images were perceived as necessary by
human annotators to understand the sarcastic nature of the posts. This corpus
comprises two parts. The first one is called silver dataset and contains data (text
and images) collected from three major social platforms: Instagram, Tumblr,
and Twitter. To build the final dataset, 10,000 sarcastic posts were randomly
sampled. Another 10,000 negative examples were collected by randomly sampling
posts that do not contain sarcasm or sarcastic in either the text or the tag
set. The second part of the dataset is called gold dataset, which is a curated
corpus whose ironic nature was agreed on by a group of human annotators that
considered the textual and visual components as required to decode the sarcastic
tone. A crowdsourcing platform was used to perform the annotation task on 1,000
positive samples (5 annotators for each post). From the 1,000 posts, 319 were
labelled as non-ironic, 236 were considered a text only ironic (no need of visual
information to identify the ironic nature of the message), and 445 were text +
image ironic (both text and visual information were required to understand the
irony). The corpus is available upon request to the authors.

Cai et al. [3] presented a corpus of Twitter posts and images for multimodal
irony detection. The authors automatically collected English tweets containing
a picture and special hashtags (e.g. #sarcasm) as ironic examples, and without
such hashtags as non-sarcastic representatives. They discarded tweets containing
sarcasm, sarcastic, irony, ironic as regular words, and also those with words that
frequently co-occur with sarcastic tweets and may express sarcasm (e.g. jokes,
humor, and exgag). They also discarded tweets containing URLs in order to
avoid introducing additional information. The dataset consists of 19,816 tweets
for training, 2,410 for validation and 2,409 for testing, all of them including
their textual content and the associated image. This corpus is freely available in
GitHub to the research community.5 This corpus was also used in further studies
related to multimodal irony detection [12,16,18,20].

3 https://github.com/LCS2-IIITD/MSH-COMICS.
4 https://zenodo.org/record/4701383.
5 https://github.com/headacheboy/data-of-multimodal-sarcasm-detection.
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3 Research Method

As mentioned before, the goal of this work is to identify whether existing multi-
modal datasets really require of both text and images to determine the presence
of irony. To this end, two different datasets were studied and evaluated using
different state-of-the-art language models.

The first one is a unimodal dataset consisting only of text utterances from
Twitter [8], which was developed for the irony detection challenge at SemEval-
2018. This text-only corpus was automatically extracted from Twitter and con-
sists of 2,862 tweets for training (1,445 positive and 1,417 negative), 955 for
validation (456 positive and 499 negative) and 784 for testing (311 positive and
473 negative). To minimise the noise introduced by groundless irony hashtags, all
tweets were manually labelled using a fine-grained annotation scheme for irony.
Prior to data annotation, the entire corpus was cleaned by removing retweets,
duplicates, and non-English tweets, and by replacing XML-escaped characters
(e.g. &amp;). This dataset is referred to as Twitter text corpus in the evaluation
section.

The second dataset [3] was previously described. This dataset is nowadays
the most widely used in studies dealing with multimodal irony involving image
and text. The dataset was automatically extracted from Twitter and consists of
19,816 posts for training (8,642 positive and 11,174 negative), 2,410 for validation
(959 positive and 1,451 negative) and 2,409 for testing (959 positive and 1,450
negative), all of them including their textual content and the associated image.
For preprocessing, the authors replaced mentions with a certain symbol and
then separated words, emoticons and hashtags with the NLTK6 library. They
also separated the hashtag sign from hashtags and replaced capitals with their
corresponding lower-cases. In the experiments, this dataset is called the Twitter
multimodal corpus.

On this corpus, a set of text-only and multimodal language models were
evaluated. The goal is to compare the performance of these models in a text-only
dataset (Twitter text corpus) and in a multimodal dataset (Twitter multimodal
corpus). The aim of the experiments is to verify that, if these datasets were
correctly built, the text-only language models would be expected to perform
worse in a multimodal corpus than in a text-only corpus, since the lack of visual
information would imply not being able to correctly identify the irony in the
posts. The quality of multimodal dataset may be affected not only by the labeling
process carried out but also by the sample collection procedure, which can bias
the data retrieved.

To this end, four different state-of-the-art models were employed. All of them
use the now ubiquitous Transformer architecture [17], allowing transfer learning
in different Natural Language Processing (NLP) tasks. That is, the original mod-
els trained on a dataset (the pre-trained model) can be used to perform similar
tasks on another dataset (the fine-tuned model). In Sect. 4, the following models
are proposed, which were fine-tuned for irony detection on the aforementioned
datasets:

6 https://www.nltk.org/.

https://www.nltk.org/


22 M. Malik et al.

– BERT [6]: it is a text-only model. BERT stands for Bidirectional Encoder
Representations from Transformers. Bidirectional means that BERT learns
information from both left and right side of a word’s context during the train-
ing phase. It was pre-trained on a large corpus of unlabelled text (including
Wikipedia and Book corpus). The version of the model evaluated is BERT-
base, containing 12 layers (Transformer blocks), and 12 attention heads. The
resulting vectors are composed of 768 dimensions.

– RoBERTa [11]: it is a text-only model. It provides a variant of BERT were
the pre-training phase was optimised with changes in the choice of hyperpa-
rameters, the objective task, and the use of bigger batch sizes and longer text
sequences. The version evaluated is RoBERTa-base, containing 12 layers, 12
attention heads, and producing vectors of 768 dimensions.

– DeBERTa [7]: it is a text-only model. It extends BERT with two novel mod-
ifications. Firstly, instead of using the self-attention mechanism, the model
proposes a disentangled attention. In DeBERTa, every token in the input
is represented as two independent vectors that encode its word embedding
and position. Secondly, an enhanced mask decoder is applied to predict the
masked tokens during the pre-training phase. The version evaluated contains
12 layers, 12 attention heads, and produces vectors of 768 dimensions.

– VisualBERT [10]: it is a multimodal model that combines text and image.
It consists of a stack of Transformer layers that implicitly align elements of
an input text and regions in an associated input image with self-attention.
The experiments showed that this model could ground elements of language
to image regions without any explicit supervision. The version evaluated is
based on BERT-base, containing 12 layers, 12 attention heads, and producing
vectors of 768 dimensions.

In the Twitter multimodal corpus, the text-only models (BERT, RoBERTa,
and DeBERTa) were fine-tuned taking into account only the textual content,
whereas VisualBERT also incorporated image information.

In addition to this evaluation, different quantitative and qualitative char-
acteristics of the corpora were analysed. The most frequent n-grams in each
dataset were obtained to have a broad overview of the vocabulary used. The
Polarized Weirdness Index [13] was calculated to complement the results of the
n-gram analysis. Also the most influential words in the identification of irony
were obtained by using χ2 for feature selection. Additionally, different charac-
teristics of the textual posts were studied in both corpora, such as the presence
of punctuation marks, slang words or hashtags.

Finally, a random subset of the multimodal dataset was manually reviewed.
The goal was to determine, in the eyes of human reviewers, whether these samples
actually required from images and text to identify the ironic intention of the user.
This subset was further analysed using explainability techniques to highlight the
words that Transformer models are paying attention to for identifying the ironic
nature of the utterances.
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4 Experiments

This section summarises the experimental results and the analysis carried out
with the different datasets and models. First, the data preprocessing procedure
is described. The performance obtained by the models on the selected corpora is
then shown. Subsequently, a quantitative analysis of the datasets is presented,
concluding with a manual analysis of a subset of samples.

4.1 Data Preprocessing

Before the language models can be trained, it is necessary to carry out a series
of preprocessing tasks to adapt the data to the expected input format. To this
end, the NLTK library was used to lowercase all the texts, removing usernames,
links, punctuation marks, and special characters (e.g. #, $, %). Finally, the text
was lemmatised to reduce the size of the vocabulary. In addition, stopwords were
removed in the corpora analysis carried out in Sect. 4.4.

To discard possible outliers in the text (e.g., unusually long sequences that
could exceed the maximum input length of the models), a threshold was estab-
lished corresponding to the 99th percentile of posts’ lengths. Text sequences
exceeding this length were truncated. In the Twitter text corpus, this threshold
corresponds to 24 words, with an average of 13.60 words per post, a median of
13 and a standard deviation of 6.69. In the Twitter multimodal corpus, the 99th
percentile corresponds to 35 words, with an average of 15.70, a median of 17, and
a standard deviation of 7.97. Figure 1 shows the frequencies of posts’ lengths in
the (a) text-only and the (b) multimodal dataset. These histograms reflect that
the most frequent post length in the textual dataset is around 9 words, whereas
in the multimodal dataset this value is around 15 words. In the latter, there are
proportionally more short messages than in the textual corpus. The presence of
visual information may lead to the need for less textual content to express the
ironic intent of the message.

Fig. 1. Histogram of posts’ lengths (number of words) in the (a) Twitter text corpus
and in the (b) Twitter multimodal corpus.
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Regarding visual information in the Twitter multimodal corpus, images were
scaled and resized to 224×224 pixels and then passed through the VGG Net [15]
and an average pooling layer to extract visual tokens. The outcome of this process
is a vector of size 4096 that was further reduced using Principal Component
Analysis (PCA) to make it suitable as an input for VisualBERT.

4.2 Experimental Setup

The four Transformer models proposed (BERT, RoBERTa, DeBERTa, and Visu-
alBERT) were fine-tuned on the training subsets of the text-only and multi-
modal corpora. The hyperparameters were fixed using the validation subsets
and, finally, the test subsets were used for the evaluation. All the experiments
used Adam optimiser and ran for 10 epochs, except VisualBERT that was trained
for 2 epochs because of limited computational resources.

The models versions used in the experiments were BERT-base,7 RoBERTa-
base,8 DeBERTa-base,9 and VisualBERT pre-trained on COCO,10 a large-scale
object detection, segmentation, and captioning dataset comprising 330K images,
1.5 million object instances, 80 object categories and 91 stuff categories.

4.3 Results

Table 1 shows the training loss, validation loss and accuracy of the four models
in the two datasets studied. In both experiments RoBERTa obtained the best
results, achieving an accuracy of up to 0.910 in the multimodal corpus. As a
reference, previous works on this corpus achieved the following accuracy values:
0.834 [3], 0.840 [20], 0.885 [18], 0.888 [12] and 0.940 [16].

Table 1. Training loss, validation loss and accuracy of the models in both corpora.

Model Training loss Validation loss Accuracy

Twitter text corpus

BERT 0.619 0.625 0.660

RoBERTa 0.639 0.665 0.750

DeBERTa 0.697 0.696 0.600

Twitter multimodal corpus

BERT 0.459 0.520 0.750

RoBERTa 0.241 0.305 0.910

DeBERTa 0.694 0.684 0.600

VisualBERT 0.339 0.486 0.810

7 https://huggingface.co/bert-base-uncased.
8 https://huggingface.co/roberta-base.
9 https://huggingface.co/microsoft/deberta-base.

10 https://huggingface.co/uclanlp/visualbert-vqa-coco-pre.

https://huggingface.co/bert-base-uncased
https://huggingface.co/roberta-base
https://huggingface.co/microsoft/deberta-base
https://huggingface.co/uclanlp/visualbert-vqa-coco-pre
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The most interesting finding in these results is the performance obtained by
the text-only models on the Twitter multimodal corpus. BERT and RoBERTa
performed significantly better on this dataset than in the text-only corpus,
whereas DeBERTa obtained the same accuracy in both.

These results seem to confirm the initial hypothesis that this multimodal
corpus does not really pose a challenge that involves leveraging textual and
visual information, so that text-only models can achieve a good performance.

Regarding the results of VisualBERT, this model achieved 0.810 accu-
racy, surpassing DeBERTa (0.600) and BERT (0.750), but the best model was
RoBERTa (0.910), which demonstrates the high performance that a text-only
model can achieve in the multimodal dataset used.

4.4 Corpora Analysis

This section presents an analysis of the corpora used in the previous experiments
to provide a better understanding of their nature.

N-Gram Frequency Count. The first task consisted of extracting n-grams
of words from both datasets (taking into account training, validation, and test
splits). Specifically, unigrams and bigrams were identified for further analysis.
Then, a straightforward count of the frequencies of n-grams in ironic posts was
carried out. Table 2 shows the 50 most frequent n-grams for each corpus. Most
of them are unigrams, along with a few bigrams, as would be expected in a list
based on frequencies.

Table 2. List of 50 most frequent n-grams for each corpus.

Twitter text corpus

user, user user, love, day, people, work, time, one, thank,

today, great, oh, really, good, know, christmas, fun, u, going,

well, see, make, new, lol, go, morning, thing, think, got,

wait, back, want, look, feel, right, say, need, life, much,

hour, someone, yay, school, week, getting, way, still, yeah,

final, guy

Twitter multimodal corpus

user, user user, love, emoji 15 emoji 15, num, day, funny, know,

one, really, thank, look, today, new, people, u, time, life,

great, well, good, right, guy, work, got, need, think, best,

see, make, oh, never, much, sure, say, friend, happy, going,

wow, want, go, thing, way, trump, fun funny, back, lol

lolsarcasm, true, always, lolsarcasm lolsarcasms

These two lists reflect that there are n-grams common to both datasets that
are frequently repeated and that give an idea of the ironic nature of the texts.
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Such is the case of fun/funny and lol. In the case of the Twitter multimodal
corpus, there are more frequent n-grams that could be intuitively associated with
ironic comments, such as lolsarcasm, which indeed contains the word sarcasm
in it. The presence of emojis is also frequent in this corpus (e.g. emoji 15).11

These language clues in the Twitter multimodal corpus may be one of the reasons
for the good performance of the text-only models in this dataset.

Polarized Weirdness Index. In addition to the n-gram frequency count, an
analysis was carried out by computing the Polarized Weirdness Index (PWI)
[13] of the unigrams in both corpora in order to extract the most characteristic
words of each one. The PWI is a variant of WI, which is a metric to retrieve
word characteristics of a special language with respect to their common use in
general language. The intuition behind WI is that a word is highly weird in a
specific corpus if it occurs significantly more often in that context than in a
general language corpus. Given a specialist and a general corpus, the metric can
be described as the ratio of its relative frequencies in the respective corpora.
In the case of PWI, the metric compares the relative frequencies of a word as
it occurs in the subset of a labeled corpus by one value of the label against its
complement. In the present work, the PWI is used to compare the prevalence of
words in ironic and non ironic utterances.

Table 3 shows the top 20 unigrams extracted from the ironic and the non-
ironic samples in both corpora based on the PWI metric. It is interesting to note
that the unigrams extracted from the text-only corpus offer no clues about the
ironic nature of the posts, since none of the tokens listed in the “Ironic” column
of this corpus seems to be specifically related to the vocabulary expected in
ironic messages.

On the contrary, the “Ironic” column of the multimodal corpus contain many
n-grams that could be intuitively associated with ironic messages, including
humor, funnyquotes, jokes, funnysayings, lolsarcasm, hilariousquotes,
funny, funniest quotes, hilarious sayings and even irony, which reflects
that the corpus might not be properly cleaned up. This confirms the findings
of the previous frequency analysis, but in this case reflecting more clearly the
differences between ironic and non-ironic samples in both corpora. Thus, the
occurrence of this vocabulary in the ironic samples of the Twitter multimodal
corpus can be a reason for the good performance of the text-only models.

Feature Selection. A feature selection procedure using χ2 was applied to
identify what unigrams were considered as most relevant in order to differenti-
ate between ironic and non-ironic posts. Before applying χ2 it is necessary to
transform every post into a numerical vector. The TF-IDF weighting schema was
used to obtain a number representing the frequency of the token in the post (TF)
and its prevalence in the dataset (IDF). The number of dimensions of each post

11 The numbering corresponding to each emoji was assigned by the authors of the
corpus and does not match any known standard.
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Table 3. List of 20 most relevant unigrams based on PWI for the ironic and non-ironic
samples in the Twitter text corpus and the Twitter multimodal corpus.

Twitter text corpus Twitter multimodal corpus

Ironic Non-ironic Ironic Non-ironic

another please mug emoji623

saying email humor carpet

pakistan high jokes emoji1495

driving remember num falcons

ironyuser least funnyquotes emoji744

job 2015 relatable former

emoji watch lolsarcasm de

phone cute hilariousquotes awards

nice tweets lolsarcasms emoji682

wait girl quotes rts

seems anyone satire riseup

sick side funnysayings announce

glad beautiful reposting emoji2

straight must irony emoji958

hair via lnyhbt bestfanarmy

gotta wonder ccot emoji245

state stuff graphic allstar

rights act snappy jan

traffic seriously sayings emoji238

gay mum funny marching

hindu change tshirt overall

took past tshirts womensmarch

vector is equal to the length of the vocabulary of the corpus, i.e., each dimension
corresponds to one token. The value of the dimension is the TF-IDF weight if
the token exists in the post or 0 otherwise. In the Twitter text corpus the length
of the vocabulary was 10,150, wheres the length in the multimmodal corpus was
32,249. Texts were preprocessed in advance as in the previous analysis.

Table 4 shows the 50 best unigrams in order to differentiate ironic from non-
ironic posts according to χ2.

This analysis reveals again what was perceived previously: there are many
clues in the text of Twitter multimodal corpus that intuitively can reveal the
ironic nature of the post without requiring visual information. Tokens such
as funny, lol, fun, and meme, together with three emoji symbols (emoji 15,
emoji 623, and emoji 238), are among the top 10 most relevant tokens identi-
fied by χ2. Indeed, there are fourteen emojis in the top 50 list. It is not the case
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Table 4. List of 50 most relevant unigrams for each corpus according to χ2.

Twitter text corpus

great, user, love, fun, yay, hour, waking, check, via, morning,

monday, thanks, work, test, nice, oh, awesome, follow, joy,

day, glad, understand, start, wonderful, working, teacher, wow,

final, sick, co, customer, wait, ugly, notcies, calling, 2015,

monstermmorpg, fix, seen, driver, exam, helpful, sleep,

throwing, gamergate, lovely, fantastic

Twitter multimodal corpus

emoji 15, funny, num, lol, quote, fun, emoji 623, emoji 238,

meme, womensmarch, goldenglobes, funnyquotes, lolsarcasm,

lolsarcasms, thanks, funnysayings, funnypics, prlife, pr roast,

prworld, comedy, emoji 156, well, emoji 8, 2017, really, prlove,

emoji 2, yay, iheartawards, yeah, blessed, oh, job, emoji 1930,

emoji 32, university, great, inauguration, pr, emoji 549, glad,

emoji 131, emoji 75, emoji 590, emoji 1495, tonight, emoji 92,

service, fail

of the Twitter text corpus, where most relevant tokens are not as clearly related
to irony or humorous situations (the only exception being fun).

Textual Characteristics. In addition to this word analysis, a set of textual
characteristics were analysed in both corpora: (i) the presence of punctuation
marks (with special attention to questions and exclamations); (ii) the use of
hashtags (#); (iii) the use of cuss words;12 and (iv) the use of slang words.13

Table 5. Characteristics of the Twitter text corpus. Column Average indicates the
average number of characteristics found per post (4,601 samples). Median and standard
deviation are also provided.

Column Total count Average Median Std. dev.

Question marks 626 0.1361 0.0 0.4474

Exclamations 1,311 0.2849 0.0 0.8702

Punctuation marks 21,058 4.5768 4.0 3.5612

Cuss words 136 0.0296 0.0 0.1794

Slang words 252 0.0548 0.0 0.2520

Hashtags 5,145 1.1182 0.0 2.0223

12 https://en.wiktionary.org/wiki/Category:English swear words.
13 https://bit.ly/3Hv4avo.

https://en.wiktionary.org/wiki/Category:English_swear_words
https://bit.ly/3Hv4avo
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Table 6. Characteristics of the Twitter multimodal corpus. Column Average indicates
the average number of characteristics found per post (24,635 samples). Median and
standard deviation are also provided.

Column Total count Average Median Std. dev.

Question marks 2,575 0.1045 0.0 0.4398

Exclamations 8,685 0.3525 0.0 1.011

Punctuation marks 116,179 4.7160 4.0 3.93

Cuss words 430 0.0175 0.0 0.1328

Slang words 1,909 0.0775 0.0 0.3066

Hashtags 27,950 1.1346 0.0 1.8860

Table 5 and Table 6 show the result of this analysis. Both corpora are similar
attending to the average occurrence of the characteristics studied. The only
significant variations are in the use of cuss words and slang words: the first are
more prevalent in the Twitter text corpus, whereas the latter occur more often
in the Twitter multimodal corpus. Nevertheless, these differences do not offer an
evidence that both datasets present significant variations at this level.

Reassessing the Corpora. A manual analysis was carried out by two anno-
tators (both experts researchers in the field of irony identification) in a random
sample of 100 ironic comments of the Twitter multimodal corpus. A third anno-
tator would make the final decision in the case of disagreement. The goal was to
test whether the post was really ironic and, in that case, if the image attached
to the text was indeed necessary to identify its ironic condition.

This analysis revealed that 14% of the samples were considered as non-ironic,
and 37% were deemed not to require the attached image to identify the post as
ironic. A similar analysis was performed on the Twitter text corpus, but in this
case the assessment consisted of just identifying whether the text was ironic or
not, as there are no images attached in this dataset. In this case, 23% of the
samples reviewed were considered as non-ironic.

A further analysis was done on a set of examples from the Twitter multimodal
corpus using the Captum14 library for eXplainable Artificial Intelligence (XAI),
which provides tools for model interpretability. Figure 2 shows the contribution of
each token to irony identification using RoBERTa on the textual part of the post.
Green colour indicates positive contribution of tokens towards the predicted
class, whereas red shows tokens contributing negatively. The intensity of the
colour indicates the magnitude of the contribution. All these examples were
correctly classified by RoBERTa as ironic.

The first example in Fig. 2 highlights how emojis strongly contribute to iden-
tify that the post is ironic. In the other examples, the presence of “lol” and
“funny” is also a strong indication of irony, as might be expected. However, the
14 https://captum.ai/.

https://captum.ai/
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Fig. 2. Contribution of each token to identify the ironic intention of the text. (Color
figure online)

most interesting thing that this analysis shows is the role of expressions such as
“when your friend”, “my life” or “me in a nutshell”. These utterances are usually
followed by an image that shows the implicit ironic intention of the user. The
textual Transformers can learn this type of linguistic patterns in text, making
unnecessary the presence of an image to correctly classify them as ironic, and
therefore justifying the high accuracy of the text-only models.

5 Conclusion and Future Work

This work presented a study on the most popular corpus for multimodal irony
detection [3]. In this corpus, both image information and text information are
supposed to be required to identify the ironic nature of the messages. Otherwise,
the corpus would not pose a real challenge to multimodal systems.

In order to test the suitability of this dataset, different Transformer models
(textual and multimodal) were tested, comparing the results with a text-only
dataset. The results showed that a text-only model such as RoBERTa performed
surprisingly well on the multimodal dataset, revealing that text information
provides clues in many cases to identify the ironic intention of the message
without requiring the presence of visual information.

A further analysis was done to compare the textual and multimodal datasets,
where it was found that text in multimodal messages was proportionally shorter
than in textual corpus, suggesting that the presence of visual information may
lead to the need for less textual content to express the ironic intent of the mes-
sage. Moreover, different textual features gave clues to the ironic nature of the
messages, which could justify the high accuracy of the text-only Transformer
models in the multimodal setting. Tokens such as fun, lol, and meme, together
with emoji symbols, were among the top most relevant tokens identified by the
features selection procedure carried out. That was not the case of the text-only
corpus, where most relevant tokens were not as clearly related to irony or humor-
ous situations. The PWI metric provided similar findings, since n-grams such as
humor, lolsarcasm, funniest quotes and even irony where on the top ranked
list of the ironic samples in the multimodal corpus.

Finally, a manual reassessing of a random set of samples of both datasets
was carried out, revealing that a percentage of the samples in the multimodal
corpus (over 30%) were not considered to require the image as a hint to identify
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the irony. The interpretability analysis performed using the XAI Captum library
identified that some expressions, such as “when your friend” or “my life”, are
identified by Transformers as relevant to classify a text as ironic. Indeed, these are
typical social media utterances that are accompanied by an image that completes
the ironic intention of the message.

Although it is the most widely used dataset in multimodal irony detection,
these results suggest that the corpus used does not present a significant chal-
lenge when it comes to assessing the capacity of current multimodal systems to
effectively merge textual and visual data.

As a future work, the analysis carried out can be extrapolated to other cor-
pora mentioned in the bibliography. Also, additional machine learning models,
including other Transformer architectures and traditional algorithms, can be
studied. Finally, a remarkable contribution to the field would be the develop-
ment of a really challenging dataset for multimodal irony identification, where
there is a human supervision that guarantees the necessity of both image and
text to convey the ironic sense of the samples.
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Abstract. Few-shot named entity recognition (NER) aims to leverage
a small number of labeled examples to extract novel-class named entities
from unstructured text. Although existing few-shot NER methods, such
as ESD and DecomposedMetaNER, are effective, they are quite complex
and not efficient, which makes them unsuitable for real-world applica-
tions when the prediction time is a critical factor. In this paper, we pro-
pose a simple span-based prototypical framework that follows the metric-
based meta-learning paradigm and does not require time-consuming fine-
tuning. In addition, the BERT encoding process in our model can be
pre-computed and cached, making the final inference process even faster.
Experiment results show that, compared with the state-of-the-art mod-
els, the proposed framework can achieve comparable effectiveness with
much better efficiency.

Keywords: Few-shot NER · Metric-learning · Efficiency

1 Introduction

Named Entity Recognition (NER) is an important natural language understand-
ing task, which aims to extract certain types of named entities (e.g., locations)
from unstructured text. Most neural NER models follow the supervised learning
paradigm and require a large amount of annotated data for training. These mod-
els have impressive performance in extracting existing entity types. However, in
practice, we want a NER model to rapidly adapt to novel entity types so that we
can test the prototype NER systems and get feedback for future improvement.
As a result, few-shot NER [5,7], which can learn to extract novel types of entities
based on a few training examples for each class, has gotten a lot of attention
recently.

The focus of existing few-shot NER research is mainly on optimizing accuracy
over very little training data. However, for real applications, improving accuracy
will not help if the benefits it brings become outweighed by the inconvenience
caused by increasing prediction latency. As it is well known that the more train-
ing data you have, the better performance you get, using few-shot models may
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
E. Métais et al. (Eds.): NLDB 2023, LNCS 13913, pp. 33–46, 2023.
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become less attractive if the time taken to generate predictions is too long. In
such cases, people may just annotate more data and use a traditional supervised
NER instead. For example, in scientific literature mining, researchers often want
to extract entities from thousands of research articles to compose a knowledge
base and mine patterns [13,29]. However, based on our preliminary results, exist-
ing few-shot NER methods can only finish predicting several articles per second,
making the entire waiting time uncomfortably long. In this case, domain experts
may give up using few-shot models as a prototype development tool. Therefore
for practical applications, we need to focus on optimizing not only accuracy but
also prediction latency.

The state-of-the-art few-shot NER methods often utilize pre-trained lan-
guage models (e.g. BERT [4]) to get the prior knowledge of human language
and train their model on existing entities to learn NER specific prior knowledge.
DecomposedMetaNER [17] and CONTaiNER [3], additionally followed the trans-
fer learning paradigm and fine-tuned their models on a few examples of novel
entities for better adaptation. However, this fine-tuning process forces the whole
prediction process to be carried out online since the model’s parameters may
change as the user provides different examples. As a result, the state-of-the-art
few-shot NER models are not very efficient, making them impractical to be used
in applications requiring shorter prediction time.

On the contrary, metric-based meta-learning models can accelerate the pre-
diction process through pre-computing and caching part of the model’s com-
putation result. These models project samples into an embedding space, where
similar and dissimilar samples can be easily discriminated by non-parametric
methods. For example, for each class, prototypical network [20] takes the mean
vector of all embedded same class examples as the prototype representation for
that class. It then classifies each test example to the class of its nearest prototype
based on Euclidean distance. In this case, the similarity part needs to be com-
puted online, but the time-consuming encoding part can be done offline. Clearly,
this approach seems to shed a light towards efficient few-shot NER methods.

In this work, we propose a Simple Span-base Prototypical framework (SSP)
for few-shot NER. SSP follows the metric-based meta-learning paradigm and
does not require fine-tuning. Specifically, our model leverages Layer Normaliza-
tion [1] to transform the span representation, which ensures the representation
of nice geometric properties and is beneficial for the subsequent non-parametric
classification process. We also incorporate the attention mechanism into the
metric-based meta-learning process to dynamically focus on closely related exam-
ples and better handle outliers in the labeled examples. Additionally, we pre-
train SSP on supervised NER tasks before training it on meta-learning tasks
in order to enhance its span representation capability. The simple structure of
our model, combined with pre-computing the BERT representation, makes our
inference speed significantly faster than existing models. The contributions of
our work can be summarized as follows: (1) We conduct a comparative study
to compare the efficiency of existing state-of-the-art (SoTA) methods and find
their prediction efficiency is not satisfying. (2) We propose a lightweight few-
shot NER model, which is as accurate as previous SoTA models but much more
efficient.
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2 Related Work

Meta-learning has become a popular method for tackling the few-shot learn-
ing problem. Especially, metric-based meta-learning methods have become the
mainstream methods for few-shot image classification [20–22] and have also been
widely adapted to other NLP tasks such as relation extraction [9]. Our model
follows the same nearest class prototype classification idea and generalizes the
mean pooling to attention pooling. Compared with ESD [23], which uses four
types of attention, our model has a much simpler attention module and is equally
effective.

Early few-shot NER methods are typically based on token-level classification
[7,12]. Such token-level models tend to make single-token errors, where one of
the words inside a multi-word entity is misclassified due to the lack of training
examples. StructShot [27], CONTaiNER [3] and L-TapNet+CDT [11] added a
label-agnostic conditional random field (CRF) for modeling label dependency
between tokens. But a lot of valuable similarity information between tokens has
already been lost before CRF because the CRF only takes a single scalar to
represent the label distribution. In practice, the transition matrix needs to be
learned from existing entities, making it prone to the domain-shift problem if the
span length distribution changes greatly. Alternatively, Proto+Reptile [15] used
a neural network to predict the transition probability. Recently, span-based few-
shot NER methods, such as ESD [23], DecomposedMetaNER [17], and SpanNER
[25], have been proposed to explicitly model phrasal representation and ensure
the integrity of the phrase. Our model also uses span embedding to model phrases
directly.

Moreover, prompt-learning [2] and language modeling [16] were also adapted
to solve the few-shot NER problem. However, they needed either a large val-
idation set to choose the template [2] or external lexical annotation to select
label word [16]. Similarly, another work [12] uses noisy-supervised pre-training
for few-shot NER, but an additional large-scale noisy NER dataset is not always
available. So these works does not align well with the meta-learning set up of
our work. So we do not compare our model against these methods and leave the
exploration of using external resources for future work.

3 Task Formulation

NER aims to identify each named entity correctly and classify it into the corre-
sponding categories. We follow the idea of previous meta-learning studies [5,11]
and formalize the few-shot NER problem as solving a list of N -way K-shot NER
tasks.

Each task, namely the episode, mimics a real-world few-shot learning chal-
lenge. The set of all known examples in an episode is denoted as the support
set S, and the set of all unknown examples is denoted as the query set Q. N
denotes the number of entity types in the task, and K denotes the number of
annotated examples for each entity type in the support set. For each task, the
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model encounters a set of novel entities and needs to extract entities in Q only
using the examples in S. Figure 1 shows an example of a 2-way 2-shot task.

This process needs to be repeated multiple times for the model to learn how
to adapt to a new task quickly with a few examples. Therefore, in practice, we
randomly sample the annotated sentences to construct episodes according to
the N -way K-shot constraints. And the testing set comes from a domain that is
different from the training set and has non-intersecting label spaces in order to
truly test the model’s capability of generalizing to unseen types of entities.

Fig. 1. A 2-way 2-shot task for Person(PER) and Organization(ORG) entity.

4 Simple Span-Based Prototypical (SSP) Framework

We propose a simple span-based prototypical (SSP) framework to tackle the few-
shot NER problem. The proposed model consists of four parts: (1) span represen-
tation and normalization, where we model and normalize the span embedding;
(2) metric based meta-learning with attention, where we generate class centers
using an attention mechanism and classify spans accordingly; (3) whole classifica-
tion pre-training, where we pre-train our model on supervised NER tasks before
meta-learning; and (4) post-processing, where we resolve overlapping conflicts in
span predictions.

Span Representation and Normalization. Our method formulates the few-
shot NER as a span classification problem instead of a token classification prob-
lem since token-based models tend to recognize only part of multi-token entities
and produce many false positive predictions. For every possible span (i.e. con-
tinuous piece of text) in the sentence, our model classifies it into either one of
the predefined categories or the special category O (i.e. ordinary spans). For
instance, given the sentence “Aerospace company SpaceX was founded by Elon
Musk in 2002”, “SpaceX” and “Elon Musk” will be classified as Person and
Organization span while “founded” and “in 2002” will be identified as type O
spans. Spans that are partially overlapped with ground truth, like “Aerospace
company SpaceX”, are not treated as correct spans during evaluation and will
be used to construct the prototype for type O spans.
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We take BERT [4] as our backbone sentence encoder and follow the standard
head-tail concatenation way to compose the span embedding [8,14,18,23]. The
last output layer of BERT is used as the contextual representation for tokens
in the sentence. We take the first subword of the span’s starting and ending
words to form its initial span representation [hstart,hend]. Here h denotes the
BERT encoder’s output for each subword. To incorporate the length information
into the span representation, following the same methodology proposed in the
previous study [8], we add word length embedding WL and subword length
embedding TL to the initial span representation.

After that, the span representation is projected into the desired dimension
with linear transformation and normalized using Layer Normalization (LN)
[1]

s̃ = LN (W ([hstart,hend] + WL + TL)) ∈ R
D (1)

Here s̃ denotes the output of our span embedding module, D denotes the
span embedding size, and it is set to 768 in our model. Layer Normalization
aims to first zero-center and standardize the embedding, and then re-scale and
re-center the embedding with parameter γ and β ∈ R

D.

LN(s̃) = (
s̃ − mean(s̃)

√

var(s̃)
) ∗ γ + β (2)

An inspection of the trained weights reveals that γ ≈ 1, β ≈ 0. Thus, the mean
of each normalized embedding is around 0 and the L2 norm is around

√
D. The

Euclidean distance metric that we use to calculate embedding similarity could
then be further deduced to

|̃s1 − s̃2|22 = |̃s1|22 + |̃s1|22 − 2s̃1 · s̃2 = 2D − 2D cos (s̃1, s̃2) ∝ cos (s̃1, s̃2),
(3)

which is proportional to a cosine distance with a 2D scale factor. In this way,
we can see that our span normalization method is a special case for the widely
adapted scaled cosine similarity. This also explains why we need to use a higher-
than-usual(for supervised span-based NER, a typical value is 256 [14] or 150
[28]) embedding size as a theoretical analysis shows increasing size help reduce
false positive rate [19] for cosine distance based representation learning. Our
experiment analysis later shows both normalization and embedding size plays
an important role in the model’s good performance.

Metric-Based Meta-Learning with Attention. Given an N-way K-shot task
(S,Q) with entity label space Y, our model first enumerates every possible span
in each sentence of S and Q and encodes them into corresponding span repre-
sentation collection RS and RQ. Similar to prototypical network [20], our model
predicts the span label ym based on the distance between the span representa-
tion s̃m and each class center c̃k. More specifically, we assign ym to the label
of class center c̃k, in which it is nearest to s̃m based on the squared Euclidean
distance metric.

y∗
m = argmin

k∈Y∪{O}
|̃sm − c̃k|22 (4)
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We denote the set of support span representations having label k as Zk =
{s̃n : s̃n ∈ RS and yn = k}. The original prototypical network computes the
mean pooling of Zk as the class center c̃k, which can be viewed as a special
case of attention mechanism where the weight is fixed to 1. Like ESD [23] and
HATT [9], we use query-support attention (QSA) to let the class center
representation bias towards similar support span representations and be more
robust to outliers.

c̃mk =
∑

i

es̃m·Zi
k

∑

i e
s̃m·Zi

k

Zi
k (5)

Here · denotes the dot product operation, Zi
k is the ith member of Zk, c̃mk is

the type k class center for query span s̃m. Figure 2 summarizes the entire span
representation and meta-learning process.

Fig. 2. The span-based prototypical meta-learning framework

The model parameters are updated using gradient descent, and the negative
log-likelihood is minimized over a batch of randomly sampled N-way K-shot
tasks:

− log
∑

(S,Q)

∑

(s̃m,ym)∈Q

e|̃sm−c̃m
k |22

∑

k∈Y∪{O} e|̃sm−c̃k|22
. (6)

Whole Classification Pre-training. Instead of training our span encoder
directly on N-way K-shot episodes, we find pre-training the encoder on the same
training set in a supervised NER manner helps the model learn better span
representation. Compared with training on N-way K-shot tasks, where the model
only optimizes loss on a subset of entity types each time, whole classification pre-
training optimizes for the whole label space.

In classification pre-training, the class center c̃k is not generated based on
the support set but becomes a learnable parameter. We also use the standard
dot product instead of squared Euclidean distance as our distance metric. And
the loss function is also computed on the sentence level instead of the task level.
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Post-processing. The raw output of our model cannot be used directly because
there might be overlapping conflicts inside span predictions. For example, two
overlapped spans might be both predicted as Non-O entities, which is not
allowed for flat NER. We use a greedy pruning algorithm, which adapts the
Non-maximum Suppression algorithm for NER scenario [28], to decode a set
of valid span predictions from the raw output. The algorithm sorts all Non-O
span predictions based on their confidence scores and then iterates over them,
keeping the highest-scoring span and suppressing any overlapping span with a
lower score.

5 Experiments

5.1 Experiment Setup

Datasets: Few-NERD [5] is a large-scale few-shot NER dataset with a hier-
archy of 8 coarse-grained entity types (e.g., Person, Organization) and 66
fine-grained entity types (e.g., Person-Politician, Person-Actor, Organization-
Company). There are two different train/valid/test data splitting settings: (1)
Few-NERD Intra: data are split based on the coarse-grained label of entities
(e.g., the train split has all Person entities while the test split has all Organi-
zation entities) (2) Few-NERD Inter : data are split based on the fine-grained
label of entities and the hierarchy relationship is ignored. (e.g. the train split
has all Person-Politician entities while the test split has all Person-Actor, this
is not allowed in Few-NERD Intra because of sharing the same coarse-grained
label “Person”).

As there is no other few-shot NER dataset available, we pick SNIPS as
our second benchmark to evaluate if our methods can be generalized to other
structure prediction tasks. SNIPS is an intent detection and slot-filling dataset
with crowdsourced queries expressing seven kinds of user intents. The slot-
filling task and NER task both need to make structure predictions on text,
but slot-filling is more specific to dialog circumstances. We use the few-shot
slot-filling dataset sampled by Hou [11]. It is constructed using the “leaving-one-
out” cross-validation strategy. Each time one user intent is used for sampling
testing episodes, another intent for validation, and the remaining five intents for
training.

Implementation Details: We use bert-base-cased as our backbone encoder
because some entities, like Music and Movie, would be hard to identify if con-
verted to lowercase. But we also have a variant using bert-base-uncased since our
baselines use uncased BERT. The Few-NERD Inter/Intra training set each has
36/35 fine-grained entity types, which is much bigger than the number of entity
types in sampled 5-way/10-way episodes, meaning only a subset of entity types
is used in each training step. Therefore, we apply the whole class pre-training
for this dataset. In SNIPS, we only use uncased BERT since all its sentences are
in lowercase. We also do not use whole class pre-training for SNIPS since the
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episodes sampled from each domain are already constructed with their entire
label space. We make our codes public at https://github.com/nsndimt/SSP.

Baselines: We compare our model against three state-of-the-art few-shot NER
methods and also re-implement three token-based few-shot NER methods orig-
inally implemented by Few-NERD [5]. In our experiments, we found the three
token-based methods (i.e., ProtoBERT [20], NNShot and StructShot [27])
have shown comparable performance to more complicated methods, especially
after careful re-implementation and hyperparameter tuning. We find that, in
their original implementation, the dropout regularization(with dropout proba-
bility set to 0.5) that is directly applied to the final token embedding signifi-
cantly decreases their performance on Few-NERD. In our re-implementation, we
set the dropout probability to 0. CONTaiNER [3], ESD [23], and Decom-
posedMetaNER [17] are three recently proposed few-shot NER models and
should represent the state-of-the-art methods on Few-NERD dataset. Among
them, CONTaiNER is token-based while the other two are span-based Also,
ESD [23] reach state-of-the-art performance on SNIPS. Additionally, we include
L-TapNet+CDT [11] as the state-of-the-art token-based approach for SNIPS.

5.2 Efficiency Comparison

We conduct experiments to evaluate the efficiency of our model and the three
state-of-art models on Few-NERD. The results are shown in the left plot of
Fig. 3 (Note. we cannot measure CONTaiNER’s prediction time in the 10-shot
scenario since it causes Out-of-Memory error on GPU). It is clear the proposed
SSP model is much faster than three state-of-art baselines.

To better understand which system components take more time in each
model, we also break down the prediction time into three categories, i.e., fine-
tuning, encoding, and inference, and report the results in the right part of Fig. 3.

Fig. 3. Left: Prediction time on a single 10-way K-shot episode; Right: Prediction time
breakdown on a single 10-way 5-shot episode; All tested on a 3090 GPU

The fine-tuning time measures the amount of time CONTaiNER and Decom-
posedMetaNER are fine-tuned on the support set while SSP and ESD do not
have this step. The encoding time consists of both the BERT encoding time and
the span/token representation extraction time. The inference time includes the

https://github.com/nsndimt/SSP
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class center/nearest neighbor construction time and distance calculation time.
For ESD and our model, the encoding time can be saved by pre-computing
the representation offline. And only the inference time is needed for deploying
the model. But for CONTaiNER and DecomposedMetaNER, since fine-tuning
would update model parameters, the total prediction time would be the sum
of fine-tuning, encoding, and inference time. As shown in Fig. 3, the fine-tuning
time is the largest source of latency for models that have it. All models have
similar encoding latency because they all use BERT. And our model has the
lowest inference time thanks to its simplified structure. Fine-tuning is slow since
it runs BERT forward and backward process multiple times while encoding only
runs the forward process once. Our model has the lowest inference time since
we avoid adding complicated attention mechanisms (used in ESD [23]) or CRF
Viterbi decoding (used in CONTaiNER [3] and DecomposedMetaNER [17]) to
our model.

5.3 Effectiveness Comparison

Table 1. Performance (F1 percent) on Few-NERD. †means we report the result in the
original paper; ‡ means we run testing by use using provided checkpoint; cased and
uncased denotes whether the backbone BERT is cased. Note: all baselines use uncased

Models Intra Inter

1 Shot 5 Shot 1 Shot 5 Shot

5 way 10 way 5 way 10 way 5 way 10 way 5 way 10 way

ProtoBERT 38.03 ± 0.29 31.43 ± 0.37 53.13 ± 1.03 46.07 ± 0.69 58.08 ± 0.26 52.00 ± 0.59 65.29 ± 0.51 60.54 ± 0.55

NNShot 37.89 ± 0.83 31.56 ± 0.39 50.90 ± 0.48 43.76 ± 0.41 55.62 ± 0.46 50.22 ± 0.34 63.50 ± 0.23 59.70 ± 0.21

StructShot 42.25 ± 0.55 35.25 ± 0.61 51.13 ± 0.26 44.98 ± 0.32 58.81 ± 0.34 53.62 ± 0.46 64.20 ± 0.26 60.22 ± 0.39

CONTaiNER‡ 38.48 31.76 53.58 47.10 49.75 44.68 61.74 57.17

ESD† 36.08 ± 1.60 30.00 ± 0.70 52.14 ± 1.50 42.15 ± 2.60 59.29 ± 1.25 52.16 ± 0.79 69.06 ± 0.80 64.00 ± 0.43

DecomposedMetaNER† 49.48 ± 0.85 42.84 ± 0.46 62.92 ± 0.57 57.31 ± 0.25 64.75 ± 0.35 58.65 ± 0.43 71.49 ± 0.47 68.11 ± 0.05

SSP (uncased) 45.30 ± 0.53 38.34 ± 0.34 63.91 ± 0.18 57.99 ± 0.23 64.38 ± 0.11 58.88 ± 0.18 73.75 ± 0.08 70.56 ± 0.06

SSP (cased) 47.50 ± 0.36 39.79 ± 0.19 66.16 ± 0.18 59.66 ± 0.14 65.98 ± 0.20 59.93 ± 0.18 75.09 ± 0.16 71.61 ± 0.12

Previous experiment results show the SSP model is more efficient. We also
conduct experiments to evaluate its effectiveness. Table 1 shows effectiveness
comparison on the Few-NERD data. The SSP model consistently outperforms
all baseline models in the 1-shot and 5-shot setting of Few-NERD Inter and the
5-shot setting of Few-NERD Intra. In the 1-shot setting of Few-NERD Intra, SSP
performs slightly worse than DecomposedMetaNER, but performs slightly better
than DecomposedMetaNER in the 1-shot setting of Few-NERD Inter. Decom-
posedMetaNER is a two-stage pipeline consisting of separate span detection and
classification model. Therefore, we additionally calculate the span detection F1
score of our cased model(i.e. span type can be wrong, as long as it is not classified
as O). It turns out that our model’s span detection F1 score is 8–10% lower than
DecomposedMetaNER in the 1-shot setting of Few-NERD Intra. This may indi-
cate having separate span detection and classification is a possible improvement
direction for our model.
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Moreover, the three re-implemented token-based baselines can outperform
more complicated SoTA methods in certain settings, highlighting the impor-
tance of properly implementing and tuning the baseline. Our re-implementation
avoids applying dropout regularization directly on the token embedding. More-
over, we find if we apply dropout regularization(even with a drop probability
of 0.1) to the span embedding in our SSP model, the performance also drops
noticeably. This may indicate that the token/span embedding is highly corre-
lated between different dimensions and applying dropout regularization would
break such correlation. We find that implementation decisions are important, and
simple models such as SSP, when implemented in the correct way, can achieve
superior performance than existing complicated models.

Table 2. Performance (F1 percent) of baselines and our methods on SNIPS. †denotes
the result reported in their paper. We report all seven cross-validation results, each
time testing one user intent: Weather (We), Music (Mu), PlayList (Pl), Book (Bo),
Search Screen (Se), Restaurant (Re), and Creative Work (Cr).

Models We Mu Pl Bo Se Re Cr Avg

ProtoBERT 78.58± 1.04 67.27± 0.32 79.07± 1.18 90.30 ± 1.08 82.43± 0.52 76.74± 1.31 73.91± 2.67 78.33

NNShot 80.18± 0.74 68.93± 1.20 74.24± 1.64 84.49± 1.17 83.24± 1.10 79.50± 0.52 73.51± 3.61 77.73

StructShot 83.26± 1.63 74.27± 0.68 77.94± 0.98 86.26± 1.16 85.89± 0.87 81.92± 0.30 72.83± 4.13 80.34

L-TapNet+CDT† 71.64± 3.62 67.16± 2.97 75.88± 1.51 84.38± 2.81 82.58± 2.12 70.05± 1.61 73.41± 2.61 75.01

ESD † 84.50± 1.06 66.61± 2.00 79.69± 1.35 82.57± 1.37 82.22± 0.81 80.44± 0.80 81.13 ± 1.84 79.59

SSP 85.70 ± 2.56 74.28 ± 1.85 84.15 ± 0.48 87.23± 0.73 88.65 ± 0.73 82.83 ± 0.51 78.83± 0.60 83.09

Table 2 reports the experiment result on SNIPS. On average, our model can
outperform all our baselines in the 5-shot setting. This demonstrates our model’s
potential to be adapted as a few-shot slot-filling model. This is promising for sci-
entific text mining because the slot-filling method has been successfully adapted
to extract solid oxide fuel cell information [6] and chemical reaction information
[10].

5.4 Additional Analysis

Span vs Token Representations: We conduct a detailed analysis to explore why
span-based methods can outperform token-based ones. ProtoBERT is used to
represent the token-based models. A simple version of our model that does
not use whole class pre-training or Query-Support Attention, and uses uncased
BERT is used to represent the span-based models for a fair comparison. All
comparisons are carried out on the 5-way 5-shot setting of Few-NERD Inter.

First, we break the evaluation metric by different span lengths, as shown
in Fig. 4 Left. Compared with the token-based model, the span-based model
has significantly higher precision for single-word entities while having a slight
advantage in both the precision and recall for multi-word entities. We hypothe-
size that the token-based model breaks multi-word entities into small spans more
frequently and therefore causes a lot of false-positive single-word entities.
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Therefore, we dig deeper and concentrate on two groups of entities: single-
word prediction and multi-word ground truth. The analyzing result is demon-
strated in Fig. 4 Mid and Right. For single-word prediction, we classified the
error into three cases: (1) “Inside”, denoting it is inside a ground truth entity
that has the same label as the prediction (2) “Misclassified”, denoting it has a
wrong label; (3) “Outside”, denoting it is not part of any ground truth entities.
Clearly, the span-based method makes much fewer Inside errors. For multi-word
ground truth, we classified the error into three cases: (1) “All O”, denoting all the
words inside the ground truth are misclassified as O; (2) “Partial O”, denoting
part of the words are misclassified as O; (3) Other, denoting the rest occasions.
Here, we can see that the token base method makes more “Partial O” errors,
indicating that the token base method breaks a lot of multi-word entities by
misclassifying one of its tokens as O.

Ablation Studies: We also conduct ablation studies to explore the contribution
of different components in our SSP model. Due to the huge number of possible
variants, we split our ablation studies into two parts. We start with a simplified
version and gradually add or modify some components until it is the same as
the SSP model reported in Table 1. Both studies are carried out on Few-NERD
and we report the averaged F1 score in percentage across all eight settings (i.e
5/10way × 1/5 shot × Inter/Intra split).

The first part focuses on studying the effect of span representation size and
different representation normalization techniques as mentioned in Sect. 4. We do
not use attention or pre-training in our model and we use uncased BERT in order
to control the number of variables and also make SSP comparable to other span-
based methods. We introduce the following variants of SSP, each with a different
normalization strategy: (1) No-Norm, which removes the Layer Normalization
layer; (2) L2-Norm, in which we not only remove Layer Normalization but also
replaces the Euclidean distance with cosine distance Tcosine(s̃m · c̃k); Here T
is a temperature parameter and T = 40; (3) LayerNorm*, which is a variation
of LayerNorm by removing the re-scaling and re-centering part. The results of
these three variations together with the original SSP, when the span embedding
dimension is 768, are reported at the top part in the left plot of Fig. 5. The results

Fig. 4. Left: Evaluation metric breakdown by entity length; Mid: Single-word predic-
tion breakdown Right: Multi-word ground truth breakdown
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Fig. 5. Left: Ablations on Layer Normalization and representation dimension; Right:
Ablations on different model components, where C denotes cased BERT, A denotes
Query Support attention, and P denotes Whole class pre-training. The last two con-
figurations is the same as SSP (cased/uncased) reported in Table 1

of SSP with the original LN but with different span embedding dimensions (i.e.,
100, 192, 384, 1538) are shown at the lower part in the same plot.

The plot shows that having Layer Normalization on span representation
greatly improves our model’s performance over No-Norm. And the LayerNorm*
result confirms our observation on trained γ and β, indicating that the affine
projection which is applied after the re-scaling and re-centering operation makes
little difference. Moreover, the L2-Norm result proves that just re-scaling is not
enough, and re-centering also plays an important role here. Moreover, we can
see that the span representation capacity (aka the embedding dimensions) also
makes a huge difference. The bigger the span representation, the better the few-
shot learning performance. This discovery is also in line with other studies in
metric-learning [24]. We choose to fix the dimension to 768 for all other experi-
ments since this is also the hidden size of bert-base and should make our model
comparable to other token-based models(including DecomposedMetaNER which
use the average of in-span token embedding as span representation).

In the second part of ablation studies, we start with the “Dim 768 + Layer-
Norm” configuration in the first part and gradually add or change some model
components, including (1) C - Cased BERT encoder which replaces the uncased
BERT (Sect. 5.1); (2) A - Query support Attention which replaces the mean
pooling in the class center construction process (Sect. 4); (3) P - Whole class
pre-training which pre-trains the model before mete-learning (Sect. 4). With the
addition of A and P, our model variant is identical to the “SSP(uncased)” con-
figuration reported in Table 1. When we further added the C component, our
model is equivalent to “SSP(cased)”. The right plot in Fig. 5 summarizes the
result of our second part ablation study, which shows that all of the component
modifications are necessary as they are complementary to each other.

6 Conclusion and Future Work

In this work, we present a simple span-based prototypical framework (SSP)
for few-shot NER. Compared with the token-based models, SSP makes fewer
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single-token errors and can better extract multi-word entities. We discovered that
techniques such as layer normalization, query-support attention, and whole-class
pre-training are beneficial for boosting model performance. Additionally, experi-
mental results indicate that certain implementation details, such as dropout and
span representation size, require careful consideration and tuning. Experiments
on Few-NERD and SNIPS datasets show that SSP is significantly faster than
existing state-of-the-art methods with comparable effectiveness.

Our work sheds a light on how to make few-shot NER suitable for domain
applications, where there exists a large corpus to be analyzed within a limited
amount of prediction time (e.g. scientific text mining [10,13,26,29]). Also, the
problem we find can help construct future few-shot NER benchmarks to consider
more real word influence factors. Additionally, our model can be combined with
active learning to help accelerate annotation. Two potential use cases include
(1) prioritizing the annotation of difficult examples and (2) saving search time
by filtering rare entities out of a big corpus.
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Abstract. Text style transfer techniques are gaining popularity in natu-
ral language processing allowing paraphrasing text in the required form:
from toxic to neural, from formal to informal, from old to the modern
English language, etc. Solving the task is not sufficient to generate some
neural/informal/modern text, but it is important to preserve the original
content unchanged. This requirement becomes even more critical in some
applications such as style transfer of goal-oriented dialogues where the
factual information shall be kept to preserve the original message, e.g.
ordering a certain type of pizza to a certain address at a certain time.
The aspect of content preservation is critical for real-world applications
of style transfer studies, but it has received little attention. To bridge
this gap we perform a comparison of various style transfer models on
the example of the formality transfer domain. To perform a study of the
content preservation abilities of various style transfer methods we create
a parallel dataset of formal vs. informal task-oriented dialogues. The key
difference between our dataset and the existing ones like GYAFC [17]
is the presence of goal-oriented dialogues with predefined semantic slots
essential to be kept during paraphrasing, e.g. named entities. This addi-
tional annotation allowed us to conduct a precise comparative study of
several state-of-the-art techniques for style transfer. Another result of
our study is a modification of the unsupervised method LEWIS [19]
which yields a substantial improvement over the original method and all
evaluated baselines on the proposed task.
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1 Introduction

Text style transfer (TST) systems are designed to change the style of the original
text to an alternative one, such as more positive [12], more informal [17], or
even more Shakespearean [8]. Such systems are becoming very popular in the
NLP. They could be applied to many purposes: from assistance in writing to
diversifying responses of dialogue agents and creating artificial personalities.

Task-oriented dialogue agents are one of the possible applications of TST. In
such dialogues, it is crucial to preserve important information such as product
names, addresses, time, etc. Consider the task of making the source sentence
from dialogue agent Do you want to order a pizza to your office at 1760 Polk
Street? more informal to improve the user experience with the agent. This text
contains named entities (pizza, 1760 Polk Street) that are critical to understand-
ing the meaning of the query and following the correct scenario and that could
be easily lost or corrupted during standard beam search-based generation even
if the model is trained on parallel data [1]. At the same time, there are several
words in this sentence that could be changed to make the style more informal.
For example, a target sentence such as do u wanna order a pizza 2 ur office at
1760 Polk Street? requires only small edition of some words not related to the
important entities. This suggests that it could be better to keep the important
entities intact and train the model to fill the gaps between them.

In this work, we focus on text formality transfer, or, more precisely, transfer-
ring text style from formal to informal with an additional requirement to preserve
the predefined important slots. We assume that the transfer task is supervised,
which means that a parallel corpus of the text pairs in the source and target
style is available (we use the GYAFC dataset [17]).

A similar intuition has been used in the unsupervised TST domain in
LEWIS [19], where the authors created a pseudo-parallel corpus, trained a
RoBERTa [30] tagger to identify coarse-grain Levenshtein edit types for each
token of the original text, and finally used a BART [10] masked language model
to infill the final edits. With the increasing interest in the TST field, several
large parallel datasets have been collected for the most popular TST directions,
such as formality transfer [17]. Thus, it became possible to use the advantage of
parallel data to address the specific task of content preservation.

The contributions of our work are three-fold:

1. We present PreserveDialogue: the first dataset for evaluating the content-
preserving formality transfer model in the task-oriented dialogue domain.

2. We perform a study of strong supervised style transfer methods, based on
transformer models, such as GPT2 and T5 (as well as simpler baselines),
showing that methods based on Levenstein edit distance such as LEWIS [10]
are outperforming them if content shall be strictly preserved.

3. We introduce LEWIT, an improved version of the original LEWIS model
based on T5 encoder-decoder trained on parallel data which yields the best
results across all tested methods.
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We open-source the resulting dataset and the experimental code1. Addition-
ally, we release the best-performing pre-trained model LEWIT for content pre-
serving formality transfer on HugingFace model hub.2

2 Related Works

In this section, we briefly introduce the existing approaches to text generation
with an emphasis on preserving certain content.

Constrained Beam Search. The standard approach to text generation is
beam search which iteratively generates possible next tokens, and the sequence
yielding the highest conditional probability is selected as the best candidate after
each iteration. There are several methods to constraint the beam search process
which can be roughly divided into two broad categories: hard and soft con-
straints. In the hard constrained category, all constraints are ensured to appear
in the output sentence, which is generally achieved by the modified type of beam
search, allowing to directly specify the tokens to be preserved [7]. Opposite to
hard-constrained approaches, soft-constrained approaches modify the model’s
training process by using the constraints as an auxiliary signal. Such signal is
often either marked with special tags [11] or simply replaced with delexicalized
tokens [5] during the training process and inference.

Edit Based Generation. Beam search is not the only existing approach to
text generation. One popular substitution is Levenstein transformer [6]—a par-
tially autoregressive encoder-decoder framework based on Transformer architec-
ture [23] devised for more flexible and amenable sequence generation. Its decoder
models a Markov Decision Process (MDP) that iteratively refines the generated
tokens by alternating between the insertion and deletion operations via three
classifiers that run sequentially: deletion, a placeholder (predicting the number
of tokens to be inserted), and a token classifier.

Content Preservation in Text Style Transfer. Content preservation in text
style transfer has mostly been addressed in the unsupervised domain. These
methods mostly rely on text-editing performed in two steps: using one model
to identify the tokens to delete and another model to infill the deleted text
slots [26]. LEWIS [19] approach first constructs pseudo parallel corpus using an
attention-based detector of style words and two style-specific BART [10] models,
then trains a RoBERTa-tagger [30] to label the tokens (insert, replace, delete,
keep), and finally fine-tunes style-specific BART masked language models to fill
in the slots in the target style. LEWIT extrapolates this idea to a supervised
setting. The main features of this work are that the token tagger is trained on
tags obtained from parallel data, and the slots are filled with a T5 model [16],
by taking advantage of its initial training task of slot filling.
1 https://github.com/s-nlp/lewit-informal.
2 https://huggingface.co/s-nlp/lewit-informal.

https://github.com/s-nlp/lewit-informal
https://huggingface.co/s-nlp/lewit-informal
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Fig. 1. The pipeline of collecting the PreserveDialogue dataset. The reference SGDD-
TST dataset consists of formal-informal sentence pairs annotated with semantic sim-
ilarity scores. The pairs are scored with the formality classifier model and the pairs
with insignificant informality increase are dropped. The pairs with significant formality
increase that have low semantic similarity scores are manually rewritten to be seman-
tically similar. Finally, the important slots related to the formal sentence are extracted
from the SGDD dataset.

3 Datasets

In this section, we describe the parallel training dataset and the evaluation
dataset used respectively for tuning and evaluating the content-preserving for-
mality transfer methods.

3.1 Parallel Training Dataset: GYAFC

In terms of our work, we assume the availability of parallel data. We also focus
our experiments on the transfer of formal text to a more informal form. Gram-
marly’s Yahoo Answers Formality Corpus (GYAFC) containing over 110K infor-
mal/formal sentence pairs fits well to this task. The main topics of the sentences
in this dataset are related to either entertainment and music or family and rela-
tionships, both of these topics take almost equal part in the dataset [17].

3.2 Parallel Evaluation Dataset: PreserveDialogue

We create a special evaluation dataset denoted as PreserveDialogue. It is based
on SGDD-TST [1]3. SGDD-TST consists of sentence pairs in a formal and infor-
mal style with human annotation of semantic similarity. Its formal phrases were
3 https://github.com/s-nlp/SGDD-TST.

https://github.com/s-nlp/SGDD-TST
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Table 1. Examples of texts from the PreserveDialogue dataset used for evaluation.

Source formal text Important slots Target informal rewrite

Red Joan sounds great Red Joan red joan is cool

What do I have scheduled
Tuesday next week?

Tuesday next week what stuff do i have to do on
tuesday next week?

I am looking for a unisex
salon in SFO

SFO i wanna find a unisex salon in
SFO

Please confirm this: play Are
You Ready on TV

Are You Ready plz confirm this: play Are
You Ready on TV

Where do you want to pick it
up at?

– where do u wanna pick it up
at?

obtained from SGDD [18] and informal ones were generated by a large T5-based
model tuned on the GYAFC dataset. Some of the generated paraphrases were
annotated as semantically different, which is why SGDD-TST in its original form
is not appropriate for evaluating content-preserving style transfer. Thus we cre-
ate PreserveDialogue as a derivative from SGDD-TST. Figure 1 shows the main
steps of the PreserveDialogue collection process. These steps are also described
in more details below:

1. Selecting sentences with significant informality increase. We score all
sentence pairs of SGDD-TST with a formality classifier (described in Sect. 4)
and leave only 1100 pairs with an informality increase (namely, the difference
between formality classifier scores of formal and informal sentences) greater
than the empirically selected threshold of 0.45.

2. Rewriting paraphrases with the corrupted sense. Within the 1100
pairs, 369 are not semantically equal to each other (according to the similarity
score available in the reference SGDD-TST dataset). Such pairs are rewritten
by the members of our team according to the common intuition of informal
style. After the messages are rewritten their informality is verified with the
similar formality classifier used in the previous step.

3. Extracting important slots. The SGDD dataset [18] (the source of for-
mal phrases of SGDD-TST) contains task-oriented dialogues with predefined
named entities. We use them as important slots for the sentences in a formal
style in PreserveDialogue.

Finally, the PreserveDialogue dataset consists of 1100 sentence pairs of for-
mal and informal phrases. By the steps described above we make sure that these
pairs have the equivalent sense and significantly differ in terms of informality.
Moreover, each pair has a set of entity slots extracted from SGDD [18] (prede-
cessor of SGDD-TST). These slots are related to the first sentence in the pair
and are considered significant information which should be kept during formality
transfer. A sample from the dataset can be found in Table 1.
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4 Evaluation

In this section, we describe the methods of automatic evaluation of the formality
transfer models.

In most TST papers (e.g. [13,22,28]) the methods are evaluated with the com-
bination of the measures that score the basic TST properties: style accuracy, con-
tent preservation, and fluency. Our work is dedicated to formality transfer with an
additional task to preserve particular slots. That is why we have to use an addi-
tional evaluation method: slot preservation. All of these measures evaluate TST
quality from significantly different points of view, thus to reveal the TST method
that performs best we aggregate them by multiplying the four measures for each
sentence and then averaging the products over the dataset, following the logic of [9].
More details about each measure are provided in the following paragraphs. The
code of measures calculations is also open-sourced in our repository.

Content Preservation. To score the general similarity between the gener-
ated text and the reference informal text we use Mutual Implication Score4, a
measure of content preservation based on predictions of NLI models in two direc-
tions. This measure has been compared [2] to a large number of SOTA content
similarity measures and it was shown that it demonstrates one of the highest
correlations with human judgments in the formality transfer domain: Spearman
correlation between 0.62 and 0.77 depending on the dataset.

Slots Preservation. The key point of content preservation, especially in task-
oriented dialogues, is keeping the important entities from a source sentence (see
Sect. 3.2). Thus, we check whether these entities exist in the generated sentence.
Most entities could have at least two different forms, which could be considered
correct (e.g. “fourteen” and “14”). To ensure that the entity is not considered
lost even if it is generated in an alternative form, we normalize the important
slots and generated text in the following way. All text tokens are lowercased
and lemmatized. The state names (e.g. “Los Angeles”—“LA”), numbers (e.g.
“six”—“6”), and time values (e.g. “9am”—“9a.m.”—“nine in the morning”) are
adjusted to a standard form using a set of rules. Some frequent abbreviations
(geographic entity types, currencies) are expanded. The slots that still were not
matched exactly are matched to the n-gram of the new sentence with the highest
ChrF score [15]. The final slots preservation score is calculated as the ratio of the
preserved slots in a new sentence (with ChrF scores as weights for the slots that
were matched approximately) to the total number of slots in a source sentence.
This ratio calculation takes into account both original and standardized forms of
the tokens. This approach uses the idea similar to copy success rate calculation
used for scoring constraints preservation in machine translation [4].

Style Accuracy. To ensure that the generated text corresponds to the target
style we use a RoBERTA-based formality ranker5. The ranker was trained on
two formality datasets: GYAFC [17] and P&T [14]. We verified the quality of

4 https://huggingface.co/s-nlp/Mutual-Implication-Score.
5 https://huggingface.co/s-nlp/roberta-base-formality-ranker.

https://huggingface.co/s-nlp/Mutual-Implication-Score
https://huggingface.co/s-nlp/roberta-base-formality-ranker
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this ranker by calculating the Spearman correlation of its score on the test split
of GYAFC and P&T, which was 0.82 and 0.76 correspondingly.

Fluency. The generated text should look natural, grammatical and fluent. Flu-
ency is often evaluated as the perplexity of a large language model, but to make
the results more interpretable, we use a RoBERTA-based classifier trained on
the Corpus of Linguistic Acceptability (CoLA) [24]. It is a diverse dataset of
English sentences annotated in a binary way, as grammatically acceptable or
not. A detailed justification of using a CoLA-based classifier for fluency evalua-
tion is presented in [9]. We use an opensource RoBERTA-based classifier6 trained
on CoLA for 5 epochs with a batch size of 32, a learning rate of 2e-05, and a
maximum sequence length of 128. Its scores range from 0 to 1 with greater values
meaning higher quality, just like all the other metrics we use for evaluation. The
reported accuracy of this model on the CoLA validation set is 0.85.

5 Supervised Style Transfer Methods

In this section, we describe the baseline methods used in our computational
study dedicated to finding the best approach to content-preserving formality
transfer. All models requiring tuning described in this section are tuned on the
GYAFC parallel dataset (see Sect. 3.1).

5.1 Naive Baselines

We use two naive baselines. In copy-paste, we simply copying the source text,
and in only-slots, the target string is simply a list of important slots separated by
commas. The motivation of these methods is the sanity check of the proposed
evaluation pipeline (see Sect. 4). The joint score (multiplication of four mea-
sures) is supposed to place the naive methods at the bottom of the leaderboard,
which could be treated as a necessary condition of acceptance of the proposed
evaluation method.

5.2 Sequence-to-Sequence Approaches

As the setting of our work assumes the availability of parallel data, it is natural
to try standard sequence-to-sequence models (seq2seq), both “as is” and with
some modifications related to the task of content and slots preservation.

Standard Seq2Seq. We tune the following models in the standard seq2seq
approach: pure T5-base (seq2seq-t5 ) and T5-base pre-tuned on a paraphrasing
datasets7 (seq2seq-t5-para). We also experiment with using a template generated
from the target sentence as a text pair for the training of the T5 model (seq2seq-
t5-template).
6 https://huggingface.co/textattack/roberta-base-CoLA.
7 https://huggingface.co/ceshine/t5-paraphrase-paws-msrp-opinosis.

https://huggingface.co/textattack/roberta-base-CoLA
https://huggingface.co/ceshine/t5-paraphrase-paws-msrp-opinosis


54 N. Babakov et al.

Seq2Seq with Hard Lexical Constraints. The models trained in the stan-
dard seq2seq approach can be inferenced with lexically constrained beam search
(seq2seq-t5-para-constr, seq2seq-t5-constr) which is implemented in the Hugging-
Face library mainly based on dynamic beam allocation8 [7].

Re-ranking Beam Search Outputs with a Neural Textual Similarity
Metric. We experiment with re-ranking beam search outputs with neural tex-
tual similarity metric. The hypothesis obtained after the beam search could be
re-ranked w.r.t. some content preservation measure. To avoid overfitting, we
should not rerank with the same measure (MIS) that we use for evaluation. In
[2], the authors show that apart from MIS, BLEURT [21] also demonstrates
reasonable performance in the formality transfer domain. We use a mean of
BLEURT-score and conditional probability to perform a final re-ranking of the
hypothesis generated after the beam search. This approach is used in combina-
tion with seq2seq-para-constr (rerank-BLEURT-constr) and with seq2seq-para
(rerank-BLEURT ).

Learning to Preserve Slots with Tags. Finally, we try to embed the task
of content preservation into the seq2seq training. One of the possible ways to
do that is to embed a signal in the training data indicating that a certain slot
should be preserved. We use two different types of such signals. First, similarly
to the idea presented in [27] we put special <tag> tokens around the slots to
be preserved (slot-tags). Second, we replace the whole slot with a placeholder
token and train model to re-generate this placeholder, which is then filled with
the value from the original sentence [5] (delex ).

5.3 Language Models Inference

There exists some evidence of the possibility to use the large pre-trained language
models (LM) in zero- and few-shot way [3]. The LM can also be slightly fine-
tuned on the parallel data to be capable of performing the desired task.

Similarly to the idea of [20], we construct a prompt for the language model to
make it generate more informal text: “Here is a text, which is formal: <formal
text>. Here is a rewrite of the text which contains <slot 1>, <slot 2> and
is more informal” and train GPT2-medium9 on parallel data to continue this
prompt. We use two variations of such approach: with (GPT2-tuned-constr) and
without (GPT2-tuned) the information about constraints in the prompt.

5.4 LEWIS and Its Modifications

An intuitively straightforward approach for a human to generate an informal
paraphrase is to apply some slight modifications to the formal source text.

8 https://github.com/huggingface/transformers/issues/14081.
9 https://huggingface.co/gpt2-medium.

https://github.com/huggingface/transformers/issues/14081
https://huggingface.co/gpt2-medium
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Fig. 2. LEWIT model workflow: The edit tags are obtained from the alignment of
source formal and target informal texts. These tags are used to train the token tagger.
These edit tags are also used to create a template used to train a T5-generator model,
which fills the slots between the preserved tokens.

This group of approaches is named “edit-based”. Most of these approaches use
numerous models to perform separate edition actions for generating a new text:
deletion, insertion, placeholder, infiller models [29]. We experimented with the
LEWIS model [19] representing this kind of methods.

LEWIS was designed in the unsupervised domain, so the authors first created
a pseudo-parallel corpus, then trained a RoBERTa tagger to identify coarse-grain
Levenshtein edit types for each token from the original text, and finally used a
BART masked language model to infill the final edits. We use LEWIS in a
parallel data setting by tuning BART on our parallel dataset and using it either
with known constraints (LEWIS-constr) or with the labels inferred from the
RoBERTa tagger trained on the edits from parallel data (LEWIS-tag).

We also test a modified version of LEWIS denoted as LEWIT (T5-based
LEWIS): similarly to LEWIS architecture it involves a token tagger trained
on Levenshtein edits obtained from the alignment of the parallel data, but its
infiller model (i.e. the model inserting the tokens between other tokens) is based
on T5 that was originally trained with the specific task of infilling gaps of several
tokens. The LEWIT model consists of two steps as illustrated in Fig. 2. First,
the RoBERTa token tagger is trained on the tags from the GYAFC dataset
(see Sect. 3.1) which are directly computed from edits required to transform
the source texts into the target texts. Second, the T5-based10 generator model
is trained on the templates from parallel data that was also generated from
the GYAFC dataset sentence pairs. The model receives the concatenation of
the source sentence and the template constructed w.r.t. the edit tokens and is
expected to generate the words masked from the target sentence.

LEWIT inherits the general logic of LEWIS. Its distinguishing feature is that
its generator model is T5-based. The choice of this model seems more suitable
for this task, because gap filling is the main pre-training objective of T5, whereas
10 https://huggingface.co/t5-base.

https://huggingface.co/t5-base
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BART has been pretrained to reconstruct texts with many other types of noise,
such as token deletion, sentence permutation, and document rotation.

In terms of the content preserving formality transfer task, the important slots
are sent to the model together with the source text. As we assume the availability
of the parallel data, we get the list of important slots from the words of the target
text that are similar to the ones in the source text. However, the first part of
the LEWIT pipeline (token tagger) can also generate labels indicating which
tokens should be preserved. Thus, we try combinations of the templates used for
inference of the trained generator model: from predefined slots only, like shown
on the bottom part of Fig. 2, (LEWIT-constr) and from predefined slots and
tagger labels (LEWIT-constr-tag).

We perform additional experiments that do not assume the availability of
predefined slots. The templates for these approaches are obtained from the afore-
mentioned RoBERTa-based tagger labels (LEWIT-tag) and third-party NER-
tagger (LEWIT-NER). A significant part of the tags generated with the tagger
within the test set was either “replace” (46,7%) or “equal” (50%). “Delete” and
“insert” took 3% and 0.3% correspondingly. This proportion corresponds to the
general intuition of small-edits-based paraphrasing of formal texts into more
informal style by keeping the most important content intact and either slightly
altering or sometimes deleting less important parts.

6 Results

The results are grouped according to the availability of the predefined important
slots or constraints in the inference time and are shown in Table 2. We can see
that both naive approaches are pushed to the bottom of the tables and their
joint measure value is substantially less than the closest non-naive approach.
We can also see that the LEWIT approach outperforms all strong baselines in
both settings of the experiments.

Case 1: the slots are not known in the inference time. Both NER-
tagger and edits-tagger-based approaches perform similarly by the joint measure
outperforming the baseline methods. The edits-tagger approach yields better
content and slots preservation but worse style transfer accuracy. The examples
of the generated paraphrases are shown in Table 3.

Case 2: the slots are known in the inference time. Different varia-
tions of LEWIT also outperform the baseline methods. We can see that if the
important slots are known, their combination with the edits token tagger can
increase content preservation, however, this yields a decrease in style accuracy.
The examples of the generated paraphrases are shown in Table 4.

The examples suggest that pure seq2seq models (such as seq2seq-t5-para)
occasionally change the overall intent or specific slots in undesirable ways, and
simple approaches to slot preservation (such as delex ) sometimes result in unnat-
ural outputs. Edit-based methods seem to avoid these problems in most cases.

LEWIS-based models demonstrate top performance within the baselines,
however, LEWIT still performs better according to the joint score. This is most
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Table 2. Results with and without the usage of the predefined important slots. “Joint”
is the average product of all four measures. The values in bold show the highest value
of the metric with the significance level of α = 0.05 (by Wilcoxon signed-rank test). The
values with an insignificant difference between LEWIT and other methods are marked
with a “*” sign. The highest value for the slot preservation for the methods with known
constraints is not indicated because in most cases all constraints are preserved by the
design of the methods from this group.

Method Style Accuracy Content Preservation Slot Preservation Fluency Joint

Without known constraints

LEWIT-tag (T5) 0.69 0.85 0.98 0.75* 0.43

LEWIT-NER (T5) 0.82 0.74 0.94 0.74 0.42

LEWIS-tag [19] (BART) 0.77 0.69 0.99 0.72 0.38

seq2seq-t5-para 0.60 0.82 0.95 0.74 0.34

seq2seq-t5 0.54 0.87 0.98 0.73 0.33

rerank-BLEURT 0.46 0.84 0.97 0.75* 0.28

GPT2-tuned [20] 0.91 0.57 0.76 0.69 0.27

copy-paste 0.03 0.90 1.00 0.83 0.02

With known constraints

LEWIT-constr (T5) 0.80 0.76 1.00 0.76* 0.46

LEWIT-constr-tag (T5) 0.73 0.83 1.00 0.74 0.45

LEWIS-constr [19] (BART) 0.81 0.68 1.00 0.75 0.41

delex [5] 0.69 0.75 0.98 0.78* 0.40

seq2seq-t5-template 0.49 0.83 0.97 0.78* 0.31

seq2seq-t5-constr [7] 0.71 0.71 1.00 0.61 0.31

slot-tags [27] 0.56 0.74 0.97 0.76 0.31

seq2seq-t5-para-constr 0.64 0.74 1.00 0.61 0.29

rerank-BLEURT-constr 0.54 0.77 1.00 0.64 0.27

GPT2-tuned-constr [20] 0.91 0.41 0.82 0.68 0.21

only-slots 0.73 0.21 1.00 0.81 0.12

probably an evidence that T5 fits better than the BART model for the specific
task of gap filling.

Results in Table 2 pass Wilcoxon signed-rank test [25] with a significance
threshold of 0.05. We tested the hypothesis of the significance of the difference
between the best-performing LEWIT method within each group and all baseline
methods. The test was performed by splitting the test set into 30 random parts of
900 samples and calculating the significance over the mean of the measurement
values from the selected samples.

Certainly, LEWIT has its limitations. The most notable one is that sticking
to the structure of the source sentence limits the ability of the TST model to
alter its syntactical structure. Moreover, in some contexts, a text may look more
natural if rewritten from scratch.

We see the main use-case of LEWIT in applications where exact preservation
of content is crucial, such as goal-oriented dialogue systems (e.g. pizza ordering),
where communication goals cannot be compromised for better fluency.
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Table 3. Examples of samples generated by top performing formality transfer systems
with known constraints.

Formal source text Important slots Informal rewrite System

SAN International

Airport is the location of

flight departure

SAN International

Airport

SAN International Airport is where the

flight departs

LEWIT-

constr

SAN International Airport International

airport is the place of flight departure

LEWIS-

constr

SAN International Airport is the start of

your flight

delex

How will the weather be

in Delhi, India on the

tomorrow?

Delhi; India;

tomorrow

whats the weather like in Delhi, India for

tomorrow

LEWIT-

constr

Will the weather be in india on the next

day?

LEWIS-

constr

i’m not sure, but it’s going to be cool in

Delhi, India on tomorrow

delex

Your destination will be

at Sacramento Valley

Station

Sacramento Valley

Station

go to Sacramento Valley Station ! LEWIT-

constr

destination will be at Sacramento Valley

Station

LEWIS-

constr

Sacramento Valley Station delex

Table 4. Examples of samples generated by top performing formality transfer systems
without known constraints.

Formal source text Informal rewrite System

No I am leaving on the 3rd from

Seattle, WA

No I ’m leaving on the 3rd from

Seattle, WA

LEWIT-tag

No I leaving on the 3rd from

Seattle, WA

LEWIS-tag

No I’m leaving on the 3rd from

Seattle WA

seq2seq-t5-para

Do you have any preference in

city and type of events, for

example, music or Sports

something like that?

do you like city or music or

Sports something like that?

LEWIT-tag

u like city and sports like that

music or sports something like

that?

LEWIS-tag

Do you like city and type of

things, like music or sports?

seq2seq-t5-para

I will be returning Tuesday next

week

I ’ll be back Tuesday next week ! LEWIT-tag

I l be back tUESDAY next week LEWIS-tag

I’ll be back on Tuesday next week seq2seq-t5-para

I would like to leave tomorrow

from Atlanta

I ’m leaving tomorrow from

Atlanta

LEWIT-tag

I to get away from

Atlanta.tomorrow

LEWIS-tag

i want to leave tomorrow from

atlanta

seq2seq-t5-para
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7 Conclusions

In this paper, we study the ways of supervised transfer of formal text to more
informal paraphrases with special attention to preserving the content. In this
task, the content of the source text is supposed to have a set of predefined
important slots that should be kept in the generated text in either their original
or slightly changed form but without a change of their meaning. To evaluate
various methods for this task we collect a dataset of parallel formal-informal texts
all of which have a set of predefined important slots. Using the new dataset we
perform a computational study of modern approaches to supervised style transfer
in two settings: with and without information about the predefined important
slots provided at the inference time.

Results of our study show that if content preservation is a crucial goal, meth-
ods that do not rewrite the text completely are preferable. In this setting, it is
better to use a token tagger marking spans with key information to be kept
(named entities, etc.) from everything else which can be rewritten more freely
with a separate generator that rephrases the rest. We show that the LEWIS [10]
approach operating in this way outperforms strong baselines trained on parallel
data by a large margin. We also show the original model can be substantially
further improved if the T5-based generator is used.
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Abstract. This review of parallel corpora for automatic text simplifica-
tion (ATS) involves an analysis of forty-nine papers wherein the corpora
are presented, focusing on corpora in the Indo-European languages of
Western Europe. We improve on recent corpora reviews by reporting on
the target audience of the ATS, the language and domain of the source
text, and other metadata for each corpus, such as alignment level, anno-
tation strategy, and the transformation applied to the simplified text.
The key findings of the review are: 1) the lack of resources that address
ATS aimed at domains which are important for social inclusion, such
as health and public administration; 2) the lack of resources aimed at
audiences with mild cognitive impairment; 3) the scarcity of experiments
where the target audience was directly involved in the development of
the corpus; 4) more than half the proposals do not include any extra
annotation, thereby lacking detail on how the simplification was done, or
the linguistic phenomenon tackled by the simplification; 5) other types of
annotation, such as the type and frequency of the transformation applied
could identify the most frequent simplification strategies; and, 6) future
strategies to advance the field of ATS could leverage automatic proce-
dures to make the annotation process more agile and efficient.

Keywords: Automatic Text Simplification (ATS) · Parallel Corpora
for Text Simplification · Review of European corpora for ATS

1 Introduction

This paper reviews the state of the art for parallel corpora created for automatic
text simplification (ATS), focusing on those that present a holistic approach to
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text simplification as well as those sourced from the Indo-European languages
of Western Europe. This review reports on the corpus language, source domain,
alignment level, annotation strategy used, and the transformation applied as
well as the target audience for whom the simplification is carried out.

Parallel corpora for ATS present simplified versions of an original text in
the same language. The corpora can be aligned sentence-by-sentence, or in some
cases at a document level. They are widely used in natural language processing
(NLP) to train language models for ATS.

ATS aims to make the text more accessible and easier to understand. Some
approaches to ATS focus on, for example, removing or substituting long sentences
and specialised jargon via, lexical substitution and sentence splitting. However,
these approaches are not within the scope of this work, as they are designed
to address related but specific tasks, such as text compression [41], complex
word identification [63], readability assessment [59] and benchmarking lexical
simplification [24]. Our review targets parallel corpora for ATS and includes
the papers wherein the corpora are presented and is not limited to a specific
simplification operation.

Research in ATS has been propelled by two main initiatives at European
Union (EU) Level to facilitate the plain language and the Easy-to-Read Move-
ment. The EU has demonstrated a commitment to eliminate barriers that pre-
vent persons with disabilities from participating in society on an equal basis.
It sets out actions to be taken in several priority areas, including accessibil-
ity of information and communications technologies and systems, and assistive
devices for people with disabilities [23]. Furthermore, the recommendation for a
European standard for digital accessibility supports the provision of easy-to-read
texts on public authority websites, for instance, to assist those with learning or
language difficulties [32].

Data driven ATS solutions need the design of suitable corpora that address
the needs of intended audiences. As acknowledged in the literature, existing
datasets are not necessarily suitable for approaches aimed at a specific domain
or user profile [21,29,46,49,64].

The present review of the corpora for ATS indicates the state of the art for
addressing text simplification in Indo-European languages located in the West-
ern European region. Moreover, what sets this review apart from, for exam-
ple, recent corpora reviews for text simplification such as [2] and [14] is that
it includes far more data for each corpus, thereby providing a more robust and
fine-grained analysis that can pinpoint precisely where the research opportunities
exist for developing new parallel corpora for ATS. The review explores and anal-
yses the following data, where available: the source domain; the target audience
for whom the simplification is intended; the language of the corpus; alignment
level; whether the corpus was annotated; and, the transformation applied to
the parallel simplified text. We expect the corpora review to be of value to the
ATS research community as it will provide an easy reference point as to the
domains, audience profiles, and languages where resources are presently lacking.
This deficit could potentially hamper social inclusion strategies.
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The paper is organised into three further sections. Section 2 describes the
steps involved in searching and selecting the papers to be included in the cor-
pora review. Section 3 reviews the relevant proposals on corpora for automatic
text simplification and reports on the following: corpus name; content language;
domains covered; corpus size in terms of the approximated number of pairs of
original/simplified content; the target audience; the alignment level of the cor-
pus; and, other available metadata. Section 4 highlights the main conclusions of
the corpora review for ATS and some research opportunities.

2 Methodology

The corpora review was driven by a methodology that involved the following 4
steps:

(i) Definition of the research scope. To identify parallel corpora developed for
ATS that present a holistic approach to text simplification. Thus, we did
not consider other related papers dedicated to specific tasks, i.e., com-
plex word identification, substitute generation, and substitute ranking as
defined in [45], paraphrasing, or sentence compression. Also, no limit was
set for the time frame.

(ii) Querying the bibliographic databases. Our search terms were “text simpli-
fication” AND (“dataset” OR “corpora” OR “corpus” OR “corpuses”). We
searched within the title, abstract and keywords in Web of Science1 (103
results) and Scopus2 (249 results).

(iii) Fine-grained filtering of the materials found. We verified that the papers
describe a new parallel corpus for text simplification. In our case, proposals
such as [31,37] were discarded since they focused on languages outside our
scope, or are not parallel corpora. After this step, we obtained 31 papers.

(iv) Analysis of the materials collected considering the language, domain, the
intended audience of the simplified content. Also, analysis of the align-
ment level, the language phenomenon considered, as well as other metadata
included in the corpus. The aim was to discover commonalities between the
different proposals as well as highlight research opportunities.

During step (iv) new proposals may be discovered and incorporated into the
review if they meet the set selection criteria. We found 18 additional papers,
bringing the total to 49.

3 Parallel Corpora for Text Simplification

In this section, we review the relevant proposals for text simplification corpora.
Table 1 shows an overview of the materials. In Sect. A we complement this infor-
mation with references to the data. We include the name used to identify the
1 https://www.webofscience.com.
2 https://www.scopus.com.

https://www.webofscience.com
https://www.scopus.com
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corpus in the literature, the language of the content, and an overview of the
domains covered by the different corpora. Also the size in terms of the approx-
imated number of pairs of original/simplified content, the target audience, the
alignment level of the corpus, and other metadata available. They represent
requirements or decisions which drive the corpus creation process.

3.1 Corpora Language

This section comments on trends in so far as the language of the ATS corpora.
The aim is to highlight research opportunities related to the creation of resources
and tools for languages where they are presently lacking.

Data in column Language in Table 1 indicate that the majority of the cor-
pora in the area of ATS have been produced for the English language. However,
other Indo-European languages such as French, Danish, Dutch, German, Italian,
Portuguese, and Spanish are also generating interest among the research commu-
nity, albeit on a smaller scale. Work has also been conducted using the Basque
language, which is the only non Indo-European language in Western Europe [58].

To tackle low-resource setups, [17,38] proposed the use of automatically
translated corpora. This opens interesting questions on the suitability of an
approach that exploits existing simplified versions in one language to build ATS
or corpora in another.

3.2 Corpora Domain

A pattern is also manifest in terms of the domains from which the texts were
sourced. In column Domain of Table 1, we can corroborate that the vast major-
ity of the corpora analysed were from general information sources such as
Wikipedia or news media.

An important outcome from the data is the limited number of corpora related
to domains with arguably a great impact on society, such as health or public
administration [16,28,39,49,51,57]. Content that is difficult to understand may
pose an exclusion barrier for people with diverse cognitive levels, depriving them
of information they have the right to access.
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3.3 Intended Audience of the Simplified Text

As pointed out in [49] and [4] among others, a given simplification strategy
may not work for all audiences. Thus, knowing the target audience is crucial
to develop solutions that are tailored to their specific needs. In Table 1, column
Audience, we can see the different target audiences. When no explicit mention
of the audience was included, we used simple language/easy-to-read. We also
decided to keep SimpleWikipedia for the proposals using this source, despite its
intended audience being children and language learners. This is to signal the
large portion of papers using this source. When a proposal targeted more than
one audience, we counted each one separately for the statistics.

Children and language learners/non-native speakers are the most frequent
audiences for the simplified content, with 28 proposals in this group. Within
this group, 10 proposals used Simple Wikipedia, Vikidia or Klexikon as the
source for the simplified content, following the earlier work of [67].

Another large set of 23 proposals seems not to have a particular target pro-
file. In this case, simplified content was created following general simplification
guidelines, such as in [39,62] or [28].

The takeaway from this analysis is twofold. Firstly, is the lack of corpora
specialised in simplifications for people with cognitive impairments with the
exception being for Danish [36] and German [56]. Secondly, is the scarcity of
experiments where the target audience was directly involved in the development
of the corpus. Except for examples such as the Alector corpus [25], in most cases,
human evaluators outside the target group gauged the simplified material. This
is not necessarily a problem, but we hypothesise that direct assessment that
involves the target audience for whom the simplification is being done would
not only benefit the quality of the corpus but also the development of tailored
systems.

3.4 Alignment Level

The alignment between original and simplified content may benefit the develop-
ment of ATS systems. For example, text-to-text models like [66] may use sim-
plified content as a target to drive language model learning. Also, researchers
may leverage this information to better understand the simplification process,
introducing this knowledge into their systems so as to enhance the learning pro-
cess, such as in [47]. The alignment can occur at the document, phrase, sentence,
or word level, providing coarse (document level) or more fine-grained (sentence
level) information.

Table 1, column Alignment shows that most corpora are aligned at sentence
level except for Alector [25], which, to our knowledge, is aligned at the document
level.

There are two other important questions related to the alignment, namely (i)
the cardinality and, (ii) how the alignment was performed. A many-to-many car-
dinality may be desirable since it better captures the simplification process. For
example, a sentence in the simplified text may come from one or more sentences
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in the original content or vice-versa. Most works reported 1:1 alignment, with
a few exceptions such as [1,18,36,49,67] mentioning 1:N alignment at sentence
level.

The other issue is the nature of the procedure involved in building the align-
ment. A manually aligned corpus would provide more precise information since
qualified human evaluators may be the ultimate judge of the quality of the
alignment. This approach has the drawback of being resource-consuming, which
explains why only a few authors such as [4,15,16,28] report on having conducted
manually aligned sentences. Moreover, the approach seems to be more common
when the simplified version is built from scratch. It is also worth mentioning the
use of crowd-sourcing for the simplification [62] or the selection of sentences that
are the best simplifications [4].

To improve efficiency, automatic alignment speeds up corpus construction,
but at the cost of some noise. Most of the works analysed rely on automatic
alignment. Moreover, early proposals such as [7] focused on alignment, and are
included here as they worked with original-simplified content. The quality of the
alignment algorithm becomes central in works that heavily rely on automatic
alignment such as [10]. The simplified version did not come from a parallel
version but from a huge collection of texts where potential simplifications are
discovered.

3.5 Corpora Size

Concerning size, except for the corpora using Wikipedia, most of them include
only a few hundred documents or sentences, see field Size in Table 1. This small
number may be related to the alignment procedure and the simplification pro-
cess. Producing a simplified aligned corpus is a resource-consuming task. How-
ever, small-sized corpora may hinder the development of data-driven solutions
as acknowledged by [47], in particular in non-general domains such as public
administration.

3.6 Annotations and Other Metadata

Besides the alignment level, other annotations may provide valuable insights into
the simplification process. For example, knowledge about the type and frequency
of the transformation applied could highlight simplification strategies as in the
case of [11].

One possible handicap evidenced by Table 1, column Metadata is that more
than half the proposals do not include any extra annotation or metadata. This
can be explained by the fact that most of them are works using content available
beforehand. Therefore, how the simplification was done is not well documented.

In other cases, [49] and [39] provide simplification guidelines that help to doc-
ument, at least at the general level, the simplification procedure applied to the
sentences. However, information about the linguistic phenomena solved by the
simplification process is scarce. Only a few authors, such as [57] included detailed
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annotations about the transformation and where the change was done. Annota-
tion guides with a typology of the possible transformation were also described
in [15,27,50].

Illustrating the wide range of metadata that could be included, in [28] the
authors also annotated complex words plus definitions. In the case of [66], Named
Entity Recognition was performed, replacing occurrences with markers, thereby
keeping track of them. The work of [25] documented reading errors by children
with dyslexia and [5] included human evaluations about the simplicity.

In general, most corpora included only one simplification level. Among the
exceptions are the Newsela [61], One-Stop [1] and Alector [25] corpora. They
provided content with different degrees of simplification. For example, in [1] they
have different simplified versions for elementary, intermediate, and advanced
level students of English as a foreign language. In the other cases, there are
different simplifications of the content targeting the same target audience, as in
the case of the TurkCorpus [62] with 8 simplified versions of the original content.

Arguably, opportunities in this research field could be related to optimising
the annotation strategies. Despite the research community making available the
simplification instructions or annotation guidelines, the time required to do this
manually is likely to be prohibitive. Moreover, when performing complex sim-
plification it may be difficult to simultaneously map the procedure to a list of
transformation types. Thus, automatic procedures could be leveraged or pro-
posed to make the annotation process more agile, such as in [51].

Figure 1 shows an overview of the time distribution of the proposed corpora,
as well the language, domains and audience.

Fig. 1. Overview of time distribution in terms of corpora domains, language and target
audience. Proposals dealing with multiple options appear as separate points.
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4 Conclusions and Future Research

The overall conclusion of this review of forty-nine papers that present parallel
corpora for ATS for European languages is that despite there being 24 official
languages of the European Union3, we only encountered seven of them with
papers that present ATS parallel corpora at the time of conducting the review.
Surprisingly, for German and French, both procedural languages of the European
Union, our search identified 7 and 4 text simplification resources, respectively.
Moreover, these resources were not specifically produced for cognitive accessibil-
ity to aid collectives with cognitive impairment. They were produced for non-
native speakers, children, or as simple language generally that was not tailored to
meet the needs of distinctive collectives, as indicated in Table 1. Moreover, most
of the corpora in the seven official EU languages represented, apart from English,
include only a few hundred documents, which hinder the development of data-
driven solutions. The only exceptions are very few corpora whose sources were
encyclopaedias, such as Wikipedia, or general news or health science sources.

There are four other main conclusions that stem from the corpora review in
relation to the criteria assessed in Table 1. Firstly, is the lack of resources that
address ATS aimed at domains that are important for social inclusion such as
health and public administration. On a positive note, the few corpora in these
specific domains of health and public administration have been proposed within
the last five years. Indeed, almost 51% of all the reviewed corpora are from the
last five years, highlighting growing interest in the field.

Secondly, is a scarcity of parallel corpora whose intended audience is people
with mild-to-moderate cognitive impairment with only two identified corpora
in Danish [36] and German [56]. However, a potential drawback is that these
corpora, as well as most of the other proposals, were collected from general
sources such as Simple Wikipedia or news media. As [4,43] noted, such a general
source may not be suitable for audiences with special needs.

Thirdly, is the lack of experiments where the target audience was directly
involved in the development of the corpus. When human evaluators were used to
assess the simplified material, they were in the main outside the target group for
whom the simplified corpus was being constructed. While this may not always
be a problem, we consider, in line with [29], that direct assessment by the target
audience would not only benefit the quality of the corpus but also the develop-
ment of more effective tailored systems.

3 https://european-union.europa.eu/principles-countries-history/languages_en.

https://european-union.europa.eu/principles-countries-history/languages_en
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Fourthly, more than half of the proposals do not include any extra annotation,
thereby lacking in terms of adequately documenting how the simplification was
done, or the linguistic phenomenon tackled by the simplification.

Reflecting on other types of annotations that were not included in the vast
majority of the corpora reviewed may provide valuable insights into the simpli-
fication process. For example, knowledge about the type and frequency of the
transformation applied could identify the most frequent simplification strategies
such as in the work of [11]. Moreover, an opportunity exists in this research field
related to optimising annotation strategies as the time involved in manually
annotating corpora lacks resource efficiency. Thus, future strategies to advance
the field of ATS could leverage automatic procedures to make the annotation
process more agile, such as in the work of [51].

Finally, the present corpora review indicates that we need to develop more
datasets for languages that are poorly resourced in the field of corpora for ATS,
like Spanish, French, and Italian, as well as many other languages of the EU.
Moreover, to aid cognitive accessibility across Europe, and thereby social inclu-
sion, resources should be deployed towards constructing large corpora sourced
from domains, such as public administration and public health, that are highly
relevant for social inclusion.
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A Appendix

(See Table 2).

Table 2. Corpora Availability details on accessed date

No Source Source Accessed Date

1 [7] http://www.cs.columbia.edu/~noemie/alignment 2023-03-01
2 [44] not publicly available to our knowledge 2023-03-01
3 [3] not publicly available to our knowledge 2023-03-01
4 [18] https://github.com/sidleal/porsimplessent 2023-03-01
5 [67] https://tudatalib.ulb.tu-darmstadt.de/handle/tudatalib/2447 2023-03-01
6 [10] not publicly available to our knowledge 2023-03-01
7 [19] https://cs.pomona.edu/~dkauchak/simplification 2023-03-01
8 [60] https://homepages.inf.ed.ac.uk/mlap/index.php?page=resources

(broken link)
2023-03-01

9 [36] not publicly available to our knowledge 2023-03-01
10 [20] not publicly available to our knowledge 2023-03-01
11 [34] https://cs.pomona.edu/~dkauchak/simplification 2023-03-01
12 [35] not publicly available to our knowledge 2023-03-01
13 [53] not publicly available to our knowledge 2023-03-01
14 [11] not publicly available to our knowledge 2023-03-01
15 [12] not publicly available to our knowledge 2023-03-01
16 [40] not publicly available to our knowledge 2023-03-01
17 [43] https://dialrc.org/simplification/data.html (broken link) 2023-03-01
18 [52] not publicly available to our knowledge 2023-03-01
19 [15] http://www.italianlp.it/resources/terence-and-teacher 2023-03-01
20 [61] https://newsela.com/data 2023-03-01
21 [13] https://www.cnr.it/en/institutes-databases/database/1027/paccss-it-

parallel-corpus-of-complex-simple-sentences-for-italian
2023-03-01

22 [33] https://github.com/tmu-nlp/sscorpus 2023-03-01
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Abstract. Aspect-Based Sentiment Classification (ABSC) models are
increasingly utilised given the surge in opinionated text displayed on the
Web. This paper aims to explain the outcome of a black box state-of-the-
art deep learning model used for ABSC, LCR-Rot-hop++. We compare
two sampling methods that feed an interpretability algorithm which is
based on local linear approximations (LIME). One of the sampling meth-
ods, SS, swaps out different words from the original sentence with other
similar words to create neighbours to the original sentence. The second
method, SSb, uses SS and then filters its neighbourhood to better bal-
ance the sentiment proportions in the localities created. We use a 2016
restaurant reviews dataset for ternary classification and we judge the
interpretability algorithms based on their hit rate and fidelity. We find
that SSb can improve neighbourhood sentiment balance compared to SS,
reducing bias for the majority class, while simultaneously increasing the
performance of LIME.

Keywords: aspect-based sentiment classification · explainable
artificial intelligence · sampling methods

1 Introduction

In today’s world, the amount of opinionated text shared on the Web is growing
at unprecedented speeds. All of this text can be very valuable in gauging the
public’s perception of a given topic and thus allowing a brand to learn more
about their customers to improve an existing product or service [3]. Sentiment
analysis [6] has also been shown to be useful for consumers trying to make
more informed decisions, allowing them to evaluate a given product or service
more holistically, based on the aggregated opinions of many past customers [17].
A subfield of sentiment analysis is Aspect-Based Sentiment Analysis (ABSA)
where the sentiment is computed with respect to aspects of the entity of interest
[15]. ABSA comprises two steps: Aspect Detection (AD), which determines the
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aspects [18], and Aspect-Based Sentiment Classification (ABSC), which deter-
mines the sentiment related to the previously discovered aspects [1]. We focus
on ABSC. The main downfall of deep learning models for ABSC is their black
box nature. Interpretability algorithms aim to solve this issue.

This paper aims to explore a state-of-the-art deep learning model, used for
ABSC using one interpretability technique and two sampling methods on a
restaurant reviews dataset. [19] introduces the Hybrid Approach for ABSA using
BERT embeddings (HAABSA++), which is the basis of our work through its
back up algorithm, LCR-Rot-hop++ (Left-Centre-Right separated neural net-
work with Rotatory attention repeated for a number of iterations). We focus on
LCR-Rot-hop++ due to its good performance.

We group interpretability algorithms by the taxonomy proposed by [9]. We
split the algorithms into intrinsic or post-hoc, and local or global. We analyse
post-hoc algorithms because an intrinsically interpretable Deep Neural Network
(DNN) would suffer greatly in terms of accuracy. Then, we aim for local inter-
pretability algorithms as our main goal is to explain to an individual the result
produced by the model. In use cases such as these, a global approach may offer an
interpretation which is too vague or even not applicable to the individual request-
ing an explanation. Thus, we employ post-hoc, local interpretability algorithms.

Furthermore, the chosen interpretability algorithm should require creating a
local neighbourhood of instances around the prediction it aims to explain. This
allows it to cater better to the instances explained locally, as methods that do
not use a local neighbourhood have difficulties in gaining valuable insight in
individual outcomes. Additionally, the sampling methods should feed the inter-
pretability algorithm with roughly equal proportions of class instances, in our
case, negative, neutral, and positive sentiment opinions. This is important as oth-
erwise, the DNN becomes biased towards the majority class. Therefore, using a
local neighbourhood and making sure to balance the sentiment proportions of
its instances should increase the performance of the interpretability algorithm.

The central research question is thus “Which sampling method and post-hoc,
local classifier configuration is best suited to increase the interpretability of LCR-
Rot-hop++?”.

We consider one interpretability technique that satisfies our desired proper-
ties: Local Interpretable Model-Agnostic Explanations (LIME) [12]. We intro-
duce two sampling methods that are used by the interpretability algorithm:
Similarity-based Sampling (SS), which is similar to the method introduced by
[12], and Similarity-based Sampling with balanced sentiment (SSb), which is an
extension of SS. Our goal in this paper is to Sample and Interpret LCR-Rot-
hop++ (SI-LCR-Rot-hop++), in order to gain insight into the model predic-
tions.

SS works by changing a given percentage of the words in the initial sen-
tence x with other words in the embedding space that are similar (i.e., words
between which the distance in the embedding space is relatively small). SSb fil-
ters the neighbours of x based on the sentiment they show when being fed into
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LCR-Rot-hop++, aiming to get as close as possible to creating neighbourhoods
that are of equal size for each of the three labels.

Our first contribution stands in increasing the class balance using SSb and
a tuned version of SSb. The second contribution stands in improving the per-
formance of LIME, especially as we perform sensitivity analysis on a key hyper-
parameter of our sampling methods. We gain a better understanding of what
factors have a positive impact on LIME, allowing us to optimise its results, simul-
taneously improving its neighbourhood class balance and performance. The code
for our paper is written in Python 3.6.5 and made publicly available on GitHub,
https://github.com/VladMiron00/SI-ABSA.

This paper is structured as follows. Section 2 discusses the development of
our base model, as well as our interpretability technique, positioning them in the
literature. Section 3 shows the characteristics of our data. Section 4 presents in
more detail the base deep learning model, sampling approaches, interpretability
algorithm, and evaluation measures used. Section 5 discusses the results obtained
by our sampling approaches, interpretability algorithm, and performs sensitivity
analysis on an influential hyperparameter of our sampling methods to improve
the class balance and performance of our interpretability algorithm. Lastly,
Sect. 6 gives our conclusion and suggestions for future work.

2 Related Works

This section showcases the latest developments regarding the topics researched.
Subsection 2.1 reviews the current literature surrounding ABSC. Subsection 2.2
presents adjacent work regarding the black box interpretability algorithms used.

2.1 Aspect-Based Sentiment Classification

Aspect-Based Sentiment Analysis (ABSA) aims to capture the sentiment of
aspects discussed in text [15]. It includes the steps of Aspect Detection (AD)
responsible for finding the discussed aspects [18] and Aspect-Based Sentiment
Classification (ABSC) responsible for determining the sentiment concerning the
previously discussed aspects [1]. We focus on ABSC and assume the aspect to
be given.

In previous work, [16] took an ontology approach to ABSC. Observing how
the ontological approach failed from time to time in detecting the sentiment,
researchers proposed using a deep learning model as a backup, employing a
hybrid approach to solve the shortcomings of ABSC, also known as the Hybrid
Approach for ABSA (HAABSA) [20]. The first version of what would become
the backup DNN of HAABSA was introduced by [21] under the name of LCR-
Rot, which stands for Left-Centre-Right separated neural network with Rotatory
attention. This DNN splits the sentence into the target (which is the centre or
the aspect) and its left and right contexts, assigning weights to the words in the
different parts of the sentence based on how important they are with regard to
the target.

https://github.com/VladMiron00/SI-ABSA
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Then, [20] applied an improved version of LCR-Rot, LCR-Rot-hop, which
iterates over the rotatory mechanism of LCR-Rot multiple times to ensure con-
sistency. The latest HAABSA extension is presented by [19] as LCR-Rot-hop++,
which improves LCR-Rot-hop by adding a hierarchical attention layer to DNN.
Furthermore, LCR-Rot-hop++ changes the context-independent word embed-
dings of LCR-Rot-hop to the context-dependent BERT embeddings. This allows
LCR-Rot-hop++ to better deal with word polysemy.

2.2 Black Box Interpretability Algorithms

Based on the current literature we note that the interpretability of deep learning
attention models for ABSC has not been studied to a large extent [2,4,14].

That said, diagnostic classification has been tried on HAABSA, namely with
the contribution of [8]. This implementation used LCR-Rot-hop as the backup
for the ontological approach. Its findings show that context representation is the
main factor in determining the relations between the target and other words
in the sentence. Furthermore, the performance of the model determining the
sentiment value shown concerning the target does not greatly vary along with
the 10 iterations (hops) that were implemented. [5] conducts a similar study and
obtain comparable results, using LCR-Rot-hop++ instead of LCR-Rot-hop.

An interpretability algorithm which satisfies our desired characteristics is the
Local Agnostic attribute Contribution Explanation (LACE) [10]. This rule-based
algorithm brings interpretability to a prediction by analyzing the joint effect of
subsets of features that can be formed out of the initial feature pool on the
model outcome. This model is local because the prediction to be explained is in
the vicinity of the feature value subsets chosen. We eliminate LACE from our
analysis because it uses an ad-hoc method to generate its classifiers.

Another interpretability algorithm that fits our desired properties was intro-
duced by [13], being named Anchor. Anchor is a rule-based method that works
by selecting a set of instances in the neighbourhood of the instance we want to
explain. It assesses which features in the set of local instances are most influen-
tial. We eliminate Anchor from our analysis because of its slow convergence.

[7] proposes SHAP, a method that works using the principles of cooperative
game theory. SHAP calculates a coefficient that shows how important a feature
is for each subset of features it can be included in and then averages out the
importance coefficient over all possible subsets. We exclude this approach from
our analysis because it does not make use of a neighbourhood sampling method.

3 Data

The data used in this paper follows the preprocessing rules and manipulations
of [19], using the same SemEval 2016 Task 5 Subtask 1 Slot 3 dataset [11].

The descriptive statistics of the sentences remaining after preprocessing are
presented in Table 1, where train and test data represent the basis of our anal-
ysis. The sentences which could not be classified by the ontology approach are



Explaining LCR-Rot-hop++ Using Post-hoc Local Classifiers 83

Table 1. Sentiment labels within the filtered SemEval 2016 datasets.

Dataset Negative Neutral Positive Total

Freq. % Freq. % Freq. % Freq. %

Train data 489 26 72 3.8 1319 70.2 1880 100

Test data 135 20.8 32 4.9 483 74.3 650 100

Rem. test data 82 33 22 8.9 144 58.1 248 100

Used test data 8 32 2 8 15 60 25 100

collected in “remaining test data”, which is the dataset that LCR-Rot-hop++
should run on as a backup for the ontology. To avoid long run times (as each
instance requires its own local model) we create a smaller dataset that emulates
“remaining test data”. Thus, “used test data” aims to have similar sentiment pro-
portions to “remaining test data”, while trimming down the number of instances
from 248 to 25. The dataset “used test data” is fed in all LCR-Rot-hop++ runs.

As the positive class is present in a clear majority of instances, it causes the
ontological approach to disproportionately classify incorrectly the neutral and
negative instances within the test sample. This created bias for the majority class
explains why neutral and negative sentiment sentences increase in proportion
within “remaining test data”.

4 Methodology

In this section, we present the methods behind the analysed ABSC model. Sub-
section 4.1 presents this paper’s chosen model for ABSC, LCR-Rot-hop++. We
explore LCR-Rot-hop++ using different sampling methods applied on the inter-
pretability algorithm. Subsection 4.2 shows the sampling methods used by our
interpretability algorithm. Subsection 4.3 discusses the used interpretability algo-
rithm. Lastly, Subsect. 4.4 presents evaluation measures for the sampling meth-
ods and interpretability algorithm.

4.1 LCR-Rot-hop++

As [19] describes, LCR-Rot-hop++ splits the input (a sentence), into three parts:
the left context, the centre, and the right context. The centre is the aspect target
value of the sentence, having T words, where T may be larger or equal to 1.
A sentence may look like “this restaurant is amazing”, where “this” is the left
context, “restaurant” is the target, and “is amazing” is the right context. These
words are then embedded using BERT, a method based on transformers.

Next, three Bidirectional Long Short-Term Memory (Bi-LSTM) models are
used, each Bi-LSTM corresponding to a different part of the sentence. The system
consists of four parts: the left and right contexts which are used to obtain one
target representation for the left context and another target representation for
the right context, and the two target representations which are used to produce
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the left and right context representations. The rotatory attention mechanism
is continuously used to change the representation of the different parts of the
sentence for the hierarchical attention mechanism, which takes them as input
and weights them. After attaining these four weighted representations, LCR-
Rot-hop++ proceeds to feed them back into the rotatory attention mechanism
and weigh them again using the hierarchical attention mechanism for the desired
number of iterations.

After the last rotation, the final representations of the four parts are used as
input for the Multi-Layer Perceptron (MLP). The MLP uses a softmax function
to output the aspect-level sentiment predictions.

4.2 Sampling Methods

As the “S” in SI-LCR-Rot-hop++ suggests, the sampling methods are a key
part of our paper. Their existence is required for the approach of LIME, as it is
based on creating a local neighbourhood around the prediction x ∈ X (X is the
set of instances) that it aims to explain. The neighbourhood it creates is denoted
as Zx, where z ∈ Zx is a perturbed sample, being similar to x in many regards,
except for a couple of features which are changed. The feature changes refer to
swapping one or more words f from the original sentence x with other words
that are similar out of the set of F features which compose the used SemEval-
2016 restaurant reviews datasets. We create local neighbours by changing words
(features) only in the left or the right context of the original sentence x.

Since a sentence x is originally represented as a sequence of word embeddings,
we change its format to input it into our algorithms. We achieve this by using the
modified x′ instances, which are a binary representation of x indicating which
features f ∈ F are contained within the sentence x, x′ ∈ {0, 1}|F |.

Algorithm 1 shows how interpretability algorithm mx (in our case LIME)
functions for any given instance x ∈ X. The explanation that algorithm mx

provides for x is denoted ξm(x). The neighbourhood size Zx is denoted as nx.

Algorithm 1. Using mx to explain prediction of b(x)
Arguments of method: Black box model b, interpretation model mx, instance x ∈ X, desired
neighbourhood size nx

Z′
x ← ∅

for i ∈ {1, 2, ..., nx} do
z′
i ← apply sampling method on(x)

Z′
x ← Z′

x ∪ z′
i

end for
ξm(x) ← mx(Z

′
x, b)

return ξm(x)

The size of the neighbourhoods created by the Similarity-based Sampling
method (SS) and the Similarity-based Sampling method with balanced senti-
ment (SSb) differ, as SS creates neighbourhoods of 5000 local instances, while
SSb trims down the initial, larger, neighbourhood created by SS to a balanced
neighbourhood of 150 perturbations for each instance x.
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4.2.1 Similarity-Based Sampling Method
LIME needs to have a neighbourhood of local instances generated around an
input instance. The Similarity-based Sampling (SS) method is similar to that of
[12]. It works by analysing the embedding space for each word w1 in sentence
x and finding another similar word. The first step in this task is assigning a
POS tag to the elements of set F , consisting of all the different words in the
SemEval-2016 datasets. The possible tags are noun, verb, adjective, adverb,
adposition, and determiner. Assuming the same POS tag for w1 and w2, the
distance between the 2 words is calculated by the formula:

D(w1, w2) = 1 − w1 · w2

||w1||||w2|| . (1)

Algorithm 2 generates a local instance z′ for any x ∈ X via SS. We transform
the local instance z to attain the binary representation of the instance, z′.

Algorithm 2 . Using SS to generate a local instance z′ for instance x
(apply SS(x))

Arguments of method: instance x ∈ X
z ← ∅
for w1 ∈ x do

change boolean ← change function(change probability)
if change boolean is True then

distances ← ∅
for w2 ∈ F do

distances ← distances ∪ D(w1, w2)
end for
top n words ← pick top n words(distances)
z ← z ∪ picking algorithm(top n words)

else
z ← z ∪ w1

end if
end for
z′ ← transform(z)
return z′

Algorithm 2 changes the words in the left and the right contexts of the original
instance x with other words in the dataset which are similar. It iterates through
each word w1 ∈ x, deciding if it has to replace said word or not.

A higher change probability suggests that more words in any given sentence
x are going to be replaced with other words from the dataset. If the decision is to
not change the current word in the sentence, the perturbed instance z receives
the original word w1. If the decision is to change the current word, we start
this process by calculating the distances between word w1 and all of the other
words in its embedding space, words contained in F . Note that the original word
w1 is included in the pool of words which may be chosen for its replacement,
meaning that a change probability of 100% does not guarantee that all words
in all perturbations are different to the ones in the original instance.

Next, we create the ranking top n words, where words that are closer to
w1 rank higher. We need to pick out one word from top n words. This ranking
shows which words are closest to w1, assigning a probability to each word.
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Said probability is decided by the picking algorithm, which is set for a
weighted pick. The weight is given based on the ranking, where words closer
to the first position in the ranking receive a higher weight and are thus more
likely to be picked. We consider the word chosen a suitable replacement for w1

in sentence x as it is contextually similar and grammatically identical to w1.
After iterating through the words in x we attain the perturbed sentence z,

which we transform into binary format and return as z′, that is output.

4.2.2 Similarity-Based Sampling Method with Balanced Sentiment
Similarity-based Sampling method with balanced sentiment (SSb) builds on top
of SS by aiming to solve its main issue. Because SS creates local instances for x ∈
X by replacing words in x with other similar words, the created neighbours are
bound to be similar to x, and thus to get the same label as the original instance.
Since the original dataset contains a clear majority of positive labelled instances,
this sentiment distribution is likely to carry over to the local instances that SS
creates, possibly affecting the performance of the interpretability algorithms due
to the bias that class imbalance creates for the majority class.

SSb aims to solve this issue and provide LIME with a more balanced set of
instances to train on, achieving this by taking into account the sentiment of the
neighbours created when choosing whether to keep them or not (Algorithm3).

Algorithm 3. Using SSb for LIME to create a balanced neighbourhood Zb′
x for

instance x
Arguments of method: instance x ∈ X
Zx ← ∅
Zb

x ← ∅
M ← 0
SS neigh size ← 5000
SSb neigh size ← 150
while M < SS neigh size do

z′ ← apply SS(x)
z ← transform(z′)
Zx ← Zx ∪ z
M ← M + 1

end while
neighs sentiments ← get sentiments(Zx)
chosen perturb ← get balanced perturb(neighs sentiments, SSb neigh size)
for z ∈ Zx do

if z ∈ chosen perturb then
Zb

x ← Zb
x ∪ z

end if
end for
Zb′

x ← transform(Zb
x)

return Zb′
x

Zb
x is the balanced neighbourhood of instance x. This neighbourhood is

obtained by filtering the original, larger, neighbourhood of Zx. Zx is cre-
ated using Algorithm 2 (called by apply SS(x)) and it contains SS neigh size
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(5000 in this paper) perturbations. In SSb, we trimmed down the neighbour-
hood size of SS to a balanced, smaller, neighbourhood of SSb neigh size (150)
perturbations.

We obtain the unbalanced neighbourhood of SS neigh size instances by iter-
atively applying the SS algorithm and saving its output. Then, we run LCR-
Rot-hop++ to obtain the sentiment predictions for each perturbation created
for instance x, using the function get sentiments(Zx). We store the results in
a counter vector, neighs sentiments, which shows how many perturbations of
each sentiment correspond to an instance x. This vector is then fed into the
get balanced perturb() function along with the balanced neighbourhood size to
determine how many perturbations of each sentiment we should keep. Ideally, for
an original neighbourhood of 5000 instances and a balanced neighbourhood of
150 instances, we should have at least 50 perturbations of each of the three sen-
timents in the original neighbourhood. This would allow us to obtain a balanced
neighbourhood of roughly 33.3% of each sentiment.

Last, we iterate through the original set of perturbations Zx and pick out
based on the indexes saved in chosen perturb the local instances that we add to
the balanced set Zb

x. We return this set of neighbours in binary format.

4.3 LIME

This section discusses the second component of SI-LCR-Rot-hop++, our inter-
pretability method, namely LIME [12]. LIME is a popular model-agnostic inter-
pretability algorithm which samples instances in the neighbourhood of x and
applies a linear approximation to said instances to attain a model that performs
similarly on a local level to the original black box.

For our paper, we are dealing with a ternary classification problem with
the classes K = {−1, 0, 1}, corresponding to negative, neutral, and positive
sentiments, respectively. The underlying interpretable model g is log-linear, as
the method used is the multinominal logistic regression. It works by training 3
(|K|) binary classification models g(k)(x) for each instance x ∈ X, corresponding
to the 3 combinations possible when you consider one of the |K| classes, k, as
the benchmark and you group the other 2 classes under kc. Its formula is:

g(k)(x′) = ln(Pr[b(x) = k|x]) = β
(k)
0 +

∑

j∈F

β
(k)
j x′

j − ln(L). (2)

The binary form representation of the instance we aim to explain is x′. The
interpretable model computes the natural logarithm of the probability that the
black box model classifies x as the sentiment k (k ∈ K). β

(k)
j with j ∈ F

represents the marginal effect of feature j on the binary sentiment classification
of x. L is the normalization term, explicited as

∑
k∈K eβ(k)x′

with β(k) denoting
the vector that contains the set of all coefficients β

(k)
j with j = {0, 1, ..., |F |}.

We can draw interpretability insight from these marginal effects, with the
mention of keeping the number of marginal effects chosen limited. We select a
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maximum of S features with the highest influence to be included in the inter-
pretability model. The influence of feature j (ej) is calculated as the sum of
the absolute marginal effects of feature j on classes k ∈ K, ej =

∑
k |β(k)

j | with
k = 1, 2, 3.

The interpretation brought by LIME stands in the set S of marginal effects,
corresponding to the top |S| out of |Fx| most influential features of Fx (Fx being
the set of words in sentence x). To determine this set of marginal effects we
apply a weighted multinominal logistic regression trained on Zx according to
Eq. 2. The neighbourhood of x, Zx, is generated via SS or SSb and the weights
attributed to the local instances included in the neighbourhood depend on the
proximity of the perturbations z′ to x, πx, which is defined by an exponential
kernel, πx(z) = exp(−D(x, z)2/σ2). σ is the width of the kernel and D(x, z) is
the distance function applied on the word embeddings of instances x and z.

4.4 Performance Evaluation

Subsubsection 4.4.1 presents an instance evaluation measure for the sampling
methods picked and Subsubsect. 4.4.2 shows evaluation measures for LIME.

4.4.1 Measure for the Sampling Methods
As previously discussed, achieving balanced labels within the neighbourhoods
created using SS and SSb is important in training an unbiased model.

One way to quantify the degree of overall balance within our neighbourhoods
is by computing the entropy, calculated as follows:

Entropy = −
∑

k

p(k) log2 p(k), (3)

where p(k) is the proportion of sentences labelled as k ∈ K. The higher the
entropy, the better the balance of sentiments, as the highest entropy value is
achieved when roughly 33.3% of the sentences are of each sentiment.

4.4.2 Measures for LIME
The first performance measure is the hit rate, which shows how often the inter-
pretable model mx, trained in the neighbourhood of instance x, and the black
box model b give the same prediction for a given instance x ∈ X. It is calculated
as the number of times b and mx match their predictions for x ∈ X over the
cardinality of X (X being the set of sentences we create neighbourhoods for).
This indicates that a larger hit rate is better.

Another quantitative performance measure is the fidelity, which shows how
often the interpretable model mx and the black box model b give the same
prediction for a local instance in Zx. It is calculated as the number of times b
and mx match their predictions for all instances x and their perturbations over
the cardinality |Zx| ∗ |X|. A larger fidelity value is better.

A high value is needed for both the hit rate and fidelity to ensure that the
interpretability model is true to the original black box. To judge the balance



Explaining LCR-Rot-hop++ Using Post-hoc Local Classifiers 89

Table 2. Sentiment proportions given the sampling methods.

SI Comb. Negative Neutral Positive Entropy Value

Freq. % Freq. % Freq. %

SS for LIME 42737 34.2 410 0.3 81853 65.5 0.95

SSb for LIME 1219 32.5 221 5.9 2310 61.6 1.2

between the hit rate and the fidelity we propose to use the harmonic mean
of the two. This measure is used as a proxy for the overall performance of the
configuration ran, with a higher value being better. The formula for the harmonic
mean in our case is:

Harmonic Mean =
2

1
Hit Rate + 1

Fidelity

. (4)

5 Results

In this section we present the results of our proposed method evaluation. Subsec-
tion 5.1 evaluates our proposed sampling methods with regards to the sentiment
proportions created. Subsection 5.2 compares the hit rate and fidelity achieved
by LIME under different sampling methods. Subsection 5.3 performs sensitiv-
ity analysis on a key hyperparameter of our sampling methods to improve the
tuning of SSb and the performance of LIME using SSb.

5.1 Sampling Methods

The results in Table 2 correspond to LCR-Rot-hop++ classification aggregated
over the 25 instances x ∈ X from “used test data” and their respective neigh-
bours. The sampling methods need to be run for LIME, which gets fed 5000
local instances for each sentence x for SS and 150 local instances for SSb. The
change probability is set to 50%.

Table 2 shows how SSb impacted the proportions of sentiment labels for LIME
compared to SS. The number of negative and positive labelled sentences gets
marginally decreased, while the neutral category is increased almost twenty times
in frequency (from 0.3% to 5.9%). Thus, the entropy increases from 0.95 under
SS to 1.2 under SSb, showing the overall improvement in label balance.

5.2 Interpretability Algorithms

To find the best sampling method configuration for LIME, we measure the hit
rate and fidelity, as shown in Table 3. We calculate the harmonic mean to judge
the overall performance of a given configuration.

Looking at the harmonic mean of the hit rate and the fidelity, we notice SSb
performing better than SS. The reduced sample used, containing 25 out of the
248 sentences, may be the reason for values of 100% for the hit rate.
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Table 3. Hit rate and fidelity of LIME given the sampling methods.

SI Combination Hit Rate % Fidelity % Harmonic Mean %

LIME with SS 100 90.1 94.8

LIME with SSb 100 91.1 95.4

Fig. 1. Sensitivity analysis of SSb for the sentiment distribution under LIME, x-axis
shows the value of change probability in presented run.

5.3 Sensitivity Analysis

In the previous sections, we find that SSb is a useful extension, being able to
improve both the class balance, measured by the entropy, and the hit rate and
fidelity judged jointly using the harmonic mean. We are now interested if we are
able to bring a further beneficial effect to our interpretability algorithm by itera-
tively altering an influential hyperparameter, change probability, with the intent
of finding out what value brings the best results. We use change probability with
values from 10% to 100% with 10% increments for LIME with SSb. We do not
perform this analysis for SS because we have observed how it underperforms
both in terms of class balance and performance measures compared to SSb.

Figure 1 shows an increasing trend for the class balance of LIME as the
change probability shifts from 10% to 90%, where it achieves its peak entropy
of 1.25. The results up to the run using a 90% change probability show that
altering the original sentence x to a larger extent leads to neighbouring sentences
that are more likely to receive labels different from the label of x (more diverse).

The unexpected result is in the last run, using a probability of changing
the words of 100%, where we notice a slight decrease in the balance of sen-
timents compared to the run using 90%, as entropy drops from 1.25 to 1.24.
It seems that as the hyperparameter of interest reaches high values, the bal-
ance of sentiments becomes a matter of chance. Therefore, it is possible that as
the change probability exceeds 90%, the impact on the balance of sentiments
becomes unpredictable, as it may improve or not across runs or datasets.

Figure 2 shows the impact of the varying change probability on the fidelity
and hit rate of LIME, measures which are summed up using the harmonic mean.
There is a clear up trend in the performance of the models as the mentioned
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Fig. 2. Sensitivity analysis of SSb for the quantitative measures of LIME, x-axis shows
the value of change probability in presented run.

hyperparameter increases in value. Thus, a more diverse neighbourhood improves
performance. A peak harmonic mean of 96.2% is reached for a change probability
of 70%.

One interesting observation regarding Fig. 2 concerns the fact that a trade
off between the hit rate and the fidelity appears as the probability to change a
feature increases. This is to be expected as higher probabilities of changing a
word imply a more diverse set of neighbours in terms of the range of vocabulary.
Thus, as the sentences in the neighbourhood Zx start to differ more from x, LIME
gets less trained to recognize and correctly classify x, reducing the hit rate. At
the same time, LIME gets used to training on a broader range of neighbours,
recognizing the varying sentiments they have, leading to an increase in fidelity.

Another interesting observation about Fig. 2 is that the benefit of increasing
the word replacement probability ceases to exist as the probability to change
a word reaches or exceeds 80%. Although more word replacements create more
diverse sentences and more balanced label proportions, from about 80% word
replacement probability onward, the perturbed sentences start to not make as
much grammatical or contextual sense as before.

For example, given a word replacement probability of 100%, the sentence
“the owner is belligerent to guests that have a complaint.” (where “owner” is the
target) turned in one of the perturbations into “an owner was belligerent about
drinks which use the disappointment.”. In contrast, for a change probability of
50%, one perturbation looked like “this owner is belligerent to people that make
a request.”. This is just an anecdote, but it goes to show that using high feature
changing probabilities risks creating neighbours which are not representative
of a real review left by a customer, reducing the performance obtained by the
interpretability algorithm.

To conclude on our results concerning LIME, it seems that in our runs a
change probability of 70% is optimal, as it reaches the best value for the har-
monic mean, while drastically improving sentiment balance compared to SS. To
be exact, the class balance measured by the entropy increases from 0.95 under
SS to 1.23 under tuned SSb. Further, the harmonic mean of the hit rate and the
fidelity increases from 94.8% under SS to 96.2% under tuned SSb.
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6 Conclusion

In this work, we propose SSb, an extension of a sampling method (SS) to
improve the balance of sentiments of the sentences that the interpretability
algorithm (LIME) uses. We further improve the performance of LIME by per-
forming sensitivity analysis on a key hyperparameter for the sampling methods,
change probability. We measure sentiment balance using the entropy and the
model performance using the harmonic mean of the hit rate and fidelity. We find
optimal results by setting the change probability at 70% when running SSb.
This configuration yields an increase in the entropy (and thus in the class bal-
ance) from a value of 0.95 under SS to 1.23 under tuned SSb. The harmonic
mean increases from 94.8% under SS to 96.2% under tuned SSb. Thus, we man-
age to find a configuration that improves both the class balance and the model
performance simultaneously for LIME.

A possible future research opportunity lies in further improving the method
of balancing sentiment proportions of the perturbations. This may be achieved
by using both BERT embeddings and sentiment-aware BERT embeddings. The
sampling method may replace a word in sentence x only with another word that
is close in the BERT embedding space (being a contextually feasible replace-
ment) and far in the sentiment-aware BERT embedding space (increasing the
chance that the replacement will change the original sentiment label attributed
to the sentence). This way, we will build on purpose rather than by chance per-
turbations which are not only suitable neighbours given the context but also
diverse in sentiment.
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5. Kunal, G., Frasincar, F., Truşcă, M.M.: Explaining a deep neural model with hier-
archical attention for aspect-based sentiment classification. In: Di Noia, T., Ko,
I.Y., Schedl, M., Ardito, C. (eds.) ICWE 2022. LNCS, vol. 13362, pp. 268–282.
Springer, Cham (2022). https://doi.org/10.1007/978-3-031-09917-5 18

6. Liu, B.: Sentiment Analysis: Mining Opinions, Sentiments, and Emotions, 2nd edn.
Cambridge University Press, Cambridge (2020)

7. Lundberg, S.M., Lee, S.I.: A unified approach to interpreting model predictions. In:
31st Annual Conference on Neural Information Processing Systems (NIPS 2017),
vol. 30, pp. 4765–4774 (2017)

http://arxiv.org/abs/1808.00033
http://arxiv.org/abs/1802.01933
https://doi.org/10.1007/978-3-031-09917-5_18


Explaining LCR-Rot-hop++ Using Post-hoc Local Classifiers 93
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Abstract. Privacy policies are the main sources of information for Internet users
on how organizations gather, use, and share personal data. However, most con-
sumers find it difficult to read and become unaware of the content. To simplify it
for consumers, an automatic technique verifies whether websites and applications
comply with the established privacy and data protection laws in companies world-
wide. The implementation of the Personal Data Protection Law (PDPL) in the
Kingdom of Saudi Arabia (KSA) was effective on March 23, 2022. To the best of
our knowledge, checking the compliance of Saudi websites with the PDPL has not
yet been addressed. Hence, this project aims to automatically analyze the compli-
ance ofKSAprivacy policieswith PDPLusingMachineLearning andDeepLearn-
ing techniques. We manually extracted and annotated a dataset of privacy policies
from 1000 Saudi websites belonging to seven sectors. The Logistic Regression
technique was used as the baseline model to train the dataset along with other
classifiers, including Naïve Bayes, Support Vector Machine, Long Short-Term
Memory (LSTM), Feed-Forward Neural Network (FFNN), ARABERT, MAR-
BERT, and CamelBERT. The results show that both MARBERT and CamelBERT
models achieved the best performance with a micro-average F1 score of 0.93,
compared to the baseline approach and other models.

Keywords: Privacy policies · Personal Data Protection Law · Corpus Analysis ·
Saudi websites · Text Classification

1 Introduction

The rapid increase in data volume has introduced a continuous excess in the collection
of personal data required by websites, leading companies worldwide to prioritize data
protection. Personal data are any information that relates to a person and can directly or
indirectly identify them, including the individual’s name, date of birth, email address, etc.
(Javed et al. 2020). Any organization that collects the personal information of individu-
als must have a privacy policy that states how they gather and process this information
(Wilson et al. 2016). Privacy policies are required by privacy regulations and tend to be
lengthy legal documents that are often difficult for users to understand (Bannihatti Kumar
et al. 2020). There are many well-known data protection regulations in the world, such
as the General Data Protection Regulation (GDPR)1 of the European Union. In addition,

1 https://gdpr.eu/what-is-gdpr/ [Date Accessed 20/3/2023].
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Canada’s federal data protection law is the Personal Information Protection and Elec-
tronic Documents Act (PIPEDA) (Xu 2021). As well as China’s Personal Information
Protection Law (PIPL) andmany other international regulations regulate how businesses
collect, process, and store personal data in a legally compliant manner.

The Personal Data Protection Law (PDPL) was the first data protection law in the
Kingdomof SaudiArabia (KSA). The features of PDPLare consistentwith the principles
of GPDR and other international data protection laws and differ in some unique aspects,
such as taxes, notifications, data transfer, and other restrictions (Kablawi 2022). The
main objectives of the PDPL are to protect individual privacy, control data sharing, and
stop misuse of personal information in accordance with the Kingdom’s Vision 2030
objectives of creating a digital infrastructure and encouraging innovation to create a
digital economy. On the other hand, companies that process individuals’ personal data
must comply with the requirements of PDPL data regulations; otherwise, they will face
severe penalties.

The implementation of PDPL in the KSA has only recently been effective since
March 23, 2022. To the best of our knowledge, no studies have verified whether web-
sites and applications in KSA comply with the established privacy and data protection
laws in PDPL. In this study, we aim to automate the process of identifying the compli-
ance of Saudi websites’ privacy policy statements with the PDPL law. We trained our
dataset of 1000 privacy policy websites collected from seven sectors (Finance, Govern-
ment, Healthcare, Education, News, E-Commerce, and Others) using multiple Machine
Learning (ML) models, namely: Logistic Regression (LR), Naïve Bayes (NB), and Sup-
port VectorMachine (SVM).Aswell asDeep Learningmodels include Long Short-Term
Memory (LSTM), Feed-ForwardNeuralNetwork (FFNN), andTransformer-basedmod-
els such as ARABERT, MARBERT, and CamelBERT. The results of the study revealed
that CamelBERT andMARBERTwere the best-performingmodels, surpassing all other
models in terms of their micro-average F1 scores, which were recorded at 0.933. In com-
parison, the ARABERT model had similar performance, with a micro-average F1 score
of 0.932.

The main objectives of this study are summarized as follows:

(1) Construct an annotation of an Arabic corpus of privacy policies for Saudi websites.
(2) Automate the process of checkingSaudiwebsites’ compliancewithPDPLprinciples.

The rest of the paper is structured as follows: Sect. 2 describes the background of the
PDPL. Section 3 presents related work on privacy-policy classifications. Section 4 pro-
vides all corpus details from the data collection to the annotation process. Section 5
presents the results of the different classifier comparisons. Section 6 presents the
experimental results. Finally, Sect. 7 provides an outlook for future work.

2 Background: The Personal Data Protection Law (PDPL)

On September 24, 2021, the KSA published the PDPL and put it into effect on March
23, 2022. The PDPL applies to any entity (including public and private companies) that
processes the personal data of Saudi residents and provides services to them, whether
these entities are inside or outside Saudi Arabia (Kablawi 2022). Therefore, the PDPL
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was established to be compatible with GDPR, one of the most comprehensive data
regulations worldwide. The PDPL has 43 articles that cover definitions, the law’s scope
of application, how it interactswith other laws’ provisions, who is entitled to use personal
data, how to file complaints, and the consequences of breaking the law. A summary of
PDPL principles is presented below:

1. User Consent: Outlines that a user’s personal information may not be processed,
modified, or published—whether manually or automatically—without his/her con-
sent, unless it is necessary to provide essential services or is done for legal purposes.
In addition, the controller should notify any other party in case of any modifications
to the transferred data.

2. Data Collection and Processing: Outlines that the data controller shall define the
purpose for data collection, themethod of data collection, and the content of the data.
Unless the data is being gathered for security reasons, the user should be informed
of the identity of the company collecting the data. The data shall be used only for
the purposes it was initially collected for.

3. DataRetention:The controllermust destroy the personal data as soon as the purpose
of its collection ends unless certain cases allow the controller to retain the personal
data.

4. Data Protection: Outline that personal data storage should be kept safe. The con-
troller must protect the user’s personal data when transferring them from one place
to another for processing.

5. Data Sharing: The controller should not share, transfer, or disclose personal data to
other parties, except in special circumstances allowed in the kingdom system. The
data should not be disclosed or access should not be enabled to any person except
in special cases allowed in the Kingdom system.

6. DataRectification:The user holds the right to rectify the data held by the controller.
7. Data Destruction: Outlines that a user has the right to request the destruction of

his/her Personal Data if it is no longer required.
8. Data Access: The user has the right to view and obtain a copy of the data collected

by the controller.
9. Advertisements: The controller may not use the personal means of communication

- including postal and electronic addresses - of the user to send promotional or
educational materials, except if the user approves, and there is a mechanism for the
user to express his/her desire to stop sending the materials to him/her.

10. Breach Notification: The controller must notify the competent authority and data
owner as soon as it becomes aware of leakage, corruption, or illegal access to personal
data.

11. Responsibility: Organizations are accountable for how they process data and
comply with the PDPL.

3 Related Work

Privacypolicies are often difficult for people to understand.Most people tendnot to read it
and become unaware of themany options it offers. Several studies are required to analyze
privacy policies across different sectors and assess their compliance with regional laws
and other criteria. Some of the studies presented below are briefly discussed.
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In 2016, (Wilson et al. 2016) automated the extraction of the main details from
privacy policy text. They developed a web-based annotation tool to analyze the privacy
policies of websites. Subsequently, they applied machine-learning approaches and used
Precision, Recall, and F1 measures to evaluate this privacy policy. They created a corpus
called OPP-115, which was later used by many studies, such as (Wilson et al. 2019) and
(Alabduljabbar et al. 2021).

Some studies have used specific metrics to evaluate privacy-policy compliance.
(Liu et al. 2022) proposed three evaluation metrics for app privacy policy compliance:
integrity, accuracy, and privacy of data collected before user consent. They created a
topic-candidate title table by manually extracting some of the titles in privacy policies.
They then used BERT to calculate the features of the candidate titles and privacy policy
titles to be tested. After that, they designed an automatic detection scheme to dynami-
cally analyze the app and found that from 2000 apps, 274 apps had poor privacy policies,
268 apps started to collect users’ privacy data before obtaining the user’s agreement, and
1131 apps did not fulfill the obligation of the consent solicitation. In addition, (Javed
et al. 2020) performed a qualitative assessment ofwebsite privacy policies using a dataset
of 284 websites from 10 different sectors in India, Pakistan, and Bangladesh. To check
how accessible, readable, and compliant their privacy statements are with the 11 privacy
principles of the GDPR. Their overall results show that the accessibility and compliance
with privacy statements from the three countries are low, especially in the education,
healthcare, and government sectors, with the exception of e-commerce and finance. As
for readability, it appears to be quite low for websites in all 10 sectors of the three
countries.

Another study analyzed the compliance of websites’ privacy policies with data pro-
tection laws. (Asif et al. 2021) automated the analysis of compliance of Pakistani web-
sites’ privacy policies with the GDPR and Pakistan Data Protection Act (PPDA). They
used the Privacy Checktool to analyze the privacy policy of the website. Subsequently,
they applied four machine learning approaches and used accuracy measures to evaluate
compliance with GDPR and PPDA, and found that the Support Vector Machine (SVM)
approach had the highest accuracy, whichwas equal to 97.7% in determining compliance
with GDPR and Pakistan Data Protection Act.

To determine whether a certain data processing agreement (DPA) complies with the
GDPR, (Amaral et al. 2022) suggested an automated solution. They developed two arti-
facts in close collaborationwith legal professionals, including a glossary table, clarifying
the legal terms used in the requirements and “shall” requirements taken directly from
GDPR laws that are relevant to DPA compliance. Subsequently, using natural language
processing technology, they created an automated system to assess a specific DPA’s
compliance with the “shall” requirements. This method specifically develops automatic
phrasal-level representations of the DPA’s textual content and compares them to prede-
termined representations of the “shall” criteria. In addition to determining whether the
DPA complies with the GDPR, this technique compares these two representations and
provides recommendations for any information that is still missing.

Meanwhile, other studies explored the instructions of privacy-policy text and used
specific approaches for labeling its content to be more readable for the user. (Banni-
hatti Kumar et al. 2020) developed a web browser extension called “Opt-Out Easy” to
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automatically detect Opt-Out choices in privacy-policy text. Opt-Out offers in privacy
policies that allow users to exclude themselves from data practices such as tracking
by advertising networks. They used the LR approach on a corpus of 236 websites in
the United States to determine the existence of a privacy policy. In addition, to extract
websites, Opt-Out hyperlinks use anchor tags and check if they have non-zero false-
negative rates. Their approach achieved a precision of 0.93 and a recall of 0.9. Their
results showed that the number of Opt-Out choices found in privacy policies is relatively
small, and more popular websites have more Opt-Out on average. Furthermore, they
conducted a usability evaluation and confirmed that Opt-Out Easy helps users easily
find and access available Opt-Out choices in privacy policies and enables them to make
use of these choices more effectively.

Privacy policies are important, but often not read, because of time constraints. As a
result, (Wilson et al. 2019) addressed this issue by automating the annotation processwith
Crowdworkers and trained annotators. They found that highlighting relevant paragraphs
could speed up the process without affecting accuracy. They used binary classifiers to
label policy segments with information related to data practices, with results at segment
level of precision 0.80, recall 0.77, and micro-F1 of 0.78 with SVMs. The results at the
sentence level were slightly lower than those at the segment level.

Additionally, to facilitate the reading and understanding of privacy policies. (Alab-
duljabbar et al. 2021) introduced TLDR,which organizes the contents of privacy policies
into nine labeled categories. The classification and labeling system makes it easier for
users to concentrate on key passages and spot privacy policies’ missing details. The
authors intend to improve the accuracy because the previous literature falls short of high
accuracy. They automated the selection of paragraphs that highlighted relevant topics
and used the OPP-115 corpus. They also conducted a case study on the privacy policies
of the top 10,000 websites according to Alexa and expanded their work by conducting
a user study that illustrates the advantages of the policy-highlighting mechanism for the
average user in terms of information reduction, reading time, and policy knowledge. The
results show that TDLR reduces reading time by 39.14% and increases the understanding
of privacy policies by 18.84%. Moreover, (Oltramari et al. 2018) introduced PrivOnto, a
framework for the semantic web that facilitates knowledge elicitation and expresses data
practices in privacy rules. This is a solution that semi-automatically extracts key phrases
from privacy regulations, models their content using ontology-based representations,
and then uses semantic web technologies to explore the resulting knowledge structures.
The authors converted policy elements into descriptive logic statements, as it made it
easier to identify contradictions and inconsistencies in privacy policies. Annotation dis-
agreement among Crowdworkers also aids in spotting any ambiguities in the policy.
The authors also intend to provide website owners with the findings of the analysis to
enhance their privacy practices.

In conclusion, theML classifier was employed inmost studies, with the LR and SVM
approaches demonstrating good accuracy in evaluating compliance with international
data privacy rules. Additionally, they assessed how well they complied with the privacy
laws of the other sectors. To the best of our knowledge, no corpus exists for Saudi web-
sites’ privacy policies, written in Arabic. Additionally, no previous study has examined
Saudi websites’ adherence to PDPL. Therefore, in this study, we built a corpus for Saudi
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website privacy policies across different sectors and evaluated their compliance with the
PDPL.

4 Corpus

4.1 Corpus Collection

Privacy policies vary in length and complexity, as well as in the language used based on
the category of the organization. For example, the language used in the privacy policies
of government websites differs from that used in E-commerce websites. To reflect this
variation, we ensured that our search covered different organizational categories. We
divided the categories into seven categories that include: Government, E-commerce,
Education, Healthcare, Finance, News, and Others. The Others category represents any
website that does not belong to the remaining categories.

In accordance with the categories we chose, we gathered our data from a variety of
sources, including the Saudi Central Bank2 for websites related to finance, the Saudi
Arabia National United Platform3 for websites related to government, and the Council of
Health Insurance4 for websites related to healthcare.We also usedGoogle andWikipedia
to search for general websites in Saudi Arabia. Searching by classification onWikipedia
helped us find websites and companies owned by Saudi Arabia more easily. While
choosing privacy policy websites, we found that there was much irrelevant information
on each webpage. Therefore, we decided to manually extract the required information.
We considered collecting only the first webpage of the privacy policy on each website
and discarded the following: any privacy policy written in a PDF file, any links in
websites that indicated more privacy policy content, and any website where copy-text
functionality was disabled.

4.2 Corpus Description

The dataset was collected in December 2022. The total number of privacy policy files
collected was 1036. However, owing to certain websites’ downtime and others’ incor-
rectly stated privacy policies, we had to exclude some privacy policy websites. The final
number of extracted privacy policies was 1000 files. Table 1 illustrates the category
description and number of webpages collected for each category.

The final dataset consisted of 4638 lines of text. Each line was labeled with an
appropriate PDPL category that is defined as shown in Fig. 1. The number of tokens was
775,370, and the size of the corpus was 8,353 KB.

2 https://www.sama.gov.sa/en-us/licenseentities/pages/licensedbanks.aspx [Date Accessed
20/3/2023].

3 https://www.my.gov.sa/wps/portal/snp/agencies/!ut/p/z0/04_Sj9CPykssy0xPLMnMz0vMAfI
jo8zivQIsTAwdDQz9_d29TAwCnQ1DjUy9wgwMgk31g1Pz9AuyHRUBX96rjw!!/ [Date
Accessed 20/3/2023].

4 https://chi.gov.sa/en/insurancecompanies/pages/default.aspx [Date Accessed 20/3/2023].

https://www.sama.gov.sa/en-us/licenseentities/pages/licensedbanks.aspx
https://www.my.gov.sa/wps/portal/snp/agencies/!ut/p/z0/04_Sj9CPykssy0xPLMnMz0vMAfIjo8zivQIsTAwdDQz9_d29TAwCnQ1DjUy9wgwMgk31g1Pz9AuyHRUBX96rjw!!/
https://chi.gov.sa/en/insurancecompanies/pages/default.aspx
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Table 1. Category Description and number of websites for each category

Category Description File Number

News Contains News, Magazines, etc. 19

Healthcare Contains Hospitals, Charites, Clinics, etc. 27

Educational Contains Collages, Institutes, Universities, etc. 42

Finance Contains Banks and anything related to finance 52

Government Contains Government entities and anything related to this aspect
with (gov) extension

80

Other Contains any website that does not belong to the remaining
categories

155

E-commerce Contains anything related to commercial transactions 625

Total 1000

Fig. 1. Annotation Category

4.3 Corpus Annotation

The PDPL principles were summarized into 10 categories numbered from 1–10 for
annotation purposes. An explanation of the annotation categories is shown in Fig. 1. Each
category represents a PDPL principle we defined in our summary; however, category
10 represents principles mentioned on the collected websites but are not included in
our summary, such as contact information and underage rights. Right next to the PDPL
categories are the category content specified for each category. We usedMicrosoft Excel
as our annotation tool to annotate the policy text with the policy number assigned to it
and saved it in a CSV file format.
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4.3.1 Annotation Recruitment Criteria

To ensure the reliability of the findings, the annotation procedure was carried out by
the authors, who hold Bachelor’s degrees in the field of Information Technology, with a
nativeArabic language background, and a strong understanding of privacy policies. Each
annotator annotated 333 policies by assigning the appropriate label to each sentence or
paragraph. To ensure annotation accuracy, all authors participated in the process, adher-
ing to a comprehensive set of guidelines with examples. A two-step validation, involving
double-checking by another author and group discussion, resolved discrepancies and
reached a consensus on the final annotation.

4.3.2 Annotation Quality

Annotation Quality The distribution of work was carried out among the annotators in
such a way that each one was assigned specific websites to annotate. Table 2 shows
the intersection files between every two annotators. The total number of intersectional
files was 302. They were used to compute the Inter Annotator Agreement (IAA) to
measure the understanding between the annotators and how well their annotations were
consistent. Cohen’s kappa is a commonly used measure of inter-annotator agreement
(IAA) that takes into account the possibility of agreement occurring by chance. It is
often used to evaluate the quality of annotations in natural language processing and
machine learning tasks (Cohen 1960).

Table 2. Annotation Files Distribution

Intersection Annotator1 Annotator2 Annotator3

Intersection 1 (103) Finance (1–52)
E-Commerce (1–51)

Intersection 2 (96) Government (1–50)
Healthcare (1–27)
News (1–19)

Intersection 3 (103) Educational (1–23)
Other (1–80)

Educational (1–23)
Other (1–80)

Table 3 illustrates the results of IAA, Cohen Kappa has been used to measure the
agreement between each two annotators. The results showed almost perfect agreement
between every two annotators, Annotator-1 &Annotator-2, Annotator-1 &Annotator-3,
and Annotator-2 & Annotator-3, with an average of 95%, 96%, and 95%, respectively.
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Table 3. Cohen Kappa Result

Category Annotators Agreement

Annotator1
&
Annotator2

Annotator1
&
Annotator3

Annotator2
&
Annotator3

Finance 0.96

E-commerce 0.94

Government 0.92

News 0.98

Healthcare 0.98

Educational 0.94

Other 0.97

Average 0.95 0.96 0.95

4.4 Corpus Preprocessing

4.4.1 Data Cleaning

Toprepare the text for analysis,we followed a series of steps. First,wemanually extracted
the relevant information from the text file while eliminating any unnecessary details such
as introductions and contact information. Additionally, we removed hyperlinks through
a copy/paste operation.

Then, we combined all privacy policy files into a single CSV file and began cleaning
the data. For each line in the policy, we manually removed Arabic numbers using the
following sequence:

To further clean the data, we used regular expressions in Python to remove Arabic
diacritics and extracted any English letters, symbols, and numbers. Finally, we removed
any blank lines, blank rows, and multiple spaces within each cell.

4.4.2 Data Normalization

To obtain a homogeneous format, we performed the following processes on the dataset:



Arabic Privacy Policy Corpus and Classification 103

We investigated the use of stop word removal. However, we found that this removes
the negation letters inArabic, which in turn changes the context of the privacy-policy text
and loses its significant meaning. Therefore, we decided not to use stop word removal
in this study. As a result, we found that the corpus contained 775,370 tokens. The size
of the corpus equals 8,353 KB.

5 Experimental Results

Our project classifies the content of privacy policies into a multiclass classification of 10
categories to determine whether it complies with the PDPL principles. To accomplish
this, we trained different classification models on our multiclass corpus, which had an
unequal distribution of categories data. In the process of training the models, the dataset
was divided into two parts: the first 80% was used for training and the remaining 20%
was used for testing. Accordingly, our corpus of size 4638 was split into subsets of 3710
for training and 928 for testing. In our situation where data is imbalanced, the micro-
average F1 score is a suitable evaluation metric as it consolidates the performance of
each class, giving greater emphasis to the performance of the minority classes. This is
particularly necessary in cases where the dataset exhibits a significant imbalance in the
distribution of its categories.

5.1 Model Selection

Although some studies have suggested thatNaiveBayes (NB) can be a good starting point
for text classification problems because of its ease of use and effectiveness in handling
smaller datasets, we found that LR performed better in our case. Some studies have
also used LR as a baseline for text classification problems, such as (Wilson et al. 2019),
(Bannihatti Kumar et al. 2020) and (Wilson et al. 2016). Hence, we decided to choose
LR to be our baseline model. In addition, a range of ML and DL models including NB,
SVM, FFNN, and LSTM were used in our experiments. Furthermore, the BERT-based
models: ARABERT, MARBERT, and CamelBERT were also used. These three models
are based on the BERT architecture but are adapted to the specific characteristics and
challenges of the Arabic language and its varieties. They are trained on large collections
of Arabic text from different sources and domains and achieve state-of-the-art results on
various Arabic natural language understanding tasks.
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5.2 Corpus Evaluation

We evaluated the results of using TF-IDF and Word2Vec for Word Embedding before
applying ML classifiers and used Tokenizer along with One Hot Encoding for LSTM.
We also used TF-IDF for FFNN and applied One Hot Encoding to only (y) label data, to
solve the issue of one-to-one mapping between (x) and (y) that could not be established
while computing the neural network. Additionally, according to (Mikolov et al. 2013),
the SkipGram approach in theWord2Vecmodel demonstrates good results when applied
to smaller corpora compared to the Common Bag of Words (CBOW). Consequently, we
decided to utilize the SkipGram method to attain better performance with our small
corpus, which has only 4638 privacy policy lines.

Next, to prevent overfitting during the evaluation and validation phases, the initial
dataset was divided into two parts: 80% for training and 20% for testing, with a ran-
dom state value of 62 for ML modes and a value of 52 for DL models. To assess the
performance of each classifier, we used a confusion matrix to display a summary of the
correct and incorrect predictions. Afterward, we computed various evaluation metrics
to measure the quality of the model, including the micro-average of Recall, Precision,
and F1 score. We organized our analysis results into three parts: Summary of All Clas-
sifiers Comparison, ML Comparison with TF-IDF & Word2Vec, and Deep Learning
Comparison.

5.2.1 Summary of All Classifier

Table 4 presents a summary of the results of all models across various vectorizers. The
evaluationmetrics used for the analysis includedmicro-averageRecall, Precision, and F1
score. When comparing the ML models, both the LR and SVM models showed similar
performance when using both vectorizers. However, the NB model outperformed the
Word2Vec Vectorizer with a score of 0.82 for all metrics, while the TF-IDF Vectorizer
had a score of 0.72. In general, Word2Vec produced better results for most ML models.
Furthermore, the SVM model had the highest micro-average score 0.91 for all metrics
when usingWord2Vec. In the Neural Network comparison, the FFNNmodel performed
better than the LSTMmodel in all metrics. In contrast, the ARABERT, MARBERT, and
CamelBERT models demonstrated better performance than both the LTSM and FFNN
models in all metrics except for precision, where the FFNN had a score of 0.96 and the
BERT models had a score of 0.93.
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Table 4. Classifiers Comparison

Classifier Vectorizer Model F1-score Recall Precision

Machine Learning TF-IDF NB 0.72 0.72 0.72

LR 0.90 0.90 0.90

SVM 0.90 0.90 0.90

Word2Vec NB 0.82 0.82 0.82

LR 0.89 0.89 0.89

SVM 0.91 0.91 0.91

Neural Network TF-IDF FFNN 0.90 0.85 0.96

Tokenizer & One Hot
Encoding

LSTM 0.80 0.76 0.85

Transformers Tokenizer ARABERT 0.93 0.932 0.93

MARBERT 0.93 0.933 0.93

CamelBERT 0.93 0.933 0.93

5.2.2 ML Comparison with TF-IDF and Word2Vec

Figure 3 shows the Confusion Matrix for the three ML models (Naive Bayes, Logistic
Regression, and SVM) using both TF-IDF and Word2Vec vectorizers. The x-axis repre-
sents the actual correct PDPL categories, whereas the y-axis represents all the predicted
PDPL categories. The numbers along the diagonal show the accurate True values for
each PDPL category. As shown in Fig. 3, themajority of the data in all models using both
vectorizers (TF-IDF andWord2Vec) were located along the diagonal, indicating that the
values were correctly predicted, while the number of errors or incorrect predictions was
low.

Fig. 2. PDPL Categories Distribution
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Among the models tested, the Naïve-based model had the highest level of confusion.
Thismodel produced the poorest outcomewhen using the TF-IDF vectorizer andwas the
only model that did not consider all the PDPL categories in the test set, where the value
of category 8 on the diagonal was zero because of the imbalanced data, as demonstrated
in Fig. 2.

Fig. 3. ML Confusion Matrix

5.2.3 Deep Learning Comparison

We trained the dataset on five Deep Learningmodels: LSTM, FFNN, ARABERT,MAR-
BERT, and CamelBERT. The model was trained with FFNN using seven epochs, achiev-
ing high accuracy on the training set with a score of 0.98, and achieving high accuracy
on the testing set with a score of 0.92. On the other hand, the LSTM model was trained
for up to 24 epochs to achieve the best training accuracy score of 0.84 and the test set
accuracy was achieved with a score of 0.80. Additionally, the ARABERT, MARBERT,
and CamelBERT models were trained using seven epochs, yielding an accuracy of 0.93
on the testing set.

Figure 4 illustrates theConfusionMatrix forLSTM,FFNN,ARABERT,MARBERT,
and CamelBERT models. Because the dataset is limited in size, we chose to utilize the
TF-IDF vectorizer because it yields improved outcomes for small datasets. Nonetheless,
tokenization had to be performed as an additional step before vectorizing the LSTM
model. Based on the confusion matrix, it is evident that the FFNN model outperformed
the LSTMmodel, producing more precise predictions. Furthermore, ARABERT, MAR-
BERT, and CamelBERT surpassed all the other models in terms of performance. The
performance of the three variants of BERTwas quite similar. However, CamelBERT and
MARBERT performed slightly better than the other models. It should be noted that the
FFNN had difficulty predicting classes 8 and 9, which can be attributed to imbalanced
data, as demonstrated in Fig. 2.
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Fig. 4. LSTM, FFNN, ARABERT, MARBERT and CamelBERT models Confusion Matrix

6 Discussion

We compared the use of two word embedding (TF-IDF and Word2Vec) techniques with
ML models and concluded that the Word2Vec technique had better results, particularly
with SVM. Furthermore, we evaluated five different DL models, namely FFNN, LSTM,
ARABERT,MARBERT, and CamelBERT, and found that CamelBERT andMARBERT
performed better than the other models. Based on our analysis, we conclude that trans-
formers trained specifically inModern Standard Arabic (MSA) are more suitable for our
dataset. The CamelBERT andMARBERTmodels achieved the highest score among the
neural networks, with a micro-average F1 score of 0.933, indicating that they are the
most appropriate models for our data. The ARABERT model exhibited a similar per-
formance, with a micro-average F1 score of 0.932. Hence, we can conclude that BERT
models are suitable for our problem due to their comparable performance.

All models had a low number of test samples in categories 8 and 9, as indicated by
the confusion matrix in the previous section because our dataset was imbalanced, that is,
the categories in the dataset were not distributed equally. The number of records in each
category also impacted the Confusion Matrix results for all classifiers. Specifically, the
Data Collection & Processing category contained 909 records, while the Responsibility
category had only 105 records. As a result, the Confusion Matrix indicated that the Data
Detection & Processing and Data Sharing categories were the most compliant with the
PDPL.

7 Conclusion

In conclusion, we propose the task of categorizing privacy policies into ten categories
based on PDPL principles. We manually extracted a dataset of 1000 Saudi websites
from seven sectors and annotated them. After that, we trained eight different models
belonging to ML, DL, and Transformers classifiers on a multiclass dataset consisting
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of 4638 privacy policy lines. Then, we evaluated the performance of the models based
on different metrics. The results showed that the CamelBERT and MARBERT models
exhibited the best performance, achieving amicro-average F1 score of 0.933. In addition,
ARABERT achieved an F1 score of 0.932, which is close to CamelBERT’s performance.
Thesefindings highlight the importance of consideringmultiplemodelswhen conducting
multiclass classification analyses and the value of exploring different approaches to solve
a problem. Overall, this study provides valuable insights into the effective use ofML and
DL algorithms in privacy policy classification,with practical implications for automating
privacy policy compliance analysis. In the future, we might explore alternative models
to evaluate their effectiveness on our dataset and determine whether they can yield better
results. Also, if we expand the size of our data, it is expected to improve the model’s
performance.
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Abstract. Slide decks are a common medium for presenting a topic. To
reduce the time required for their preparation, we present SmartEDU, a
platform for drafting slides for a textual document, and the research that
lead to its development. Drafts are Powerpoint files generated in three
steps: pre-processing, for acquiring or discovering section titles; summa-
rization, for compressing the contents of each section; slide composition,
for organizing the summaries into slides. The resulting file may be further
edited by the user. Several summarization methods were experimented
in public datasets of presentations and in Wikipedia articles. Based on
automatic evaluation measures and collected human opinions, we con-
clude that a Distillbart model is preferred to unsupervised summariza-
tion, especially when it comes to overall draft quality.

Keywords: Slide Generation · Automatic Summarization · Applied
Natural Language Processing

1 Introduction

Slide decks are a widespread means for presenting information while supporting,
for instance, oral presentations on any topic and in a variety of contexts (e.g.,
conferences, classrooms). While there is a good, widely used selection of tools
to create slideshows, like Microsoft PowerPoint1, Prezi2, etc., they only help
in making aesthetically appealing slides with the use of themes or templates,
whereas adding contents is up to the author of the presentation. On the other
hand, tools for the automatic generation of the slides’ textual content are still
in their infancy, also due to the task’s complexity. In fact, accurately condensing
and summarizing textual information while preserving key details and ensuring
a coherent flow within the slides remains a significant challenge.

This paper presents SmartEDU, a platform for accelerating the process of
producing slide decks, which leverages on Natural Language Processing (NLP)
1 https://www.microsoft.com/microsoft-365/powerpoint.
2 https://prezi.com.
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for creating presentation drafts. Besides being heavily based on automatic sum-
marization, the platform further exploits methods for section discovery, title
generation, and keyword extraction. The work was developed in collaboration
with MindFlow3, a company specialized in organizational and human resource
development, behavioral and professional training. Given that slide decks are
a key medium for the previous actions, optimizing the time required for their
preparation is of uttermost importance for the company.

Powerpoint drafts are created from textual documents, either unstructured or
organized in sections. Text is summarized and resulting sentences are distributed
to different slides, according to their sections in the original document. The
resulting draft can be used as the starting point of a presentation, hopefully
saving much time. This process, however, does not dismiss the human role when
it comes to finalizing the presentation, which may involve reviewing the slides,
making necessary adaptations, and adding additional components, like images.
For this manual part of the process, SmartEDU further suggests relevant images,
either taken from the original document or retrieved from the Web.

Besides an overview of SmartEDU, experiments are reported, for conclusions
on available options for summarization and on the value of the resulting drafts.
Several methods for automatic summarization were assessed in the context of
slide generation, covering two types of summarization (extractive and abstrac-
tive) and different approaches, namely: unsupervised, rarely used in this context;
supervised in similar data as the testing data; and state-of-the-art methods based
on transformers, fine-tuned in well-known summarization datasets.

The most promising methods, including two unsupervised (TextRank,
QueSTS) and one based on transformers (Distillbart) were then used for pro-
ducing drafts for Wikipedia articles, later were assessed by human judges. The
main conclusions were that the generated drafts capture relevant information,
which is well organized, and can indeed be a good starting point for creating
slide decks. However, the overall quality of the drafts based on Distillbart was
better than those by unsupervised methods.

The remainder of this paper is structured as follows: Sect. 2 reviews previ-
ous work on slide generation; Sect. 3 overviews the adopted approach; Sect. 4
describes the performed experiments; Sect. 5 concludes the paper.

2 Related Work

In order to create presentation slides, most researchers follow two main steps:
automatic summarization and slide generation. The former is often the pri-
mary focus, and generally applies extractive summarization. Moreover, most
researchers test the proposed techniques in scientific articles and their slides.

Initial approaches [8,25,30] relied on discourse structures in the source text
for organizing information in slides. Slides were created for discovered topics and
included related sentences [30].

3 https://mindflow.pt/.

https://mindflow.pt/
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Document structures were represented as graphs of sentences of the source
document [27,28], or of textual and image components [8], linked according
to their semantic similarity. An alternative was to use ontologies [15,18], which
allowed to score sentences according to their position, centrality, number of noun
phrases, number of keywords, and semantic links between their keywords and
keywords in other sentences.

Slides are often organized in bullet points [11,15,18,25], with the main top-
ics [25] or key phrases [11,21] in the top level, and other relevant sentences in
the second level. The discourse structure may help when grouping components in
slides [8]. Highest ranking sentences can be converted to a Subject-Verb-Object
format and, based on used keywords, further organized into Definition, Types,
Examples, Advantages and Disadvantages [15].

When available, section titles in the source document can be used as slide
titles [11,28]. Alternatively, slide titles may be obtained from nouns with most
semantic connections to other used nouns [15] or from domain concepts [18].

The QueSTS system [27,28] summarizes text based on queries (i.e., key
phrases) that will return the relevant information from a graph. When creat-
ing slides from a source scientific paper, different queries are used for different
sections. For instance, for the Introduction, similarities are computed between
each sentence and sentences in the abstract, whereas for the Related work, it is
computed between sentences in the Introduction and cite tags.

In the scope of slide generation, a common approach for summarization
is supervised machine learning, in particular with Support Vector Regres-
sion (SVR). Support Vector Regression (SVR) [1,11,24]. From source documents
and reference slide decks, a model is learned for scoring sentences in the source
text according to their importance, considering a broad range features (e.g., posi-
tion, length, word overlap) [11] or just word overlap and sentence position [24].

The previous methods focus on summarizing the whole document at once.
An alternative [13] is to define a set of common topics in scientific papers (e.g.,
contributions, model design, experimentation, future work) and search the source
document for the most relevant sentences for each. Each topic and its respective
sentences result in a slide.

A limitation of extractive summarization is that it is not possible to derail
from the sentences in the source document. A shortcut to avoid the previous is
to run a paraphraser on the extractive summary, hopefully resulting in different
words than in the original text [6]. But the alternative is to explore abstractive
summarization, which has also been used for slide generation [29]. Initially, the
user provides slide titles, for which relevant sections of the source document are
retrieved. The title is then transformed to a question and given to a question
answering model, which returns an answer used as the slide context.

3 Approach

The goal of SmartEDU is to reduce the necessary time for producing slide decks
from any textual document. Slide drafts are generated in three steps, as depicted
in Fig. 1: Pre-processing, Automatic Summarization, and Slide Composition.
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Fig. 1. Approach overview.

The source document can be in raw text or PDF, and structured or not. For
the later, no preprocessing is required before the Summarization step. But, when
possible, the main title, section titles and images are extracted from structured
documents, due to their utility for the slide creation process.
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If documents are in PDF, text needs to be first extracted. The document is
first converted to XML-TEI, where all the sections are represented, separated
by their respective headers. GROBID4, a library for parsing and re-structuring
documents, is used for this. It suits better for English scientific papers, but can
be used for transforming any PDF, regardless of its type or language. Once the
document is in TEI, titles and text are extracted. Images are extracted with
two additional libraries: PyMuPDF5 and Pillow6. The former is for extracting
images from PDFs, and the latter for processing and and storing them.

As the name suggests, the goal of the Summarization step is to reduce the
text of the document to its most relevant parts. Summarization can either be
extractive (i.e., by selecting the most relevant sentences without adding new
words or changing the phrase structure), or abstractive (i.e., the source text
can be paraphrased). In addition to the types of summarization, methods can
be unsupervised (i.e., no training is required), or supervised (i.e., training in
datasets of documents and their summaries is required). Despite not completely
adapted to the goal, unsupervised methods can be advantageous, since they allow
us to summarize any text, regardless of the type or language. Nevertheless, when
data is not available, supervised models, even if trained other types of text, can
also be tested at a low cost.

The Composition step completes the pipeline by organizing the sentences of
the summaries into slides. Two methods were tested for this: one for structured
and another for unstructured documents.

For structured documents, section titles are used as slide titles. For unstruc-
tured text, possible sections for each sentence are discovered with topic model-
ing. This is performed with Latent Dirichlet Allocation (LDA) [2], with n topics
(empirically set as n = 5% of the number of tokens). Since discovered sections
will not have titles, a model can be trained for that, e.g., using sections of sci-
entific or Wikipedia articles and their sections.

If sentences are organized in sections, sections can be summarized indepen-
dently, with each summary added to its respective slide.

The result of SmartEDU is the draft of a presentation, which, in most cases,
will not be completely ready. After the automatic pipeline, the draft can be
manually edited by the user, who may additionally add non-textual compo-
nents, such as images. When the input is structured, its original images are
made available for inclusion anywhere in the presentation. Moreover, a tool was
included for searching the Web for images potentially related to the content of
the slides. It relies on keywords and named entities extracted from each slide,
respectively with the help of KeyBERT [7] and of spaCy7. For each keyword,
images are retrieved with the Bing crawler8, and the top public domain images
are suggested.

4 https://github.com/kermitt2/grobid.
5 https://github.com/pymupdf/PyMuPDF.
6 https://python-pillow.org/.
7 https://spacy.io/.
8 https://github.com/kermitt2/grobid.

https://github.com/kermitt2/grobid
https://github.com/pymupdf/PyMuPDF
https://python-pillow.org/
https://spacy.io/
https://github.com/kermitt2/grobid
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4 Experimentation

Different summarization methods and approaches for slide composition fit the
proposed approach. This section reports on experiments performed in order to
take conclusions on the suitability of the previous, hopefully reducing the number
of options.

4.1 Summarization

Several options were compared for summarization, namely: unsupervised extrac-
tive methods (LexRank [5], TextRank [16], TF-IDF weighting, QueSTS [27],
LSA [4], Lexical Chains (LC) [23] using the Open Multilingual WordNet [3]); a
supervised extractive method (SVR [11]); and supervised methods for abstrac-
tive summarization, all based on the transformer architecture (Distillbart [26],
Pegasus [31], Multilingual-T5 [9]). QueSTS, TF-IDF, and SVR were selected
due to their previous utilization in automatic slide generation [1,11,27]. The
others were included due to their popularity in the context of automatic text
summarization.

The only parameter of the unsupervised methods was a compression rate
or equivalent, which we empirically set to 10%. SVR was trained on the used
datasets and the transformer-based models were used from HuggingFace. Dis-
tillbart9 and Pegasus10 are fine-tuned on the CNN/DailyMail dataset [10,19],
which covers news stories and their summaries. For non-English languages, the
Multilingual-T5 (mT5)11 was used instead. It is pretrained on a variant of the
C4 dataset [17] (mC4, available in 101 languages), and then fine-tuned in the
XLSum [9] dataset, which has article-summary pairs from BBC, in 45 different
languages.

Even though transformers achieve the state-of-the-art in several NLP tasks,
they are only able to summarize short texts (e.g., as in the CNN/DailyMail
dataset). When input text is too large, it has to be trimmed, and only the first
part is summarized. To avoid this, when using these models, each section or topic
is summarized individually, and then concatenated to form the final summary.

Summarizing Scientific Papers. Most of the explored methods have been
extensively used in automatic summarization tasks, but not so much for slide
generation. To test them in this specific use case, we identified two datasets
of scientific papers, in English, and their slides, produced by humans, namely
PS5K [20] and SciDuet [29]. Included papers are in the fields of Computer and
Information Science, Machine Learning, Neural Information Processing Systems,
and Computational Linguistics. SciDuet has 952-55-81 paper-slide pairs in the
Train-Dev-Test split, while PS5K has 4000-250-250.

In the first experiment, the text of each paper was summarized with each
method, and the text of the resulting summaries was evaluated against the text

9 https://huggingface.co/sshleifer/distilbart-cnn-12-6.
10 https://huggingface.co/google/pegasus-cnn dailymail.
11 https://huggingface.co/csebuetnlp/mT5 multilingual XLSum.

https://huggingface.co/sshleifer/distilbart-cnn-12-6
https://huggingface.co/google/pegasus-cnn_dailymail
https://huggingface.co/csebuetnlp/mT5_multilingual_XLSum
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of the slides of the paper, using typical metrics for evaluating computer-generated
summaries, namely: three variations of ROUGE [14] (1, 2, and Longest Common
Subsequence); BERTScore [32], and BLEURT [22]. The latter are motivated by
the underlying limitation of ROUGE, which only considers overlaps in the surface
text (n-grams), whereas BERTScore and BLEURT consider semantic similarity,
computed with the help of a BERT model12.

Tables 1 and 2 report the performance of the tested methods in the two
datasets, respectively PS5K and SciDuet.

Table 1. Evaluation scores in PS5K.

Method ROUGE-1 ROUGE-2 ROUGE-L BERTScore BLEURT

TF-IDF 0.233 0.052 0.212 −0.231 0.254

TextRank 0.255 0.062 0.247 −0.202 0.287

QueSTS 0.246 0.048 0.227 −0.236 0.268

LexRank 0.253 0.060 0.233 −0.218 0.286

LSA 0.260 0.049 0.235 −0.227 0.272

LC 0.236 0.062 0.220 −0.208 0.283

SVR 0.260 0.054 0.237 −0.232 0.247

Pegasus 0.262 0.052 0.239 −0.247 0.244

Distilbart 0.249 0.054 0.227 −0.252 0.239

Table 2. Evaluation scores in SciDuet.

Method ROUGE-1 ROUGE-2 ROUGE-L BERTScore BLEURT

TF-IDF 0.196 0.020 0.181 −0.306 0.203

TextRank 0.192 0.018 0.177 −0.361 0.221

QueSTS 0.194 0.022 0.182 −0.305 0.220

LexRank 0.195 0.019 0.181 −0.312 0.222

LSA 0.185 0.013 0.168 −0.298 0.202

LC 0.182 0.020 0.170 −0.294 0.213

SVR 0.185 0.016 0.169 −0.315 0.196

Pegasus 0.308 0.075 0.276 −0.174 0.217

Distilbart 0.310 0.078 0.276 −0.167 0.227

Even if TextRank performs best in four out of five metrics in PS5K, differ-
ences between methods are low in this dataset. ROUGE-1 and 2 scores are all
below the best supervised method reported for PS5K in related work [20], respec-
tively 0.48 and 0.12. For ROUGE-L, however, the best score was 0.238, in line
with our SVR (0.237) and LSA (0.235), and outperformed by TextRank (0.247)
and Pegasus (0.239).
12 For English, roberta-large; for other languages, bert-base-multilingual-cased.
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The situation is much different in SciDuet, where the best performing meth-
ods are clearly the abstractive, specifically Distillbart. This happens despite the
used transformers being fine-tuned in shorter texts in a different domain (news),
but may benefit from the option of summarizing each section individually. Oth-
erwise, these models would not be useful, because scientific papers are much
longer than the maximum input size for transformers. In related work [29], the
best reported ROUGE-1, ROUGE-2, ROUGE-L scores are respectively 0.20,
0.05, 0.19, which Distillbart and Pegasus improve.

Overall, results are inconclusive. Scores in PS5K suggest that all methods
would lead to similar results, but performance in SciDuet was clearly improved
with more recent methods. This shows that the selection of the best method is
highly dependent on the data, which adds to the underlying subjectivity of eval-
uating summaries. Furthermore, even though these datasets provided valuable
resources for evaluating the methods, the limited number of datasets used in this
study is a notable constraint. It is crucial to expand the availability of diverse
datasets to facilitate more comprehensive evaluations and enable the develop-
ment of more robust and generalizable slide generation techniques. Next section
describes a more restricted evaluation in a different kind of data, Wikipedia
articles.

Summarizing Wikipedia Articles. The previous experiment targeted scien-
tific papers because we could not find other datasets of documents and their
slides. However, scientific papers are a very specific kind of text, on which our
evaluation should not rely exclusively.

Therefore, in addition to PS5K and SciDuet, we created a small dataset
with the English and the Portuguese versions of ten Wikipedia articles13. These
were split into: gold summary (initial section) and text (remainder of the arti-
cle). Besides enabling experimentation in other languages, our intuition is that
Wikipedia articles are more straightforward to read, and possibly closer to most
documents of the company we are collaborating with.

Tables 3 and 4 show the scores of the algorithms, respectively for English and
Portuguese. SVR was not tested because training would require the collection
of additional articles; and we recall that, for Portuguese, mT5 was used instead
of Distillbart and Pegasus. We stress the low effort of applying unsupervised
algorithms to different languages.

In line with the results of SciDuet, Distillbart was again the best performing
method for English. LC was the best unsupervised method. For Portuguese,
however, results are inconclusive. LSA has the best ROUGE-1 and L, LexRank
the best ROUGE-2, QueSTS the best BERTScore, and mT5 the best BLEURT.
Despite being the most recent method, mT5 might have suffered from being
multilingual, also suggesting that unsupervised methods are preferable when
no language-specific supervised model is available. Results suggest that, in the
tested scenario, LSA is a suitable option.

13 Carnation Revolution, Cristiano Ronaldo, Coimbra, Europe, Luı́s de Cam~oes,
Programming language, Pythagorean theorem, University of Coimbra, Queen

(band), Star Wars.
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Table 3. Evaluation scores in the English Wikipedia dataset.

Method ROUGE-1 ROUGE-2 ROUGE-L BERTScore BLEURT

TF-IDF 0.189 0.056 0.118 −0.092 0.293

TextRank 0.184 0.059 0.117 −0.097 0.307

QueSTS 0.309 0.076 0.199 −0.089 0.315

LexRank 0.230 0.067 0.143 −0.080 0.307

LSA 0.291 0.056 0.170 −0.113 0.291

LC 0.243 0.111 0.174 −0.080 0.320

Pegasus 0.329 0.083 0.209 −0.074 0.264

Distillbart 0.344 0.087 0.212 −0.070 0.263

Table 4. Evaluation scores in the Portuguese Wikipedia.

Method ROUGE-1 ROUGE-2 ROUGE-L BERTScore BLEURT

TF-IDF 0.266 0.062 0.155 0.144 −0.134

TextRank 0.278 0.074 0.160 0.159 −0.101

QueSTS 0.299 0.071 0.179 0.195 −0.122

LexRank 0.313 0.080 0.181 −0.105 −0.126

LSA 0.333 0.058 0.185 0.131 −0.131

LC 0.208 0.050 0.151 0.050 −0.107

Multilingual 0.236 0.064 0.174 0.062 −0.052

4.2 Slide Composition

The previous sections reported on the automatic evaluation of summaries, even
if some were used slides as the reference. This helped reducing the range of
available options, but our final goal is to produce slide presentations, which are
even more subjective to evaluate. For the final evaluation, we resorted to human
opinions on the drafts generated in the Slide Composition step.

We focused on English, for being the highest-resourced language, where sum-
marization results were better, and selected six Wikipedia articles on topics
well-known to the group of volunteers involved in the evaluation (“Coimbra”,
“Europe”, “Queen”, “Carnation Revolution”, “Cristiano Ronaldo”, and “Star
Wars”). For each article, slide drafts were produced with three different summa-
rization methods (TextRank, QueSTS, Distillbart). In Appendix A, Fig. 5 has a
draft made with TextRank for the “Europe” article.

A questionnaire was created for each article and included the three drafts
and a set of five questions for each. A link to the source article was provided,
but the method for producing each draft was not revealed. The selection of
questions aimed at evaluating the application and covered five relevant aspects:
quantity (I am satisfied with the amount of information), relevance (I am satis-
fied with the relevance of the information), organization (I am satisfied with how



118 M. J. Costa et al.

information is organized); overall quality (I am satisfied with overall quality of
the presentation), starting point (The draft is a good starting point for preparing
the presentation). Each question was answered with the following scale: strongly
disagree (SD), disagree (D), agree (A), and strongly agree (SA).

We collected the opinions of 30 volunteers on the drafts of each article, which
is relatively small. While their feedback provided valuable insights, the limited
sample size may not fully represent the diversity of perspectives and preferences
that exist among potential users or audiences.

Table 5 has the distribution of the participants answers, followed by the sta-
tistical mode (Mo).

Table 5. Compendium of all the human evaluation results.

Method
Quantity Relevance Organization

SD D A SA Mo SD D A SA Mo SD D A SA Mo

TextRank 1 10 12 7 A 2 9 10 9 A 2 4 13 11 SA

QueSTS 5 15 8 2 D 1 9 18 2 A 0 8 8 14 SA

Distillbart 0 6 17 7 A 0 4 15 11 A 0 0 9 21 SA

Method
Quality Starting Point

SD D A Mo SA SD D A SA Mo

TextRank 1 14 7 8 D 1 6 11 12 SA

QueSTS 3 14 8 5 D 1 10 15 4 A

Distillbart 1 6 15 8 A 0 2 13 15 SA

In line with the results of the Summarization step, the best opinions were on
drafts by Distillbart. TextRank follows, but is especially worse when it comes
to the overall quality. The preference of Distillbart over TextRank might be due
to its shorter sentences, which are more suitable for slides. QueSTS as shorter
summaries, which might result from a significant cut on relevant information. In
Appendix A, Fig. 3 has a draft by Distillbart.

All evaluated drafts took advantage of the section titles in the source articles.
When structure is not available, sections are discovered with topic modelling.
This was not evaluated but, in Appendix A, Fig. 4 has another draft by Distill-
bart, this time not considering the original document structure. Slide titles were
generated with mT5, fine-tuned with sections in Wikipedia articles and their
titles.

5 Conclusion

We have presented SmartEDU, a platform for generating slide presentation
drafts, and reported on some experiments performed during its development.
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Drafts can be produced from either plain unstructured texts, or documents
structured in sections. Figure 2 shows SmartEDU’s interface for slide genera-
tion from uploaded text, which includes a button for generating and another
for downloading the presentation. In the process, the input is summarized, so
multiple methods for automatic summarization was tested, for producing slide
decks from English scientific papers, and for summarizing Wikipedia articles, in
English and in Portuguese. Conclusions were not very strong, but methods based
on transformers performed better in most scenarios. This is confirmed by human
opinions on presentation drafts produced by three summarization methods.

Fig. 2. Interface for Slide Generation.

Transformers are the state-of-the-art architecture for NLP and, even when
data or computer power is not available for training them, many related models
are available and straightforward to use. We recall that the transformers used
were fine-tuned in news data but tested in other types of text, and also that
they were used for summarizing each section of a document independently. So,
results could possibly be improved if fine-tuning was performed in the same type
of text, in this case, scientific papers. However, SmartEDU aims to be used with
different types of text, for which large quantities are not always available, making
it difficult to take more general conclusions.

In any case, human opinions on produced drafts were mostly positive, and
we are sure that SmartEDU will have a positive impact on the time required
for preparing slide decks. This will be beneficial for the partner company and
to their customers, which will be able to invest more time in other aspects, like
delivering, and in other tasks, such as research and development.

Despite this, there is much room for improvement, and we will keep on
improving SmartEDU, not only by testing other supervised methods for slide
generation, but also by including other features in the platform, such as a ques-
tion generation [12] module for accelerating the production of tests on the same
topics for which presentations are created.
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A Appendix: Example Drafts

Fig. 3. Presentation draft generated with Distillbart for the Wikipedia article “SWOT
analysis” (https://en.wikipedia.org/wiki/SWOT analysis), as of June 2022, consider-
ing the section titles. Read from left to right.

Fig. 4. Presentation draft generated with Distillbart for the Wikipedia article “SWOT
analysis” (https://en.wikipedia.org/wiki/SWOT analysis), as of June 2022, with sec-
tions discovered automatically and generated titles. Read from left to right.

https://en.wikipedia.org/wiki/SWOT_analysis
https://en.wikipedia.org/wiki/SWOT_analysis
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Fig. 5. Slides generated with TextRank for the article “Europe”, in the English
Wikipedia, as of June, 19, 2022. Read from left to right. Article Link: https://en.wikipe
dia.org/wiki/Europe
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Abstract. Linked knowledge graphs build the backbone of many data-
driven applications such as search engines, conversational agents and
e-commerce solutions. Declarative link discovery frameworks use com-
plex link specifications to express the conditions under which a link
between two resources can be deemed to exist. However, understand-
ing such complex link specifications is a challenging task for non-expert
users of link discovery frameworks. In this paper, we address this draw-
back by devising NMV-LS, a language model-based verbalization app-
roach for translating complex link specifications into natural language.
NMV-LS relies on the results of rule-based link specification verbaliza-
tion to apply continuous training on T5, a large language model based
on the Transformer architecture. We evaluated NMV-LS on English and
German datasets using well-known machine translation metrics such as
BLUE, METEOR, ChrF++ and TER. Our results suggest that our app-
roach achieves a verbalization performance close to that of humans and
outperforms state of the art approaches. Our source code and datasets
are publicly available at https://github.com/dice-group/NMV-LS.

Keywords: KG Integration · Neural Machine Verbalization ·
Explainable AI · Semantic Web · Machine Learning Applications ·
Large Language Models

1 Introduction

Heterogeneous knowledge graphs that obey the principles of linked data are
increasing in number. However, relatively few heterogeneous knowledge graphs
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are actually linked. The current Linked Open Data (LOD) statistic1 shows that
there are 1301 knowledge graphs having 395.12 billion triples and only 2.72 billion
links. Therefore, discovering links among these knowledge graphs is a major
challenge to achieving the LOD vision2. Moreover, the linked knowledge graphs
build the backbone of various data-driven applications, including information
retrieval, recommender systems, search engines, question answering systems and
digital assistants.

Declarative link discovery (LD) frameworks are used to link entities among
knowledge graphs. These frameworks use complex link specifications (LSs) to
express the conditions required to declare a link between two resources. For
instance, state-of-the-art LD frameworks such as Limes [15] and Silk [10] adopt
a property-based computation of links between entities. For configuring link
discovery frameworks, the user can either (1) manually enter a LS or (2) use
machine learning for automatic generation of LSs. In both cases, a domain expert
must manually write LS or set the configuration of machine learning algorithms
that are used to generate LS. Furthermore, LD experts can easily understand the
LS produced by such algorithms and modify it if needed. However, most lay users
lack the expertise to proficiently interpret those LSs. Due to this lack of expertise,
these users have difficulty when they i) check the correctness of the generated
LS, ii) customize their LS, or iii) decide between possible interpretations of their
input in an informed manner.

The aforementioned challenges can be seen as a bottleneck problem which
degrade the effort and potential for ML algorithms to create such LSs auto-
matically. Thus, addressing the explainability of link discovery-based artificial
intelligence has become increasingly popular. For instance, the authors from [2]
introduced a bilingual rule-based approach to verbalize the LS thus addressing
the explainability of LD. In addition, Ahmed et al. [1] extended the previous app-
roach and devised a multilingual rule-based approach including English, German,
and Spanish. They also presented a first attempt for creating neural architec-
ture, which is a bidirectional RNN-LSTM 2 layers encoder-decoder model with
an attention mechanism [14]. However, their neural model failed to generalize as
the vocabulary was very small and not diverse.

In this work, we alleviate the vocabulary problem found in Ahmed et al. [1]
by proposing a language-based LS approach, named NMV-LS. To this end, we
propose a pipeline architecture consisting of two stages. The first stage is a
rule-based verbalizer to generate the necessary data to feed the second stage.
The second stage relies on a few-shot learning approach by fine-tuning a large
language model (LLM), in our case, T5. The underlying idea of using a lan-
guage model is to verbalize LS from different types of systems only by using few
examples. For example, LSs from Limes [15] differ from the ones used in Silk
[10]. In addition, the second stage contains a standard seq2seq 2 layers encoder-
decoder architecture using different RNN cells such as GRU, LSTM, BiLSTM,

1 Release: 05.05.2021, accessed 24.11.2021 https://lod-cloud.net/#about, retrieved
using https://github.com/lod-cloud/lod-cloud-draw/blob/master/scripts/count-
data.py.

2 https://www.w3.org/DesignIssues/LinkedData.html.

https://lod-cloud.net/#about
https://github.com/lod-cloud/lod-cloud-draw/blob/master/scripts/count-data.py
https://github.com/lod-cloud/lod-cloud-draw/blob/master/scripts/count-data.py
https://www.w3.org/DesignIssues/LinkedData.html
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and transformer trained with more diverse data. Figure 2 depicts the proposed
architecture.

To evaluate NMV-LS, we designed two settings. In the first setting, we used
two datasets for assessing the first part of our approach (i.e., standard encoder-
decoder architectures). The first dataset contains 107 thousand English pairs and
the second dataset contains 73 thousand German pairs. It should be noted that
each pair is nothing but an LS and its verbalization. In the second setting, we
used human annotated data for evaluating our second part of our approach (i.e.,
few-shot learning using T5 model). We created a human annotated data from
Limes with only 100 pairs, human annotated manipulated data from Limes
with only 8 pairs, and human annotated data from Silk with only 8 pairs. It is
important to note that we evaluated our second part only on English.

Our main contributions are as follows:

– We present NMV-LS, a language model-based LS verbalization approach
which relies on a few-shot learning strategy.

– We propose an approach which is capable of verbalizing different types of LS
thus mitigating the high efforts for creating linguistic rules to each system.

– We propose an approach which is easily extensible to other languages.

The rest of this paper is structured as follows: First, we introduce our basic
notation in Sect. 2. Then we give an overview of our approach underlying neural
machine verbalization LS in Sect. 3, followed by the evaluation of our approach
with respect to the automatic evaluation standard metrics BLEU, METEOR,
ChrF++, and TER. We used BENG [12] to automatically measure the perfor-
mance of our approach in Sect. 4. After a brief review of related work in Sect. 5,
we conclude with some final remarks in Sect. 6.

2 Preliminaries

2.1 Link Specification LS

LS consists of two types of atomic components: similarity measures m, which are
used to compare the property values of input resources, and operators ω that are
used to combine these similarities into more complex specifications. We define a
similarity measure m as a function m : S × T → [0, 1], where S and T are the
sets of source and target resources, respectively. We use mappings M ⊆ S × T
to store the results of the application of a similarity function m to S × T .

We also define a filter as a function f(m, θ). A specification is named atomic
LS when it consists of exactly one filtering function. Although a complex spec-
ification (complex LS ) can be obtained by merging two specifications L1 and
L2 through an operator ω that combines the results of L1 and L2, here we use
the operators �, � and \ as they are complete and frequently used to define
LS [20]. A graphical representation of a complex LS is given in Fig. 1. We define
the semantics [[L]]M of an LS L w.r.t. a mapping M as given in Table 1. The
mapping [[L]] of an LS L with respect to S × T contains the links that will be
generated by L.
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Fig. 1. A complex LS. The filter nodes
are rectangles while the operator node
is a circle.

Table 1. Link Specification Syntax and Seman-
tics.

LS [[LS]]M

f(m, θ) {(s, t)|(s, t) ∈ M ∧ m(s, t) ≥ θ}
L1 � L2 {(s, t)|(s, t) ∈ [[L1]]M ∧ (s, t) ∈ [[L2]]M}
L1 � L2 {(s, t)|(s, t) ∈ [[L1]]M ∨ (s, t) ∈ [[L2]]M}
L1\L2 {(s, t)|(s, t) ∈ [[L1]]M ∧ (s, t) /∈ [[L2]]M}

2.2 Neural Machine Verbalization

Given a source sentence x and a target sentence y, verbalization is tasked with
finding y that maximizes the conditional probability of y (i.e., argmaxy p(y |
x)). In neural machine verbalization, an encoder-decoder model with a set of
parameters is trained to maximize the conditional probability of sentence pairs
using a parallel training dataset. Accordingly, a verbalization model that learned
the conditional distribution can generate a corresponding verbalization of a given
sentence by searching for the sentence that maximizes the conditional probabil-
ity.

3 Approach

NMV-LS consists of two stages. The first stage is rule-based verbalizer introduced
in [1] to generate silver data for the second stage, blue colored background in
Fig. 2 . The second stage is with green colored background in Fig. 2. The second
stage contains two independent parts. The first part of stage 2 is based on stan-
dard encoder-decoder architectures such as two layers seq2seq with GRU, LSTM
and BiLSTM, and transformer. The second part of stage 2 applies the concept
of few-shot learning and is based on T5 model. In Fig. 2, 1© means that the data
is from Limes silver data, 2© means that the training data is a combination of
Limes silver data and human annotated Limes silver data, 3© is a combination
of 2© and humane annotated manipulated Limes LS, and 4© is a combination
of 3© and humane annotated Silk LS. In 2©, the human annotation is applied
only on the verbalization of LS without changing LS. Manipulated Limes LS
means that we altered the structure of Limes LS. Listing 1.1 shows an example
of Limes silver data, Listing 1.2 is an example of Limes human annotated data,
Listing 1.3 is an example of Limes human annotated manipulated data, and
Listing 1.4 is an example of Silk human annotated data.

3.1 Rule-Based Verbalizer

The rule-based verbalizer in [1] is based on Reiter & Dale NLG architecture [19].
In [1], real datasets (knowledge graphs) are used to generate LSs using Wom-
bat [20]. Since the number of properties used in [1] is limited, it results in
less diverse LSs. Our goal is to add more proprieties into each generated LSs.
Therefore, in this work we create 10 templates to generate LSs relying on the
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1 Source =
2 OR(mongeElkan(x.title ,y.title)|0.45,
3 cosine(x.title ,y.streetName)|0.37)
4
5 Target =
6 A link will be generated if
7 - the titles of the source and the target have a Mongeelkan similarity of

45% or
8 - the title of the source and the streetName of the target have a Cosine

similarity of 37%.

Listing 1.1. Limes silver data: A pair that contains an LS and its verbalization
in English.

1 Source=
2 AND(AND(ratcliff(x.givenName ,y.givenName)|0.0,AND(OR(jaroWinkler(x.

givenName ,y.authors)|0.37, cosine(x.givenName ,y.givenName)|0.0) |0.0,
ratcliff(x.givenName ,y.givenName)|0.37) |0.37) |0.0, jaroWinkler(x.
givenName ,y.givenName)|0.37)

3
4 Target= a link will be produced supposing that the givenNames of the

source and the target have a Ratcliff similarity of 0% or the
givenName of the source and the author of the target have a
Jarowinkler similarity of 37% or the givenNames of the source and the
target have a Cosine similarity of 0% and a Ratcliff similarity and

a Jarowinkler similarity of a 37%

Listing 1.2. Limes human annotated data: A pair that contains an LS and its
verbalization in English.

rules defined in Wombat. The complexity of an LS is formally defined as the
number of the combined atomic LS so that an LS is more complex when it con-
tains a higher number of the combined atomic LS. For example, the template
(A1 � A2) � (A3 � A4) is less complex than (A1 � A2) � (A3 � A4) � (A5 � A6),
where Ai is atomic LS.

3.2 Standard Encoder-Decoder Architectures

As we can see in Fig. 2, the first part of the second stage in our approach deploys
a set of standard encoder-decoder architectures. Our first part of the second stage
is motivated by the advance in sequence-to-sequence neural translation, which
belongs to a family of encoder-decoder architecture [22]. The encoder neural
network reads and encodes a source sentence into a vector. The decoder trans-
lates from the encoded vectors to a sequence of symbols (i.e., words). The goal
here is to maximize the probability of a correct translation by jointly train-
ing the whole encoder-decoder system using source sentences. We rely on a
Recurrent Neural Network (RNN) for both encoding and decoding [7], with the
attention mechanism introduced in [3]. We deploy RNN-GRU-2 layer and RNN-
Bi/LSTM-2 layer architectures to perform the verbalization. The first archi-
tecture is based on Long Short-Term Memory (LSTM) [9], while the second
architecture is based on Gated Recurrent Unit (GRU) [7]. Given a sequence of
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1 Source=
2 trigrams(x.givenName , y.name)|0.8 AND cosine(x.title , y.label)|0.7 Or

levenshtein(x.streetAdress , y.locationAdress)|0.9
3
4 Target=
5 The link will be generated when the givenname of the source and the name

of the target have a trigrams similarity of 80% and the title of the
source and the label of the target have a cosine similarity of 70% or
the streetAdressenname of the source and the locationAdress of the

target have a levenshtein similarity of 90%

Listing 1.3. Limes human annotated manipulated data: A pair that contains an
LS and its verbalization in English.

1 Source=
2 min( mongeelkanSimilarity (?x/p:producer , ?y/p:producer),

ratclifDisitance(x/p:city ,y/p:city))
3
4 Target=
5 The link will be generated if the labels of the source and the target

have minimum mongeelkan similarity or the cities of the source and
the target have minimum ratclif distance

Listing 1.4. Silk human annotated data: A pair that contains an LS and its
verbalization in English.

tokens (i.e., words) x = (x1, · · · , xT ) as input at time step t and a sequence of
tokens y = (y1, . . . , yT ) as output, our encoder-decoder is jointly trained to max-
imize the probability of a correct verbalization.Where x is the representation of
LS and y is the representation of natural text verbalized by a trained decoder.
The length of x may differ from the length of y. For our proposed NMV-LS
(i.e., part one of stage two), we use additive attention (as in [3]) with the con-
ditional probability p(yi|y1, . . . , yi−1,x) = g(yi−1, si, ci), where si is an RNN
decoder’s hidden state at time i. Formally, si = f(si−1, yi−1, ci) (see [7] for more
details). In this part of our approach, we also deploy transformer. Transformer is
a sequence-to-sequence architecture that relies entirely on the attention mecha-
nism to transform one sequence into another with the help of two parts encoder
and decoder without implying any recurrent networks (GRU, LSTM, etc). The
architecture consists of multiple identical encoders and decoders stacked on top
of each other (more details in [25]). We use our rule-based verbalizer to generate
silver data to train our models. However, before feeding these data, we need to
apply some preprocessing techniques.

3.3 Few-Shot Learning Using T5 Model

As depicted in Fig. 2, the second part of the second stage in our approach is
based on a few-shot learning strategy that involves fine-tuning a large language
model (LLM).

To address the vocabulary issue in Ahmed et al. [1], we base our approach on
a few-shot learning approach by fine-tuning a large language model (LLM) such
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Fig. 2. LS Neural Machine Verbalization System

T5 model [18]. T5 is a pre-trained model for text-to-text generative multitasking
based on transformer encoder-decoder and it is pre-treained on a large pre-
training dataset (C4) [18]. Using T5 pre-trained model allows the model to learn
the structure and pattern of natural language from a vast quantity of diverse,
real-world text data. This can assist the model in learning to comprehend and
generate high-quality, human-like text, which is useful for a variety of natural
language processing tasks. In addition, T5 pre-trained model can frequently be
fine-tuned for specific tasks, particularly in our case to learn the complexity of
LS and generate verbalizations of LS with additional data and training time.

To use the T5 pre-trained model for few-shot learning in our model, as shown
in Fig. 2, we fine-tune it on four different small training datasets, as detailed in
Sect. 4.3, where those datasets were designed based on the LSs of Limes. The
model’s goal is to generalize the verbalization of a wide range of LSs. Given a
sequence LS tokens as input represented by ls = {w1, w2, ..., wN} and mapped
into sequence embeddings before being fed into the encoder of T5, which out-
puts a sequence of embedding vectors. Furthermore, the decoder of T5 accepts as
inputs both encoder outputs and previously generated tokens from the decoder
during the auto-regressive decoding. Moreover, linear transformation and soft-
max functions are applied to the decoder outputs. In addition, beam search
decoding [23] is utilized to generate the verbalization LS from the model out-
puts.

4 Evaluation

4.1 Data

Since there are no gold standard datasets for an NM verbalization task to trans-
late link specification to natural languages, we generated silver standard datasets
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Table 2. Statistics about our datasets used in the experiments, where Vmax is the
maximum verbalization length (in words) and V is the verbalization length.

Data # Records V < 50 51 < V < 100 V > 100

EN 107424 3744 (3.49%) 88320 (82.22%) 15360 (14.30%)
DE 73008 3888 (5.33%) 48384 (66.27%) 20736 (28.40%)

using the rule-based approach introduced in [2] and [1]. For evaluating the stan-
dard encoder-decoder architecture, we generated three datasets with the follow-
ing sizes: 107k pairs (English) and 73k pairs (German). Table 2 shows statistical
information about the data. For evaluating the fine-tuning of T5, we combined
10k pairs (English) from 107k pairs (English) with 100 pairs human annotated
data from Limes, 8 pairs human annotated manipulated data from Limes, and
only 8 pairs human annotated data from Silk.

4.2 Evaluation Metrics

To ensure consistent and clear evaluation, we evaluate our approach with
respect to the automatic evaluation standard metrics BLEU [16], METEOR [4],
ChrF++ [17] and TER [21].

We used BENG [12] to evaluate our approach automatically. BENG is an
evaluation tool for text generation that abides by the FAIR principles and is
built upon the successful benchmarking platform GERBIL [24].

4.3 Experimental Setup

As we can see in Fig. 2, our approach consists of two stages. The first stage is
the rule-based verbalizer and the second stage contains two parts. The first part
is based on standard encoder-decoder architectures and the second part is based
on few-shot learning method by fine-tuning a large language model (LLM) such
T5. However, the first stage feeds the two parts of the second stage. For instance,
1© means that the data is from Limes silver data generated by the first stage
of NMV-LS which is the rule-based verblizer. 1© feeds the both two parts of the
second stage in our pipeline architecture. For evaluating our first part of the
second stage in our approach (i.e., standard encoder-decoder architectures), we
conducted three sets of experiments for both English and German to answer the
following research question:
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Q1. Does the complexity of LS impact the performance of our NMV-LS in case
of training standard encoder-decoder architectures?

For evaluating our second part of the second stage in our approach (i.e., few-shot
learning using T5 model), we conducted one set of experiments for English to
answer the following research questions:

Q2. Does fine-tuning a LLM improve the verbalization of our NMV-LS system?
Q3. Does fine-tuning a LLM help to the generalization of different LS for ver-

balization.
Q4 How large is the impact of using human annotated data on the quality of

verbalization in comparison with using silver data?

Experiment Set 1, English Language ( 107k Dataset). We evaluated a
GRU/LSTM/BiLSTM-2 layers encoder-decoder on an English dataset consist-
ing of 107k pairs (each pair contains an LS and its verbalization in English or
German), split into 70% for training, 20% for validation, and 10% for testing.
For all experiments, we set the parameters as follows: The learning rate is {0.1,
0.01, and 1}, the dropout is 0.1, the embedding dimensionality is 256, the epochs
number is {100, 1000, and 10000}, the clipping value is 0.25, SGD optimizer with
negative log-likelihood loss function, and the max length of a sentence is {107
and 187 tokens}. The max length of a sentence means that model can filter out
all the pairs that have a length greater than the max length. For LSTM/BiL-
STM, the batch size is 256. The selection of parameters is manually tuned. We
run all GRU on colab and LSTM/BiLSTM on a local server with 1 GPU, 16
CPUs and 32 GB of memory. We use Pytorch library to implement our model.
The results are listed in Table 3. For these results, we set the learning rate to
0.01 in case for using GRU and to 0.1 in case with using LSTM/BiLSTM. We
conducted additional experiments with the learning rate set to 1 to study the
impact of learning rate on the results using LSTM/BiLSTM. The results are
provided in the Table 5.

Experiment Set 2, German Language. We evaluated the GRU/LSTM/-
BiLSTM-2 layers encoder-decoder on the German dataset containing only 73k
pairs. LSs are also complex in terms of atomic LSs. For instance, an LS can
contain up to 6 atomic LSs Ai combined using operators � and �. The results
of the experiments are shown in the Table 4. The results in Table 4 are obtained
with the learning rate set to 0.01 for GRU and to 0.1 for LSTM/BiLSTM with
a batch size of 265. We ran more experiments with the learning rate set to 1
to study the impact of learning rate on the results. The results are presented in
Table 6.
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Table 3. BLEU, METEOR, ChrF++, and TER scores for the English language, evalu-
ated on the 107k dataset; the learning rate is 0.01 for GRU and 0.1 for LSTM/BIlSTM.

Model Length Iter. BLEU BLEU-NLTK METEOR ChrF++ TER

GRU 107 100 35.92 0.36 0.36 0.66 0.69
GRU 187 100 21.73 0.22 0.33 0.58 1.69
GRU 107 1000 41.05 0.41 0.39 0.71 0.63
GRU 187 1000 22.07 0.22 0.22 0.44 0.56
GRU 107 10000 99.22 0.99 0.78 0.99 0.01
GRU 187 10000 88.81 0.89 0.60 0.93 0.05
LSTM 107 100 82.61 0.83 0.65 0.92 0.27
LSTM 187 100 77.31 0.77 0.58 0.87 0.40
BiLSTM 107 100 85.37 0.85 0.64 0.91 0.26
BiLSTM 187 100 79.23 0.79 0.59 0.89 0.34

Table 4. BLEU, METEOR, ChrF++, and TER scores for the German language eval-
uated on the 73K dataset. The learning rate is 0.01 for GRU and 0.10 for LSTM/BiL-
STM.

Model Length Iter. BLEU BLEU-NLTK METEOR ChrF++ TER

GRU 107 100 41.84 0.42 0.43 0.74 0.66
GRU 187 100 28.67 0.29 0.4 0.67 1.41
GRU 107 1000 49.75 0.50 0.47 0.79 0.59
GRU 187 1000 54.01 0.54 0.40 0.71 0.38
GRU 107 10000 99.98 1.00 0.90 1.00 0.00
GRU 187 10000 79.52 0.80 0.54 0.84 0.32
LSTM 107 100 60.40 0.60 0.44 0.70 0.45
LSTM 187 100 76.67 0.77 0.63 0.86 0.49
BiLSTM 107 100 81.90 0.82 0.59 0.86 0.21
BiLSTM 187 100 81.30 0.81 0.59 0.85 0.30

Table 5. BLEU, METEOR, ChrF++, and TER scores for English language evaluated
on the 107K dataset with learning rate set to 1.00.

Model length Iter. BLEU BLEU-NLTK METEOR ChrF++ TER

LSTM 107 100 83.01 0.83 0.61 0.86 0.22
LSTM 187 100 68.06 0.68 0.67 0.89 0.55
BiLSTM 107 100 94.45 0.94 0.70 0.96 0.08
BiLSTM 187 100 86.18 0.86 0.66 0.89 0.16
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Experiment Set 3, Transformer. We implemented our transformer model
using the Pytorch framework with the default parameters, i.e., the number of
epochs is 30, the batch size is 256, and the max sentence length is {107, 187}.
The results are listed in Table 7.

Experiment Set 4, Few-Shot Learning on T5. To address the issues raised
by employing conventional architectures, such as overfitting and limited vocab-
ulary size as we have seen in previous experiments, we implemented few-shot
learning of text generation on the T5 model with a small number of training
samples. This experiment is designed with four distinct sets of few-shot training
data and three distinct sets of testing data, as shown in Table 8. In the first
experiment, we fine-tuned the T5 model using a training dataset of 10k pairs,

Table 6. BLEU and METEOR, ChrF++, and TER scores for the German language
evaluated on the 73K pairs dataset with learning rate set to 1.

Model Length Iter. BLEU BLEU-NLTK METEOR ChrF++ TER

LSTM 107 100 87.19 0.87 0.66 0.90 0.13
LSTM 187 100 96.67 0.97 0.82 0.99 0.06
BiLSTM 107 100 91.74 0.92 0.71 0.93 0.07
BiLSTM 187 100 99.58 1.00 0.85 1.00 0

Table 7. BLEU, METEOR, ChrF++, and TER scores for German and English eval-
uated on the 73K and 107K pairs datasets using Transformers.

Data Length Iter. BLEU BLEU-NLTK METEOR ChrF++ TER

107K (En) 107 30 90.89 0.91 0.67 0.98 0.12
107K (En) 187 30 90.92 0.91 0.67 0.98 0.12
73K (De) 107 30 89.98 0.90 0.66 0.97 0.15
73K (De) 187 30 79.11 0.79 0.60 0.93 0.29

Table 8. BLEU, METEOR, ChrF++, and TER scores for English language using
Fine-tuned T5 model leveraging few-shot learning.

Train set Test set BLEU BLEU-NLTK METEOR ChrF++ TER

1© Limes original LS 76.27 0.76 0.54 0.87 0.15
1© Silk LS 34.26 0.35 0.26 0.54 0.71
2© Limes original LS 77.91 0.78 0.54 0.89 0.13
2© Limes Manipulated LS 45.76 0.46 0.37 0.68 0.55
3© Limes Manipulated LS 63.64 0.64 0.43 0.80 0.48
3© Silk LS 34.93 0.35 0.27 0.54 0.67
4© Silk LS 36.58 0.37 0.34 0.59 0.62
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each consisting of a LS and its English verbalization from Limes silver data 1©.
In the second experiment, we fine-tuned T5 using the previous training dataset
in combination with 70 pairs of LS and their human-annotated verbalizations
from the Limes silver data 2©. In the third experiment, the training dataset
from the second experiment is combined with human-annotated manipulated
Limes LS 3©. By modifying the formula, the manipulated Limes LS is defined
differently than the previous LS. In addition, we fine-tuned the T5 model on the
training dataset in an effort to determine whether the model can improve the
verbalization of manipulated Limes LS. In the last experiment, we fine-tuned
the T5 model using the training data from the previous experiment in combi-
nation with Silk LS 4©. All experiments are built using the Pytorch lightning
framework, with following hyper-parameters: We set the number of epochs to
five and the learning rate to 3e−45 and use beam search decoding to generate
verbalization LS with the parameters max length = 256, num beams = 15, no
repeat ngram size = 6. In addition, t5-base is utilized as a pre-trained model. All
models based on few-shot learning are evaluated using Table 8’s test set, which is
designed to investigate the effect of each training dataset on the model’s ability
to improve the generalization quality of LS verbalization.

4.4 Results and Analysis

To answer Q1, we set the maximum length of a sentence to be either 107 words
(tokens) or 187 words (tokens) based on the statistics in Table 2. This means we
filtered out all verbalized sentences that have a length greater than 107 words
for experiments where the maximum length of a sentence is set to 107 words.
We also removed all verbalized sentences that exceed 125 words for experiments
where the maximum sentence length is set to 125 words. In Table 3, we can
observe that NMV-LS using GRU achieves a better BLEU score, up to 99.22
(see Table 3). In Table 4, we can observe that the BLEU score is up to 99.98
obtained from our model using GRU when the length of a verbalized sentence is
also less than or equal to 107. In Table 5, the BLEU score is 94.45 using BiLSTM
with a max length of 107. Furthermore, Table 4 and 6 show that the NMV-LS
model achieves better scores when the length of a verbalized sentence is 187. For
instance, the BLEU score on the 73k German dataset is 76.67 using LSTM and
99.58 using BiLSTM (see Table 4 and 6). The reason is that the 73k German
dataset contains complex LSs and 28.40% of their verbalizations have sentence
lengths greater than 100 words, and these sentences are filtered out, which in
turn affects the training process. Especially since the size of the dataset is only
73k pairs, resulting in a decreased performance. From all these observations, we
conclude that the complexity of LS plays a crucial role in the performance of
our NMV-LS model. Furthermore, GRU is more sensitive to the complexity of
LS than LSMT/BiLSTM. LSMT/BiLSTM can handle very complex LSs and
improve performance.

To answer Q2, we analysed the results in Table 8. First, Limes original LS
(i.e., it means that LS generated by Limes) is used to evaluate the second part of
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NMV-LS. Our findings indicate that our technique is capable of generating ver-
balization at the human level and outperforms earlier approaches. For instance,
BLUE score is 76.27, ChrF++ is 0.87, and METEOR is 0.54. Note that we fine-
tuned our model with only 1©. In another word, we only used Limes silver data
generated by the first stage of NMV-LS (i.e., rule-based verbalizer) to fine-tune
our model. This answers Q2.

To answer Q3, we deployed the fine-tuned model on 1© Limes silver data and
evaluated on Silk LS as extremest case because Limes & Silk have different
rules and grammars to build their LSs. The goal is to study to which extent our
model can be generalized to verbalize LSs in different formats and from different
systems (e.g., Silk). The results in Table 8 show that our model achieves BLUE
score of 34.26. Another case is that we fine-tuned NMV-LS using 2© and tested
on Limes manipulated LSs. In this case, NMV-LS scores 45.76 BLUE, 0.68
ChrF++, and 0.37. Another case is fine-tuning our model on training data 3©
and evaluating on Silk. From the results, there is no improvement comparing
with the result generated by the model fine-tuned on 1© and tested on Silk.
This can be justified that both 1© and 3© do not contain any information about
Silk. To investigate this further, we added few samples of Silk LSs to create
4©. To this end, we used 4© for fine-tuning NMV-LS and then evaluated on Silk.
This improved the performance by 1.65%. We see these results, in all cases, as
a big milestone toward generalizing our approach to verbalize LSs produced by
other systems.

To answer Q4, we implemented a couple of cases. In first case, we fine-tuned
NMV-LS using 2© and evaluated on Limes original LSs. The results in Table 8
indicates that human annotated verbalization of a LS improves the verbalization
very slightly. For instance, BLUE score is 77.91 and it is 1.65% higher than BLUE
score produced using 1©. In the second case, we fine-tuned NMV-LS applying
3© and evaluated on Limes manipulated LSs. This improved the performance
by 17.88 in BLUE score. We believe that the improvement is lead by including
Limes manipulated LSs in the training data 3©. This answer Q4.

5 Related Work

Explainable artificial intelligence (XAI) is widely acknowledged as a crucial fea-
ture for the practical use of AI models. Thus, there is an emerging need for
understanding the results achieved by such models. With this comes the need
for the verbalization of semantic data (i.e., translation to natural text) involved
with such approaches (e.g., LD and LS systems which are our focus here). For
instance, the authors of [5] have surveyed (XAI) as new field of research and
covered many aspects of it. While in the work [8], the authors used a convolu-
tional neural network (CNN) model combined with a BiLSTM model as encoder
to extract video features and then feed these features to an LSTM decoder to
generate textual descriptions. This work [8] and our work both fall under post-
hoc explainability approaches such as text explanations(see [5]). In last years,
the neural machine translation has achieved a notable momentum [3,7,11,22]
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[6]. These papers have proposed the use of neural networks to directly learn this
conditional distribution that reads a sentence and outputs a correct translation
(from a natural language to another natural language, e.g., English to French or
English to German).

Recently,transfer learning, where a model is initially pre-trained on a data-
rich task before being fine-tuned on a downstream task, has emerged as a potent
method in natural language processing (NLP). Applying few-shot learning by
fine-tuning LLM such as T5 on a range of English-based NLP tasks, including
as sentiment analysis, question answering, and document summarizing achieves
state-of-the-art results [18]. However, few works have addressed the link specifi-
cation verbalization (i.e., translation to natural languages). Recently, the authors
addressed the readability of LS and proposed a generic rule-based approach to
produce natural text from LS [2]. Their approach is motivated by the pipeline
architecture for natural language generation (NLG) systems performed by sys-
tems such as those introduced by Reiter & Dale [19]. While in this work [1],
they proposed a multilingual rule-based approach, including English, German,
and Spanish, to produce natural text from LS. They also have presented a neu-
ral architecture which is a bidirectional RNN-LSTM 2 layers encoder-decoder
model with an attention mechanism [13]. We used [2] and [1] to generate our
silver dataset.

6 Conclusion and Future Work

In this paper, we present NMV-LS, a language-based LS verbalization system
that is able to translate (verbalize) LS into natural language. our approach con-
sists of two independent parts. The first part is based on standard encoder-
decoder architectures such as two layers seq2seq with GRU, LSTM and BiL-
STM, and transformer. The second part applies the concept of few-shot learning
and is based on T5 model. The first part of our approach is multilingual in
nature, where we tested it to generate both English and German verbalization.
The second part is evaluated on English. In future work, we plan to evaluate the
second part of the second stage in NMV-LS on more languages such as German,
French, and Spanish. In addition, we will integrate our model into the LS learn-
ing algorithms, e.g., Wombat and Eagle for generating on-the-fly multilingual
verbalization of the learned LS.
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Abstract. Irony is a complex linguistic phenomenon that has been
extensively studied in computational linguistics across many languages.
Existing research has relied heavily on annotated corpora, which are
inherently biased due to their creation process. This study focuses on
the problem of bias in cross-domain and cross-language irony detection
and aims to identify the extent of topic bias in benchmark corpora and
how it affects the generalization of models across domains and languages
(English, Spanish, and Italian). Our findings offer a first insight into
this issue and showed that mitigating the topic bias in these corpora
improves the generalization of models beyond their training data. These
results have important implications for the development of robust models
in the analysis of ironic language.

Keywords: Irony · Bias · Cross-Domain · Cross-Language · Bias
Mitigation

1 Irony in Languages

Several theories have been developed in Western countries to explain the concept
of irony, including Irony as Opposition [27], Irony as Echo [45,49], Irony as
Pretense [14] and Irony as Negation [25]. These theories suggest that irony is a
universal phenomenon, with no evidence indicating any culture completely lacks
the capacity to produce and understand it. While socio-cultural and individual
aspects impact irony comprehension [16], studies have confirmed that verbal
irony exists across different languages.

Computational Linguistics tried to explain irony by mingling language the-
ories and empirical evidence found in linguistic corpora using computational
models. Pioneer works [9,47] focused on analysing the phenomenon from a mono-
lingual perspective, and mainly for English. However, there have been efforts to
propose new corpora and study irony in other languages such as: Czech [38],
French [5], Italian [11], Portuguese [9], Spanish [35], and Arabic [23]. These
works confirm the idea that verbal irony is realized in distinct languages, but
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they do not provide insights on how their findings can be generalized across dif-
ferent languages, even among those closed-related language. In this sense, [29]
introduced and validated a fine-grained annotation schema in tweets and a mul-
tilingual corpus-based study for measuring the impact of pragmatic phenomena
on the understanding of irony. The authors proved that the schema is reliable
for French and that it is portable to English and Italian, observing relatively the
same tendencies in terms of irony categories and linguistic markers. Similarly,
in [10] the authors, investigated irony in English and Arabic, and discovered
that both languages share similarities in the rhetorical usage of irony. This fact
suggests that there is a common-ground in the underlying features of how irony
is used and comprehended in distinct languages. However, minimal works have
considered the fact to investigate the problem of irony in cross-domain, cross-
variant and cross-language scenarios. The work in [24] was the first to address
irony taking advantages of multiple languages for training and validating a com-
putational model. Although the results indicate that computational models can
capture common pragmatic and linguistic knowledge in cross-lingual scenarios,
further efforts are needed to uncover the reasons for their generalization. Specif-
ically, studying the narrow and biased nature of the corpora and its impact
on generalization during the learning process, in both cross-domain and cross-
language contexts, is a crucial issue in computational irony. This work provides
insights into how irony is used across domains and languages. It can also help
identify common patterns in the use of irony across different domains and lan-
guage that can help to improve the generalization of the irony detection.

Bias is nothing new in machine learning [1,22]. Special attention has been
paid to unconscious and stereotypical bias because of the harm it causes to people
and minority groups [31,44]. However, bias may come from diverse ways and in
distinct forms like activity, data, sampling, algorithm, interaction, annotators,
etc [1]. One interesting bias derived from the data and sampling is the topic
bias [36]. This kind of bias refers to the presence of a systematic preference for
words associated to certain topics in a dataset, often resulting from the sources
from which the data is collected or the way in which it is sampled. This bias
can lead to unequal representation of different topics or perspectives, which can
impact the algorithms’ inductive learning process, the fairness of the model, and
the generalization out of domains. In this paper we address the following research
questions:

RQ1. Are the benchmark corpora used for computational irony detection
biased?

RQ2. How can bias be mitigated in irony corpora in order to increase the mod-
els’ generalization capability across domains and languages?

RQ3. Is the knowledge about irony, learned from one domain or one language,
helpful to predict irony in other languages, and how does the bias miti-
gation impact it?

The rest of this paper is organized as follows. Section 2 introduces related work
on multilingual and cross-lingual irony detection, and some results in the field
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of bias mitigation. The proposed methodology is presented in Sect. 3. In this
section, we describe the used measures for quantifying the biased words. More-
over, we describe the transformer-based models used for detecting irony; we
relied on these models because they have shown high performance in several
Natural Language Processing (NLP) tasks. Also, we propose a method for debi-
asing the datasets. Section 4 describes the experimental settings and the irony
corpora. Specifically, the experimental settings and results of the monolingual,
cross-lingual and the impact of bias mitigation on cross-lingual experiments in
the irony corpora. Also, it discusses the results and findings obtained. Finally,
Section 5 includes conclusive remarks and ideas for future work.

2 Related Works

In this section, we review recent literature on computational irony detection.
We focus on those works that address the problem from multilingual, cross-
domain and cross-lingual perspectives. Irony has captured the attention of the
NLP and Machine Learning research communities [17,29]. In [47] the authors go
beyond the literal matches of user queries enriched information retrieval systems
with new operators to enable the non-literal retrieval of creative expressions.
Sentiment analysis systems’ performances drastically drop when applied to ironic
texts [20,30]. Irony as language provides a mechanism that can subtly mask
language of hatred, offence and discrimination towards specific individuals or
social groups [21].

In interpersonal communication, it was introduced the problem of irony
bias [6]. The authors investigated the role of verbal irony in the communica-
tion and maintenance of social stereotypes. They observed that irony is found
more appropriated in situations in which stereotypes are violated than in sit-
uations in which social stereotypes are confirmed. A shared task on profiling
authors that spread stereotyped content using irony was recently organized [34].

A vast amount of works addressed irony in English [20,26,39,46] with some
efforts in French [29], Portuguese [9], Italian [11], Spanish variants [35] and Ara-
bic [23]. One of the main issues is the lack of computational approaches that
address the problem in a multilingual or cross-lingual perspectives. A bilingual
approach with one model per language has been explored for English-Czech [38].
Going a step towards a more elaborating linguistic approach, a fine-grained
annotation schema was introduced in [29]. The authors proposed a multilevel
annotation schema to determine whether or not tweets are ironic, the type of
irony involved (explicit/implicit), the category of irony used, and the linguistic
cues revealing the existence of irony (such as emoticons, punctuation and opin-
ion words). The proposed schema was evaluated for French, Italian and English
showing that it is relevant for Italian and English which present the same ten-
dencies as French. Moreover, the authors showed the portability of the schema
to the Arabic language. The work [12] addressed computational irony from a
multilingual perspective. It introduced a syntax-aware irony detection system in
for English, Spanish, French and Italian. For that the authors investigated the
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impact of different sources of syntactic information when used on top of Recur-
rent Neural Networks (RNNs) and Transformer models. It is the first attempt
to show the invariant of some syntax- and dependency-based features across
languages, however it lacks the portability of these features in a cross-language
scenario. In [24] the authors were pioneer in addressing the problem of irony
detection from a cross-lingual (French, English and Arabic) and cross-cultural
(Indo-European languages) perspective. For that, the authors used Random For-
est (RF) models with surface features, which seem to be language independent, to
verify which pair of the three languages has similar ironic pragmatic devices, and
uses similar text-based patterns in the writing. Moreover, a Convolutional Neu-
ral Network (CNN) architecture with bilingual embedding was tested. Results
showed that despite of the language and cultural differences (e.g. between Ara-
bic/French), deep learnig model obtained a high performance comparing to the
other languages pairs when the model was trained on each of these two languages
and tested on the other one. This fact supports the idea that irony has certain
similarity among the languages despite the cultural differences. In [19] explored
the effectiveness of different models in detecting sarcasm and irony in text. They
utilized an ensemble of models trained on various text features to better capture
the nuanced patterns of these linguistic devices. Results showed that the models
are quite robust even when considering more variance in the training data. Prior
research has overlooked the issue of bias in the training data and its detrimental
effects on the generalization of irony detection models across different domains
and languages.

3 Methodology

The first step to create the scenario for evaluating the impact of bias in cross-
domain and cross-language settings consists of collecting the corpora necessary
for this aim. Fortunately, benchmark collections released for automatic irony
classification cover several languages (e.g. IroSvA19 for Spanish [35], SemEval
2018 Task 3 [46] for English, IronITA2018 [11] for Italian, etc.). We focuses on
three European languages: English, Spanish and Italian. The second step is the
selection of the learning models used for detecting irony. In this sense, we rely on
transformer-based language models. They have proven to be especially effective
for many NLP tasks [21,26]. We considered models trained on a single language
for monolingual and cross-domain settings, whereas we used a multilingual model
for cross-language analysis. Crucial aspects for discovering and evaluating the
impact of bias on irony detection are: a measure to assess how biased the words
are in the corpora, and a strategy to mitigate the bias on the data. For that, we
used the measure proposed in [36] and evaluated a simple mitigation strategy.
Particularly, the mitigation relies on masking the most biased term in each corpus
according to different schemas. It is important to note that our aim is not to
outperform the current state of the art on cross-domains and cross-languages
irony detection but to investigate if irony detection can benefit from analysing
and mitigating bias in the corpora.
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3.1 Corpora

Many corpora have been proposed for irony detection. They differ in sources,
genres, the strategy used to retrieve texts, domains, size, time period, annota-
tion schema, etc. Mainly, they have been created from social media data, being
Twitter the most used source. Twitter’s search engine provided a keyword-based
retrieval method (e.g., #irony, #ironic, #sarcasm, #sarcastic and #not). This
strategy can inject a sort of bias in the corpora, often a bias related to the
author’s personality, the topics discussed, the ranking in which the queries are
resolved by the search engine, the time covered by data, etc. These concerns
impact on how widely, narrow and biased the data represent the phenomenon.
In Table 1 is showed statistics about the corpora used in this work. It is important
to notice that we did not perform any change on the corpora.

English Corpora. TwRiloff13 Corpus [39] is a manually annotated corpus
from Twitter, including 3200 tweets. They followed a mixed approach for devel-
oping a corpus of samples, including ironic and non-ironic tweets. Firstly, a set of
1600 tweets tagged with the #sarcasm and #sarcastic hashtags and 1600 tweets
from a random stream were retrieved and presented to the annotators. TwMo-
hammad15 Corpus [32] contains a set of tweets with a multi-layer annotation
concerning different aspects: sentiment, emotions, purpose, and style (simple
statement, sarcasm, exaggeration or hyperbole, understatement). It is essential
to highlight that only 23.01% of the tweets were labelled with a style tag per-
tinent to the expression of irony. The tweets labelled with hashtags pertaining
to the 2012 US presidential elections were collected. TwSemEva18 Corpus in
the Task 3 of SemEval 2018 [46] two different subtasks were presented. The
first subtask addresses irony detection as a binary classification problem. In con-
trast, in the second subtask, the participants should distinguish among three
different types of irony: verbal irony realised through a polarity contrast, verbal
irony without such a polarity contrast, and descriptions of situational irony. The
tweets were manually annotated using a fine-grained annotation schema.

Spanish Corpora. We use the corpus proposed in the IroSvA’19 shared
task [35]. Three sub-corpora with short messages from Spain, Mexico and Cuba
were proposed to explore how irony changes in Spanish variants. In particu-
lar, the Castilian (TwIroSvA19es) and Mexican (TwIroSvA19mx) sub-corpora
consist of ironic tweets about ten controversial topics for Spanish and Mexican
users. In the case of the Cuban sub-corpus (NewsIroSvA19cu), it consists of
ironic news comments which were extracted from controversial news concerning
the Cuban people. We considered each corpus as isolated in the cross-domains
scenario, and we mixed them into a single corpus for cross-languages analyis.
Hereafter we refer to this full corpus as IroSvA19Full.

Italian Corpora. TwIronITA18 Corpus has tweets annotated for irony and
sarcasm in the Italian language [11]. The tweets come from different sources:
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Hate Speech Corpus (HSC) [43] and Twittirò corpus [13], which is composed
of tweets from LaBuonaScuola (TW-BS), Sentipolc (TW-SPOL), Spinoza (TW-
SPINO) [2]. Only in the test set some tweets been added from the TWITA col-
lection [2]. This multi-source composition allows us to split the corpus for inves-
tigating irony in distinct domains. With this aim, we separate the tweets from
TW-BS, TW-SPINO and TW-SPOL in a single corpus (henceforth TwIronI-
taTwittiro18 ) and the tweets in the TWITA and HSC as another corpus (hence-
forth TwIronItaOther18 ).

Table 1. Distribution for ironic and non-ironic classes in the corpora

Corpus Training Testing

Non-iro Iro Total Non-iro Iron Total

TwRiloff13 – – – 1687 474 2161

TwSemEva18 1916 1901 3817 473 311 784

TwMohammad15 1397 532 1929 – – –

TwIroSvA19es 1600 800 2400 400 200 600

TwIroSvA19mx 1600 800 2400 401 199 600

NewsIroSvA19cu 1600 800 2400 400 200 600

IroSvA19Full 4800 2400 7200 1200 600 1800

TwIronItaTwittiro18 1271 1270 2541 161 184 345

TwIronItaOther18 683 753 1436 276 251 527

TwIronITA18 1954 2023 3977 437 435 872

3.2 Transformer-Based Models

We used BERTweet for English, BETO for Spanish, ALBERTo for Italian and
mBERT in the multilingual case.

BERTweet [33] is the first public large-scale model trained on English tweets.
It has the same architecture as BERT [18], but was trained using the RoBERTa
pre-training procedure [50]. Regarding the parameters, the model kept the same
configuration as BERT, 12 Transformer layers (L = 12), 768 hidden neurons (H
= 768), 12 heads of attention (A = 12) and 110M parameters. The model is
publicly available on GitHub1.

BETO [7] is a recent BERT-based model trained on Spanish corpora. It was
trained using all the data from Wikipedia, and all of the sources of the OPUS
Project that had text in Spanish. BETO has 12 Transformer layers (L = 12) with
16 attention heads (A = 16) each and 1024 as hidden sizes (H = 1024). It has
been compared with multilingual models obtaining better or competitive results
in several language processing tasks [7]. It is publicly available on Github2.
1 https://github.com/VinAIResearch/BERTweet.
2 https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased.

https://github.com/VinAIResearch/BERTweet
https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased
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ALBERTo [37] aimed to develop a tool for understanding the Italian language
used on social media platforms, particularly on Twitter. ALBERTo is based
on the BERT architecture and uses a similar learning strategy. The model was
trained on TWITA [4], a large dataset collecting Italian tweets from 2012 to
2015. The model was trained on 200 million tweets. Regarding the parameters,
the model uses 12 Transformer layers (L = 12), with 12 attention heads (A =
12), a size of 768 neurons (H = 768) and 128 tokens as max seq len. It is publicy
available on GitHub3.

mBERT The transformer-based neural network architectures paved the way
for training robust and contextual-aware language models in an unsupervised
manner. The use of these pre-trained contextualized models have been widely
spread through BERT [18] and BERT’s family architectures. BERT model relies
on bidirectional representation from transformers and achieves the state of the
art for contextual language modelling and contextual pre-trained embeddings.
We use the pre-trained multilingual versions of BERT4 (mBERT, henceforth)
that is pre-trained on the concatenation of monolingual Wikipedia datasets from
104 languages.

3.3 Quantifiying the Lexical Bias

Quantifying bias is difficult in the symbolic level, however from statistical point
of view it is possible to get insights about the usage of words in a corpus or
even among the classes in which the corpus is structured. The works [36,48]
computed statistical scores to determine the correlation between the words and
hate speech labels. Findigs shown that the corpora contain a certain extent
of bias, with negative implications during the learning process: a supervised
system could learn that words related to the domain or topic are indicative
of the surveyed phenomenon. Instead of using Point Mutual Information like
in [48], the work [36] performs a similar analysis of the lexical content in the
corpora, but this time by using of the Weiredness Index (WI) and the Polarized
Wierdness Index (PWI). Distinctly, PWI compares the relative frequencies of
a word w as it occurs in the subset of a labeled corpus identified by one class
against its complement. The WI is the ratio of the relative frequencies between
the specific corpus ζρ and the background corpus ζβ . Let us define wρ and tρ as
the frequency of the word w and the total words in the specific corpus; wβ and
tβ as the frequency of the word w and the total words in the background corpus.
The WI is computed as:

WI(w) =
wρ/tρ
wβ/tβ

(1)

The PWI respects to the positive label is the ratio of the relative frequency of w
in the subset ζ1 = {ei ∈ ζ : li = 1} over the relative frequency of w in the subset

3 https://huggingface.co/m-polignano-uniba/bert uncased L-12 H-768 A-12 italian
alb3rt0.

4 https://huggingface.co/bert-base-multilingual-uncased.

https://huggingface.co/m-polignano-uniba/bert_uncased_L-12_H-768_A-12_italian_alb3rt0
https://huggingface.co/m-polignano-uniba/bert_uncased_L-12_H-768_A-12_italian_alb3rt0
https://huggingface.co/bert-base-multilingual-uncased
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ζ0 = {ei ∈ ζ : li = 0}. Where ζ = {(e1, l1), (e2, l2), ..., (en, ln)} a labeled corpus,
ei = {wi1, wi2, ..., wim} is a labeled instance of the text, wim is the mth word in
the instance ei and li ∈ {0, 1} is the label of ei (1 means the positive class and
0 is the negative class). wζ1 and tζ1 are wβ and tβ the frequency of the word w
and the total words in the positive class; and wζ0 and tζ0 the frequency of the
word w and the total words in the negative one. The PWI is computed as:

PWI(w, ζ1, ζ0) =
wζ1/tζ1
wζ0/tζ0

(2)

Words with highest PWI value give a strong indication of the most characteristic
words to distinguish the class (e.g., irony) from its complement (e.g., no-irony).

The WI measure required a background corpus to obtain the words’ fre-
quency in general language. We compute the word frequencies from the British
National Corpus [15] for English, from the ItWaC corpus [3] for Italian, and we
used Billion Word corpus [8] for Spanish. We only carried out a light preprocess-
ing involving tokenization and ignoring cases. Moreover, we do not apply any
smoothing schema. We considered that every word in the specialized corpus is
present in the background corpus, and simply set WI = 0 when this is not the
case.

3.4 Bias Mitigation

One way to mitigate bias relies on investigating what features (words in our
case) are biased in the corpus considering the task we try to solve. In this sense,
the masking technique becomes an interesting way for exploring the impact of
removing biased word to increase the model’s performance in out of domain and
out of language scenarios. Masking has been effectively applied to other NLP
tasks to improve the preformance of the classification models [40–42], however it
has not been applied from a bias mitigation perspective in irony detection. Due to
its capabilities to deliver good and human-understandable results, few masking
schemas have been investigated. This is motivated by two main reasons: i) its
computational simplicity, and ii) it is easy to evaluate and to a certain degree
explains the impact of bias on the learning process. Depending on the way that
biased words are masked, some information can be kept or discarded. In this work
we evaluate three distinct masking schemas. Given a text ei = wi1, wi2, ..., wim

where wij is the word in the position j in the text ei, and ξ the set of biased
words,

i SimpleMask : Replacing each word wi in the sequence e by the mask if wi ∈ ξ.
ii LengthMask : Replacing each word wi in the sequence e by the wildcard mark

(* ) if wi ∈ ξ. This time the mark takes into account the length of the biased
terms to be masked. It is to say, if wi is a biased word with length five it
should be replaced by (***** ).

iii PoSMask : Aiming to keep some morph-syntactic aspect associated to the
biased words, this strategy replace each word wi in the sequence e by its Part
of Speech (PoS) tag if wi ∈ ξ.
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4 Experiment and Results

In this section we describe our experiments and present the main results
obtained. We aimed to investigate whether mitigating bias in a corpus could
improve the generalization of transformer models for detecting irony across
domains and languages. Firstly we applied the proposed measures for identify-
ing biased words in each corpora. After having the biased words, we conducted
two experiments: i) fine-tuning monolingual transformers models with and with-
out bias mitigation in a cross-domain scenario, and evaluating the strategy of
bias mitigation in a cross-language scenario using a multilingual model. The
results of our study have important implications for improving the accuracy and
robustness of NLP models in real-world applications.

In our experiments, we fine-tuned the BERT-based model on our corpora
using a binary classification approach, where the task was to identify whether a
given sentence is ironic or not. We used the Adam optimizer, and all weights were
learned together. Specifically, the strategy adopted was that proposed in ULM-
FiT [28] for tuning pre-trained models in a gradual unfreezing-discriminative
fashion. In an intent to prevent overfitting in the training step, no fixed number
of epochs was defined. Instead, the process relied on the early stopping criterion,
setting the value of patience to 15 and the maximum number of epochs to 50. The
maximum lenght of the sequence was fixed to 50 and the batch size equal to 32.
We reported the metric Macro F1-score. All experiments were carried out using
the PyTorch deep learning library on a GPU-enabled computing environment.
Table 2 shows the top ten biased words in each English corpus according to WI
and PWI measures. As can be observed, WI prioritizes those words related to
the writing style of Twitter, even when identifying domain-dependent words.
Besides, PWI highlights words related to ironic lexica (e.g., #great, asleep,
waking, friday morning, #irony, wonderful, fantastic) in the TwSemEval18 and
TwRiloff13 corpora. Whereas, for TwMohammad15, PWI pinpoints words about
controversial political topics (e.g., rape, control, promises, favor, control, shitty).
This because the former captures domain-dependent and source-dependent infor-

Table 2. The biased words in the English corpora

Corpus WI PWI

TwSemEval18 wanna, obama, tweeting,
dont, nigga, idk, lol, haha,
hahaha, cuz

yay, waking, test, fix,
teacher, #irony, coin,
wonderful, busy, soo

TwRiloff13 wanna, nigga, dont, tweeting,
thats, haha, lol, yay, aww,
soo

#not, #great, asleep, waking,
friday morning, nothing,
fantastic, entire, #fml, yay

TwMohammad15 obama, mitt, wanna, niggas,
nigga, romney, gop, dont,
thats, dnc

rape, small, king, control,
seem, shitty, promises, food,
favor, half
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mation. Additional information for the top ten biased words in Spanish and
Italian can be found in Appendix5.

Table 3. Cross-domain irony detection (EN)

Train/Test TwSemEval18 TwRiloff13 TwMohammad15

BERTweet

TwSemEval18 × 0.655 0.561

TwRiloff13 0.613 × 0.472

TwMohammad15 0.451 0.499 ×
Masking + BERTweet

TwSemEval18 × 0.733 0.575

TwRiloff13 0.582 × 0.429

TwMohammad15 0.463 0.520 ×

After highlighting the most biased words using the two measures, we sep-
arately applied the masking techniques on the most 100 biased words in each
corpus. We conducted experiments on all possible combinations of both mea-
sures (WI and PWI) and the three mitigation schemas, but we only report the
best results.

In the first experiment, we fine-tuned BERTweet for the irony detection
task on each English corpus, and we validated it on the two remaining cor-
pora. In Table 3, the results in a cross-domain scenario can be observed when
the LengthMask masking is applied. The best results, in terms of average, were
obtained using WI and masking 100 biased terms for English. The masking strat-
egy was LengthMask. Analizing the results shown in Table 3, can be observed
that mitigating bias helps the model’s generalization for TwSemEval18 and

Table 4. Cross-domain irony detection (ES)

Train/Test TwIroSvA19es TwIroSvA19mx NewsIroSvA19cu

BETO

TwIroSvA19es × 0.552 0.523

TwIroSvA19mx 0.553 × 0.582

NewsIroSvA19cu 0.527 0.577 ×
Masking + BETO

TwIroSvA19es × 0.579 0.580

TwIroSvA19mx 0.545 × 0.589

NewsIroSvA19cu 0.543 0.577 ×

5 https://github.com/reynierortegabueno86/NLDB2023-Irony-Paper.

https://github.com/reynierortegabueno86/NLDB2023-Irony-Paper
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TwMohammad15. However, for TwRiloff13, a drop in the performance was
obtained. The best results are in bold, and those that decrease their perfor-
mance are in italic. The Spanish and Italian procedures are identical, but BETO
and ALBERTo were fine-tuned. The results are shown in Table 4 and Table 5.
Spanish cross-domain results highlight that WI and the masking strategy PoS-
Mask were the best setting. When the bias is mitigated on TwIroSvA19es and
NewsIroSvA19cu a positive impact on the model generalization is observed. Con-
versely, we obtained a slight drop in the performance of the model trained on
TwIroSvA19mx and validated on TwIroSvA19es. Bias mitigation on the Ital-
ian corpora shows the best performance w.r.t the other results. Specifically the
model’s generalization is improved on both corpora. These results were achieved
using PWI as bias measure and the PoSMask masking strategy.

Table 5. Cross-domain irony detection (IT)

Train/Test TwIronItaTwittiro18 TwIronItaOther18

ALBERTo

TwIronItaTwittiro18 × 0.604

TwIronItaOther18 0.686 ×
Masking + ALBERTo

TwIronItaTwittiro18 × 0.705

TwIronItaOther18 0.700 ×

In the second experiment, we extend our idea of bias mitigation to the cross-
language scenario. For that, we fine-tuned mBERT on TwSemEval18, TwIronIta-
Full18, and MixIroSvA19Full independently; for validation, we used the two
remaining corpora. We fine-tuned the mBERT for each corpus without bias mit-
igation and applied the mitigation strategy. The results are shown in Table 6. It
can be easily note that in four out of six experiments mitigating bias increases
the model’s performance (see Table 6). We noticed that training in Italian or
Spanish and validating in Spanish and Italian are the best pair of languages.
In the case of training the model on English when tested in Spanish its perfor-
mance decreases. Similarly, results decrease when the model is trained on Italian
and validated on English. This can be because the kind of irony covered in
TwSemEval18 is situational and common usage of irony, whereas, in Italian and
Spanish corpora, irony is about controversial topics such as Mexican government,
flat earthers, politician Pablo Iglesias, etc. for Spanish and; immigrants, school
reform, etc. for Italian. These results were obtained using WI as bias measure
and the PoSMask masking strategy.
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Table 6. Cross-language irony detection

Train/Test MixIroSvA19Full TwSemEval18 TwIronItaFull18

mBERT

MixIroSvA19Full × 0.461 0.557

TwSemEval18 0.486 × 0.498

TwIronItaFull18 0.498 0.516 ×
Masking + mBERT

MixIroSvA19Full × 0.469 0.572

TwSemEval18 0.463 × 0.533

TwIronItaFull18 0.521 0.513 ×

This work has different limitations, and we are aware that WI and PWI
measures are dependent on the background corpora used to calculate the ratio
of the frequencies of terms. The writing style of the background corpus is different
from the ironic corpora which were built from Twitter. PWI and WI also do not
analyze the commonality and differences among ironic corpora which help to
find domain- and language independent ironic patterns.

5 Conclusion

In conclusion, our study provides insights into the impact of lexical bias on
cross-domain and cross-language irony detection. The results show that irony
corpora are biased and this bias affects the performance of BERT-based models
for irony detection. The WI measure was able to identify a set of biased terms in
each corpus (RQ1). Instead, the use of simple bias mitigation methods show an
improvement in the generalization of these models in an out of domain scenario
(RQ2). Moreover, it was observed that reducing the bias impacts positively
in the generalization across languages (RQ3). These findings suggest the need
for continued efforts to develop unbiased irony corpora and to explore further
methods to mitigate bias to ensure that these models can be applied across
different domains and languages.

Based on our findings, there are several avenues for future work in the field
of irony detection. Firstly, we plan to extend our analysis to a broader range
of languages and domains to evaluate the generalizability of our approach. Sec-
ondly, we aim to develop more robust measures to identify biased words in
irony corpora, by not only considering the ratio between word frequencies in the
corpus and the background, but also contrasting terms across corpora to iden-
tify invariant and domain-dependent terms. Furthermore, future research could
explore social bias in ironic language and investigate ways to address it.
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mechanisms. In: Capone, A., Garćıa-Carpintero, M., Falzone, A. (eds.) Indirect
Reports and Pragmatics in the World Languages. PPPP, vol. 19, pp. 109–131.
Springer, Cham (2019). https://doi.org/10.1007/978-3-319-78771-8 6

https://crscardellino.me/SBWCE/
https://crscardellino.me/SBWCE/
https://crscardellino.me/SBWCE/
https://doi.org/10.1007/978-3-319-78771-8_6


Cross-Domain and Cross-Language Irony Detection 153
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20. Faŕıas, D.I.H., Patti, V., Rosso, P.: Irony detection in Twitter: the role of Affective
content. ACM Trans. Internet Technol. 16(3), 1–24 (2016)

21. Frenda, S., Cignarella, A.T., Basile, V., Bosco, C., Patti, V., Rosso, P.: The unbear-
able hurtfulness of sarcasm. Expert Syst. Appl. 193, 116398 (2022)
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A survey on bias in deep NLP. Appl. Sci. (Switz.) 11(7), 3184 (2021)

23. Ghanem, B., Karoui, J., Benamara, F., Moriceau, V., Rosso, P.: IDAT at
FIRE2019: overview of the track on irony detection in Arabic tweets. In: Pro-
ceedings of the 11th Forum for Information Retrieval Evaluation, pp. 10–13 (2019)

24. Ghanem, Bilal, Karoui, Jihen, Benamara, Farah, Rosso, Paolo, Moriceau,
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Abstract. In recent years, prompt-based tuning and instruction-based
tuning have emerged as popular approaches for natural language pro-
cessing. In this paper, we investigate the application of prompt and
instruction-based tuning approaches for response generation in conver-
sational question answering. We approach this task from both extrac-
tive and generative angles, where we adopt prompt-based tuning for the
extractive angle and instruction-based tuning for the generative angle.
Additionally, we utilize multi-task learning to integrate these two angles.
To evaluate the performance of our proposed approaches, we conduct
experiments on the GPT-2 model. The results show that the approaches
improve performance by 18% on F1 score over the baseline. We share
our codes and data for reproducibility. (https://github.com/yujie-xing/
Multi-Turn QA Prompt).

Keywords: Prompt · Instruction · Pre-Trained Language Model ·
Response Generation · Conversational Question Answering

1 Introduction

Conversational Question Answering (CQA) is a QA dialogue system that can
answer user questions based on a given document. CQA is an extension of tradi-
tional QA systems to a conversational setting and engages in multi-turn conver-
sation to satisfy a user’s information needs. According to the types of QA, CQA
is studied in two settings: extractive and generative. In the extractive setting,
the answer is marked as a span in the text paragraph, whereas in the generative
setting, i.e. response generation in CQA, the answer is free-form text generated
by autoregressively predicting tokens.

With the rapid development of language modeling techniques, a lot of pre-
trained language models have been successfully applied to extractive CQA [3,
20], generative CQA [7,27] and unified systems that solve various CQA tasks
through a single model [10,24]. Recently, Gekhman et al. [5] have conducted a
comprehensive robustness study of history modeling approaches for CQA and
propose a prompt-based history highlighting method to improve robustness while
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maintaining overall high performance. However, prompts are generally short and
do not generalize well to reformulations and new tasks.

Instruction tuning is an emergent paradigm where models are trained on a
variety of tasks with natural language instructions. Instructions of natural lan-
guage formats are easy for questioners to ask questions, and are proven to achieve
a good performance due to the nature of the language model [6]. To the best of
our knowledge, we are the first to apply instruction tuning for response gener-
ation on conversational question answering. Our paper proposes approaches for
enhancing the response generation of conversational question answering by inte-
grating prompt-based and instruction-based tuning. We adopt the prompt-based
tuning method introduced by Gekhman et al. [5] to improve from the extractive
angle on the multi-turn scenario. Additionally, we propose an instruction-based
tuning method to enhance from the generative angle, based on the work of Zhong
et al. [29] and Gupta et al. [6]. Furthermore, we investigate the integration of
these two angles through multi-task learning.

In our experiments, we verify the influence of prompt-based tuning,
instruction-based tuning, and multi-task learning for the task. We evaluate the
performance of various settings, including prompt-based tuning with or with-
out multi-task learning, prompt-based with or without instruction-based tuning,
and prompt-based tuning with both multi-task learning and instruction-based
tuning. We conduct the experiments on GPT-2 and evaluate the results on F1
score with 2 modes: the decoding mode and the evaluation mode. Additionally,
we assess the extractive question answering part of the settings with a GPT-2
fine-tuned on the extractive question answering task.

The results show that our prompt-based tuning together with other
approaches has improved the performance by about 18% on F1 score over the
baseline, and the instruction-based tuning and multi-task learning settings have
improved further at about 1% compared to pure prompt-based tuning approach.

The main contributions of this work are:

– To the best of our knowledge, we are the first to incorporate instruction tuning
in conversational question answering.

– We investigate tuning approaches based on prompt and instruction for
the response generation task on conversational question answering. The
approaches are simple and easy to be adapted to other models.

– We conduct comprehensive experiments on the influence of instruction-based
tuning, prompt-based tuning and multi-task learning for this task. The results
show that the best approach improves about 18% on F1 score than the base-
line.

The paper is organized as follows: we summarize related works in Sect. 2. We
define our task and introduce the approaches used in our research in Sect. 3. In
Sect. 4 we describe the setups of our experiments, and in Sect. 5 we present our
results. We conclude and describe future works in Sect. 6.
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2 Related Work

2.1 Conversational Question Answering with Prompts

In earlier times, recurrent neural networks (RNN) and attention variations were
used to model conversation histories of QA [21,30]. Modern approaches leverage
transformer-based pre-trained language models for QA by fine-tuning the models
on massive annotated data from downstream QA tasks [8,11]. Recently, some
works proposed to effectively adapt the pre-trained LMs to the downstream QA
with only a handful of annotated data [2,20]. For instance, Chada et al. [2]
proposed to cast QA as a text-generation problem by designing a prompt of a
concatenation of the question and a special mask token representing the answer
span. Similarly, Chen et al. [3] proposed to use Masked Language Model on
entities to enhance few-shot QA learning. However, none of the abovementioned
research works adopt instructions in prompt tuning for QA tasks. Considering
the various QA tasks, some works explore multi-task learning QA by jointly
training a single encoder to enhance the sharing of knowledge across tasks [4,22].
However, these works may suffer from poor scalability and flexibility when facing
new types of QA tasks due to the requirement of deploying distinct prediction
heads for different tasks.

2.2 Response Generation on Question Answering Task

Generative QA models [7,10,12,19] have shown remarkable performance, where
the goal is to generate answers by autoregressively predicting tokens. Generative
methods are more often used in open-domain [7,12,19,27] and unified settings
[10,24]. Roberts et al. [19] proposed to use large pre-trained generative models,
without using additional knowledge, for open-domain question answering. Lewis
et al. [12] introduced retrieval-augmented generative models for open-domain
question answering. Khashabi et al. [10] and Tafjord et al. [24] proposed to
learn various QA formats in a unified way to alleviate the manual effort of task-
specific design. Different from them, our work focuses on conversational answer
generation with passages from the given task and investigates the influence of
instruction tuning, prompt tuning and multi-task learning for conversational
QA.

2.3 Instruction Tuning

Instruction tuning is a paradigm where models are trained on a variety of
tasks with natural language instructions. Recent literature has been motivated
by building models that are generalizable across a variety of NLP tasks when
prompted with a few examples [1,13,14] or language definitions and constraints
[26,28] introduced natural language instructions to improve the performance of
LMs such as BART and GPT-3 for cross-task. Followed by this, FLAN [25] has
been proposed, which uses instructions to achieve generalization across unseen
tasks. Recently, Mishra et al. [9] have shown reframing instructional prompts can
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boost both few-shot and zero-shot model performance. The InstructGPT model
is proposed, which is fine-tuned with human feedback [15]. Puri et al. [18] intro-
duced instruction augmentation to improve model performance in task-specific,
multi-task and cross-task learning paradigms. Prasad et al. [17] introduced
Gradient-free Instructional Prompt Search (GrIPS) to improve task instructions
for large language models. Motivated by the effectiveness of instruction tuning,
in this work, we explore the potential application of instructional prompts for
conversational question-answering response generation.

3 Methodology

In this section, we first define the tasks of conversational question answering
and response generation, and we introduce how these tasks are realized under
GPT-2. After that, we explain the proposed multi-task learning, prompt tuning,
and instruction tuning in detail.

3.1 Conversational Question Answering

The task of conversational question answering is to predict the answer span
(start position, end position) in a passage for the given question and the previous
questions and answer spans. The question answering task can be transferred to
two classification tasks: one for the start position, and the other for the end
position. Given a question Q and a passage X, the tasks are to calculate the
probability of the t-th token in the passage X is the start position Pxt=start and
is the end position Pxt=end:

P (xt = start | Q,X) (1)
P (xt = end | Q,X), (2)

where Q = q1, . . . , qk, X = x1, . . . , xm are sequences of tokens.
The difference between the task of conversational question answering with

regular question answering is that there are conversation histories, i.e. multiple
turns of questions and answer spans.

The question answering task is dealt with the GPT-2 model as follows. First,
a hidden vector that is to be input to the transformer block is calculated as:

h0 = E(Q,X) + (E0, E1) + Wp, (3)

where E(Q,X) is the sub-word embedding for question Q and passage X. E0

and E1 are state embeddings, where E0 is assigned to the question, and E1

is assigned to the passage. Wp is a pre-trained position embedding. Then, the
probability of the subword t to be the start or end position is calculated as:

hX = transformer block(h0)[X] (4)
P (xt = start) = softmax (A · hX)[t] (5)
P (xt = end) = softmax (B · hX)[t], (6)
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where A ∈ R
1×dim(h) and B ∈ R

1×dim(h), hX denotes for slice of the passage X
part in the hidden vector, and [t] denotes for the t-th subword token in the pas-
sage X. We simplify the structure of the transformer block as transformer block .
In the block, a mask bans past words from attending to future words. Equation 5
and Eq. 6 transfer hX ∈ R

dim(h)×|X| into sequences of probabilities for each sub-
word token in X, where the probability of a subword t being the start position
or the end position can be obtained.

3.2 Response Generation

The task of response generation is to predict the next token given the past and
current tokens of the context and response, and to make the generated response
as similar to the original response as possible. In the scale of the conversational
question answering task, the response generation task can be described as follows.
Probability of answer Y given a question Q and a passage X is predicted as:

P (Y | Q,X) =
∏n

t=1 P (yt|y1, . . . , yt−1, Q,X), (7)

where Q = q1, . . . , qk, X = x1, . . . , xm and Y = y1, . . . , yn are sequences of
tokens. (Q,X,Y) is a question-passage-answer tuple.

The response generation task is dealt with the GPT-2 model as follows. First,
a hidden vector that is to be input to the transformer block is calculated as:

h0[t] = E(Q,X, Y[1:t]) + (E0, E0, E1) + Wp, (8)

where Y[1:t] is (y1, . . . , yt), E(Q,X, Y[1:t]) is the sub-word embedding for question
Q, passage X and answer Y[1:t]. E0 and E1 are state embeddings, where E0 is
assigned to the question and passage, and E1 is assigned to the answer. Wp

is a pre-trained position embedding. Then, the probability of the subword to
generate is calculated as:

h[t] = transformer block(h0[t]) (9)

P (y)t+1 = softmax (E�(h[t])), (10)

where y ∈ V , and V stands for the sub-word vocabulary. We simplify the struc-
ture of the transformer block as transformer block . The hidden vector of tth
sub-word is used to generate the probability distribution for the vocabulary
(P (y), y ∈ V ) for (t + 1)th sub-word. E� means that the model uses the sub-
word embeddings in calculating sub-word probabilities for generation.

3.3 Prompt-Based Tuning

Following Gekhman et al. [5], we add prompts to the passage for the conversa-
tional question answering task, where the prompts indicate the answers to the
previous questions. For any turn i, all the answer spans of the previous turns
(Sj , Aj) (j ∈ [1, . . . , i− 1]) are marked in the passage X with the prompts <j>.
Examples of prompt-based tuning can be found in the following Table 1:
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Table 1. An example of prompt-based tuning

Turn Question Text of
Answer Span

Prompted Passage

1 What color was Cotton? a little white
kitten named
Cotton

Once upon a time, in a barn
near a farm house, there lived a
little white kitten named
Cotton. Cotton lived high up...

2 Where did she live? in a barn near
a farm house,
there lived a
little white
kitten

Once upon a time, in a barn
near a farm house, there lived
<1> a little white kitten named
Cotton <1>. Cotton lived high
up...

3 Did she live alone? Cotton wasn’t
alone

Once upon a time, <2> in a
barn near a farm house, there
lived <1> a little white kitten
<2> named Cotton <1>.
Cotton lived high up...

Note that for any turn j that does not have an answer span, there is not a
prompt <j> for it.

3.4 Instruction-Based Tuning

Furthermore, following Zhong et al. [29] and Gupta et al. [6], we add instructions
to the inputs. We use two kinds of instructions: an instruction at the beginning
of the input, and several guidances among the sections that constitute the input.
The instruction at the beginning of the input is word-based, and it introduces
what the task is about. The guidances are word-based with symbols, such as
“[Instruction]:”, “[Question]:”, “[Passage]:” and “[Answer]:”, which separate each
section and clarify what each section is. We denote an instruction as a sequence of
tokens: I = I1, . . . , Ij , and guidances for each section as GSection 1, GSection 2, . . ..
The instruction and the guidances are inserted into the original input as follows:

[Ginstruction, I, Gquestion, Q,Gpassage,X,Ganswer, Y ], (11)

where Q is the question, X is the passage, and Y is the answer. Q, X and Y
are all sequences of tokens, and in Eq. 11 they are concatenated. We denote
XI = [Ginstruction, I, Gquestion, Q,Gpassage,X,Ganswer], then the hidden vector to
be input to the transformer block is calculated as:

h0[t] = E(XI , Y[1:t]) + (E0, E1) + Wp, (12)

3.5 Multi-task Learning

To fully leverage the extractive question answering task, we employ a multi-task
learning approach to integrate it with the response generation task. Specifically,
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we use the same hidden vector as described in Eq. 7 as input to the transformer
block, which is then used for calculating the probability distribution of the vocab-
ulary for the next token, as well as the probability of the start and end position
for each token in the passage. The multi-task learning approach optimizes both
answer span extraction and response generation simultaneously. The loss is then
integrated as:

LQA =
Lstart position + Lend position

2
(13)

L = LQA + Lresponse generation. (14)

4 Experimental Setup

4.1 Dataset

We employ the CoQA (Conversational Question Answering) dataset [21] for our
research. The CoQA dataset is a collection of conversational question answer-
ing instances spanning a broad range of domains, such as literature, news, and
Wikipedia articles. The dataset is conversational because it includes conversa-
tional histories, i.e., the previous turns in a conversation leading up to the current
question-answer pair. The answers in the dataset include both answer spans for
extractive question answering and human-written free-form answers for genera-
tive question answering.

4.2 Model and Tuning

In the experiments, we will evaluate 5 models:

(1) Response generation (baseline)
(2) Response generation with prompt-based tuning (prompt)
(3) Response generation with prompt-based tuning & instruction-based tuning

(w instruct)
(4) Response generation with prompt-based tuning & multi-task learning (w

multi-task)
(5) Response generation with prompt-based tuning & instruction-based tuning

& multi-task learning (w multi-task & w instruct)

We have excluded three other settings, namely response generation with
instruction-based tuning, response generation with multi-task learning, and
response generation with instruction-based tuning & multi-task learning, since
prompts are necessary indicators for multi-turns. Our task–the conversational
question answering–is based on multi-turns, so any model without prompt-based
tuning, other than the baseline, is considered not relevant to the task.

The instructions and prompts that we used in the prompt-based tuning and
instruction-based tuning are described in the following Table 2:
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Table 2. An example for prompt and instruction based tuning

Prompt-Based Tuning Instruction-Based Tuning

Instruction \ [Instruction]:
Answer the question based on the
given passage

Question Where did she live? [Question]:
Where did she live?

Passage Once upon a time, in a barn
near a farm house, there
lived <1> a little white
kitten named Cotton <1>.
Cotton lived high up...

[Passage]:
Once upon a time, in a barn near a
farm house, there lived a little white
kitten named Cotton. Cotton lived
high up...

Answer in a barn [Answer]:
in a barn

4.3 Training

Our implementation makes use of Pytorch [16] and the HuggingFace Transform-
ers1. We adopted GPT-2 basic2 which has 12 layers and 12 heads with a dimen-
sion of 768. The training procedure was with a batch size of 16, 10 epochs, a
learning rate of 3 · 10−5, a weight decay of 0.01, cross-entropy loss and AdamW.
The input sequences are 1024 tokens.

4.4 Evaluation

We evaluate the similarity between the human input answers and the gener-
ated answers using the F1 score. We compare the performance of five models,
namely the baseline, prompt, w instruct, w multi-task, and w multi-task &
w instruct, using the official dev dataset for evaluation. We compare the latter
4 models with the baseline and the latter 3 models with the prompt model. To
ensure consistency, we limit the maximum output length to 64 tokens. We use
two different evaluation modes, decoding mode and evaluation mode, to assess
the performance of the models.

In decoding mode, models are not provided with any information about the
previous turns and are required to use the predicted answer spans from the
previous turn as prompts for generating responses. Only models with multi-
task learning can generate answers under this mode. In contrast, the evaluation
mode provides the correct information on previous turns to the models. This
mode enables pure generation models to handle multi-turns with prompts, thus
making them more accurate in generating responses. We employ prompt-tuning
in the evaluation mode, whereby the correct information on the previous answers
is prompted in the same way as introduced in Sect. 3.3.
1 https://huggingface.co/.
2 https://huggingface.co/gpt2.

https://huggingface.co/
https://huggingface.co/gpt2
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By default, the evaluation mode generates better results than the decoding
mode, given the correct information on previous turns. We provide results for
both the evaluation mode and decoding mode to ensure a comprehensive evalu-
ation. In many real-life scenarios, we cannot assume that we have access to the
correct answer spans for previous questions, which makes evaluation using the
evaluation mode impractical. Therefore, by including decoding mode results, we
can provide a more realistic evaluation of our approach that reflects the real-life
scenarios.

We also evaluate the performance of the extractive QA part of the two models
with multi-task learning (w multi-task and w multi-task & w instruct) and
compare them with an GPT-2 model fine-tuned on extractive question answering
task. We measure the similarity between the predicted answer span text and the
original answer span text using the F1 score.

We show which mode is applied for each model in the following Table 3:

Table 3. Models and modes

Decoding Mode Evaluation Mode

baseline ✗ ✓

prompt ✗ ✓

w instruct ✗ ✓

w multi-task ✓ ✓

w multi-task & w instruct ✓ ✓

5 Results

5.1 Automatic Results

Table 4 and Table 5 summarize the response generation performance of five mod-
els w.r.t. F1 score and its improvements. Since only models with multi-task
learning can generate answers in the decoding mode, we use backslash ‘\’ to
denote this setting is not applicable to the first three models.

Table 4. F1 results for different models. Numbers in the brackets state F1 improve-
ments compared to the baseline under evaluation mode.

F1 (decoding mode) F1 (evaluation mode)

baseline \ 53.8

prompt \ 63.0 (+17.1)

w instruct \ 63.7 (+18.4)

w multi-task 61.6 (+14.4) 63.9 (+18.7)

w multi-task & w instruct 56.5 (+5.0) 57.8 (+7.4)
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Table 5. F1 improvement compared to prompt (evaluation mode)

F1 (decoding mode) F1 (evaluation mode)

w instruct \ +1.1

w multi-task −2.2 +1.4

w multi-task & w instruct −10.3 −8.2

From the results, we have the following observations:

1) As shown in all the tables, the performance of the evaluation mode is better
than decoding mode. This is because the evaluation mode can provide the
correct answer spans from previous turns to the models for prompt-tuning.

2) In Table 4, prompt-based tuning outperforms baseline by a large mar-
gin, demonstrating that prompt can encode valuable information about
the answers from previous conversation turns for model tuning. Besides,
instruction-based tuning can further improve the response generation perfor-
mance, which proves the usefulness of injecting task-specific guidance during
fine-tuning. Apart from that, compared with the “prompt” model and the
“w instruct” model, the “w multi-task” model achieves the best perfor-
mance, from which we can find the conversational question answering task
can significantly facilitate the response generation task.

3) The brackets of Table 4 show the F1 score improvements compared to the
baseline under evaluation mode. As expected, all the models have certain
performance improvements compared to the baseline. In particular, the “w
multi-task” model has the highest performance improvement, which is
18.7% and 14.4% in the evaluation and decoding modes, respectively.

4) Table 5 shows the F1 score improvement compared to the “prompt” model
(evaluation mode). We find that the performance of the “w multi-task”
model drops by 2.2% in the decoding mode, suggesting that answer prediction
errors from previous conversation turns can accumulate to have a large impact
on the response generation task. Another interesting observation is that the
performance of the “w multi-task & w instruct” model drops 10.3% and
8.2% in the decoding and evaluation modes, respectively. This is probably
because the optimization of the multi-task learning and instruction-based
tuning are conflicting with each other.

Table 6. F1 results and improvement for the extractive question answering part.
Answer span texts instead of human answers are used for evaluation.

F1 (decoding mode) F1 (evaluation mode)

GPT-2 fine-tuned on
extractive QA

63.9 (\) 64.7 (\)

w multi-task (QA part) 60.2 (−5.7) 65 (+0.4)

w multi-task & w instruct

(QA part)
64.9 (+1.6) 70.1 (+8.3)
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Table 6 reports the evaluation results of the extractive question answering
part of a GPT-2 model fine-tuned on extractive question answering task and
the two models with multi-task learning. Compared with the baseline (GPT-2
fine-tuned on extractive question answering), both multi-task learning models
can improve the performance of question answering task, which demonstrates
the effectiveness of prompt-based and instruction-based tuning and the boosting
effect of the response generation task on the question answering task. We can
also observe that the performance of the “w multi-task” model drops by 5.7%
in the decoding mode, which is due to the accumulated answer prediction errors
from previous turns.

5.2 Qualitative Results

Table 7. An example of the difference between extractive question answering and
generated answers

Question Gold Answer
Span Text

Human Extractive QA
Answer

Generated

Is it a
small
city?

the most
populated city in
the state of
Nevada

No is the 28th-most
populated city in
the United
States

No

Which
state is it
in?

Vegas, is the
28th-most
populated city in
the United
States, the most
populated city in
the state of
Nevada

Nevada is the 28th-most
populated city in
the United
States, the most
populated city in
the state of
Nevada

Nevada

What is
it famous
for?

The city bills
itself as The
Entertainment
Capital of the
World, and is
famous for its
mega casino
hotel

mega
casino
hotel

famous for its
mega casino
hotels and
associated
activities

gambling,
shopping, fine
dining,
entertainment,
and nightlife

Table 7 presents a comparative analysis between answer spans predicted by the
question answering module and generated answers. The first question demon-
strates that for yes/no questions, the generated answer provides a more direct
response, whereas the extractive QA answer only provides the information
required to answer the question without a simple yes or no. The second ques-
tion highlights that in cases where there is no direct answer in the passage, the
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generated answer provides a better response as it directly addresses the ques-
tion. However, the third question illustrates that in some cases, extractive QA
answers are superior, as the given answer is fully grounded in the passage. The
generated answer may be based on the passage and relevant to the question, but
not necessarily grounded in the passage.

Table 8. An example of answers generated by different models

Question Baseline prompt w instruct w

multi-task

w

multi-task

& w

instruct

What is it
famous for?

its the
largest city
within the
greater
Mojave
Desert

its real
things

its
gambling,
shopping,
fine dining,
entertain-
ment, and
nightlife

gambling,
shopping,
fine dining,
entertain-
ment, and
nightlife

a guitar
hotels and
associated
activities

Table 8 provides a comparative analysis of answers generated by different
models. The baseline model generates answers that are not related to the ques-
tion, while the “prompt” model generates answers that are related to the ques-
tion but not grounded in the passage. In contrast, the “w instruct” and “w
multi-task” models generate good quality answers that are grounded in the
passage. The “w multi-task & w instruct” model generates an answer that
is almost identical to the gold standard, however with a deviation in the form of
“guitar hotels” instead of “mega casino hotels”. Qualitatively, the “w instruct”
and “w multi-task” models can generate better and more robust answers com-
pared to the baseline and the “prompt” model.

6 Conclusion and Future Works

This study aimed to explore different tuning approaches for response genera-
tion in conversational question answering. Specifically, we experimented with
the effectiveness of prompt tuning, instruction tuning, and multi-task learning
on GPT-2, under both decoding mode and evaluation mode. The F1 results
demonstrated that prompt-based tuning outperformed the baseline, while mod-
els with instruction-based tuning and multi-task learning yielded slightly better
results than those with prompt-based tuning alone. In the future, we will explore
more multi-task learning algorithms and test instruction-based tuning on a larger
language model.
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Abstract. Indonesian is classified as underrepresented in the Natural
Language Processing (NLP) field, despite being the tenth most spoken
language in the world with 198 million speakers. The paucity of datasets
is recognized as the main reason for the slow advancements in NLP
research for underrepresented languages. Significant attempts were made
in 2020 to address this drawback for Indonesian. The Indonesian Natural
Language Understanding (IndoNLU) benchmark was introduced along-
side IndoBERT pre-trained language model. The second benchmark,
Indonesian Language Evaluation Montage (IndoLEM), was presented in
the same year. These benchmarks support several tasks, including Named
Entity Recognition (NER). However, all NER datasets are in the public
domain and do not contain domain-specific datasets. To alleviate this
drawback, we introduce IndQNER, a manually annotated NER bench-
mark dataset in the religious domain that adheres to a meticulously
designed annotation guideline. Since Indonesia has the world’s largest
Muslim population, we build the dataset from the Indonesian transla-
tion of the Quran. The dataset includes 2475 named entities represent-
ing 18 different classes. To assess the annotation quality of IndQNER,
we perform experiments with BiLSTM and CRF-based NER, as well
as IndoBERT fine-tuning. The results reveal that the first model out-
performs the second model achieving 0.98 F1 points. This outcome indi-
cates that IndQNER may be an acceptable evaluation metric for Indone-
sian NER tasks in the aforementioned domain, widening the research’s
domain range.
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E. Métais et al. (Eds.): NLDB 2023, LNCS 13913, pp. 170–185, 2023.
https://doi.org/10.1007/978-3-031-35320-8_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35320-8_12&domain=pdf
http://orcid.org/0000-0003-4808-850X
http://orcid.org/0000-0001-5775-6966
http://orcid.org/0000-0003-3757-2013
http://orcid.org/0000-0001-7112-3516
https://doi.org/10.1007/978-3-031-35320-8_12


IndQNER: Named Entity Recognition Benchmark Dataset 171

1 Introduction

Despite being the world’s tenth most spoken language, with 198 million speak-
ers1, Indonesian remains an underrepresented language in the Natural Language
Processing (NLP) field. The key issue for the slow progress in NLP for under-
represented languages is frequently defined as a lack of datasets [1]. Fortunately,
major efforts to address the problem have recently been initiated: in 2020, the
first Indonesian natural language understanding benchmark, IndoNLU, was cre-
ated [9]. It includes benchmarks for 12 different core NLP tasks, which are
divided into four categories: a) single-sentence classification, b) single-sentence
sequence-tagging, c) sentence-pair classification, and d) sentence-pair sequence
labeling. IndoBERT, an Indonesian pre-trained language model, was also intro-
duced to enable the development of contextual language models in Indonesian.2

The Indonesian Language Evaluation Montage (IndoLEM) was introduced in the
same year as a comprehensive dataset for seven NLP tasks grouped into morpho-
syntax and sequence labeling, semantics, and discourse coherence [4]. Another
Indonesian pre-trained language model with the same name, IndoBERT, was
also presented.3 The most recent initiative (which is still ongoing at the time
of writing) is to launch a joint-collaboration project named NusaCrowd.4 The
project’s goal is to collect datasets written in Indonesian and its local languages
and make them publicly available for reproducible research purposes.

Named Entity Recognition (NER) is one of the NLP tasks supported by the
aforementioned benchmarks. NER is a fundamental task that identifies named
entities (NEs) in unstructured or semi-structured text and assigns them to the
appropriate classes. All the NER datasets were used to fine-tune IndoBERT. The
results reveal that IndoBERT significantly increases the performance of the NER
models. However, all datasets are intended for general use. This also applies to
two versions of IndoBERT, as they were trained on formal and informal corpora
from the general domain. In line with what has been done in [9] and [4], we
propose IndQNER, an NER benchmark dataset for a specific domain, to help
accelerate the advancement of NER research in Indonesian. Because Indonesia
has the world’s largest Muslim population5, we choose the Indonesian translation
of the Quran as a source for the dataset. This dataset is created using a meticu-
lously designed annotation guideline, as well as the participation of Quran and
Tafseer experts. It has 2475 NEs from 18 different classes. To properly measure
the quality of the annotation, we conduct experiments in two different scenarios,
including supervised and transfer learning. In the latter, we intend to discover
how well IndoBERT can serve NER tasks in a specific domain. The evaluation
results indicate that the dataset has the potential to significantly contribute
to broadening the domain range of Indonesian NER tasks and hence help to
1 https://www.berlitz.com/blog/most-spoken-languages-world.
2 https://huggingface.co/indobenchmark/indobert-base-p1.
3 https://huggingface.co/indolem/indobert-base-uncased.
4 https://github.com/IndoNLP/nusa-crowd.
5 https://worldpopulationreview.com/country-rankings/muslim-population-by-

country.

https://www.berlitz.com/blog/most-spoken-languages-world
https://huggingface.co/indobenchmark/indobert-base-p1
https://huggingface.co/indolem/indobert-base-uncased
https://github.com/IndoNLP/nusa-crowd
https://worldpopulationreview.com/country-rankings/muslim-population-by-country
https://worldpopulationreview.com/country-rankings/muslim-population-by-country
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advance research development. IndQNER is now one of eight NER datasets that
contribute to the NusaCrowd project.6

2 Related Work

Because there is no work on creating Indonesian NER datasets in a specific
domain, we present the works in a general domain as follows.

The first attempt to create a NER dataset is described in [2]. This was
motivated by the fact that the NER dataset generated by benefited Indonesian
Wikipedia and DBpedia [6] contains numerous NEs with inaccurate labels. The
main reason for this problem is the non-standard appearance of entities in DBpe-
dia. Because the entity search applies exact matching, incomplete entities are dis-
regarded and categorized as Other. To address this issue, a DBpedia entity expan-
sion is proposed in order to produce a higher-quality dataset. All NEs are grouped
into Person, Location, and Organization classes before performing name cleans-
ing, normalization, expansion, and validation. The resultant NEs are evaluated
using the Stanford NER library, and the obtained F1 score is more than twice
that of [6].

Alfina et al. expanded the work in [2] to overcome incorrect assignments of
NEs from the person class on Indonesian DBpedia. This issue contributed to
the appearance of incorrect NEs and misplaced class members. Some rules from
[2] are modified to correct Person entities to fix the problem. This produces a
new set of entities known as MDEE (Modified DBpedia Entities Expansion).
The changes to the rules include: 1) creating new rules for both removed and
existing entries, and 2) revising existing rules. In addition, a new rule for the
Organization class is added following a thorough analysis of its existing rules.
Gazetteers are used to add country names and 100 city names to the MDEE
after the Unicode-based names handling task obtains 500 new Place entities. All
the rules and procedures result in over 6521 NEs for Person, and 2036 and 352
NEs for Place and Organization, respectively.

In 2020, [3] presented an Indonesian NER dataset that is claimed to be a more
standardized Indonesian NER dataset.7 The dataset is created by manually re-
annotating an existing dataset, termed as S&N [8]. The annotation is performed
by three native speakers. This is the first NER dataset created using an annotation
guideline. The dataset is referred to as Idner-news-2k. The dataset consists of 2340
sentences and 5995 NEs from the Person, Location, and Organization classes.

3 The Indonesian Translation of the Quran

The Quran is the Muslim sacred book written in Arabic. It uses unique terms
with distinct meanings. Furthermore, because the Quran is both rich in meaning
and literary, translation into other languages becomes extremely difficult. We

6 https://indonlp.github.io/nusa-catalogue/.
7 https://github.com/khairunnisaor/idner-news-2k.

https://indonlp.github.io/nusa-catalogue/
https://github.com/khairunnisaor/idner-news-2k
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discuss the principles that were used to construct the Indonesian translation of
the Quran in order to help readers understand the Quran easily. In particular,
we examine the ideas from the NER viewpoint, i.e., how NEs, which are in
the form of proper nouns, appear in the translation version. To acquire a clear
understanding of the ideas, we contrast the Indonesian and English translations
of the Quran.8

1. Some common nouns are provided with the corresponding proper nouns. In
the English translation, this is accomplished by placing the article the before
a common noun. In the Indonesian translation in Table 1, the proper noun
Sinai was included in a bracket to indicate that the common noun gunung
(mountain) refers to a mountain named Sinai.

Table 1. Some common nouns are presented along with their corresponding proper
nouns in the Indonesian translation of the Quran.

Indonesian Translation English Translation

Kami pun telah mengangkat gunung
(Sinai) di atas mereka untuk
(menguatkan) perjanjian mereka.182)
Kami perintahkan kepada mereka,
“Masukilah pintu gerbang (Baitulmaqdis)
itu sambil bersujud”. Kami perintahkan
pula kepada mereka, “Janganlah
melanggar (peraturan) pada hari Sabat.”
Kami telah mengambil dari mereka
perjanjian yang kukuh

And We raised over them the mount for
[refusal of] their covenant; and We said to
them, “Enter the gate bowing humbly”,
and We said to them, “Do not transgress
on the sabbath”, and We took from them
a solemn covenant

2. Non-popular proper nouns are paired with synonyms that are popular with
readers. In Table 2, the proper noun Ahmad is a rare name, hence it is supple-
mented by its well-known synonym, Nabi Muhammad (Prophet Muhammad).
In contrast, the English translation only mentions Ahmad and provides no
further information.

3. Pronouns are supplemented by the proper nouns to which they refer. The
proper nouns are written in brackets as additional information. The Indone-
sian translation in Table 3 contains a pronoun, i.e. engkau (you), followed by
the proper noun it refers to, i.e. Nabi Muhammad (Prophet Muhammad).
This is not the case in the English translation, as neither the proper noun
nor the pronoun appear.

4 Methodology

4.1 Architecture and Workflow

IndQNER has a pipeline that includes 1) the definition of the initial classes
and the corresponding NEs using the Quran concepts ontology (Initials), 2)
8 All English translations are the sahih international version from https://corpus.

quran.com/translation.jsp.

https://corpus.quran.com/translation.jsp
https://corpus.quran.com/translation.jsp
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Table 2. How non-popular proper nouns are presented in the Indonesian translation
of the Quran.

Indonesian Translation English Translation

(Ingatlah) ketika Isa putra Maryam
berkata, “Wahai Bani Israil, sesungguhnya
aku adalah utusan Allah kepadamu untuk
membenarkan kitab (yang turun)
sebelumku, yaitu Taurat, dan memberi
kabar gembira tentang seorang utusan
Allah yang akan datang setelahku yang
namanya Ahmad (Nabi Muhammad)”.
Akan tetapi, ketika utusan itu datang
kepada mereka dengan membawa
bukti-bukti yang nyata, mereka berkata,
“Ini adalah sihir yang nyata”

And [mention] when Jesus, the son of
Mary, said, “O children of Israel, indeed I
am the messenger of Allah to you
confirming what came before me of the
Torah and bringing good tidings of a
messenger to come after me, whose name
is Ahmad”. But when he came to them
with clear evidences, they said, “This is
obvious magic”

Table 3. How some pronouns are presented in the Indonesian translation of the Quran.

Indonesian Translation English Translation

Kebenaran itu dari Tuhanmu. Maka,
janganlah sekali-kali engkau (Nabi
Muhammad) termasuk orang-orang
yang ragu

The truth is from your Lord, so never
be among the doubters

the definition of the comprehensive annotation guideline, 3) text annotation,
4) the modification of the annotation guideline during text annotation, 5) the
verification of the class and NE candidates by involving experts, and finally 6)
the annotation of new NEs before producing the final annotated dataset, as can
be seen in Fig. 1.

4.2 Named Entities and Classes

Because the Quran is a holy book, we believed that the NEs and classes derived
from it needed to be meticulously defined. Conveniently, there is a publicly
available Arabic Quranic corpus with three levels of analysis required in com-
putational linguistics tasks: morphological annotation, syntactic treebank, and
semantic ontology.9 The latter comprises Quranic main concepts, as well as
instances of the lowest-level concepts.10 Each instance is supplemented with a
Quran verse in which it appears, so the reader can acquire a solid understanding
of the instance in the Quran. We started defining NEs and classes for our dataset
by examining the lowest-level concepts as well as the instances. If an instance
is a proper noun, we set the corresponding name in the Indonesian translation
of the Quran as an NE and the concept as the NE class. This resulted in the
creation of initial NEs and classes for our dataset. We term them Initials, and

9 https://corpus.quran.com/.
10 https://corpus.quran.com/concept.jsp.

https://corpus.quran.com/
https://corpus.quran.com/concept.jsp
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Fig. 1. The pipeline of IndQNER creation.

the classes include Allah, Artifact, Astronomical body, Event, Holy book, Angel,
Person, Location, Color, and Religion. Following the trial annotation stage, we
updated Initials to include more classes and NEs. The Person class is divided
into three categories: Messenger, Prophet, and Person. The Location class is fur-
ther classified into Geographical location and Afterlife location. We also added
new classes, including Allah’s throne, False deity, Language, and Sentient. We
observed NEs that belong to two distinct classes: Messenger and Prophet. To
address this, we transferred the NEs from the Prophet class to the Messenger
class because while a messenger is certainly a prophet, not all prophets become
messengers.

Since we discovered more NEs during the annotation stage, the number of
NEs has increased (details are in Sect. 4.4). They are the synonyms of Initials’
NEs, which typically appear in the following manners.

1. Synonyms appear as a name followed by an explanation in the form of an
NE in Initials. The additional explanation is written in a pair of brackets.
In Table 4, the Indonesian translation includes Ruhulkudus as a synonym of
Jibril (an Initials’ NE from the Angel class). The English translation just
mentions The Pure Spirit instead of a name like Jibril.
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Table 4. A synonym exists as a name followed by the corresponding NE in Initials
that is written in a pair of brackets.

Indonesian Translation English Translation

Katakanlah (Nabi Muhammad),
“Ruhulkudus (Jibril) menurunkannya
(Al-Qur’an) dari Tuhanmu dengan hak
untuk meneguhkan (hati) orang-orang
yang telah beriman dan menjadi
petunjuk serta kabar gembira bagi
orang-orang muslim (yang berserah diri
kepada Allah)”

Say, [O Muhammad], “The Pure
Spirit has brought it down from your
Lord in truth to make firm those who
believe and as guidance and good
tidings to the Muslims”

2. Synonyms exist as a name without an explanation of the corresponding NE
in Initials. According to Table 5, the Indonesian translation has a name, fajar
(dawn), which is a synonym of an NE in Initials, subuh (dawn). The English
version, by contrast, portrays fajar in a descriptive manner, i.e., the white
thread of morning distinguishes itself from the dark thread [of night].

Table 5. A synonym exists as a name without additional information in the Indonesian
Translation of the Quran.

Indonesian Version English Version

Dihalalkan bagimu pada malam puasa
bercampur dengan istrimu. Mereka
adalah pakaian bagimu dan kamu
adalah pakaian bagi mereka. Allah
mengetahui bahwa kamu tidak dapat
menahan dirimu sendiri, tetapi Dia
menerima tobatmu dan memaafkanmu.
Maka, sekarang campurilah mereka dan
carilah apa yang telah ditetapkan Allah
bagimu. Makan dan minumlah hingga
jelas bagimu (perbedaan) antara
benang putih dan benang hitam, yaitu
fajar ...

It has been made permissible for you
the night preceding fasting to go to
your wives [for sexual relations]. They
are clothing for you and you are
clothing for them. Allah knows that
you used to deceive yourselves, so He
accepted your repentance and forgave
you. So now, have relations with them
and seek that which Allah has decreed
for you. And eat and drink until the
white thread of dawn becomes
distinct to you from the black
thread [of night] ...

3. The synonyms of Allah are precisely defined. They must be among the 99
names for Allah known as Asmaul Husna.11 Yang Maha Pengasih (The Most
or Entirely Merciful) and Yang Maha Penyayang (The Bestower of Mercy)
are examples of Asmaul Husna. In addition, we discovered names that pos-
sess characteristics of Allah’s synonyms but do not appear in Asmaul Husna.

11 We used the Asmaul Husna reference that can be seen at https://github.com/dice-
group/IndQNER/blob/main/Asmaul Husna Reference.pdf.

https://github.com/dice-group/IndQNER/blob/main/Asmaul_Husna_Reference.pdf
https://github.com/dice-group/IndQNER/blob/main/Asmaul_Husna_Reference.pdf
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In this case, we used the Arabic version of the names and verified that they
appeared in the Asmaul Husna reference before deciding they were a valid syn-
onym of Allah. For example, in the Asmaul Husna reference, Maha Mengurus
appears as Maha Pemelihara (The Guardian, The Witness, The Overseer).
Based on our analysis of all appearances of Allah’s synonyms in the trans-
lation of the Quran, we defined three forms of their existence in the text as
follows:
(a) One of Asmaul Husna’s names that is preceded with word Yang (The).

The appearance of Yang Maha Pengasih in this translation “Sesungguh-
nya bagi orang-orang yang beriman dan beramal saleh, (Allah) Yang Maha
Pengasih akan menanamkan rasa cinta (dalam hati) mereka. (Indeed,
those who have believed and done righteous deeds - the Most Merciful
will appoint for them affection.)” is defined as a synonym of Allah.

(b) Two names of Asmaul Husa that are preceded with word Yang and
connected with word lagi (also). For example, Yang Mahahalus lagi
Mahateliti in a translation “Dia tidak dapat dijangkau oleh penglihatan
mata, sedangkan Dia dapat menjangkau segala penglihatan itu. Dialah
Yang Mahahalus lagi Mahateliti. (Vision perceives Him not, but He per-
ceives [all] vision; and He is the Subtle, the Acquainted.)” is a synonym
of Allah.

(c) One or two names of Asmaul Husna that is/are preceded with the phrase
Tuhan Yang and connected with the word lagi (when two names exist).
A phrase Tuhan Yang Maha Penyayang in “(Ingatlah) Ayyub ketika dia
berdoa kepada Tuhannya, “(Ya Tuhanku,) sesungguhnya aku telah ditimpa
penyakit, padahal Engkau Tuhan Yang Maha Penyayang dari semua yang
penyayang”. (And [mention] Job, when he called to his Lord, “Indeed,
adversity has touched me, and you are the Most Merciful of the merci-
ful.”)” is defined as a synonym of Allah.

The annotation stage also produces candidates of NE and class. We consulted
Quran and Tafseer experts to see if a candidate should be classified as an NE or
a class (details are in Sect. 4.5).

4.3 Annotation Guideline

We designed the annotation guideline for IndQNER creation because there none
existed for the domain. We had the preliminary version before the annotation.
This version was updated during the annotation process based on findings in
the Indonesian translation of the Quran (we refer to it as corpus) discovered
during the annotation process. The guideline includes detailed instructions on
how to annotate, what to annotate, and what information to collect during the
annotation process. Each one is detailed in depth below.

How to do the Annotation. The annotation is performed using Tagtog, a
web-based text annotation tool.12 Each of the two annotators labels two different

12 https://www.tagtog.com/.

https://www.tagtog.com/
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Fig. 2. The annotation process on Tagtog.

chapters of the Indonesian translation of the Quran. Labeling is conducted by
first selecting an NE and then specifying the appropriate label, as shown in
Fig. 2.

What to Annotate. In the beginning, we have a list of NEs as well as the cor-
responding classes, as mentioned in Sect. 4.2. The annotators must locate NEs
in the corpus and assign appropriate labels to them. Person, Messenger, and
Prophet NEs have an additional labeling rule that excludes the title of a name (if
available). In this translation, for example, “Kebenaran itu dari Tuhanmu. Maka,
janganlah sekali-kali engkau (Nabi Muhammad) termasuk orang-orang yang ragu
(Because the truth comes from your Lord, never be among the doubters)”, Nabi
Muhammad is an NE from Messenger. Because it appears with a title, Nabi
(Prophet), the annotators should merely label Muhammad. Since synonyms of
NEs are regarded as NEs, annotators must ascertain if a name that does not
appear in Initials is a synonym of an NE. This is done by acquiring more infor-
mation about the name from Wikipedia, either in Indonesian13 or in English.14

To validate Allah’s synonyms, annotators must first verify if a name with relevant
criteria exists in the Asmaul Husna reference. If no acceptable name is found,
they need to find the Arabic version of the name and then check to ensure that
the Arabic name is in the reference.

Which Information to Capture During the Annotation Process.
According to the trial annotation stage’s output, we discovered several names
that did not exist in Initials. Therefore, the annotators are required to record
these names and the location of their appearance in the corpus (including the
chapter and verse numbers). Those names are considered NE candidates. In
addition, the annotators might suggest a class candidate for each of the NE can-
didates. We also observed the presence of NEs in the form of metonymy in the

13 https://id.wikipedia.org/wiki/Halaman Utama.
14 https://en.wikipedia.org/wiki/Main Page.

https://id.wikipedia.org/wiki/Halaman_Utama
https://en.wikipedia.org/wiki/Main_Page


IndQNER: Named Entity Recognition Benchmark Dataset 179

corpus.15 The annotators not only log these NEs, but also provide information
about the classes involved. The annotators must also be aware if an NE in Ini-
tials belongs to the correct class. Furthermore, they must identify those that are
improperly classified and recommend the correct one (if it is possible). All of
this information is confirmed in the verification stage (Sect. 4.5).

4.4 Annotation Process and Results

The annotation process was carried out by eight annotators who are third- and
fourth-year students at the Informatics Engineering Department of the State
Islamic University Syarif Hidayatullah Jakarta. It was conducted in two stages,
trial and actual, and held in two months. The trial step aimed to determine if
all annotators have a common understanding of the annotation guideline. This
stage also enabled us to discover several facts about the Indonesian translation
of the Quran, as detailed in Sects. 3 and 4.2. We used the Indonesian translation
of the Quran that was released in 2019 by the Ministry of Religion Affairs of the
Republic of Indonesia.16 During the trial period, the annotators only annotated
one chapter of the Quran, Al-Baqarah, with corresponding labels in Initials. We
calculated the Inter-Annotator Agreement (IAA) among all annotators based on
NE classes. Color class has the lowest number, with an IAA score of 3.7%. This
is because two annotators labeled color names that do not appear in Initials.
Those are actually intended to be NE candidates from the Color class. Location
is the second class with an IAA score of less than 50%. This is because two
annotators completely overlooked labeling location names.

To create IndQNER, we implemented the actual annotation step to annotate
eight chapters in the Indonesian translation of the Quran. The Quran’s chapters
are classified as lengthy, medium, or short based on their number of words. We
used seven lengthy chapters and one medium chapter. The lengthy chapters
include Chapter 2: Al-Baqarah (l-baqarah), Chapter 3: Ali-’Imran (āl’im’rān),
Chapter 4: An-Nisā (l-nisā), Chapter 5: Al-Maidāh (l-māidah), Chapter 6: Al-
An’ām (l-an’ām), Chapter 7: Al-A’rāf (l-a’rāf), and Chapter 10: Yūnus (Yūnus).
Chapter 16: An-Nahl (l-nahl) is a medium chapter. Each of the two annotators
worked on two different chapters to conduct the annotation. Figure 3 shows
the IAA scores obtained from annotation results across all chapters. NEs from
False Deity and Sentient are nonexistent in all chapters. Meanwhile, the NEs
from Language, Afterlife Location, and Color classes are each found in only one
chapter, namely Chap. 16, Chap. 7, and Chap. 3, respectively. Allah’s Throne and
Artifact are two more classes whose NEs appear in less than half the number of
chapters.

As mentioned in Sect. 4.3, annotators produce NE and class candidates in
addition to the annotated corpus. We initially obtained 208 NE and three class
candidates. After eliminating the duplicates, we had 142 NE and three class can-
didates left. We chose only NE candidates that are proper nouns to be checked
15 https://en.wikipedia.org/wiki/Metonymy.
16 https://lajnah.kemenag.go.id/unduhan/category/3-terjemah-al-qur-an-tahun-

2019.

https://en.wikipedia.org/wiki/Metonymy
https://lajnah.kemenag.go.id/unduhan/category/3-terjemah-al-qur-an-tahun-2019
https://lajnah.kemenag.go.id/unduhan/category/3-terjemah-al-qur-an-tahun-2019
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Fig. 3. Inter-annotator agreement (IAA) in the actual annotation stage.

in the next step. As a result, we had 59 NE and three class candidates. The
majority of NE candidates were proposed as Person’s NEs. Furthermore, there
are eight NE candidates whose proposed classes are still unknown. The names
Food and Fruit were proposed for the two class candidates, but one class can-
didate’s name remained unknown. The annotators also discovered one NE that
was incorrectly classified, namely Daud. The annotators suggested Messenger
as the correct class rather than keeping it as an NE from the Prophet class.
The annotation results also assisted in locating NE synonyms in the corpus. We
discovered 38 synonyms for Allah and eight synonyms for other NEs. The first
appears in two forms, including being preceded by the phrases Tuhan Yang and
Yang, which appear nine and 29 times, respectively.

4.5 Expert Curation

All NE and class candidates obtained through the annotation process were val-
idated by three Quran and Tafseer experts. The experts are lecturers in the
Quran and Tafseer Department of the State Islamic University Syarif Hiday-
atullah Jakarta. To facilitate the verification process, we provided at least one
Quran verse in which the NE candidates appear. Each expert specifically verified
if the proposed NE classes were correct. In the case of unknown or incorrectly
proposed NE classes, the expert provided the appropriate ones. Furthermore,
the experts examined if the new proposed classes and corresponding NE candi-
dates were acceptable. To obtain the final results, we chose the majority of the
verification results. If each expert had a different result, we would ask them to
discuss and decide on the final result. All experts shared the same results on
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56 NE candidates. Meanwhile, two experts concluded the same results on three
candidates. At this point, we had three more NE classes and 54 new NEs from
existing classes. Food, Fruit, and the Book of Allah are the new classes, with two
NEs for each of Food and Fruit, and one NE for the Book of Allah. Table 6 lists
all classes, including the description and sample of the corresponding NEs.

5 Evaluation

Goals. The purpose of the evaluation was to assess the annotation quality of
IndQNER. In doing so, we acquired results from NER models testing, in which
the models were trained on the dataset using two different settings. They were
supervised learning and transfer learning, respectively. In the first setting, we
used a combination of BiLSTM and CRF techniques [5] because it is the most
commonly used approach in Indonesian NER tasks. An Indonesian pre-trained
language model, IndoBERT,17 was utilized to provide word embeddings. For the
transfer learning setting, we used the IndoBERT which we fine-tuned and then
tested. We were also interested in how much IndoBERT, which was trained on a
large-scale general domain dataset, can support NER tasks in specific domains
like the Indonesian translation of the Quran.

Experimental Setup. The IndQNER dataset was annotated using the BIO
(Beginning-Inside-Outside) tagging format. It has 3117 sentences, 62,027 tokens,
and 2475 NEs. A sentence is marked by the end of a dot character. Each line in
the dataset consists of a token, a tab, and the corresponding NE label. Figure 4
depicts the distribution of NEs in the dataset by class. False Deity and Sentient
are two classes with no NEs in the corpus. To enable the two experiment settings,
we split the dataset into training, validation, and test sets.18 The split was
made with an 8:1:1 ratio [7], with 2494, 312, and 311 sentences in the training,
validation, and test sets, respectively.

Evaluations both in supervised and transfer learning settings were conducted
with the following parameters: learning rate of 2e-5, maximum sequence length
∈ {256, 512}, batch size of 16, and number of epochs ∈ {10, 20, 40, 100}.

Results. Table 7 provides evaluation results of IndQNER in two settings. The
first NER model surprisingly outperforms the second on all setting parame-
ters. The BiLSTM and CRF-based NER system obtains the highest F1 score
of 0.98 and on other parameter settings, the numbers are consistently above
0.90. Meanwhile, the highest F1 score obtained from the fine-tuned IndoBERT
model is 0.71. The results indicate that the existing Indonesian pre-trained lan-
guage model is insufficient for supporting specific domain NER tasks, such as
the Indonesian translation of the Quran. On the other hand, we believe that
the annotation quality of the IndQNER dataset is satisfactory, as the learning
17 https://huggingface.co/indobenchmark/indobert-base-p1.
18 https://github.com/dice-group/IndQNER/tree/main/datasets.

https://huggingface.co/indobenchmark/indobert-base-p1
https://github.com/dice-group/IndQNER/tree/main/datasets
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Table 6. All classes, descriptions, and samples of the corresponding named entities.
The descriptions are taken from https://corpus.quran.com/concept.jsp.

Classes Description Sample of Named Entities

Allah Allah (God in Islam) and all
Allah’s names that are known as
Asmaul Husna

Allah, Tuhan Yang Maha Esa
(The Unique, The Only One),
Yang Maha Pengasih (The
Most or Entirely Merciful)

Allah’s Throne The seat of Allah’s power and
authority

’Arasy (Allah’s Throne)

Artifact Man-made constructions that are
mentioned in the Quran

Ka‘bah (Kaaba), Masjidilaqsa
(Al-Aqsa mosque)

Astronomical body Astronomical objects that are
mentioned in the Quran

Bintang Syi‘ra (Sirius), bumi
(earth)

Event Temporal events hari kiamat (Day of
Resurrection), subuh (fajr)

False deity The Worship of false gods
mentioned in the Quran

Al-‘Uzza, Al-Lata (al-Lat)

Holy book Holy books and other religious
texts that are mentioned in the
Quran

Al-Qur’an (Qur’an), Injil (the
Gospel)

Language The languages mentioned in the
Quran

Bahasa Arab (Arabic)

Angel The creations of Allah mentioned
in the Quran known as angels

Malaikat maut (The Angel of
death), Jibril (Gabriel)

Person Individual human beings or groups
of people mentioned in the Quran

Orang-orang Arab Badui (The
bedouins), Azar (Azar)

Messenger The messengers of Allah

mentioned in the Quran

Ibrahim (Abraham),

Muhammad (Muhammad)

Prophet The prophets of Allah mentioned
in the Quran

Harun (Aaron), Sulaiman
(Solomon)

Sentient The sentient creation mentioned in
the Quran

makhluk bergerak dari bumi
(creature from the earth)

Afterlife Location Locations in the afterlife Surga Firdaus (The Gardens of
Paradise), Sidratulmuntaha
(The Lote Tree)

Geographical location Geographical locations mentioned
in the Quran

Negeri Babilonia (Babylon),
Makkah (Makkah)

Color The different colors that are
mentioned in the Quran

Hijau (green)

Religion The major religions, or other
systems of ancient belief, that are
mentioned by name in the Quran

Islam (Islam), Nasrani
(Christianity)

Food The food mentioned in the Quran Manna and Salwa

Fruit The fruit mentioned in the Quran Palm and Grave

The Book of Allah The book of Allah mentioned in
the Quran

Lauf Mahfuzh

https://corpus.quran.com/concept.jsp.
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Fig. 4. Distribution of named entities from each class in IndQNER.

process using a deep learning approach has been shown to successfully achieve
a highly promising result.

Table 7. Evaluation results of IndQNER using supervised learning and transfer learn-
ing scenarios.

NER technique e-poch 10 e-poch 20 e-poch 40 e-poch 100

P R F1 P R F1 P R F1 P R F1

Max. sequence length 256

Supervised learning 0.94 0.92 0.93 0.99 0.97 0.98 0.96 0.96 0.96 0.97 0.96 0.96

Transfer learning 0.67 0.65 0.65 0.60 0.59 0.59 0.75 0.72 0.71 0.73 0.68 0.68

Max. sequence length 512

Supervised learning 0.92 0.92 0.92 0.96 0.95 0.96 0.97 0.95 0.96 0.97 0.95 0.96

Transfer learning 0.72 0.62 0.64 0.62 0.57 0.58 0.72 0.66 0.67 0.68 0.68 0.67

6 Conclusion and Future Works

We presented IndQNER, a NER benchmark dataset in a specific domain, namely
the Indonesian translation of the Quran. This dataset creation is part of an
attempt to satisfy the need for publicly accessible datasets in order to accelerate
the progress of NLP research in Indonesian. The evaluation findings show that
IndQNER can be a suitable metric for NER task evaluation in the Indonesian
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translation of the Quran domain. However, we are aware of the magnitude of
IndQNER in comparison to the total number of chapters in the Quran. This is
why we intend to grow the dataset to include all chapters in the future, so that
there will be even more benefits available.
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Abstract. The commonly-used method of bolting, used to secure parts
of apparatus together, relies on the bolts having a sufficient preload force
in order to the ensure mechanical strength. Failing to secure bolted con-
nections to a suitable torque rating can have dangerous consequences. As
part of a wider system that might monitor the integrity of bolted con-
nections using artificial intelligence techniques such as machine learning,
it is necessary to first identify and isolate the location of the bolt. In
this study, we make use of several contemporary machine learning-based
object detection algorithms to address the problem of bolt recognition.
We use the latest version of You Only Look Once (YOLO) and com-
pare it with algorithms RetinaNet and Faster R-CNN. In doing so, we
determine the optimum learning rate for use with a given dataset and
make a comparison showing how this particular hyperparameter has a
considerable effect on the accuracy of the trained model. We also observe
the accuracy levels achievable using training data that has been lowered
in resolution and had augmentation applied to simulate camera blurring
and variable lighting conditions. We find that YOLO can achieve a test
mean average precision of 71% on this data.

Keywords: Deep learning · Transfer learning · Continuous
maintenance

1 Introduction

Bolts and bolting are commonly used as a method of securing parts of structures
to one another. To ensure integrity of a connection, the bolts must be secured
with a sufficient preload force in order to provide a rated level of mechanical
security; this force can be measured in many ways, for example by the use of
a mechanical torque wrench [11]. Ensuring the correct preload force of a bolted
connection is essential: an incorrectly-installed blind flange, secured with bolts,
was responsible for the Piper Alpha gas platform explosion in 1988 which resulted
in the loss of 167 lives [2].
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In industrial settings, predictive maintenance techniques ranging from visual
inspection to advanced signal processing analysis have been proven more accu-
rate than time-based preventative methods in such safety critical situations as
nuclear power plants [3]. However, visual inspections are far from foolproof and
human error is a factor [1]. Signal analysis, whilst more accurate, cannot help
if the faulty component is made from static parts that are unable to offer any
measurement data.

Research has recently moved towards studying the use of artificial intelligence
(AI)-based techniques such as machine learning to analyse images and video
in order to identify degradation that might adversely affect equipment in an
industrial setting [15]. Detecting a faulty bolted connection from a video using
AI is complex [4,12]; however, the first task is to determine the presence of bolts
within an image or frame of video.

Machine learning algorithms that are capable of performing object recogni-
tion tasks require training using data that has been annotated by a person - or
‘oracle’ - from which a model can learn. The NPU-BOLT dataset, assembled in
order to train a bolt detection algorithm, offers us a solid basis from which to
work [17]. The authors of NPU-BOLT used their dataset to train a number of
object recognition algorithms; however, the authors used full-resolution images
which are of high quality.

Potential sources of training data from continuous maintenance processes,
such as fixed CCTV, might not be able to offer as high a resolution per image.
Moreover, it is possible that images captured by a person performing a main-
tenance inspection, whether using a handheld or body-worn camera, may be
susceptible to motion blurring and uncontrollable changes in lighting conditions.

One challenge in training a machine learning model is selecting the hyper-
parameters - those parameters whose values control the learning process - in
order to allow the model to reach as great a level of accuracy as possible [5].
The value chosen for the learning rate hyperparameter, which dictates the size
of the adjustment made each time the model’s weights are updated during back-
propagation, has a big effect on the model’s performance; choosing the correct
learning rate is not a straightforward task [14].

We summarise our contributions in this paper as follows: 1) we make an
experimental comparison with the eighth and latest iteration of object recog-
nition algorithm You Only Look Once (YOLO) for the detection of bolts, and
systematically experiment with fixed and variable learning rates to find the opti-
mum value for a given training dataset; 2) we compare these results with those
achievable using other, current object detection algorithms; 3) we use a combi-
nation of resolution reduction and image augmentation in our training data to
observe the accuracy levels achievable with a training set that simulates lower-
quality training data.

The rest of this paper is organised as follows: Sect. 2 examines the back-
ground of the techniques used and existing research in the field; Sect. 3 contains
the methodology and approaches used in the experiments; Sect. 4 outlines the
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experimental scenarios; and Sect. 5 shows the results of the experiments, discus-
sion of the outcomes, avenues for future research, and concludes the paper.

2 Background and Related Work

The dataset used in this paper, NPU-BOLT, was constructed with the aim of
training machine learning-based object recognition algorithms to identify four
different classes of bolt [17]. The dataset comprises 337 images, annotated with
1275 individual bounding boxes in Pascal VOC format. The authors trained
several algorithms - YOLO v5, Faster R-CNN, and CentreNet, achieving average
precision scores of 97.38% and 91.88% for the two most prolific classes in the
dataset using YOLO v5l. The authors trained the models using the full resolution
of the images which offers the potential for a comparison with models that are
trained using the images at a reduced size. The authors mentioned augmentation
of the training dataset, but no detail was given - again, an interesting comparison
might be made

Zhang et al. used an object detection algorithm - Faster R-CNN - to detect
bolts in two states - tight and loose [16]. The authors compiled a dataset of
images showing tightened bolts, in which none of the bolt’s thread was visible,
and loose bolts that were displaying an amount of visible thread. This was an
interesting and comprehensive study that combined two tasks - the recognition
of bolts, and the distinguishing of tight bolts and loose bolts. The authors’ model
demonstrated high accuracy levels: 85.59% average precision for tightened bolts,
99.60% for loose bolts.

Studies centred around the detection of bolts have also used older object
detection techniques to good effect. As part of a study aiming to detect the
rotational angle of bolts, Huynh et al. used an R-CNN model to detect and
localise bolts within an image [4]. Claiming accuracy of between 90% and 100%
on a test dataset, the authors found that the accuracy of their trained model
began to fall as the camera’s angle changed from the straight-ahead; with a
horizontal distortion of 50◦, the model accuracy fell to 19%. Wang et al. used
a single-shot detector (SSD) as part of an interesting study that used a bolt’s
distinct marking to estimate the angle of the marking in relation to the head of
the bolt, and therefore the rotational angle of the bolt itself [12].

From these studies we can see a selection of recent deep learning models
selected by the authors. In order to better understand these models, and why
the selection of models used in our study was chosen, we need to look at the
background of deep learning and its use in object recognition.

2.1 Faster-RCNN

Faster R-CNN, first proposed at the 2015 Advances in Neural Information Pro-
cessing Systems conference, is an object detection algorithm employing a region-
based convolutional neural network, and is a progression from its predecessors
R-CNN and Fast R-CNN [9]. Faster R-CNN is a two-stage object detection
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algorithm that firstly generates a sparse set of candidate object locations, and a
second stage that classifies those locations. The paper proposing Faster R-CNN
has, at the time of writing, attracted 56,082 citations, demonstrating its pop-
ularity in the research community. For the backbone used to generate feature
maps, Faster R-CNN is capable of using different convolutional neural network
architectures.

2.2 YOLO

Object detection algorithm You Only Look Once (YOLO) was first presented by
Redmon et al. at the 2016 IEEE Conference on Computer Vision and Pattern
Recognition [8]. YOLOv8 provides several architectures for use in object recogni-
tion tasks. YOLO is a single-stage algorithm, able to run object detection on an
image in one forward pass of a convolutional neural network; this results in faster
detection speeds with accuracy approaching that of two-stage detectors such as
Faster R-CNN. Research interest in YOLO is considerable - the 2016 conference
paper introducing YOLO has, at the time of writing, 14,954 citations. Since the
authors of the NPU-BOLT included YOLO in their comparison of models, the
algorithm has undergone three further major releases.

2.3 RetinaNet

Another single-stage object detection algorithm, RetinaNet, was proposed in
2020 and is claimed by its authors to offer speed similar to YOLO, whilst showing
accuracy approaching that of more complex two-stage detectors such as Faster
R-CNN [6]. RetinaNet would appear to have been used in few studies experi-
menting with bolt detection; as such, we felt it would make a good candidate
for experimentation.

2.4 Transfer Learning and COCO

Transfer learning is a technique by which learning in one domain is improved
by transferring information from another domain. The process has been likened
to examples in the real world, comparing two people who would like to learn to
play the piano; one person has no experience of playing music whilst the other
has gained musical knowledge through playing the guitar. The person who plays
the guitar will be able to learn the piano more efficiently by transferring the
musical knowledge they have learned on another instrument [13].

As a baseline for this transfer of knowledge, there are several large, pub-
licly available databases of annotated, categorised images with which researchers
in computer vision can train models. Microsoft’s Common Objects in Context
(COCO) is a large, open source collection of annotated image data currently
spanning 80 object categories [7]. Having a total of 330,000 images, COCO is a
popular basis for experimentation in object recognition research [10].
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3 Proposed Methodology

The methodology used in a series of experiments to determine the accuracy
levels achievable, and the optimum learning rates to do so, in bolt detection is
described here. The models compared were Yolov8n, Yolov8s, Yolov8m, Yolov8l,
Yolov8x, and RetinaNet. The RetinaNet algorithm can use different backbones
to perform feature extraction; two were tested here - ResNet-50, and ResNet-101.
Faster R-CNN was tested with a ResNet-50 backbone.

3.1 Evaluation Metrics

To assess the effectiveness of each experiment, accuracy will be measured with
the following evaluation metrics. These metrics use a combination of true posi-
tives (TP), false positives (FP), and false negatives (FN) to calculate precision,
recall, and average precision.

Precision indicates the ratio of correctly predicted positives against the total
number of positives for a given label.

Precision =
TP

TP + FP
(1)

Recall is the ratio of correctly predicted positives against all positives for a
given label.

Recall =
TP

TP + FN
(2)

Average Precision (AP) is given as

AP =
∑

n

(Rn −Rn−1)Pn (3)

where Rn and Pn are the precision and recall at the nth threshold. AP can also
be regarded as the area under the precision-recall curve. Mean average precision
(mAP) is the mean of AP for all class labels. In these experiments, AP and mAP
are given with an intersection over union threshold of 0.5.

3.2 Dataset Description

The NPU-BOLT dataset is the result of a study by Zhao et al. in which the
authors assembled a dataset of images, annotated with four classes [17]: Bolt
Head, Bolt Nut, Bolt Side, and Blur Bolt.

Some of the images were photographed by the authors themselves, using
an SLR camera, smartphone camera, and an unmanned aerial vehicle (drone).
The remainder of the images were obtained from the internet. The files have



Object Recognition for Bolts Detection 191

a pixel resolution of between 500× 500 and 6,000× 4,000; the authors selected
images depicting a variety of bolted structures and, in the images they themselves
photographed, a range of angles and lighting conditions. A small number (17) of
the images in the dataset were generated from a computer-aided design (CAD)
model.

Fig. 1. A sample of training data from the NPU-BOLT dataset, depicting bounding
boxes

Figure 1 shows an example taken from the NPU-BOLT training dataset com-
plete with annotations; two classes are shown here, Bolt Head in orange, and
Bolt Side in yellow. The dataset contains 337 images, having 1,275 annotations.
The four classes are not equally represented; ‘bolt nut’ is the most prolific class,
with ‘bolt side’ having fewest annotations.

The annotations are supplied in Pascal VOC format; this is an XML-based
system for recording the dimensions and locations of the bounding boxes within
the image files. To simplify the process of managing images and annotation
formats for training all the models used here, whilst keeping a consistent dataset,
cloud-based dataset management service Roboflow was used.

The dataset was split into three parts - training, validation, and testing. 70%
of the total (236 images) comprised the training set, 20% (67 images) comprised
the validation set, and the remaining 10% (34 images) was used as a test set.
These splits were managed by Roboflow such that the selections were made
randomly but, for each experiment, the same random selection was used. All
images were resized to 640× 640 pixels. Roboflow manages the adjustment of
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the samples’ annotations such that the bounding boxes remain tightly defined
around the regions of interest within each image.

3.3 Data Augmentation

During the training of the models, data augmentation was applied using the
Python library Albumentations. The augmentation was applied in two sets: one
of motion blur, median blur, or blur was applied to each sample to create a
new and unique image. Another group of augmentations, consisting of one of
either contrast limited adaptive histogram equalization (CLAHE) or random
contrast/brightness adjustment was also used to generate new samples. Aug-
mentations were only applied to the training dataset - the validation and test
sets were left untouched.

4 Experiments

The experimentation we performed was split into discrete phases, outlined here
as experimental scenarios. YOLO considers training phases as epochs, i.e. a single
pass through every sample in the training dataset takes place before the model’s
weights are updated. The Detectron2 framework, with which the RetinaNet and
Faster R-CNN models were tested, is more granular and works with iterations -
17,700 of which were necessary to make a fair comparison with the 300 epochs
of YOLO training.

4.1 Scenario 1 - Comparing YOLO Models

Designed to find the optimal learning rate for training each of the five vari-
ations of YOLOv8 to as high an accuracy level as possible. Each of the five
variations on the YOLO object detection architecture was trained on the NPU-
BOLT dataset at learning rates of 0.01, 0.001, 0.0001, and 0.00001. After each
training epoch, the model was evaluated on the evaluation dataset; the met-
rics outlined in Sect. 3.1 were observed, and the highest mean average precision
values of each evaluation were noted.

4.2 Scenario 2 - Variable Learning Rate for YOLO

The experiments in Scenario 1 all used a fixed learning rate. Scenario 2 was
designed to observe the effect on training YOLO with a cosine-decay learning
rate, such that training starts at a higher learning rate and decays using a cosine
function to a lower rate. After each training epoch, the model was evaluated on
the evaluation dataset; the metrics were observed and the highest mean average
precision values of each evaluation noted.
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4.3 Scenario 3 - Comparing RetinaNet and Faster-RCNN Models

Designed to compare other object detection models with YOLO, again using
different learning rates to attempt to find the rate at which each model reached
its highest accuracy. RetinaNet was trained using two backbones - ResNet-50 and
ResNet-101; Faster R-CNN was trained with a ResNet-50 backbone. Learning
rates of 0.01, 0.001, 0.0001, and 0.00001 were used. After every 500 iterations, the
model was evaluated on the evaluation dataset; the metrics outlined in Sect. 3.1
were observed, and the highest mean average precision values of each evaluation
were noted.

5 Results and Discussion

In this section we train the convolutional neural networks outlined in Sect. 4
with the dataset outlined in Sect. 3 and observe the results. All models were
trained starting from weights inferred by training on the COCO 2017 dataset;
the transfer learning from the pretraining was retained by freezing the initial
layers of the models’ feature extractors such that only the classifier layers were
trained.

5.1 Training the Models

Each of the models was implemented in code, using Python along with a variety
of machine learning libraries. Discrete Python environments and their installed
packages were managed with the Anaconda distribution of Python.

The computer used for training was equipped with an 11th generation Intel
Core i7 CPU, 32 GB of RAM, and an RTX3080 GPU with 16 GB of VRAM.

5.2 Results - Scenario 1 (Comparing YOLO Models)

Table 1 shows the highest mean average precision values observed during 300
epochs of training of all five YOLOv8 object detection models at learning rates
of 0.01, 0.001, 0.0001, and 0.00001.

Table 1. Results from training of five YOLOv8 models with fixed learning rates

mAP at 0.01 mAP at 0.001 mAP at 0.0001 mAP at 0.00001

YOLOv8n 0.51422 0.44249 0.39862 0.20763

YOLOv8s 0.53069 0.54595 0.5094 0.30499

YOLOv8m 0.56655 0.62583 0.62789 0.42957

YOLOv8l 0.6013 0.70928 0.62535 0.45789

YOLOv8x 0.62183 0.68388 0.6042 0.38474
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5.3 Results - Scenario 2 (Variable Learning Rate for YOLO)

Scenario 1 showed that the most accurate of the YOLO models was the Large
(YOLOv8l) variation, trained at a learning rate of 0.001. Figure 1 shows the
mean average precision of the YOLOv8l model graphed at different learning
rates on the evaluation dataset after every epoch (Fig. 2).

Fig. 2. mAP at IoU of 0.5 for each training epoch of YOLOv8l at different learning
rates

From this graph, it can be seen that at the smallest learning rate tested -
0.00001 - the model failed to converge. The model’s weights updated too slowly
for it to reach the higher levels of accuracy that were possible with a faster rate
within the 300 epochs of training. There was little point, therefore, in testing a
cosine decay learning rate that began with a rate this small and decayed to an
even smaller rate.

Table 2 shows the highest mean average precision value observed during 300
epochs of training each of the five YOLO models using a cosine decay learning
rate, with values of 0.01 to 0.001, 0.001 to 0.0001, and 0.0001 to 0.00001.
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Table 2. Results from training of five YOLOv8 models with variable learning rates

mAP at 0.01–0.001 mAP at 0.001–0.0001 mAP at 0.0001–0.00001

YOLOv8n 0.46105 0.46295 0.3949

YOLOv8s 0.57001 0.55347 0.50117

YOLOv8m 0.5366 0.64278 0.61955

YOLOv8l 0.57806 0.68535 0.63791

YOLOv8x 0.60663 0.66593 0.60492

5.4 Results - Scenario 3 (Comparing RetinaNet and Faster R-CNN
Models)

Table 3 shows the highest mean average precision values observed during the
training of a RetinaNet model with two different backbones, as well as Faster
R-CNN with a ResNet-50 backbone. The models were trained using the Detec-
tron2 deep learning framework for 17,700 iterations. Inference was performed on
the test dataset every 500 iterations. Learning rates of 0.01, 0.001, 0.0001, and
0.00001 were used.

Table 3. Results from training RetinaNet and Faster R-CNN with fixed learning rates

mAP at 0.01 mAP at 0.001 mAP at 0.0001 mAP at 0.00001

RetinaNet
(ResNet-50)

0.44665 0.46361 0.40877 0.36634

RetinaNet
(ResNet-101)

0.44384 0.40333 0.39826 0.36511

Faster
R-CNN

0.48204 0.39473 0.40913 0.37409

5.5 Discussion

Observing the results, it can be seen that the YOLO models generally were
more accurate when trained with the NPU-BOLT dataset when compared with
both RetinaNet and Faster R-CNN. YOLO has five different models that can be
used for object detection, increasing in model size and complexity through Nano,
Small, Medium, Large, and X-large. In our experiments, YOLOv8l performed
most accurately of all the models tested in these experiments with a headline
mean average precision of 0.71.

Table 4 shows the average precision for each of the class labels in the dataset
using this model.

Table 4. Per-class average precision (AP) results for YOLOv8l

AP - Bolt head AP - Bolt nut AP - Bolt side AP - Blur bolt

YOLOv8l 0.879 0.925 0.253 0.648
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The varied average precision values in Table 4 reflect the imbalance in the
dataset - the Bolt side and Blur bolt labels were represented by fewer samples.

The latest version of YOLOv8 used in this study outperformed, by some
margin, the other models tested - RetinaNet and Faster R-CNN when using
the NPU-BOLT dataset as described in Sect. 3.2. They were less accurate than
YOLO with a considerable difference in the achievable mAP of YOLOv8l (0.71)
and Faster R-CNN (0.48).

Selecting a learning rate is a difficult task, and here we used experimentation
to discover optimal values for each model. Different values were used to observe
the points at which the rate was too big and the model oscillated, and too small
such that the model was unable to reach convergance. The small, large, and
x-large variants of YOLO reached the highest accuracy with a learning rate of
0.001, whilst the medium variant required a smaller rate of 0.0001. The nano
variant was most accurate with a rate of 0.01. There is, in other words, no
one-size-fits-all answer with selecting hyperparameters.

Our experiments with YOLO and evolving the learning rate throughout
training using a cosine-decay adjustment, such that the learning begins quickly
and slows down towards the end of training, showed that gains could be made in
the eventual accuracy of the trained model using the small variant which showed
a higher mAP of 0.57 using a variable (0.01–0.001) rate, compared with the mAP
of 0.55 using a fixed (0.001) rate. The medium variant, likewise, recorded a higher
mAP of 0.64 using a variable (0.001–0.0001) rate when compared with the max-
imum mAP of 0.63 using a fixed (0.0001) rate. The nano, large, and x-large
variants made no gains, with better accuracy achieved via a fixed rate. There
are, therefore, potential advantages to using a variable rate but not in every
case.

As a wider system is developed that might observe degradation over time,
these models will be used in such a way as to resemble a production environ-
ment. However, when testing on previously unseen data from the test dataset, it
can be observed that even the YOLO8l model that achieved the highest valida-
tion accuracy during training has issues with generalisation. A model is said to
generalise well when it is able to adapt to new data which it has not previously
seen. The following examples depict what might happen when a model does not
generalise.

Figure 3 shows the predictions made by the most accurate model in our exper-
iments (YOLO v8l, trained at a learning rate of 0.001). It can be observed that
the model has failed to predict one bolt head, clearly visible to the lower right
of the image.

Figure 4 shows the same model making predictions on another image. Whilst
the model has correctly predicted some components as bolts, one prediction is
misclassified as a bolt when it is, in fact, the head of a Philips screw visible to
the top right of the image.

A model’s inability to generalise to new data can be caused by overfitting, a
behaviour that occurs when a model has learned a set of training data too well.
The outcome is that reasonably accurate predictions can be made for the training
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Fig. 3. YOLO v8 predictions on unseen data - missing prediction

Fig. 4. YOLO v8 predictions on unseen data - incorrect classification

data but, when the model sees samples that are previously unseen, predictions
become inaccurate. Overfitting can be caused by a number of factors such as
data samples that lack variation, or samples containing a lot of noise. It is likely,
however, that a contributing factor in this case was the small size of the training
dataset. We trained our models on only a few hundred samples; whilst we felt
that these images were reasonably representative of the images that the models
might be asked to predict in a production scenario, it is likely that there simply
was not enough data.

5.6 Conclusion

As part of a wider system that might be able to observe bolts and bolted con-
nections over time in order to detect slowly-occurring and unwanted loosening,
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the initial detection of bolts is a first stage. We have found in this study that
cutting-edge machine learning object detection algorithms offered by YOLO in
its latest incarnation are capable of promising levels of accuracy when used to
perform this task.

In collecting training data, it is possible that high quality and high resolution
images might not always be obtainable; closed-circuit television (CCTV) systems
are not always of the highest quality; moreover, images captured by body-worn
cameras are susceptible to blurring and changing lighting conditions. Even when
using training data augmentations and reducing the resolution of the images in
this study, we were able to reach accuracy levels of over 70%.

We have observed issues with generalisation - the YOLOv8l model that
reached the highest accuracy observed is still not capable of accurately iden-
tifying every instance of bolt. In a production system this is a problem - that
missed bolt might be the one that is slowly working loose. Furthermore, too many
mis-classified bolts that are not, in fact, bolts could lead to operator fatigue and
the user of the system eventually seeing enough false positives that they lose
trust in its abilities.

Despite the issues with generalisation, we feel that these experiments show
promise for models trained on datasets that are small in size and contain lower-
quality samples. The latest iteration of YOLO has shown that it is capable of
achieving reasonable accuracy on only a few hundred data. YOLO has also shown
accuracy, for this problem, that is markedly higher than that achievable with
RetinaNet (from 2017) or Faster R-CNN (2015). This, perhaps, illustrates the
pace of change in object detection research - and one lesson is that we must keep
experimenting with newer and more sophisticated algorithms to find the most
suitable for our problem.

Images of bolts and other specific industrial objects are hard to come by,
expensive to annotate manually, and few (if any) already-annotated datasets are
publicly available. An understanding of the abilities of current detection models,
and the outcome when experimenting by manually tuning models for these cases
where little data is available is, we feel, a useful insight.

5.7 Future Work

More experimentation needs to take place, particularly with regard to the selec-
tion of optimal training hyperparameters. All of the models tested here have
hyperparameters besides the learning rate, and in reality it is common for
machine leaning practitioners to use a method of automating hyperparameter
selection. Previous versions of Ultralytics’ YOLO distribution offered such a
facility, whereby a model’s training was performed many times and the metrics
observed by the executing code; a genetic algorithm is used to refine the hyper-
parameters for each run. The user is left with optimal hyperparamters for use
in training, taking the time-consuming guesswork out of the process.

Whilst this is an obvious limitation of the experiments, we intended to
demonstrate how YOLO’s hyperparameter evolution might compare with basic
manual selection, giving us a clearer insight into how this variation might
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affect the accuracy achievable. We would, however, like to compare the results
from training models with manually selected hyperparameters, and the accuracy
achievable from using automation for selecting the values.

Given more time, we would like to have experimented by varying not only
the learning rate, but other hyperparameters such the batch size and the type of
optimiser. We performed our experiments on a laptop computer with a consumer-
grade GPU and, as such, each round of training took many times longer than
it would were the experiments carried out on more powerful hardware. As our
experimentation moves closer to implementing these models as part of a wider
system, we intend to fine-tune the hyperparameters to ensure we are achieving
the highest accuracy possible with a given set of training data.
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Abstract. The evaluation strategy used in text summarization is crit-
ical in assessing the relevancy between system summaries and reference
summaries. Most of the current evaluation metrics such as ROUGE and
METEOR are based on n-gram exact matching strategy. However, this
strategy cannot capture the orthographical variations in abstractive sum-
maries and is highly restrictive especially for languages with rich mor-
phology that make use of affixation extensively. In this paper, we pro-
pose several variants of the evaluation metrics that take into account
morphosyntactic properties of the words. We make a correlation analysis
between each of the proposed approaches and the human judgments on a
manually annotated dataset that we introduce in this study. The results
show that using morphosyntactic tokenization in evaluation metrics out-
performs the commonly used evaluation strategy in text summarization.

Keywords: Text summarization · Morphologically rich languages ·
Text summarization evaluation

1 Introduction

Large volumes of textual data have become available since the emergence of
the Web. It becomes gradually more challenging to digest the vast amount of
information that exists in sources such as websites, news, blogs, books, scientific
papers, and social media. Hence, text summarization has emerged as a popular
field of study in the past few decades which aims to simplify and make more
efficient the process of obtaining relevant piece of information.

Text summarization can be defined as automatically obtaining brief, fluent,
and salient piece of text from a much longer and more detailed input text.
The two main approaches to text summarization are extractive text summa-
rization and abstractive text summarization. Extractive summarization aims to
summarize a given input by directly copying the most relevant sentences or
phrases without any modification according to some criteria and ordering them.
Abstractive summarization, on the other hand, aims to automatically generate
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new phrases and sentences based on the given input and incorporate them in
the output summary.

Evaluation of summarization methods is critical to assess and benchmark
their performance. The main objective of evaluation is to observe how well the
output summary is able to reflect the reference summaries. The commonly used
evaluation methods in summarization such as ROUGE [17] and METEOR [3] are
based on n-gram matching strategy. For instance, ROUGE computes the number
of overlapping word n-grams between the reference and system summaries in
their exact (surface) forms. While the exact matching strategy is not an issue for
extractive summarization where the words are directly copied, it poses a problem
for abstractive summarization where the generated summaries can contain words
in different forms. In the abstractive case, this strategy is very strict especially
for morphologically rich languages in which the words are subject to extensive
affixation and thus carry syntactic features. It severely punishes the words that
have even a slight change in their forms. Hence, taking the morphosyntactic
structure of these morphologically rich languages into account is important for
the evaluation of text summarization.

In this paper, we introduce several variants of the commonly used evaluation
metrics that take into account the morphosyntactic properties of the language.
As a case study for Turkish, we train state-of-the-art text summarization models
mT5 [31] and BERTurk-cased [27] on the TR-News dataset [4]. The summaries
generated by the models are evaluated with the proposed metrics using the
reference summaries. In order to make comparisons between the evaluation met-
rics, we perform correlation analysis to see how well the score obtained with
each metric correlates with the human score for each system summary-reference
summary pair. Turkish is a low-resource language and it is challenging to find
manually annotated data in text summarization. Hence, for correlation analy-
sis, we annotate human relevancy judgements for a randomly sampled subset
of the TR-News dataset and we make this data publicly available1. Correla-
tion analysis is performed using the annotated human judgements to compare
the performance of the proposed morphosyntactic evaluation methods as well as
other popular evaluation methods.

2 Related Work

Text summarization studies in Turkish have been mostly limited to extractive
approaches. A rule-based system is introduced by Altan [2] tailored to the eco-
nomics domain. Çığır et al. [7] and Kartal and Kutlu [13] use classical sentence
features such as position, term frequency, and title similarity to extract sentences
and use these features in machine learning algorithms. Özsoy et al. [21] propose
variations to the commonly applied latent semantic analysis (LSA) and Güran et
al. [12] utilize non-negative matrix factorization method. Nuzumlalı and Özgür
[19] study fixed-length word truncation and lemmatization for Turkish multi-
document summarization.
1 https://github.com/batubayk/news datasets.

https://github.com/batubayk/news_datasets
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Recently, large-scale text summarization datasets such as MLSum [28] and
TR-News [4] have been released which enabled research in abstractive summa-
rization in Turkish. The abstractive studies are currently very limited and they
mostly utilize sequence-to-sequence (Seq2Seq) architectures. Scialom et al. [28]
make use of the commonly used pointer-generator model [29] and the unified
pretrained language model (UniLM) proposed by Dong et al. [10]. Baykara and
Güngör [4] follow a morphological adaptation of the pointer-generator algorithm
and also experiment with Turkish specific BERT models following the strategy
proposed by Liu and Lapata [18]. In a later study, Baykara and Güngör [5]
use multilingual pretrained Seq2Seq models mBART and mT5 as well as several
monolingual Turkish BERT models in a BERT2BERT architecture. They obtain
state-of-the-art results in both TR-News and MLSum datasets.

Most of the evaluation methods used in text summarization and other NLP
tasks are more suitable for well-studied languages such as English. ROUGE
[17] is the most commonly applied evaluation method in text summarization
which basically calculates the overlapping number of word n-grams. Although
initially proposed for machine translation, METEOR [3] is also used in text
summarization evaluation. METEOR follows the n-gram based matching strat-
egy which builds upon the BLEU metric [22] by modifying the precision and
recall computations and replacing them with a weighted F-score based on map-
ping unigrams and a penalty function for incorrect word order. Recently, neural
evaluation methods have been introduced which aim to capture semantic relat-
edness. These metrics usually utilize embeddings at word level such as Word
mover distance (WMD) [15] or sentence level such as Sentence mover distance
(SMD) [8]. BERTScore [32] makes use of the BERT model [9] to compute a
cosine similarity score between the given reference and system summaries.

There has been very limited research in summarization evaluation for Turk-
ish which has different morphology and syntax compared to English. Most of the
studies make use of common metrics such as ROUGE and METEOR [21,28].
Recently, Beken Fikri et al. [6] utilized various semantic similarity metrics includ-
ing BERTScore to semantically evaluate Turkish summaries on the MLSum
dataset. In another work [30], the BLEU+ metric was proposed as an exten-
sion to the BLEU metric by incorporating morphology and Wordnet into the
evaluation process for machine translation.

3 Overview of Turkish Morphology

Turkish is an agglutinative language which makes use of suffixation extensively.
A root word can take several suffixes in a predefined order as dictated by the
morphotactics of the language. It is common to find words affixed with 5–6 suf-
fixes. During the affixation process, the words are also subject to a number of
morphophonemic rules such as vowel harmony, elisions, or insertions. There are
two types of suffixes as inflectional suffixes and derivational suffixes. The inflec-
tional suffixes do not alter the core meaning of a word whereas the derivational
suffixes can change the meaning or the part-of-speech.
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Table 1. Morphological analysis of an example sentence.

Input Morphological Analysis

tutsağı [tutsak:Noun] tutsağ:Noun+A3sg+ı:Acc

serbest [serbest:Adj] serbest:Adj

bıraktılar [bırakmak:Verb] bırak:Verb+tı:Past+lar:A3pl

Table 1 shows the disambiguated morphological analysis of the sentence
tutsağı serbest bıraktılar (they released the prisoner) as an example. The square
bracket shows the root and its part-of-speech, which is followed by the suffixes
attached to the root and the morphological features employed during the deriva-
tion2.

4 Methodology

In this section, we explain the proposed methods that are based on the mor-
phosyntactic features of Turkish and the evaluation metrics used in the study.

4.1 Morphosyntactic Variations

While comparing a system summary and a reference summary, the evaluation
metrics used in text summarization use either the surface forms or the lemma or
stem forms of the words. As stated in Sect. 1, the former approach is too restric-
tive and misses matches of the inflected forms of the same words, whereas the
latter approach is too flexible and allows matches of all derivations of the same
root which causes semantically distant words to match. In this work, we pro-
pose and analyze several other alternatives in between these two extreme cases
based on morphosyntactic properties of the language. The obtained system and
reference summaries are preprocessed according to the details of each proposed
method before being passed to the evaluation metrics (ROUGE, METEOR, etc.).
The implementation of the evaluation metrics are not changed. The proposed
methods can easily be adapted to other morphologically rich languages in the
case of readily available morphological analyzer tools.

Table 2 gives the list of the methods used to process the words before applying
the evaluation metrics and shows the result of each one for the example sentence
depicted in Table 1. The Surface method leaves the words in their written forms,
while the Lemma (Stem) method strips off the suffixes and takes the lemma
(stem) forms of the words. The lemma and stem forms are obtained using the
Zemberek library [1] which applies morphological analysis and disambiguation
processes. For the Lemma and Stem methods, in addition to their bare forms,

2 The morphological features used in the example are as follows: Acc = accusative,
A3pl = third person plural number/person agreement, A3sg = third person singular
number/person agreement, Past = past tense.
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Table 2. Proposed methods based on morphosyntactic variations of words.

Method Processed Text

Surface tutsağı serbest bıraktılar

Lemma tutsak serbest bırak

Stem tutsağ serbest bırak

Lemma and all suffixes tutsak ##ı serbest bırak ##tı ##lar

Lemma and combined suffixes tutsak ##ı serbest bırak ##tılar

Lemma and last suffix tutsak ##ı serbest bırak ##lar

Lemma and all suffixes with Surface tutsağı##tutsak tutsağı##ı serbest##serbest
bıraktılar##bırak bıraktılar##tı
bıraktılar##lar

Lemma and combined suffixes with
Surface

tutsağı##tutsak tutsağı##ı serbest##serbest
bıraktılar##bırak bıraktılar##tılar

Lemma and last suffix with Surface tutsağı##tutsak tutsağı##ı serbest##serbest
bıraktılar##bırak bıraktılar##lar

six different variations based on different usages of the suffixes are employed.
The suffixes used in these variations are also obtained from the morphological
parse by the Zemberek library. Only the variations of the Lemma method are
shown in the table to save space; the same forms are also applied to the Stem
method. The methods are explained below.

Surface: The text is only lower-cased and punctuations are removed. All the
other methods also perform the same cleaning and lower-casing operations. For
Turkish, this is the default evaluation strategy for all the metrics.

Lemma: The text is lemmatized and the lemma forms of the words are used.

Stem: The text is stemmed and the stem forms of the words are used.

Lemma and all Suffixes: The text is lemmatized and the suffixes are extracted.
The lemma and each suffix of a word are considered as separate tokens.

Lemma and Combined Suffixes: The text is lemmatized and the suffixes are
extracted. The suffixes are concatenated as a single item. The lemma and the
concatenated suffixes of a word are considered as separate tokens.

Lemma and Last Suffix: The text is lemmatized and the suffixes are extracted.
The lemma and the last suffix of a word are considered as separate tokens.

The last three methods above split the lemma and the suffixes and use them
as individual tokens. This may cause the same tokens obtained from different
words to match mistakenly. For instance, if the system summary contains the
word tutsağı (the prisoner) (the accusative form of tutsak (prisoner)) and the
reference summary contains the word gardiyanı (the guardian) (the accusative
form of gardiyan (guardian)), the morphological parse will output the suffix ’ı’
for both of them. The evaluation metric (e.g. ROUGE-1) will match these two
suffixes (tokens) although they belong to different words. To prevent such cases,
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we devise another variation of these three methods where the surface form of
the word is prefixed to each token generated from the word as explained below.

Lemma and all Suffixes with Surface: The text is lemmatized and the
suffixes are extracted. The surface form of a word is added as a prefix to the
lemma and each of the suffixes of the word. The lemma and each suffix of the
word are then considered as separate tokens.

Lemma and Combined Suffixes with Surface: The text is lemmatized and
the suffixes are extracted. The suffixes are concatenated as a single item. The
surface form of a word is added as a prefix to the lemma and the concatenated
suffixes of the word. The lemma and the concatenated suffixes of the word are
then considered as separate tokens.

Lemma and Last Suffix with Surface: The text is lemmatized and the
suffixes are extracted. The surface form of a word is added as a prefix to the
lemma and the last suffix of the word. The lemma and the last suffix of the word
are then considered as separate tokens.

4.2 Evaluation Metrics

We use five different metrics for comparing system summaries and reference
summaries. We apply the morphosyntactic variations to the summaries and then
score the performance using these metrics. In this way, we make a detailed anal-
ysis related to which combinations of evaluation metrics and morphosyntactic
tokenizations correlate well with human judgments. We explain below each met-
ric briefly.

ROUGE [17] is a recall-oriented metric which is commonly used in text
summarization evaluation. ROUGE-N computes the number of overlapping n-
grams between the system and reference summaries while ROUGE-L considers
the longest common sub-sequence matches.

METEOR [3] is another commonly used metric in text summarization [14,
28]. It is based on unigram matches and makes use of both unigram precision
and unigram recall. Word order is also taken into account via the concept of
chunk.

BLEU [22] is a precision-oriented metric originally proposed for machine
translation evaluation. It uses a modified version of n-gram precision and takes
into account both the common words in the summaries and also the word order
by the use of higher order n-grams. Although not common as ROUGE, BLEU
is also used in text summarization evaluation as an additional metric [11,23].

BERTScore [32] is a recent metric proposed to measure the performance
of text generation systems. It extracts contextual embeddings of the words in
the system and reference summaries using the BERT model and then computes
pairwise cosine similarity between the words of the summaries.

chrF [24] is an evaluation metric initially proposed for machine translation.
The F-score of character n-gram matches are calculated between system output
and references. It takes into account the morphosyntax since the method is based
on character n-grams.
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In this work, we make use of the Huggingface’s evaluate library3 for all the
metrics explained above. We use the monolingual BERTurk-cased [27] model for
computing the BERTScore values.

5 Dataset, Models, and Annotations

In this section, we first explain the dataset and the models used for the text
summarization experiments. We then give the details of the annotation process
where the summaries output by the models are manually scored with respect to
the reference summaries. The human judgment scores will be used in Sect. 6 to
observe the goodness of the proposed morphosyntactic methods.

5.1 Dataset

We use the TR-News [4] dataset for the experiments. TR-News is a large-scale
Turkish summarization dataset that consists of news articles. It contains 277,573,
14,610, and 15,379 articles, respectively, for train, validation, and test sets.

5.2 Models

In this work, we use two state-of-the-art abstractive Seq2Seq summarization
models. The models are trained on the TR-News dataset and used to gener-
ate the system summaries of a sample set of documents to compare with the
corresponding reference summaries.

mT5 [31] is the multilingual variant of the T5 model [25] and closely follows
its model architecture with some minor modifications. The main idea behind the
T5 model is to approach each text-related task as a text-to-text problem where
the system receives a text sequence as input and outputs another text sequence.

BERTurk-cased [27] is a bidirectional transformer network pretrained on
a large corpus. It is an encoder-only model used mostly for feature extraction.
However, Rothe et al. [26] proposed constructing a Seq2Seq model by lever-
aging model checkpoints and initializing both the encoder and the decoder
parts by making several modifications to the model structure. Consequently,
we constructed a BERT2BERT model using BERTurk-cased and finetuned it on
abstractive text summarization.

The maximum encoder length for mT5 and BERTurk-cased are set to, respec-
tively, 768 and 512, whereas the maximum decoder length is set to 128. The
learning rate for the mT5 model is 1e−3 and for the BERTurk-cased model
5e−5. An effective batch size of 32 is used for both models. The models are
finetuned for a maximum of 10 epochs where early stopping with patience 2 is
employed based on the validation loss.

3 https://github.com/huggingface/evaluate.

https://github.com/huggingface/evaluate
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Table 3. Average scores and inter-annotator agreement scores for the models. In the
first row, the averages of the two annotators are separated by the/sign.

BERTurk-cased mT5

Avg. annotator score 5.86/6.22 6.00/5.88

Pearson correlation 0.85 0.88

Krippendorff’s alpha 0.84 0.87

Cohen’s Kappa coefficient 0.44 0.25

5.3 Human Judgment Annotations

In order to observe which morphosyntactic tokenizations and automatic sum-
marization metrics perform well in evaluating the performance of text summa-
rization systems for morphologically rich languages, we need a sample dataset
consisting of documents, system summaries, reference summaries, and relevancy
scores between the system and reference summaries. For this purpose, we ran-
domly sampled 50 articles from the test set of the TR-news dataset. For each
article, the system summary output by the model is given a manual score indicat-
ing its relevancy with the corresponding reference summary. This is done for the
mT5 model and the BERTurk-cased model separately. The relevancy scores are
annotated by two native Turkish speakers with graduate degrees. An annotator
is shown the system summary and the reference summary for an article with-
out showing the original document and is requested to give a score. We decided
to keep the annotation process simple by giving a single score to each system
summary-reference summary pair covering the overall semantic relevancy of the
summaries instead of scoring different aspects (adequacy, fluency, style, etc.)
separately. The scores range from 1 (completely irrelevant) to 10 (completely
relevant).

Table 3 shows the average scores of the annotators and the inter-annotator
agreement scores. The averages of the two annotators are close to each other
for both models. The Pearson correlation and Krippendorf’s alpha values being
around 0.80–0.90 indicate that there is a strong agreement in the annotators’
scores. We also present the Cohen’s Kappa coefficient as a measure of agreement
between the annotators. The values of 0.44 and 0.25 signal, respectively, mod-
erate agreement and fair agreement between the scores [16]. Since the Cohen’s
Kappa coefficient is mostly suitable for measuring agreement in categorical values
rather than quantitative values as in our case, the results should be approached
with caution.
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Table 4. Pearson correlation results of the morphosyntactic methods with prefix tokens
for the BERTurk-cased summarization model. Bold and underline denote, respectively,
the best score and the second-best score for a column.

BERTurk-cased ROUGE-1 ROUGE-2 ROUGE-L METEOR BLEU BERTScore chrF

Surface 0.770 0.723 0.750 0.736 0.649 0.800 0.789

Lemma with Surface 0.802 0.730 0.768 0.807 0.776 0.766 0.804

Stem with Surface 0.792 0.728 0.759 0.802 0.773 0.763 0.801

Lemma and all suffixes with
Surface

0.773 0.712 0.743 0.796 0.765 0.760 0.793

Stem and all suffixes with
Surface

0.768 0.712 0.740 0.794 0.764 0.760 0.791

Lemma and combined
suffixes with Surface

0.774 0.718 0.747 0.796 0.771 0.768 0.797

Stem and combined suffixes
with Surface

0.767 0.718 0.741 0.794 0.770 0.767 0.794

Lemma and last suffix with
Surface

0.781 0.718 0.749 0.798 0.776 0.766 0.795

Stem and last suffix with
Surface

0.774 0.718 0.743 0.798 0.776 0.766 0.792

Table 5. Pearson correlation results of the morphosyntactic methods with prefix tokens
for the mT5 summarization model. Bold and underline denote, respectively, the best
score and the second-best score for a column.

mT5 ROUGE-1 ROUGE-2 ROUGE-L METEOR BLEU BERTScore chrF

Surface 0.682 0.648 0.693 0.697 0.591 0.693 0.718

Lemma with Surface 0.701 0.669 0.709 0.753 0.719 0.682 0.739

Stem with Surface 0.688 0.665 0.700 0.742 0.714 0.674 0.734

Lemma and all suffixes with
Surface

0.699 0.658 0.700 0.771 0.730 0.694 0.733

Stem and all suffixes with
Surface

0.693 0.658 0.698 0.767 0.728 0.690 0.731

Lemma and combined
suffixes with Surface

0.685 0.653 0.693 0.750 0.714 0.690 0.738

Stem and combined suffixes
with Surface

0.677 0.653 0.688 0.745 0.712 0.687 0.734

Lemma and last suffix with
Surface

0.692 0.653 0.699 0.749 0.712 0.674 0.734

Stem and last suffix with
Surface

0.684 0.653 0.693 0.743 0.710 0.671 0.730

6 Correlation Analysis

In this work, we mainly aim at observing the correlation between the human
evaluations and the automatic evaluations for the system generated summaries.
For each of the proposed morphosyntactic tokenization methods (Sect. 4.1), we
first apply the method to the system and reference summaries of a document
and obtain the tokenized forms of the words in the summaries. We then evaluate
the similarity of the tokenized system and reference summaries with each of
the standard metrics (Sect. 4.2). Finally, we compute the Pearson correlation
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between the human score (average of the two annotators) given to the reference
summary-system summary pair (Sect. 5.3) and the metric score calculated based
on that morphosyntactic tokenization.

In this way, we make a detailed analysis of the morphosyntactic tokenization
method and text summarization metric combinations. The results are shown in
Tables 4 and 5. For the ROUGE metric, we include the results for the ROUGE-1,
ROUGE-2, and ROUGE-L variants that are commonly used in the literature.
For the tokenization methods that include suffixes, we show only the results with
the surface forms of the words prefixed to the tokens (with Surface). The results
without the prefixed tokens are given in the Appendix. Interestingly, the methods
that do not use the prefix forms correlate better with the human judgments,
although they tend to produce incorrect matches as shown in Sect. 4.1.

We observe that the Lemma method mostly yields the best results for the
summaries generated by the BERTurk-cased model. The Lemma method is fol-
lowed by the Stem method. These results indicate that simply taking the root
of the words in the form of lemma or stem before applying the evaluation met-
rics is sufficient instead of more complex tokenizations. One exception is the
BERTScore metric which works best with the surface forms of the words. This
may be regarded as an expected behavior since BERTScore is a semantically-
oriented evaluation approach while the others are mostly syntactically-oriented
metrics. Hence, when fed with the surface forms, BERTScore can capture the
similarities between different orthographical forms of the words.

The summaries generated by the mT5 model follow a similar pattern in
ROUGE evaluations. The Lemma method and the Stem method yield high cor-
relations with human scores. On the other hand, the other three metrics correlate
better with human judgments when suffixes are also incorporated as tokens into
the evaluation process in addition to the lemma or stem form. The BERTScore
metric again shows a good performance when used with the Surface method.

We observe a significant difference between the correlation scores of the
BERTurk-cased model and the mT5 model. The higher correlation results of
the BERTurk-cased model indicate that summaries with better quality are gen-
erated. This may be attributed to the fact that BERTurk-cased is a monolingual
model unlike the multilingual mT5 model and this distinction might have enabled
it to produce summaries with better and more relevant context.

The high correlation ratios obtained with the Lemma tokenization approach
may partly be attributed to the success of the Zemberek morphological tool.
Zemberek has a high performance in morphological analysis and morphological
disambiguation for Turkish [1]. When the Lemma and Stem methods are com-
pared, we see that the Lemma method outperforms the Stem method for both
models and for all evaluation metrics. This is the case for both the bare forms of
these two methods and their variations. The tokenization methods where the last
suffixes are used follow the top-ranking Lemma and Stem methods in BERTurk-
cased evaluations, whereas they fall behind the tokenization variations with all
suffixes in mT5 evaluations. The motivation behind the last suffix strategy is
that the last suffix is considered as one of the most informative morphemes in
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Turkish [20]. We see that this simple strategy is on par with those that use
information of all the suffixes.

Finally, comparing the five text summarization evaluation metrics shows that
METEOR yields the best correlation results for both models followed by the
chrF metric. Although the underlying tokenization method that yields the best
performance is different in the two models (Lemma for BERTurk-cased and
Lemma with all suffixes in mT5), we can conclude that the METEOR metric
applied to lemmatized system and reference summaries seems as the best metric
for text summarization evaluation. This is an interesting result considering that
ROUGE is the most commonly used evaluation metric in text summarization.

It should be noted that the Surface method corresponds to the approach
used in the evaluation tools for these metrics. That is, the ROUGE, METEOR,
BLEU, chrF, and BERTScore tools used in the literature mostly follow a simple
strategy and work on the surface forms of the words. However, Tables 4 and 5
show that other strategies such as using the lemma form or using the lemma
form combined with the suffixes nearly always outperform this default strategy.
This indicates that employing morphosyntactic tokenization processes during
evaluation increases correlation with human judgments and thus contributes to
the evaluation process.

7 Conclusion

In this study, we introduced various morphosyntactic methods that can be used
in text summarization evaluation. We trained state-of-the-art text summariza-
tion models on the TR-News dataset. The models were used to generate the
system summaries of a set of documents sampled from the test set of TR-News.
The relevancy of the system summaries and the reference summaries were man-
ually scored and correlation analysis was performed between the manual scores
and the scores produced by the morphosyntactic methods. The correlation anal-
ysis revealed that making use of morphosyntactic methods in evaluation metrics
outperforms the default strategy of using the surface form for Turkish. We make
the manually annotated evaluation dataset publicly available to alleviate the
resource scarcity problem in Turkish. We believe that this study will contribute
to focus on the importance of preprocessing in evaluation in this area.

Appendix

The correlation results of the morphosyntactic tokenization methods without
the prefix tokens are shown in Tables 6 and 7.
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Table 6. Pearson correlation results of the morphosyntactic methods without pre-
fix tokens for the BERTurk-cased summarization model. Bold and underline denote,
respectively, the best score and the second-best score for a column.

BERTurk-cased ROUGE-1 ROUGE-2 ROUGE-L METEOR BLEU BERTScore chrF

Surface 0.770 0.723 0.750 0.736 0.649 0.800 0.789

Lemma 0.831 0.744 0.795 0.809 0.671 0.775 0.797

Stem 0.815 0.738 0.777 0.799 0.668 0.768 0.791

Lemma and all suffixes 0.796 0.737 0.762 0.783 0.768 0.746 0.798

Stem and all suffixes 0.789 0.736 0.757 0.779 0.766 0.745 0.794

Lemma and combined
suffixes

0.798 0.727 0.769 0.793 0.763 0.752 0.794

Stem and combined suffixes 0.789 0.725 0.758 0.789 0.759 0.753 0.789

Lemma and last suffix 0.807 0.733 0.769 0.789 0.773 0.756 0.793

Stem and last suffix 0.795 0.732 0.757 0.784 0.768 0.757 0.788

Table 7. Pearson correlation results of the morphosyntactic methods without prefix
tokens for the mT5 summarization model. Bold and underline denote, respectively, the
best score and the second-best score for a column.

mT5 ROUGE-1 ROUGE-2 ROUGE-L METEOR BLEU BERTScore chrF

Surface 0.682 0.648 0.693 0.697 0.591 0.693 0.718

Lemma 0.713 0.677 0.708 0.737 0.602 0.682 0.723

Stem 0.696 0.659 0.693 0.716 0.594 0.675 0.714

Lemma and all suffixes 0.702 0.648 0.691 0.730 0.701 0.671 0.719

Stem and all suffixes 0.693 0.642 0.688 0.721 0.695 0.666 0.714

Lemma and combined
suffixes

0.691 0.652 0.690 0.748 0.678 0.687 0.727

Stem and combined suffixes 0.680 0.643 0.679 0.737 0.669 0.690 0.720

Lemma and last suffix 0.700 0.656 0.702 0.741 0.678 0.656 0.718

Stem and last suffix 0.688 0.647 0.690 0.730 0.669 0.652 0.710
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Buc, F., Fox, E., Garnett, R. (eds.) Advances in Neural Information Processing
Systems, vol. 32. Curran Associates, Inc. (2019)

11. Graham, Y.: Re-evaluating automatic summarization with BLEU and 192 shades
of ROUGE. In: EMNLP (2015)
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Abstract. We propose a method to build a fully connected knowledge
graph in the scientific domains of heliophysics and astrophysics, using
word embeddings from BERT which are adaptively fine-tuned to these
domains. We extract the scientific concepts automatically by a keyword
extractor. The graph nodes representing these concepts are connected
and weighed based on the cosine similarities computed from their fine-
tuned embeddings. Our method is able to capture various meaningful
scientific connections, and it incorporates the possibility to enable knowl-
edge discovery.
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1 Introduction

As we carry out our daily scientific work within our own expertise, the ever
expanding knowledge web inevitably becomes unstructured in a way that it can
be disconnected among concepts, let alone if there is a meaningful relation hidden
between different domains. Within and across domains, the same scientific term
can mean differently to the respective communities, for instance the term radia-
tion: it could be related to X-ray observation for astronomers, or UV radiation
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effect to the skin for biologists. On the other hand, cross-disciplinary researches
have become increasingly important, as scientific discoveries in modern days
usually benefit from huge collaborative efforts.

Therefore, structuring the knowledge base can encourage more dialogues and
make possible new discoveries across the domains. Most of all, it will save the
researchers’ time in sorting out the ingredients they need for their research, and
efforts can be well invested into the thought processes, experiments and etc.,
shedding lights on numerous questions or mitigations from how does the Sun
affect lives on earth, to what is the origin of the Universe, and so on.

In science, to accept or rule out a concept or theory it requires sufficient
experiments, observations and etc., which take time. With this in mind, how
could we build a knowledge graph (KG) that incorporates probable or even
accelerates new discoveries as well? In this regard, we turn into the investigation
of how strongly or distantly connected are the given concepts.

On the other hand, from the perspective of data, the challenge adds up as we
do not have a labeled dataset to train on for a Named Entity Recognition (NER)
task, nor a ground truth to validate against. Apart from that, we also do not
have an ontology which is typically used as a foundation to build a knowledge
graph. Therefore, to extract the relevant entities, we will be using an automatic
keyword extractor, and we rely on human experts in our team for validation.
A naive strategy for us would be to start from constructing a smaller-sized
knowledge graph that can be well verified in the process.

In our approach, we mine the texts using a controlled set of terms. We will
specify these controlled terms in our experiments. The extracted keywords from
the texts are taken to be related, and are examined in more detail where they
are found to carry higher cosine similarities of at least 0.5. As a result, we
will present specifically several pairs of the scientific terms or concepts that
we obtained to illuminate what our embedding-based method using the fine-
tuned language models can accomplish. In particular, we work on the domains
of heliophysics and astrophysics, as we have the related knowledge expertise, and
these 2 domains are known to be closely connected.

Our contributions from the present work are:

• We created 4 fine-tuned language models in heliophysics and in astrophysics:
helioBERT, hierarchical helio-astroBERT, large helioBERT, and large hier-
archical helio-astroBERT.

• We propose a novel method to build a knowledge graph based on cosine
similarities for heliophysics and astrophysics domains.

2 Related Work

Some recent techniques such as logical reasoning and post-processing operations
have been applied as refinement methods for knowledge graphs (e.g. automatic
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completion and error detection) [1]. Reasoning can deal with automatically deriv-
ing proofs for theorems, and for uncovering contradictions in a set of axioms. It
is widely adopted in the Semantic Web community, leading to the development
of a larger number of ontology reasoners. For example, if a person is defined to be
the capital of a state, this is a contradiction, since cities and persons are disjoint,
i.e., no entity can be a city and a person at the same time. Some approaches for
knowledge graph building have implemented reasoning when new axioms are to
be added (NELL dataset, PROSPERA).

To validate a KG, a naive but popular approach is to randomly sample triples
from the KG to annotate manually. A triple is considered correct if the corre-
sponding relationship is consistent with the domain expertise [2], hence the KG
accuracy can be defined as the percentage of triples in the KG being correct
– a sampling approach. While in terms of the quality of the extracted entities
themselves, the most common approach is again human evaluation [3]. In gen-
eral, the target entities can be extracted by a (fine-tuned) NER model through
e.g. flairNLP1. Also, the flairNLP text embedding library comes with its word
embeddings Flair, and options such as GloVe [4] and BERT [5], or a combina-
tion of different embeddings can be chosen. On the other hand, one can consider
some structure graph metrics such as the Structure Hamming Distance metric
[6], which can be applied to compare the built KG with a known ontology as a
reference graph.

There has been an increased interest in generating knowledge graphs for helio-
physics and astrophysics domains, such as the NASA Heliophysics KNOWledge
Network project [7] and other initiatives [8,9]. We draw our inspiration from a
recent approach that proposes a language model for astronomy and astrophysics
known as astroBERT [10]. The language model astroBERT is found to outper-
form BERT on NER task on the data of astronomical content. Similarly, another
BERT variant, SciBERT [11] which was proposed earlier, has been fine-tuned
on scientific texts with 18% from computer science and 82% from biomedical
domains.

3 Methodology

Our methodology consists of two main components. It begins with data collec-
tion, followed by a knowledge graph construction which requires a fine-tuning
procedure of the language model BERT. We propose the following machine learn-
ing pipeline (Fig. 1):

First, to enrich our primary dataset from NASA’s Science Mission Directorate
(SMD), we collected abstracts from arXiv from the year 2021. These abstracts
are more descriptive than SMD. They widen the knowledge spectrum in our
SMD dataset, as they contain research findings from a larger scientific commu-
nity. Thus this data addition potentially provides multiple (new) connections
between knowledge entities. From this pool of abstracts from various research
fields that cover for instance Astrophysics, and Condensed Matter, to further
1 https://github.com/flairNLP/flair.

https://github.com/flairNLP/flair
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Fig. 1. Pipeline for building a knowledge graph.

align with the scientific context in our primary SMD dataset, we will narrow
down our experiments to some specific research areas. For this, we define a num-
ber of different sets of scientific terms using two principal sources: SMD, and
additionally Unified Astronomy Thesaurus (UAT), to extract only the relevant
abstracts, by simply requiring that the set of terms (or any of them) form part
of the abstract. With this, we have indirectly established to a certain degree a
document similarity among the selected texts before we proceed to building the
respective knowledge graph.

Next, we choose to extract only tri-grams out of our text data using YAKE
[12]. Tri-gram turns out to be an optimal choice as it is sufficient to account for
scientific terms such as James Webb Space (James Webb Space Telescope in full),
and Schwarzschild black holes (a bi-gram black holes in general). YAKE which
stands for Yet Another Keyword Extractor is an automatic keyword extractor,
which includes readily the text pre-processing procedure that involves tokeniza-
tion and stopword removal. The algorithm is succeeded by a statistical feature
extraction then evaluated for a term score, followed by an n-gram (tri-gram in
our case) keyword generation where its score is built out of the term score. The
final step of the YAKE algorithm consists of data deduplication which further
improves the ranking of the relevant keywords. For our purpose, we have chosen
to extract a total of 20 keywords per text, ranked by the distance similarity met-
ric, that is the Sequence Matcher (SEQM), implemented in YAKE. The lower
the SEQM is, the more relevant or important the associated keyword is. These
extracted keywords will serve as the nodes in our knowledge graph. These nodes
are linked directly, that is, considered connected since these keywords come from
a same pool of texts extracted using a particular set of terms (which represent
a certain research topic) as explained before.

Now the question remains on how related the nodes are. We evaluate the
strength of the connection or the semantic link between the nodes by comput-
ing cosine similarities based on the fine-tuned word embeddings from BERT.
The threshold for cosine similarity value varies in each of our experiment, rang-
ing from a minimum of 0.5 to 0.8 (1 being the highest), where below the set
minimum value, we regard the pairs of entities as not strongly connected, and
hence discard them for further analysis. We use the pre-trained transformer-
based language model, BERT (BERTbase), and adaptively fine-tune the model
on our datasets in order to shift BERT into our knowledge domains. Using the
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fine-tuned embeddings, we obtain a representation of our knowledge graph. For
visualization, we use a package, igraph to create the graphs.

To effectively utilize the word embeddings, we propose the following 4 vari-
ations of BERT shown in Fig. 2, fine-tuned on a Masked Language Modeling
(MLM) task using our datasets.2 In an MLM task, a portion of the words in a
sequence is masked and BERT learns to predict the masked tokens based on the
context.

Fig. 2. BERT variations, differently fine-tuned on heliophysics and astrophysics texts.

Model I. helioBERT: BERT was trained on heliophysics texts.
Model II. Hierarchical helio-astroBERT: We froze the first 10 layers in
helioBERT, and trained the embedding layer and the last 2 BERT layers on
astrophysics texts. Research works in heliophysics and astrophysics share some
common glossaries. Instead of collectively training with the texts from these 2
domains, we hierarchically trained the model where it has retained the prior
knowledge of heliophysics and will then learn about astrophysics.
Model III. Large helioBERT: Compared to helioBERT, a larger amount of
heliophysics texts from different sources was used in the training.
Model IV. Large hierarchical helio-astroBERT: We froze the first 10 layers
in the large helioBERT, and trained the embedding layer and the last 2 BERT
layers on a larger amount of astrophysics texts from different sources.

This work is a collaboration between domain scientists and computer scien-
tists. We are able to manually identify meaningful or strong pairs of keywords
as a validation of our knowledge graph in the respective scientific domain. As
2 Impacts from fine-tuning on a Next Sentence Prediction task are left for future

studies.
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our knowledge graph is fully connected, we sample the results in duplet. We will
discuss some of these examples in the result Sect. 5, at times citing the relevant
research publications.

4 Experimental Setup

4.1 Data

Our primary data source is NASA’s Science Mission Directorate (SMD) dataset,
which contains mainly terms and definitions from 5 scientific domains: Astro-
physics, Heliophysics, Planetary, Earth Science, and Biological & Physical Sci-
ences. Examples of such data instances are:

Term: Big Bang theory
Definition: The theory that the Universe ‘started’ with an event that created time and
space, about 13 billion years ago.

Term: Solar Flares

Definition: A great burst of light and radiation due to the release of magnetic energy

on the sun. Flares are by far the biggest explosions in the solar system, with energy

releases comparable to billions of hydrogen bombs. The radiation from the flare travels

at the speed of light, and so reaches Earth within eight minutes. The energy is generally

absorbed by Earth’s atmosphere, which protects humans on Earth, however, the energy

can cause radio blackouts on Earth for minutes or, in the worst cases, hours at a

time. The radiation from a flare would also be harmful to astronauts outside of Earth’s

atmosphere. Some, but by no means all, flares have an associated coronal mass ejection

(CME).

Fig. 3. Pie charts for the number of terms in the SMD dataset per domain (left), and
for the number of definitions associated with the terms per domain (right).

Figure 3 shows an overview of our SMD dataset. There are a total of 9,291,463
terms, and 3,096,448 definitions. About 97% of the data come from Biological &
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Physical Sciences, while other domains each contribute 0.3–1% of the data. In
this work, we will focus on 2 domains: Heliophysics, Astrophysics.

The Unified Astronomy Thesaurus (UAT) data3 is a table containing 2826
unique terms in the field of astronomy and astrophysics, categorized in 11 levels
or hierarchies. For example, if one chooses a level 1 term Astrophysical processes,
one of the level 2 terms that follows is Astrophysical magnetism, then there can
be Magnetic fields at level 3, and Primordial magnetic fields at level 4, etc. The
terms become more specific in the higher levels.

Furthermore, we find that there are SMD heliophysics terms which exist
in UAT as well: 2% of a total of 29,846 SMD heliophysics terms are in the
UAT table. We will refer to these overlapping SMD terms at each UAT level
# as “SMD heliophysics level #”. Therefore, although these terms are part of
SMD heliophysics data, they are less heliophysics-apparent and can be more
astrophysics-like. In another word, one can also view this as a shared vocabulary
by the two domains.

Basically, the data is used in the following scenarios to: extract relevant
arXiv abstract, fine-tune BERT, and extract keywords. The data involved for
these purposes are not always the same. In particular, the data we used to fine-
tune BERT are (number of texts):
(i) SMD heliophysics definitions (6,336), (ii) SMD astrophysics definitions
(9,222), (iii) arXiv abstracts collected using some SMD heliophysics terms
(290,316), and (iv) arXiv abstracts collected using some SMD astrophysics terms
(200,000).
The data we used for keyword extractions are (number of texts):
(a) arXiv abstracts extracted using SMD heliophysics level 1 (14,227), (b) arXiv
abstracts extracted using a particular hierarchy in UAT (5,963), (c) SMD helio-
physics definitions (6,336), and (d) SMD astrophysics definitions (9,222).

4.2 Fine-Tuning on BERT: Setup

During the training, we have kept the BERT hyperparameters by default. Fol-
lowing are the specifics for each model training:

helioBERT: Trained on 6,336 SMD heliophysics definitions for 5 epochs.
Hierarchical helio-astroBERT: Trained on 9,222 SMD astrophysics defini-
tions for 5 epochs.
Large helioBERT: Trained on 296,652 texts for 2 epochs. The texts com-
prise the prior 6,336 SMD heliophysics definitions, and 290,316 arXiv abstracts
extracted using a random sample of 100 SMD heliophysics terms.
Large hierarchical helio-astroBERT: Trained on 209,222 texts for 2 epochs.
The texts comprise the prior 9,222 SMD astrophysics definitions, and 200,000
arXiv abstracts randomly sampled from a pool of 626,388 arXiv abstracts
extracted using a randomly sampled 50 SMD astrophysics terms.

3 https://astrothesaurus.org, where the list of UAT terms we used are available at
https://github.com/astrothesaurus/UAT/blob/master/UAT.csv.

https://astrothesaurus.org
https://github.com/astrothesaurus/UAT/blob/master/UAT.csv
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4.3 Keyword Extraction: Setup

For the feasibility of analyzing the results by our domain scientists, for each
experiment, we typically select 100 top keywords (tri-grams) extracted by YAKE
with the lowest SEQM (i.e. the most relevant ones). As we have considered a
priori that all the keywords extracted are related, for n keywords selected for
further analysis, there will be n(n−1)

2 unique pairs of them. We compute the
cosine similarities of all the pairs, where a higher cosine value indicates that the
pair is more closely connected.

We highlight the following 3 experiments, under two contrasting elements:
(i) data sources, and (ii) fine-tuned word embeddings considered.

Experiment I:
The data source is a collection of arXiv abstracts, extracted using a set of terms
from a particular hierarchical branch from the UAT table, based on the level 1
term Astrophysical processes, level 2 term Gravitation, and level 3 term General
Relativity, and all the terms which follow up to level 11. Hence, there exists a
particular knowledge structure here in the data. From this pool of abstracts, we
extracted the keywords using YAKE and analyzed the pairs formed out of the
top 70 YAKE keywords. In the next section, we will show the comparison of the
connections resulted using the embeddings from hierarchical helio-astroBERT
against its large version.

Experiment II:
This experiment plans to show how BERT which has learned some heliophysics
handles the more astrophysical data or the shared vocabularies between helio-
physics and astrophysics domains. The data source is a collection of arXiv
abstracts, extracted using a set of terms which we refer to as “SMD heliophysics
level 1”. This experiment compares the resulted graphs of scientific pairs using
the word embeddings from helioBERT and large helioBERT. Top 89 YAKE
keywords were selected.

Experiment III:
The data source is simply a collection of SMD heliophysics definitions and SMD
astrophysics definitions. This is to examine the connectivity between the two
scientific domains. Top 172 YAKE keywords were selected in this experiment.

We summarize the background details of the experiments in the following
Table 1:

Table 1. Characteristics of the experiments. Shorthand for the model names: lhhaB :
large hierarchical helio-astroBERT, hhaB : hierarchical helio-astroBERT, lhb: large
helioBERT, hb: helioBERT, where their word embeddings are used.

Expt. # unique keywords # pairs SEQM Embedding # pairs with cosine sim., α

I 70 2415 (6.4–25)×10−5 hhaB 203 (α > 0.6)

I 70 2415 (6.4–25)×10−5 lhhaB 334 (α > 0.6)

II 89 3916 (1.0–9.9)×10−4 hB 20 (α > 0.8)

II 89 3916 (1.0–9.9)×10−4 lhB 41 (α > 0.8)

III 172 14,706 (1.0–9.9)×10−4 hhaB 5751 (α > 0.5)
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5 Results

Our fully-connected knowledge graphs are massive even with under 200 key-
words/nodes. As there is no ground truth to verify all the connections, it is
useful that we could single out a number of interesting or true example pairs for
discussions. We present these examples here and furthermore, we provide some
relevant references accordingly (externally linked).

Result from Experiment I:
We compare the representations resulted from two word embeddings: hierarchical
helio-astroBERT and its large version, focusing on the pairs whose cosine simi-
larities α are higher than 0.6. By the hierarchical helio-astroBERT embeddings,
we point out in particular in Table 2 some interesting example pairs.

Table 2. Example pairs highlighted from Experiment I (with hhab embeddings).

(James Webb Space, Schwarzschild black hole): α = 0.7112

(Generalized Uncertainty Principle, Einstein General Relativity): α = 0.601 (reference)

Although black hole of precisely Schwarzschild is rather too specific (theoretical),
black holes can be connected with James Webb, as data from Webb can be used
to study e.g. the growth rate of supermassive black holes (reference). Also, we
find that the three physics journals (Phys. Rev. Lett, Proc. Roy. Soc, Phys.
Dark Univ.) are connected to each other with a cosine similarity of more than
0.7. Table 3 shows a list of results with the highest cosine similarity.

Table 3. Top results from Experiment I (with hhab embeddings).

(Phys. Rev. Lett., Laser Interferometer Gravitational-wave): α = 0.8637

(polynomial curvature invariants, Gravitational Lensing Experiment): α = 0.8703

(Small Magellanic Cloud, Large Magellanic Cloud): α = 0.8815

(Counterpart All-sky Monitor, Laser Interferometer Gravitational-wave): α = 0.9624

(Cosmic Microwave Background, Phys. Rev. Lett): α = 0.9812

While, by the large hierarchical helio-astroBERT embeddings, we point out
in particular in Table 4:

Table 4. Example pairs highlighted from Experiment I (with lhhab embeddings).

(James Webb Space, Cold Dark Matter): α = 0.8701

(Cold Dark Matter, Webb Space Telescope): α = 0.6076

(Event Horizon Telescope, Massive Black Hole): α = 0.6124

These are again convincing pairs. The data from James Webb will help to verify
the existence of cold dark matter (reference). Note the changes in the cosine

https://www.sciencedirect.com/science/article/pii/S0370269320303622
https://www.nasa.gov/image-feature/goddard/2022/nasa-s-webb-sheds-light-on-galaxy-evolution-black-holes
https://www.cmu.edu/news/stories/archives/2022/january/dark-matter-webb-telescope.html
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similarity α for the pair containing Cold Dark Matter when its partner is James
Webb Space or Webb Space Telescope. Even though the keyword extraction by
YAKE is not complete as in James Webb Space Telescope (as we had required
for tri-gram), the associated cosine similarity is still high. Table 5 shows a list of
results with the highest cosine similarity.

Table 5. Top results from Experiment I (with lhhab embeddings).

(Fourth Mexican School, Laser Interferometer Gravitational-wave): α = 0.8828

(Gravitational Lens Astrophysics, Einstein General Relativity): α = 0.8864

(Massive Black Hole, Extremely Compact Objects): α = 0.9388

(Expansive Nondecelerative Universe, Field Dark Matter): α = 0.9489

(Interferometer Space Antenna, Cosmological Gravitational Lensing): α = 0.9767

By narrowing down our scope in the text corpus to gravity in general (built
off a particular hierarchy in UAT), we are able to observe extremely informative
pairs right from this research area.

Result from Experiment II:
We compare the representations resulted from two word embeddings: helioBERT
and its large version, focusing on the pairs whose cosine similarities α are higher
than 0.8. By the helioBERT embeddings, we point out in particular in Table 6
the example pairs found. Table 7 shows a list of results with the highest cosine
similarity.

Table 6. Example pairs highlighted from Experiment II (with hb embeddings).

(Spitzer IRAC based, Big Bang theory): α = 1 (reference)

(phantom divide line, quantum gravity community): α = 0.8373 (reference)

Table 7. Top results from Experiment II (with hb embeddings).

(neutral massive fields, phantom divide line): α = 0.9494

(main modern developments, CMB anisotropy data): α = 0.9609

(GOYA Survey imaging, QSO absorption line): α = 0.9892

(understanding current theories, Long Baseline Array): α = 1

(spinning fluid embedded, Supernova Legacy Survey): α = 1

While, by the large helioBERT embeddings, we point out in particular in
Table 8 some example pairs.

https://www.nasa.gov/centers/dryden/news/X-Press/stories/2007/10_07_science.html
https://iopscience.iop.org/article/10.1088/1361-6382/abdaf6
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Table 8. Example pairs highlighted from Experiment II (with lhb embeddings).

(asymmetric dark matter, Standard Model imposed): α = 1

(Hubble Volume N-body, Long Baseline Array): α = 1 (reference)

(phantom divide line, main modern developments): α = 0.9455

(phantom divide line, dark matter halo): α = 0.8635

(main modern developments, dark matter halo): α = 0.8633

Although the keywords asymmetric dark matter and Standard Model imposed
are paired with cosine similarity 1 (Table 8), it should not be taken literally,
as we need to go beyond the Standard Model in order to explain dark matter.
Table 9 shows a list of results with the highest cosine similarity.

Table 9. Top results from Experiment II (with lhb embeddings).

(observed Velocity Dispersion, X-ray analyses lead): α = 0.9513

(Cosmological General Relativity, cosmic microwave background): α = 0.9891

(Hartle-Hawking No-Boundary Proposal, Density linear perturbations): α = 1

Interestingly, these highlighted examples show that BERT with only helio-
physics knowledge is able to identify with a good indication of the strength of
the relations on astrophysical contents such as CMB, Big Bang theory, to name
a few.

Result from Experiment III:
By hierarchical helio-astroBERT embeddings, we find elements from the 2
domains connected with more than 0.5 cosine similarity, in particular in Table 10
we point out some example pairs.

Table 10. Example pairs highlighted from Experiment III (with hhab embeddings).

(Martian satellite Phobos, Heliospheric Solar Magnetospheric): α = 0.5349

(Measurements CME motion, Heliospheric Solar Magnetospheric): α = 0.5284 (reference)

There are indeed studies on interactions between solar wind and the Mars-
Phobos (reference). Table 11 shows a list of results with the highest cosine simi-
larity.

The cross-domain relations that we find are encouraging. The terms in SMD
dataset are usually more technical, very specific to a smaller research commu-
nity, as it involves for example names of instruments. Hence the connections
established here are more technical than conceptual.

https://academic.oup.com/mnras/article/437/4/3776/1009546
https://www.aanda.org/articles/aa/abs/2021/06/aa39490-20/aa39490-20.html
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2001JA000328
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Table 11. Top results from Experiment III (with hhab embeddings), with α = 1.

(South Pacific Ocean, Synthetic Aperture Radar) (reference)

(Geocentric Equatorial Inertial, Lunar Reconnaissance Orbiter)

(SSA Space Weather, Explorer Mission satellite)

(Sciences Laboratory Facility, Polar Cap Indices)

(Naval Observatory Astronomical, Small Explorer Project)

6 Discussions

In our approach, firstly, the strength of the cosine similarity is rather relative to
the scope, and the size of the text corpus being considered during both the fine-
tuning stage and keyword extraction. The scope of the corpus can be inferred
from the set of terms we used to extract the relevant texts. It is non-trivial
to determine exactly the relatedness of the entities, as the rank could change
according to the depth and width of the respective research area, or its collection
of research papers. On the other hand, one can see from Table 1 that a larger
fine-tuned language model tends to produce a larger number of pairs at the same
level of cosine similarity.

Secondly, there is not a clear best language model among those we proposed.
The reason is related to the first point. Here we have looked at the aspect of
hierarchical training, and also the results from using a different text size in
fine-tuning. We do find interesting outputs from all the cases considered. Most
importantly, the type of texts where the keyword extraction is performed plays
a crucial role in producing some of the strongest relations: there is an implicit
term hierarchy in the texts from Experiment I; shared scientific terms between
the 2 domains from Experiment II; purely a combination of the technical terms
from the 2 domains from Experiment III. Thus, we think that the models could
as well complement each other in completing a knowledge graph. For more
discussions about the related challenges, see e.g. [13].

7 Conclusions

We propose an embedding-based method to construct a knowledge graph in
heliophysics and astrophysics domains, utilizing the cosine similarities computed
from the word embeddings of the respective domain-specific BERT. Bypass-
ing the need for a fine-tuned named entity extraction or such labeled training
dataset, and out of a pool of texts selected based on a set of controlled scien-
tific terms, our constructed knowledge graph is able to present many convincing
relations of scientific concepts or terms in and across the domains. Moreover,
our fine-tuned BERT models can also be used for other downstream tasks such
as NER.

For future work, we plan to improve our validation method by using auto-
matic metrics proposed in such as [14,15] which are based on declarative and

https://cimss.ssec.wisc.edu/satellite-blog/archives/41097
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mined rules, in addition to human-in-the-loop. We also plan to extend our
method to study the synergies with the remaining scientific domains of plan-
etary, earth science and biological & physical sciences.

In our fine-tuning of BERT and also in the arXiv abstract extraction (arXiv
content to enrich our SMD dataset), scientific terms from the SMD dataset have
been actively involved. Our ultimate goal is to develop our approach into a
useful search tool for domain scientists to assist them in their research, and for
integration into NASA’s SMD data system.
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Abstract. Acontent to picture production approach seeks to produce photorealis-
tic images that are semantically coherent with the provided descriptions from text
descriptions. Applications for creating photorealistic visuals from text includes
photo editing and more. Strong neural network topologies, such as GANs (Gen-
erative Adversarial Networks) have been shown to produce effective outcomes in
recent years. Two very significant factors, visual reality and content consistency,
must be taken into consideration when creating images from text descriptions.
Recent substantial advancements in GANhavemade it possible to produce images
with a high level of visual realism. However, generating images from text ensur-
ing high content consistency between the text and the generated image is still
ambitious. To address the above two issues, a Bridge GAN model is proposed,
where the bridge is a transitional space containing meaningful representations of
the given text description. The proposed systems incorporate Bridge GAN and
char CNN – RNN model to generate the image in high content consistency and
the results shows that the proposed system outperformed the existing systems.

Keywords: Generative Adversarial Network · CNN · Text Encoder · Image
Synthesis

1 Introduction

Learning the mapping link between semantic text space and complicated RGB image
space is the fundamental step in text-to-image synthesis. A key issue in many appli-
cations, including art generation and computer-aided design, is the creation of visuals
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from text descriptions [1]. An artist or graphic designer can create a realistic image of
a mountain and a grassy field by simply describing the scenario in his mind; this will
greatly increase productivity and make it simpler for those who are new to the industry.
It has a big impact on how people and computers interact. One of the most active study
topics in recent years, multimodal learning and inference across vision and language,
is likewise fueled by it [2]. Moreover, people may forget the names of items but recall
their descriptions.

GenerativeAdversarial Networks (GANs) are the foundation for themost recent text-
to-image synthesis techniques that have been suggested. In order to generate images
using a GAN, it is usual practice to encode the entire text description into a global
phrase vector. Although the outstanding results that have been shown, the production
of high-quality images is hindered by the lack of crucial fine-grained information at the
word level when conditioning GAN exclusively on the global phrase vector. In their
approach, Das et al. [14] created a game between two players (models), with the goal
of the generator being to generate a distribution as near as feasible to the real data
distribution reflected in the training data. The goal of the second player, known as the
discriminator, is to be able to distinguish between examples taken from the real training
data and fake examples produced by the other player, the generator. The discriminator
is a relatively straightforward supervised model with only two classes, fake or real (0,
1). The police, who are responsible for telling fake money from genuine money, serve
as the discriminator in this structure, and the counterfeiter receives feedback from the
police that can aid in making counterfeit money look more realistic. This is a common
approach to explain this framework. The fact that the generator only learns about the
data distribution through the discriminator rather than having direct access to the training
data is a key feature of this design, making the generator more resistant to over-fitting.

This is a very difficult process since there are two extremely essential considerations
that must bemade: visual reality and content consistency [3]. Due to significant advance-
ments made in the field of GANs, creating visually realistic images is not that difficult
[4, 5]. The goal of creating images from text is still to ensure high content consistency
between the text and the resulting image. Images can be created with excellent content
consistency by selecting the key elements from the text descriptions. A Bridge Gener-
ative Adversarial Network (Bridge-GAN) is suggested as a solution to this problem in
order to attain visual reality and content consistency. The Bridge GAN creates an area
of transition with comprehensible representations of the supplied text. Images can be
created with excellent content consistency by selecting the key elements from the text
descriptions.

The purpose of the study is to translate a scene description in prose to the image
pixels that correspond to it. Themodel needs to be taught to uncover connections between
text-based properties and various arrangements of pixels in an image, which makes the
job extremely difficult. Due to the fact that a text description can correlate to a very
large number of photos, this is particularly difficult. Due to the fact that generative
adversarial networks learn the underlying distribution rather than converting a feature
vector to an output directly, this attribute makes them the obvious choice. The research’s
main objective is to produce semantically coherent visuals from captions. To do this,
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the text embeddings from the input text are obtained using a Text encoder model (CNN-
RNN) [15]. Then, to achieve content consistency, a Transitional mapping network (MLP
model) is applied. Ultimately, an image is produced using the text embeddings obtained
by aGenerative Adversarial Network (GAN). The proposed system results are compared
with the existing systems like Stack GAN++, DGatt GAN. The results obtained by the
proposed framework is promising and outperformed the existing systems.

2 Related Work

A challenging task that combines computer vision and natural language processing
(NLP) methods is used for the conversion of text descriptions into images. The objective
is to produce an image that faithfully conveys the meaning of a given text description.
Zhang et al. [6] study the task of creating photographic images based on semantic image
descriptors. In order to regularize mid-level representations and aid generator training in
capturing complicated image statistics, their method incorporates supplementary hierar-
chically nested adversarial objectives inside the network hierarchies. Using three open
datasets, this work could produce high quality photographic photographs and outperform
the state of the art by a wide margin. One disadvantage is that a very slight semantic
consistency is also seen.

Jingcong et al. [7] presented a residual block feature pyramid attention genera-
tive adversarial network, or ResFPA-GAN. In order to produce the fine-grained image
synthesis, they also introduced multi-scale feature fusion by embedding feature pyra-
mid structure. Reed [8] introduced a novel model called the Generative Adversarial
What-Where Network (GAWWN), which synthesizes images in response to commands
indicating what to draw where. With the Caltech-UCSD Birds dataset, they demon-
strate high-quality 128 × 128 image synthesis that is conditioned on both informal text
descriptions and item placement.

The align DRAW model, which combines an alignment model over words and a
recurrent variational autoencoder, was successful in producing images thatmatch a given
input caption. [10] introduces new techniques for enhancing the training of generative
adversarial networks (GANs) for picture synthesis. They create aGANvariation that uses
label conditioning to produce global coherent picture samples with a resolution of 128×
128. They offer two brand-new methods for evaluating the variety and discriminability
of samples derived from class-conditional image synthesis models. According to these
analyses, high resolution samples offer class information that low resolution ones do not.
Although some synthesized image classes have high Inception accuracy, the model’s
average Inception accuracy (10.1% ± 2.0%) is still significantly lower than the 81%
genuine training data.

[11] suggests using Stacked Generative Adversarial Networks (StackGAN) with
Conditioning Augmentation to create photorealistic photos. The suggested approach
breaks down text-to-image synthesis into a brand-new process of sketch-refinement. A
Reinforced Cross-media Bidirectional Translation (RCBT) approach was put forth to
carry out cross-media correlation learning as well as bidirectional translation between
image and text [12]. Gregor et al. [13] describe the Deep Recurrent Attentive Writer
(DRAW) neural network architecture for image production. A unique spatial attention
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mechanism that replicates the foveation of the human eye and a framework for sequen-
tial variational auto-encoding that enables the repeated creation of complex visuals are
combined in DRAW networks.

The fact that there is a huge gap between these two different modalities, and how
advantageous it is to provide a transitional space for learning an interpretable representa-
tion, is ignored by these systems, which can use visual information from text description
to generate visuals. Hence, the Bridge-GAN approach is suggested as a solution to
this problem, which can significantly improve the visual realism and consistency of the
content of synthetic images.

Because to the interpretable representation learning, the Bridge-GAN technique
effectively learns the latent manifold of real data. The interpretable representation learn-
ing process is guided by a ternary mutual information objective in this method, which
also improves the visual realism and content consistency of synthetic images. Since
the interpretable representation contains more interpretable and consistent information
with the synthetic picture and higher linear separability, the content consistency between
conditioned text information and synthetic image can be improved using this subnetwork.

The generative adversarial subnetwork, made up of a generator G and a discriminator
D, is then built. The visual reality of synthetic images is improved through a progressive
training procedure that gradually develops both the generator and discriminator. The
generator begins by synthesizing images at a low resolution, and then throughout the
subsequent training phase, more layers are added to generate images at a high resolution.
The objective is to produce photorealistic imageswith a high degree of visual realism and
a high degree of content consistency by maximizing the mutual information between the
given text descriptions, the interpretable representation, and the observations of synthetic
images.

To translate the text descriptor into images, a number of methods have been sug-
gested, including CNN-RNN models, ResFPA-GAN, GAWWN, align DRAW, and
StackedGANs, among others. Thesemodels, however, fail to take into account the neces-
sity of a transitional area for acquiring an interpretable representation, which can greatly
enhance the visual realism and content coherence of synthetic images. The Bridge-GAN
approach, which employs a generative adversarial subnetwork and a progressive training
procedure to create photorealistic images with a high level of visual realism and content
consistency, is recommended as a solution to this problem. The approach uses inter-
pretable representation learning that is driven by a ternary mutual information objective
to enhance the content consistency between conditioned text information and synthetic
images.

3 Proposed System

The overall system architecture is represented in Fig. 1. The system is primarily divided
into 3 parts: the Encoder part, the Mapping subnetwork and the Generative adversar-
ial network (GAN) part. In the text encoder, the text descriptions from the dataset
(CUB_200_2011), which consists of text descriptions and the corresponding images
for 200 bird classes and each class consisting of 60 images is encoded using the one hot
encoding and the encoded text is fed to the char CNN RNNmodel. The proposed model
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is implemented using 2 models, one is the fixed_rnn model and the other is the fixed_gru
model. From the better model, the text embeddings are obtained which are then fed to
the mapping subnetwork.

Fig. 1. Overall system architecture of Text to Image synthesis

Apart from this, the image features in the T7 format are compared with the text
embeddings obtained from the CNN RNNmodel to get the matching score. The images
from the dataset are resized to 256 × 256 and converted to tensor flow (TF) records.
The text embeddings from the encoder part are also converted to TF records. Both these
are then fed to the transitional mapping subnetwork which is a Multi-layer perceptron
(MLP) model from which the interpretable representation is obtained. Finally, the inter-
pretable representation is fed to the Generative Adversarial network which consists of
the generator and discriminator that works on a loop process. The generator generates the
image which is checked by the discriminator on a loop process to get the corresponding
proper image. With the output image, the inception score is calculated.
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3.1 Text Encoder

Using one-hot encoding, which generates new (binary) columns showing the presence
of every conceivable value from the original data, the text descriptions are encoded. The
CNN-RNN model receives the encoded text as input. The layers in this model are as
follows: an embedding layer, a series of convolution layers, recurrent layers, a densely
linked layer, and then an output projection layer. Text embeddings are extracted from
the model, and the extracted text embeddings and the input image features are compared
to see how closely they match.

One hot encoding is used to encode the text descriptions in the T7 format before
being sent to the char CNN-RNN model. The text embeddings are derived from the
model. To obtain the accumulated match score, this is then compared with the picture
attributes in the T7 format. Depending on how they are implemented, some machine
learning algorithms, such decision trees, can function directly with categorical data,
but the majority need all input and output variables to have a numerical value. Any
categorical data must therefore be converted to integers. Data can be converted using
one hot encoding as a means of getting a better prediction and preparing the data for an
algorithm. Each categorical value is transformed into a new categorical column using
one-hot, and each column is given a binary value of 1 or 0. A binary vector is used to
represent each integer value. The index is designated with 1, and all of the values are
zero.

3.2 Char CNN – RNN Model

After text encoding, the embedded vectors are processed with the neural network with
the combination of char CNN and RNNmodel. The proposed neural network framework
has three layers of convolutional neural networks (CNNs), one layer of recurrent neural
networks (RNN), and one layer of projection, as well as a max pool layer and threshold
for each layer. Layer 1 is a one-dimensional convolutional layer that has 70 and 384
neurons as its input and output respectively. The model slides a 4× 4 window across the
input data in order to compute the output of the convolutional layer because it employs
a 4× 4 kernel size. The model’s minimum threshold is set to 1× 10–6, the lowest value
that a neuron’s output may have, and its maximum threshold is set to 0, meaning that
any output value larger than 0 is accepted.

Layer 1 is followed by the max pool layer, which has a striding and kernel size of 3
× 3 and 3 × 3 respectively. This layer reduces the output size while keeping the most
crucial characteristics by taking the maximum value from each 3× 3 block of the output
from the preceding layer. Another one-dimensional convolutional layer, Layer 2, has 384
and 512 neurons as its input and output respectively from the previous max pool layer.
Additionally, a 4× 4 kernel size is used to compute the output of the convolutional layer
while sliding across the input data. With a kernel size of 4× 4, layer 3 is comparable to
layer 2, having an input of 384 neurons, an output of 512 neurons, and a dimension of
4 × 4.
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An RNN layer is utilized to capture the temporal dependencies in the input sequence
after the convolutional layers. The RNN layer, which is composed of a series of recurrent
cells with the ability to keep an internal state and analyze each input in succession,
receives the output of the final convolutional layer. The output of the projection layer is
applied to the RNN layer output to produce model’s final output.

3.3 Mapping Subnetwork and GAN

The images from the dataset are resized to ensure that all images are of the same dimen-
sion. The text embeddings from the previousmodule and the resized images are converted
to Tensor flow records that store data in the form of a binary representation. The TF-
records are now given to the training network that consists of a transitional mapping
subnetwork and a GAN that are trained progressively together. The output from the
mapping network is sent to the GAN. The image batch is mapped to a value representing
the score of visual reality and content consistency. These constraints help with training
the model further. Finally, the training is stopped when the GAN generates images that
are realistic and clear.

Text descriptions are passed to the trainedmodel for generating the respective images
for testing. Then the inception score is calculated. Finally, the Bridge-GAN’s perfor-
mance is compared with other similar models that synthesize text from images. The
algorithm for mapping subnetwork and GAN is presented in Algorithm 1.

Algorithm 1: Mapping Subnetwork and GAN
Step 1: Load un-pickled text embeddings from pickle file into test_texts
Step 2: Call generate_img method with trained model path and test_texts
Step 3: test set_size = len(test_texts) which has 2933 bird classes. Each class has 10 descrip-

tions. 

Step 4: text_num = test_texts[0].shape[0] (For each bird, 10 vectors corresponding to the 10 

descriptions will be present).

Step 5: for every i in testset_size *text_num

Generate output image by passing through the trained model and store 

in the form of numpy arrays (.npy output file)

Step 6: Calculate inception score to evaluate visual reality

4 Implementation Details

In the Text encoder part, a char CNN RNNmodel is implemented. The Char CNN RNN
model is prevalent in the Text-to-Image task, and is used to process image descriptions
to obtain embeddings that contain visual-relevant features. In order to achieve com-
petitive performance, robustness to mistakes, and scalability to huge vocabulary, the
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CNN-RNN model is expanded to train a visual semantic embedding “from scratch” at
the character level. Visually discriminative text representations of previously undiscov-
ered categories can be extracted using a character level model. The result is the creation
of text embeddings.

Given a batch of text embeddings φt with dimension 1024, we concatenate and
normalize it as latent codes with a batch of random noise vectors with dimension 100
before the transitional mapping subnetwork M of the Style GAN. The output from the
mapping network is given to the generator module and theGAN training takes place. The
Bridge GAN model is trained on the local machine using the NVIDIA Quadro P5000
GPU.

4.1 Dataset

The dataset most frequently used for fine-grained visual categorization tasks is Caltech-
UCSD Birds-200-2011 (CUB-200-2011). 11,788 photos, 5,994 for training and 5,794
for testing, of 200 bird subcategories are included. Each image contains extensive anno-
tations, including 312 binary characteristics, 1 bounding box, 15 part positions, and 1
sub category title.

4.2 Hyperparameters

The following are the hyperparameters that are used to fine tune the training process for
GAN and RNN model as shown in Tables 1 and 2.

Table 1. Hyperparameters for GAN

Hyperparameter Value

Number of mapping layers 8

Number of activations in the mapping layers 512

Learning rate multiplier for the mapping layers 0.01

Activation function Leaky RELU

Learning rate - Generator and Discriminator 0.001

Optimizer Adam

Generator optimizer values (beta1, beta2, epsilon) 0.0, 0.99, 1e-8

Discriminator optimizer values (beta1, beta2, epsilon) 0.0, 0.99, 1e-8

Activation function for Generator and Discriminator Leaky RELU
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Table 2. Hyperparameters for RNN models

Parameter Model 1 Model 2

RNN dimension 256 512

Max pool layer True False

Model type fixed_rnn fixed_gru

RNN steps 8 18

Activation function Relu Sigmoid and tanH

4.3 Evaluation Metrics

Root mean square deviation (RMSE) - RMSE is employed to quantify the discrepancies
between samples predicted by the system and the values actually observed. The formula
is represented below in Eq. 1.

RMSE =
√∑T

t=1

(
yt
∧ − yt

)2 (1)

Peak signal to noise ratio (PSNR) - The fidelity of a signal’s representation depends
on the ratio between the maximal power and the noise. PSNR is typically stated as a
logarithmic number using the decibel scale. The formula is represented below in Eq. 2.

PSNR = 10.log10

(
MAX 2

I

MSE

)
= 20.log10(MAXI ) − 10.log10(MSE) (2)

where MAXI is the maximum possible pixel value, MSE is the mean square error.
Structural Similarity IndexMeasure (SSIM) -The formula for SSIM that incorporates

luminance masking and contrast masking terms is represented below in Eq. 3.

SSIM(x, y) =
(
2μxμy + c1

)(
2σxy + c2

)
(
μ2
x + μ2

y + c1
)(

σ2x + σ2y + c2
) (3)

Feature Similarity Index Matrix (FSIM) - Index of Feature Similarity process maps
the features and compares the two photos’ likenesses. Phase Congruency (PC) and
Gradient Magnitude (GM) are two criteria that must be explained in detail in order to
characterise FSIM. The formula is represented below in Eq. 4.

FSIM =
∑

xε� SL(x).PCm(x)∑
xε� PCm(x)

(4)
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5 Results and Discussion

Text descriptions are fed and the model is trained to obtain the text embeddings. For
getting the text embeddings for the descriptions, the one-hot encoded form of the text
is given to that trained char CNN RNN model. For each class taken, the mean of the
generated text embeddings is taken and finally one embedding per class is considered.
The embedding value is obtained from the char CNN model. With the obtained text
embeddings from the model and the image features in the T7 format, the average preci-
sion score is calculated and the average of all classes is calculated for getting the average
top-1 accuracy. The average precision score which is the average of the matching scores
between the image features and text features for each of the bird classes considered for
Model 1 is 0.5520. The average precision score which is the average of the matching
scores between the image features and text features for each of the bird classes con-
sidered for Model 2 is 0.4545. The images in the dataset are of varied dimensions. To
ensure every image is of the same dimension, resizing is done and the images obtained
are of the dimension 256 × 256.

TensorFlow (TF) records are created from thedownsized images and text embeddings
generated from the char CNN-RNN model. When a series of these records serializes to
binary, the result is a TF Record. Comparatively speaking to all other data formats, the
binary format requires less capacity for storing. The number of fully connected layers in
the transitional mapping subnetwork is set to 8 from the various values tried in the imple-
mentation. Each completely connected layer has a 512-dimensional architecture, and the
activation functions used is Leaky ReLUs. After the transitional mapping subnetwork,
we can obtain a batch of 512-dimensional interpretable representation.

A Style GAN is used in the GAN section. Style GAN offered some modifications
to the progressive GAN architecture’s generator section. The discriminator architecture,
however, resembles baseline progressive GAN quite a bit. The proposed model consists
of different blocks where each block includes 3 layers. These layers converts the input
from the dimension of m × m into 2 m × 2 m with the help of 2 convolution and 1
upscale layer. The resolutions of the output photos gradually increase during the model
training. The generator G first creates graphics with an 8 × 8 resolution and eventually
reaches 256× 256 resolution. The basic learning rate is 1× 10–3 and increases gradually
to 2 × 103 with increasing resolution, while the Adam optimizer approach is included
in the proposed system to minimize the loss between the actual and predicted.

In the GAN part, a Style GAN is implemented. Style GAN uses the baseline progres-
sive GAN architecture and proposed some changes in the generator part of it. However,
the discriminator architecture is quite similar to baseline progressive GAN. The pro-
posed model consists of different blocks where each block includes 3 layers. These
layers converts the input from the dimension of m×m into 2 m× 2 mwith the help of 2
convolution and 1 upscale layer. The generator G produces images with 8× 8 dimension
during the start and moves to 256 × 256 dimension. The Adam optimizer approach is
included in the proposed system to minimize the loss between the actual and predicted.
The learning rate of the proposed system is 0.001 for GAN and 0.01 for mapping layers.
The proposed framework is capable of producing images with a resolution of 256 ×
256. The test data is tested with the trained GANmodel to obtain the associated images.
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Input: A bird with a light brown tint, a white head, and an orange beak.

(a). Dataset image         (b). Generated image            (c). Generated 
for the same class image for di erent classff

Fig. 2. Generated images of different class

Figure 2(b) is the generated image for the same class considering as Image 1 and
Fig. 2(c) is the generated image for a different class considering as Image 2 as shown
in Fig. 2. The RMSE score is less for the generated image of the same class and it
is comparatively higher for the generated image of different class as the generator has
produced an image for the same class description with less deviation as shown in Table 3.
PSNR approximation of reconstruction quality is higher for the generated image from
the same class compared to generated image from a different class. Structural similarity
index is higher for the same class image when compared to other due to more similarities
in structural information for the generated image from the same class. Feature based
similarity index is higher for the same class when compared to other due to more similar
features in the generated image from the same class to that of the reference image. The
different metrics along with their corresponding scores are shown in Fig. 3.

Table 3. Performance Analysis

Metrics FSIM SSIM RMSE PSNR

Image 1 0.3084 0.9051 0.0181 34.809

Image 2 0.2854 0.7593 0.0271 31.322

5.1 Comparative Analysis

The proposed Bridge-GAN model is tested for the Inceptions core for the CUB dataset
with 4 different GAN model. From the Table 4, it is inferred that Bridge GAN model
has outperformed the other models. The comparison of the different models in shown in
Table 4.
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Fig. 3. Evaluation Metrics Graph

Table 4. Comparative analysis of Inception score

Models Inception score

GAN-INT-CLS 2.88 ± 0.04

GAWWN 3.62 ± 0.07

Stack GAN++ 4.04 ± 0.05

DGattGAN 4.45 ± 0.05

Dualattn-GAN 4.59 ± 0.07

Bridge-GAN (Proposed System) 4.75 ± 0.06

The firstmodel is aGAN-INT-CLSmodel that has achieved a inception score of 2.88.
The Bridge GANmodel that uses a transitional space, has achieved a score of 4.75 which
is nearly a double-manifold increase from the baseline model. The GAWWNmodel has
achieved an inception score of 3.62 which is 1.13 units lesser than the proposed model.
Even though, the Stack GAN++ which uses 2-stage Generative adversarial network
architecture achieved an inception score of 4.04, it is still lesser than Bridge GAN’s score
by 0.71 units. The DGattGAN and the Dualattn-GAN models have achieved almost a
similar score with a difference of 0.14 units. The Table 5 shows the generated images
by the proposed system for sample text descriptions.



Text to Image Synthesis Using Bridge GAN and Char CNN Model 241

Table 5. Generated images for certain text descriptions

S.No Description Generated Image

1. 

The long, flat beak and broad wings of 
this bird make it easily recognisable.

2. 

The bill is blunt-tipped and black, the 
head is light brown with a tiny white 
marking between the eye and the beak, 
and the wings are long, slender, and 
brown with white markings on the 
secondaries. 

3. A bird with a light brown tint, a white 
head, and an orange beak.

4. This enormous white bird's eye is 
brown, and its bill is long and curved.

5. This bird has a long, grainy neck and a 
slender, pastel orange/blue beak that 
droops at the tip.

6 Conclusion

The suggested Bridge GAN model produces synthetic images from text descriptions
automatically with a high level of visual realism and consistency in the content. The
proposed systems incorporates Bridge GAN and char CNN – RNN model to generate
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the image in high content consistency. By expanding the CNN-RNN model at the char-
acter level, fine grained visually meaningful text embeddings are employed to train the
network, producing competitive performance, robustness to mistakes, and scalability
to vast vocabulary. The best quantitative outcomes from studies on the CUB-200-2011
birds dataset thus serve to confirm the efficacy of the proposed Bridge-GAN. The dataset
for CUB-200-2011 birds was used to train the suggested model. Other generic datasets,
such as MS-COCO datasets, and others can be included in this. By using the suggested
Bridge-GAN technique, it is also expected to produce images with improved resolution
and visual realism. Moreover, real-time image synthesis from text descriptions has not
yet been accomplished. It is also possible to create a user-friendly interface that takes
the shape of a website to collect the user’s text input and show them the results in real
time.
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Abstract. Punctuation restoration plays a key role as a post-processing
task in various text generation methods, such as Automatic Speech
Recognition (ASR), and Machine Translation (MT). Despite its impor-
tance, the results of ASR systems and other generation models used in
these tasks often produce texts that lack punctuation, which is difficult
for human readers and might limit the performance of many downstream
text processing tasks for web analytics, such as sentiment analysis, sar-
casm detection or hate-speech identification including stereotypes, sex-
ism, and misogyny. Thus, there are many techniques for restoring text
punctuation, but most solutions like Condition Random Field (CRF)
and pre-trained models such as the BERT, have been widely applied.
In addition, they focus only on English and on restoring punctuation,
without considering the restoration of capitalization. Recently, there has
been a growing interest in an alternative method of addressing the prob-
lem of punctuation restoration, which is to transform it into a sequence
labeling task. In this sense, we propose a capitalization and punctuation
restoration system based on Transformers models and a sequence label-
ing approach for Spanish and Portuguese. Both models obtained good
results: a macro-averaged F1-score of 59.90% and overall performance of
93.87% for Spanish and macro-averaged F1-score of 76.94% and 93.66%
overall performance for Portuguese. In addition, they are also able to
restore capitalization, identifying proper names, names of countries and
organizations.

Keywords: Punctuation restoration · Capitalization restoration ·
Natural Language Processing · Spanish · Portuguese

1 Introduction

Advances in the field of Artificial Intelligence (AI) and Deep Learning (DL) have
driven the development of increasingly accurate and efficient Automatic Speech
Recognition (ASR) systems, models of Speech-To-Text and Machine Translation,
leading to the development of a wide range of applications in various domains,
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including voice assistants, customer care or healthcare among others. However,
ASR system and the generation models employed in those tasks often generate
as output a stream of words without punctuation, which significantly reduces
their readability and overall comprehensibility, especially in cases where there
is ambiguity in the interpretation [13]. In addition, the most advanced Natural
Language Processing (NLP) models are trained mostly with punctuated text,
such as the BERT model, which has been trained with Toronto Book Corpus
and Wikipedia. Therefore, an unpunctuated output set generated would reduce
its usefulness in these models for specific tasks, such as hate speech detection,
business intelligence, fake news and deceptive language, or detection of harmful
content, as it would seriously degrade the performance of the linguistic models.
For example, in [4] there is a performance difference of more than 10% when the
models are trained with newspaper texts and tested with unpunctuated tran-
scripts for the Named Entity Recognition (NER) task. Therefore, punctuation
and capitalization restoration is one of the most important post-processing tasks
of text generation methods.

Lexical features have become a popular choice for training models in the task
of punctuation restoration, as they can be trained on a variety of text sources
that contain punctuation, including Wikipedia, articles, news articles, publicly
accessible newspapers, and other large-scale texts. The widespread availability
of such texts further contributes to the appeal of lexical features in this task.
As for machine learning models, the Conditional Random Field (CRF) has been
widely used [22]. Lately, deep learning models such as recurrent or convolutional
(LSTM or CNN) neural networks and transformers have also been used [18,19,
23]. Recent developments in pre-trained models based on Transformers such as
BERT, RoBERTa, and XLM-RoBERTa, have been explored and are very useful
for the problem of punctuation restoration.

In this work, we present various sequence tagging models for punctuation and
capitalization restoration for Spanish and Portuguese. These models are com-
posed of a transformer architecture based on fine-tuning a pre-trained language
model in order to use the prior knowledge for the identification of capital letters
and punctuation marks. Currently, for Spanish and Portuguese, there are dif-
ferent monolingual and multilingual models based on BERT or RoBERTa, with
different performances. Thus, this work also analyses the behavior of different
current pre-trained models for the task of automatic restoration of punctuation
and capital letter.

In addressing the challenge of automatic restoration of punctuation and cap-
italization for Spanish and Portuguese, we make the following contributions:
(1) we evaluated the OpusParaCrawl dataset [3]; (2) we examine the feasibility
of fine-tuning different pre-trained monolingual and multilingual models for this
task; and (3) we demonstrate that our proposal can outperform the performance
of previous approaches.

This paper is structured as follows: Sect. 2 presents an overview of the state
of the art of punctuation and capitalization restoration system. In Sect. 3, mate-
rials and methods are presented and described in detail. Section 4 presents the
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performed experiment and the results obtained by different pre-trained language
models, and an error analysis is conducted. Finally, in Sect. 5 the conclusions and
future work are discussed.

2 Related Work

Nowadays, automatic punctuation and capitalization restoration tasks have
been extensively studied in many systems and are constantly evolving. These
approaches can be broadly divided into three categories according to the features
applied [21]: those using prosody features derived from acoustic information,
those using lexical features, and the combination of the previous two features-
based methods. Lately, for the task of punctuation of restoration, lexical features
have been widely used because the model can be trained using any punctuation
and because of the availability of large-scale texts [1].

In recent years, the problem of punctuation retrieval has been addressed
with different approaches, from the use of deep learning algorithms, such as
[18], which proposed a neural network model based on LSTM to restore English
punctuation marks to the use of architectures based on Transformer model [23].
Recent advances in transformer-based pre-trained models have proven to be
successful in many NLP tasks, so new transformer-based approaches based on
BERT-type architectures have emerged [9], which have been shown to achieve
values of up to 83.9% on the F1-score in the well-known and reference IWSLT
2012 dataset [11].

Regarding punctuation retrieval in Spanish and Portuguese, new models have
recently emerged, such as [23], which is a punctuation restoration system in
Spanish customer support transcripts using transfer learning, and a BERT-based
automatic punctuation and capitalization system for Spanish and Basque [12].
Both models have used a medium training corpus, so the performance of certain
punctuation is quite low, as in [12], which has obtained an f1 score of 11.9% for
the closed exclamation mark. The difference between our model from existing
punctuation restoration models is that we have used a larger training corpus,
which allows us to increase the performance of certain lesser-used punctuation
marks, such as exclamation and colons. In addition, our sequence labeling model
can jointly identify punctuation marks and capital letters. Concerning punctu-
ation restoration in Portuguese, in [14] the authors performed an experimental
analysis comparing a bidirectional LSTM model with CRF and BERT to predict
punctuation in Brazilian Portuguese. The BERT-based model [14] is a similar
approach to ours for punctuation restoration, but it only predicts three punctu-
ation marks (comma, period, and question mark) and does not identify capital
letters, and only BERT-based models have been tested.

The system presented in this paper addresses 5 different punctuation marks
for Spanish and Portuguese, which are described in Sect. 3. Both models are
composed of a transformer architecture but, unlike prior works that solely stud-
ied one architecture (BERT), we experiment with different pre-trained models
based on BERT, and RoBERTa, thus analyzing the monolingual and multilin-
gual models used.
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3 Materials and Methods

In this work, we create a punctuation and capitalization restoration system using
the OpusParaCrawl [3] dataset. Our method can be summarized as follows (see
Fig. 1): first, the Spanish and Portuguese datasets are cleaned, and each sentence
is divided into a set of tokens. Second, the Splitter module divides the corpus into
training, evaluation, and testing according to the task. Finally, the fine-tuning
approach of pre-trained monolingual and multilingual models is evaluated for
punctuation and capitalization restoration tasks.

Fig. 1. Overall architecture of the system.

3.1 Dataset

We used OpusParaCrawl [3] dataset for Spanish and Portuguese capitalization
and punctuation restoration, which consists of parallel corpora from Web Crawls
collected in the ParaCrawl project. These datasets contain 42 languages, and 43
bitexts with a total number of 3.13G sentence fragments by crawling hundreds
of thousands of websites, using open-source tools. Usually, parallel corpora are
essential for building high-quality machine translation systems and have found
uses in many other natural language applications, such as paraphrases learning
[2]. The reason for using this database is its size and the number of exclama-
tory and interrogative sentences it contains, which is larger than other existing
corpora. Besides, the texts of this dataset are already divided into sentences
and have all punctuation marks for each language. Specifically, we have used
the “es-ca” partition of OpusParaCrawl for the restoration of Spanish punctua-
tion and capitalization, and it contains a total of 17.2M sentences and 774.58M
words written in Spanish. For Portuguese, we used the “pt-en” partition, which
contains 84.9M sentences and 2.74G words written in Portuguese.
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3.2 Data Pre-processing

To solve the task of recovering punctuation and capitalization, we perform a
common pre-processing step, in which we (1) remove all non-target punctua-
tion marks; (2) divide the texts into words; and (3) label the words with their
corresponding tags.

Instead of covering all possible punctuation marks in Spanish and Portuguese,
we only include 5 types of target punctuation that are commonly used and are
important to improve the readability of the transcription: period (.), comma (,),
question (?), exclamation (!), and colon (:). For capitalization restoration, the
same approach has been used as for punctuation, so that for each punctuation
mark two labels have been added to identify whether the word is upper or
lower case. For example, for the comma, we have two labels: ,u indicates that
the token is of uppercase type and has the comma, and ,l denotes that the
token is of lowercase type. However, in Spanish interrogative and exclamation
sentences there is always a mark indicating the beginning of the sentence (¿ and
¡), so in the Spanish punctuation restoration model, 6 more classification labels
are added with respect to Portuguese: ¿l (lower case with an open question
mark), ¿u (upper case with an open question mark), ¡l (lower case with an
open exclamation mark), ¡u (upper case with an open exclamation mark), ¿?l
(indicates that the sequence consists of a single token and is of interrogative
type), and ¡!u (indicates that the sequence consists of a single token and is
of exclamatory type). Finally, for the Spanish punctuation and capitalization
restoration model, there are a total of 18 classes to be predicted by the model,
and for Portuguese 12 classes.

3.3 Splitter Module

The Splitter module is responsible for extracting the training, evaluation, and
testing dataset with a 60–20–20 ratio. As discussed in Sect. 3.1, the dataset is
very large, so we have used only 2,153,297 sentences (48,598,391 words) for Span-
ish and 2,974,059 sentences (48,598,391 words) for Portuguese. Table 1 details
the dataset used for Spanish and Portuguese, showing the distribution of each
label.

3.4 Punctuation and Capitalization Restoration System

The problem of punctuation and capitalization restoration has been approached
as a sequence labeling task, which consists of a sequence of token classifications,
in which the model predicts the punctuation marks that each word in the input
text may have. In Fig. 2, the system architecture is shown. Briefly, it can be
described as follows. First, we take the training and evaluation dataset to train
a pre-trained model. Second, we extract the tokens from the dataset using the
tokenizer of the pre-trained model. This ensures that the words in the dataset
are split in the same tokens as the pre-trained model. Third, the fine-tuning
process is carried out, which consists of adjusting or adapting the model for a



248 R. Pan et al.

specific task, taking advantage of the modern Large Language Models (LLMs)
prior knowledge. Finally, a token classification layer is added to classify each
token in the input sentence into the correct category. As can be seen in Fig. 2,
the input sentence “qué estás haciendo” does not have any punctuation, and
the model predicts that the word “qué” is uppercase type with open question
mark, the word “estás” is lowercase type, and the word “haciendo” is lowercase
and has a question mark after it to produce the output sentence “¿Qué estás
haciendo?”.

Different monolingual and multilingual models for the task of punctuation
and capitalization restoration in Spanish and Portuguese have been evaluated.
The Spanish models are: (1) BETO [6], (2) ALBETO [7], (3) DistilBETO [7], (4)
MarIA [10], and (5) BERTIN [16]. The Portuguese model are: (1) BERTimbau
Base [17], and (2) BR BERTo1. We also evaluate XLM-RoBERTa as a multi-
lingual transformer [8]. The main feature of transformer networks is their self-
attention mechanism, whereby each word in the input can learn what relation
it has with the others [20]. All models are based on different transformers-based

Table 1. Distribution of the datasets.

Spanish Portuguese

Symbol Train Eval Test Train Eval Test

l 24,766,487 6,188,709 7,735,761 22,357,554 5,583,964 6,983,933

u 3,227,725 805,128 1,008,684 5,270,270 1,318,219 1,647,823

?u 4,069 1,025 1,312 21,604 5,485 6,948

?l 26,267 6,536 8,188 37,581 9,464 11,736

!u 2,795 693 863 10,317 2,587 3,168

!l 16,385 4,087 5,047 31,965 7,929 10,003

,u 402,341 100,313 125,855 537,272 133,382 166,797

,l 1,327,308 331,192 414,603 1,284,072 321,069 400,403

.u 198,155 49,693 62,001 283,580 70,426 88,629

.l 948,916 237,060 296,425 980,717 245,831 306,616

:u 40,150 10,094 12,424 129,261 32,133 40,237

:l 110,445 27,523 34,133 165,170 41,216 51,030

¿u 23,675 5,971 7,422 – – –

¿l 5,049 1,225 1,582 – – –

¡u 5,724 1,445 1,791 – – –

¡l 3,022 818 991 – – –

¿?u 356 82 91 – – –

¡!u 494 111 150 – – –

Total 31,109,363 7,771,705 9,717,323 31,109,363 7,771,705 9,717,323

1 https://huggingface.co/rdenadai/BR BERTo.

https://huggingface.co/rdenadai/BR_BERTo


Punctuation and Capitalization Restoration in Spanish and Portuguese 249

Fig. 2. Overall architecture of capitalization and punctuation restoration system.

models, such as BERT, RoBERTa or XLM-RoBERTa, and all of them need
the input data to be preprocessed by the tokenization process, which consists of
decomposing a larger entity into smaller components called tokens. For tokeniza-
tion, we use the same tokenizer used in the pre-trained model. The models used
in this study use the tokenization of sub-words with the WordPiece algorithm as
BERT or the Byte-Pair Encoding (BPE) algorithm in the RoBERTa and XLM-
RoBERTa-based models, so there are words that split into several tokens as in
the case of BERT frequent tokens are grouped into one token and less frequent
tokens are split into frequent tokens [5]. Therefore, it is necessary to adjust the
sub-word labels and treat special tokens so that they are ignored during training.
For this purpose, we have applied the following techniques proposed in [15]:

– Assign -100 labels to special tokens such as [CLS], [SEP], < s > and < /s >
so that they are ignored during training.

– Assign all sub-words the same label as the first sub-word to solve the sub-word
tokenization problem.

4 Results and Analysis

To compare the performance of the models, we rely on the weighted and macro-
averaged F1-score as reference metrics. Both metrics consider precision and
recall, but they differ in how they weight the contributions of each class. The
macro-average F1-score is calculated by taking the average of the F1 score for
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each class. This means that each class is given equal weight in the calculation
and gives information about the performance of the model with respect to each
class independently. The weighted-average F1-score, on the other hand, takes
into account the number of instances in each class, giving more weight to the
classes with more instances. Thus, it measures the overall performance of the
model in an unbalanced dataset.

To perform an error analysis and check where models give wrong predictions,
a normalized confusion matrix with truth labels of the best model for each lan-
guage has been used. A normalized confusion matrix consists of a table showing
the distribution of the predictions of a model compared to the truth label of the
data.

4.1 Spanish

Table 2 shows the results obtained with our approach, which consists of fine-
tuning different monolingual and multilingual LLMs based on Transformers to
perform a sequence labeling task in order to retrieve punctuation and capitaliza-
tion of a sentence. It can be observed that the RoBERTa architecture achieves
better results than BERT, except for the BETO model, which has achieved the
best macro-averaged F1-score (59.90%). It can also be seen that the lightweight
version of BETO and distilled BETO (ALBETO and DistilBETO) are the worst
performers, with 57.46% and 57.90% in the macro-averaged F1-score. The two
best scores are achieved by BETO (59.90%) and XLM-RoBERTa (59.60%), out-
performing two of the RoBERTa-based models trained on a large Spanish corpus,
such as MarIA (58.84% in M-F1) and BERTIN (58.33% in M-F1). When com-
paring the results obtained with the monolingual and multilingual models, there
is a slight advantage for the models trained only in Spanish, as in the case of
BETO and XLM-RoBERTa. Therefore, it is preferable to obtain specific pre-
trained models for the target language rather than to use multilingual variants.
Comparing our Spanish punctuation and capitalization restoration system (see
Table 3) with one of the existing ones like [12], our model improves the over-
all performance of their system. However, these results should be taken with
caution, as we are comparing different test splits.

The error analysis is conducted with the BETO model. Figure 3 shows its
confusion matrix. It can be observed that BETO does not make many relevant
wrong classifications, i.e., it does not confuse punctuation symbols that separate
a sentence (such as a comma, and colon) with those indicating the end of a
sentence. BETO mislabeled the labels contained in the exclamation. The ratio
of wrong classification of the labels indicating the end of an exclamatory sentence
(!u and !l) is skewed for labels that denote the end of a sentence (.u and .l)
with 59.16% and 36.62%. This is because both punctuation marks are placed at
the end of the sentence and the only difference is that exclamations are used to
show emphasis or an emotional exclamation. Therefore, across texts it is difficult
to identify the emotions of a sentence. On the other hand, labels indicating the
beginning of an exclamatory sentence (¡u and ¡l) are often confused with those
denoting the absence of punctuation marks (u and l) with 79.90% and 72.94%.
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Table 2. Results of different LLMs for Spanish punctuation and capitalization restora-
tion system. We report the weighted averaged precision, recall and F1-score(W-P, W-R,
W-F1), and macro averaged F1-score (M-F1).

Model W-P W-R W-F1 M-F1

BETO 93.834 93.930 93.873 59.902

ALBETO 93.756 93.902 93.809 57.457

DistilBETO 93.680 93.810 93.729 57.897

MarIA 93.685 93.791 93.732 58.843

BERTIN 93.589 93.691 93.634 58.333

XLM-R 93.883 94.001 93.927 59.660

Table 3. Classification report of the BETO fine-tuned for Spanish punctuation and
capitalization restoration.

Symbol Precision Recall F1-score Symbol Precision Recall F1-score

!l 44.673 22.485 29.906 !u 38.664 20.693 26.958

,l 77.283 74.257 75.740 ,u 77.219 75.968 76.588

.l 87.383 89.740 88.546 .u 83.910 82.688 83.295

:l 66.490 60.658 63.440 :u 64.131 55.231 59.349

?l 78.102 72.646 75.275 ?u 76.876 70.368 73.478

l 96.939 97.430 97.184 u 89.868 89.199 89.532

¡!u 19.731 17.886 18.763 ¡l 36.240 11.377 17.318

¡u 46.696 14.888 22.577 ¿?u 48.039 47.573 47.805

¿l 60.305 51.675 55.657 ¿u 77.653 76.014 76.825

Overall Precision Recall F1-score

Macro avg 65.009 57.265 59.902

Weighted avg 93.834 93.930 93.873

This is because the dataset contains many exclamation marks that do not have
the open exclamation marks in an exclamatory sentence, so the proportion of
open and close exclamation marks are different, as shown in Table 1. One solution
proposed in future work to solve this problem is to add some heuristic conditions
in the post-processing to mitigate this type of error. In addition, the ratio of
wrong classification of labels indicating exclamatory pronouns (¡!u) is skewed
for .l and u, being the percentage of wrong classification of 26.83% and 24.39%,
respectively.
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Fig. 3. Confusion matrix of BETO for Spanish punctuation and capitalization restora-
tion system.

4.2 Portuguese

As for the Portuguese, two monolingual models (BERTimbau and BR BERTo)
and multilingual (XLM-RoBERTa) are evaluated (see Table 4). The BR BERTo
model has obtained the most limited result (74.84% in macro-averaged F1-score),
as it has been pre-trained with a smaller Portuguese corpora size compared to two
other models. The two best scores are achieved by XLM-RoBERTa (76.94%) and
BERTimbau (76.93%), with a difference of about 0.01% in the macro F1-score.
In this case, the multilingual model is slightly better than the model pre-trained
with the target language. Comparing the performance of our best Portuguese
punctuation and capitalization restoration system with one of the existing mod-
els called bert-restore-punctuation-ptbr2, which consists of a BERTimbau fine-
tuned for punctuation and capitalization restoration in the WikiLingua corpus.
The difference between our system and theirs is that ours only predicts the 5
most relevant punctuation marks (see Sect. 3.4) for audio transcription reliabil-
ity and theirs predicts a total of 8 punctuation marks (! ? . , - : ; ’). However,
through the table of results shown on the Huggingface page, it can be observed
that their training set is unbalanced, so they have obtained bad results in classify-
ing words with semicolons, apostrophes, hyphen, exclamation, and interrogation
with upper case words. In contrast, our corpus is larger and more balanced, so
we have achieved improved prediction for most punctuation marks, as shown in
Table 5.

2 https://huggingface.co/dominguesm/bert-restore-punctuation-ptbr.

https://huggingface.co/dominguesm/bert-restore-punctuation-ptbr
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Table 4. Results of different LLMs for Portuguese punctuation and capitalization
restoration system. We report the weighted averaged precision, recall and F1-score(W-
P, W-R, W-F1), and macro averaged F1-score (M-F1).

Model W-P W-R W-F1 M-F1

BERTimbau 93.461 93.540 93.489 76.938

BR BERTo 93.462 93.579 93.496 74.840

XLM-R 93.637 93.730 93.663 76.944

Table 5. Classification report of the XLM-RoBERTa fine-tuned for Portuguese punc-
tuation and capitalization restoration.

Symbol Precision Recall F1-score Symbol Precision Recall F1-score

!l 61.082 22.363 32.740 !u 67.722 37.911 48.610

,l 81.189 78.316 79.726 ,u 82.364 79.850 81.087

.l 87.215 89.521 88.353 .u 87.059 82.964 84.962

:l 79.770 71.399 75.353 :u 82.149 73.897 77.805

?l 78.523 73.913 76.148 ?u 91.289 88.597 89.923

l 96.153 97.218 96.682 u 92.611 91.281 91.941

Overall Precision Recall F1-score

Macro avg 82.260 73.936 76.944

Weighted avg 93.637 93.730 93.663

Fig. 4. Confusion matrix of XLM-RoBERTa for Portuguese punctuation and capital-
ization restoration system.
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To perform the error analysis, we used the XLM-RoBERTa model and a
normalized confusion matrix (see Fig. 4). XLM-RoBERTa does not make many
relevant classification errors and frequently confuses exclamation marks with the
period, with a percentage of 58.33% and 23.18%. In addition, the misclassifica-
tion ratio of :u and :l is skewed for labels identifying the absence of punctuation
marks (u and l), with 16.75% and 14.91%.

5 Conclusions and Further Work

This paper presents models of capitalization and punctuation restoration for
Spanish and Portuguese, based on a transfer learning approach through fine-
tuning different pre-trained models to jointly restore punctuation and capital-
ization. The system has been trained for 5 types of punctuation and 2 types of
capitalization. In addition, the models can identify certain proper names for the
capitalization restoration task. Both models have been evaluated with the Opus-
ParaCrawl dataset. The best performance is obtained by BETO for Spanish and
XLM-RoBERTa for Portuguese, with a macro-averaged F1-score of 59.90% and
overall performance of 93.87% for the Spanish, and a macro-averaged F1-score
of 76.94% and 93.66% overall performance for the Portuguese.

As future work, it is proposed to establish a set of simple heuristics in the
post-processing of the Spanish punctuation restoration model to mitigate the
error caused by unmatched predictions for paired punctuation marks, such as
interrogative and exclamation marks. It also proposed to compare our model
with other existing models using the same test set to see the improvement of
our model with respect to the others. And the last proposal is to develop a
model that takes into account the relationships of the previous sentence with
the following sentence to increase the accuracy of the models and resolve the
errors discussed in Sect. 4.
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IWSLT 2012 evaluation campaign. In: Proceedings of the 9th International Work-
shop on Spoken Language Translation: Evaluation Campaign, pp. 12–33. Hong
Kong, Table of contents (2012). https://aclanthology.org/2012.iwslt-evaluation.1
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Abstract. Information extraction (IE) is a crucial subfield within natu-
ral language processing. In this study, we introduce a Sentence Classifica-
tion and Named Entity Recognition Multi-task (SCNM) approach that
combines Sentence Classification (SC) and Named Entity Recognition
(NER). We develop a Sentence-to-Label Generation (SLG) framework
for SCNM and construct a Wikipedia dataset containing both SC and
NER. Using a format converter, we unify input formats and employ a
generative model to generate SC-labels, NER-labels, and associated text
segments. We propose a Constraint Mechanism (CM) to improve gener-
ated format accuracy. Our results show SC accuracy increased by 1.13
points and NER by 1.06 points in SCNM compared to standalone tasks,
with CM raising format accuracy from 63.61 to 100. The findings indi-
cate mutual reinforcement effects between SC and NER, and integration
enhances both tasks’ performance.

Keywords: Sentence classification · Named entity recognition ·
Prompt · Japanese · Information extraction · Transformer

1 Introduction

In the realm of information extraction, numerous specialized tasks exist, such
as named entity recognition [7,11,15], relation extraction [10], event extraction
[3], sentence classification [19], sentiment analysis [9,13], and more. With the
advent of the Transformer architecture, pre-training and fine-tuning paradigms
have gained widespread adoption. Typically, models undergo unsupervised pre-
training on a large-scale, general corpus, such as Wikipedia text, in order to
acquire foundational knowledge. These pre-trained models are then fine-tuned
for specific downstream tasks. However, due to the considerable variation in data
features and requirements across tasks, adapting a single dataset and model
to multiple tasks simultaneously is challenging. Consequently, researchers often
create dedicated datasets for distinct IE tasks and employ these for fine-tuning
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Fig. 1. The illustration depicts the interrelationship between the labels of Named
Entity Recognition (NER) and Sentence Classification (SC) within a single sentence.

pre-trained models. Moreover, IE methods have evolved from sequence labeling
tasks utilizing Long Short-Term Memory (LSTM) [4] to seq to seq generative
IE methods [8]. The emergence of generative approaches indicates the feasibility
of addressing multiple tasks with a single model by unifying input and out-
put formats. In the present study, illustrated by Fig. 1, the SC and NER tasks
are fed as inputs to their respective fine-tuned models. Then models generate
corresponding labels/spans for each task, respectively.

While generic pre-training knowledge can be beneficial for various down-
stream tasks, the possibility of mutual reinforcement effects between tasks
remains an open question. To explore this, we hypothesize that mutual rein-
forcement effects exists between different tasks. To test this hypothesis, we focus
on Named Entity Recognition (NER) and Sentence Classification (SC) as the
most representative tasks in IE, as illustrated in Fig. 1. In the SC task, a model
generates sentence classification labels given an input sentence. In the NER task,
a model identifies entity spans in the input sentence and generates corresponding
labels and spans. Many task scenarios require simultaneous sentence classifica-
tion and entity extraction, but no existing dataset satisfies both requirements.
Furthermore, SC and NER tasks exhibit correlations in the labels they extract.
For instance, a sentence mentioning “Shinzo Abe” likely pertains to Social, and
a Social sentence is more likely to contain names of Social figures and countries.
Consequently, we investigate whether leveraging the interrelationship between
SC and NER tasks can improve model performance. In this context, we propose
a novel framework for handling both Japanese SC and NER tasks. The primary
contributions of this work include:

1. Integrating SC and NER tasks into a new Sentence Classification and Named
Entity Recognition Multi-task (SCNM) task and constructing an SCNM
dataset by annotating SC labels on the existing Wikipedia Japanese NER
dataset.

2. Proposing a Sentence-to-Label Generation Framework (SLG) for addressing
the SCNM task, comprising format converter construction, incremental train-
ing, and the development of a format Constraint Mechanism (CM). The for-
mat converter enables the SLG to handle the SCNM task, as well as SC or
NER tasks separately, highlighting its generalizability.

3. Demonstrating through ablation experiments that SC and NER tasks are
mutual reinforcement effects. The performance of a model trained by com-
bining both tasks surpasses that of a model fine-tuned on a single task, sup-
porting the notion that 1 + 1 > 2. This finding offers insights for future
scenarios requiring SCNM.
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The remainder of this paper is structured as follows: Some related work and
prior studies are presented in Sect. 2. In Sect. 3, we describe the task setup and
the construction of the SCNM dataset used in our study. Section 4 presents
the Sentence-to-Label Generation Framework, which encompasses the format
converter 4.1, Incremental Learning 4.2, and Constraint Mechanism 4.3. Lastly,
Sect. 5 discusses the results of our SLG framework experiments, as well as various
ablation studies to evaluate the effectiveness of the proposed approach.

2 Related Work

In this section, we provide a comprehensive overview of previous studies on gen-
erative IE methodologies. Furthermore, we delineate the similarities and distinc-
tions between these prior works and our current research, thereby highlighting
the novel contributions of our study.

Word-Level. In [18], the authors propose a novel Seq2Seq framework that
addresses flat, nested, and discontinuous NER subtasks through entity span
sequence generation. Similarly, [1] used a self-describing mechanism for few-shot
NER, which leverages mention describing and entity generation. GenIE [5] uses
the transformer model to extract unstructured text relationally through global
structural constraint. And LightNER [2] is addresses class transfer by construct-
ing a unified learnable verbalizer of entity categories and tackles domain transfer
with a pluggable guidance module. InstructionNER [16] and UIE [8] have also
developed frameworks for word-level IE tasks.

Sentence-Level. In terms of using sentences label to improve the NER effect.
Joint learning framework used BiLSTM model and attention, CRF layer to
improve the effectiveness of NER through sentence labeling [6]. MGADE that
uses a dual-attention mechanism to concurrently address two Adverse Drug
Event (ADE) tasks: ADE entity recognition at the word level (fine-grained) and
ADE assertive sentence classification (coarse-grained). The model takes advan-
tage of the interdependencies between these two levels of granularity to improve
the performance of both tasks [17].

In conclusion, this study employed a generative model for Sentence-to-Label
conversion, distinguishing itself from previous studies by pioneering the utiliza-
tion of mutual reinforcement effects between SC and NER tasks. This novel
approach effectively enhanced the accuracy of both tasks. Additionally, we intro-
duced the SLG framework, which enables the model to adeptly manage both SC
and NER tasks simultaneously.

3 Task Setup and Dataset Constructed

Before delving into the SLG, let us first describe the structure of the SCNM task.
SCNM involves the classification of both sentence-level and word-level informa-
tion within a single sentence. As illustration of Fig. 2, given an input sentence
(i.e., In 2020, Shinzo Abe resigned as Prime Minister of Japan), the model is
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Fig. 2. The illustration of Sentence Classification and Named Entity Recognition
Multi-task (SCNM) task.

expected to generate a classification label (i.e., Social) for the sentence, along
with named entity labels (i.e., Preson, Location) and the corresponding word
spans (i.e., Shinzo Abe, Japan) present in the sentence. Moreover, when select-
ing and constructing the dataset, it is crucial to encompass a wide range of
content, and the classification labels should be generic rather than specific to
a narrow domain. Considering these factors, we chose the Japanese Wikipedia-
based NER dataset [12] for our SCNM dataset foundation. It consists of 5,343
sentences (4,859 with named entities, 484 without) and includes 8 categories
(13,185 total named entities): person, company, political org., other org., loca-
tion, public facility, product, and event. This diverse and broad dataset is ideal
for the SCNM task.

Following the selection of the NER dataset, we annotated sentence classifica-
tion labels based on the original dataset. We partitioned the Wikipedia sentences
into five primary categories: social, literature and art, academic, technical, and
natural. All 5,343 sentences were categorized into these five groups, ultimately
resulting in the construction of the SCNM dataset. Figure 2 illustrates a specific
instance of the input and output by the SCNM task.

3.1 Evaluation

Upon constructing the SCNM dataset, the primary challenge we encounter is
devising a comprehensive set of evaluation metrics for this new dataset. We cat-
egorize the SCNM evaluation metrics into two distinct classes: label evaluation
and format evaluation.

Text Evaluation. As illustrated in Fig. 3, we present several instances of both
generated and actual text, labeled numerically (1–5) for further analysis. Given
that the combined task of SC and NER precludes the computation of traditional
metrics (e.g., precision recall f1-score) in the conventional manner, generative
IE deviates from the traditional sequence tagging model. Specifically, in the
generative IE approach, a token does not correspond to a label. Furthermore,
the number of generated named entities and word spans is variable (e.g., 3), as
is the number of generated text, which may also contain extraneous text (e.g.,
4).

Consequently, we employ accuracy as the evaluation metric, when generate
text 1 is all equal to actual text 5, it counts as a correct text 1. Although this
evaluation criterion may seem somewhat stringent, it is well-suited for SCNM
tasks. We denote generated text as G and actual text as A. The |A ∩ G| is
represented by Cgenerated text (the total number of matches text between G and
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Fig. 3. The illustration of text and format evaluation. 1 and 0 represents a correctly
or incorrectly generated text, and the total number of all correctly generated text in
the test set adds up to C.

A), while the total number of actual text (i.e., total number of samples in the
test set) is denoted by Tactual text.

SCNM Accuracy =
Cgenerated text

Tactual text
(1)

In addition, we also computed accuracy for SC and NER in the SCNM task
separately. Specifically, the SC-label and all remaining NER-label/span in gener-
ated text and actual text were split. Then the accuracy is calculated separately.

SC Accuracy =
CSC

TSC
NER Accuracy =

CNER

TNER
(2)

Format Evaluation. In generative IE, a key metric is the ability to produce
outputs in the right format. Due to the uncontrollable nature of generative mod-
els, there’s a high chance of generating duplicate words or incoherent sentences.
Incorrect output formats likely lead to wrong label classification (e.g., 4). Thus,
we augment label evaluation with format generation accuracy assessment.

This additional evaluation aims to gauge a model’s proficiency in control-
ling the generated format. If the first generated text becomes SC-label and the
subsequent generated ones are NER-label and span, it is counted as a format
correct number (regardless of whether the generated SC-label and NER-label
are correct or not, they are counted as format correct). As illustrated in Fig. 3
(e.g., 1 2 3). The total number of generated text with correct format is Cformat,
and the total number of actual text is Tformat. The Format Accuracy is defined
as:

Format Accuracy =
Cformat

Tformat
(3)

4 Sentence-to-Label Generation Framework

In the preceding section, the SCNM task setting and dataset construction were
presented. This section offers a thorough overview of the Sentence-to-Label (SL)
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Fig. 4. The illustration of overview for Sentence-to-Label Generate (SLG) Framework.
The T5 model* is the vanilla T5 model with incremental learned using Shinra NER
corpus.

framework, followed by a detailed explanation of each component of the SLG in
three separate subsections.

An overview of the SLG framework is depicted in Fig. 4. Initially, the Shinra
NER corpus1 is reformatted using a format converter. Subsequently, the trans-
formed corpus serves as a basis for incremental learning in the model. The SCNM
dataset, converted by the format converter, is then fine-tuned for the model.
Prior to the model’s Decoder generating prediction results, a Constraint Mecha-
nism (CM) is incorporated to enhance the model’s format generation capabilities.
Lastly, the SC-label, NER-label, and corresponding word span are sequentially
outputted.

4.1 Format Converter

In this subsection, we explore multiple converter formats and evaluate perfor-
mance in later experiment sections. The most effective format is chosen for our
converter.

Fig. 5. The illustration of format converter.

As show in Fig. 5, the optimal format is determined from the experimental
outcomes. For the input sequence of the model, the original sentence is positioned
at the beginning, succeeded by five SC-label words. The start and end tokens, “<”
and “>”, respectively, enclose all SC-labels. Subsequently, the original sentence is
repeated immediately after the above end mark token“>”. To signal the model’s

1 http://shinra-project.info/shinra2020jp/data_download/.

http://shinra-project.info/shinra2020jp/data_download/


Sentence-to-Label Generation Framework for Multi-task Learning 263

initiation of NER-label generation and corresponding word span, a prompt word
“NER” is appended after the sentence.

Due to the presence of negative sentences in the SCNM dataset that lack
named entities, an additional “None” label is introduced for negative cases, aug-
menting the original eight NER-labels. Consequently, a total of nine NER-labeled
words follow the prompt word. To indicate the commencement and termination
of the NER-label word, the start and end tokens, “:”, and “;”, are employed,
respectively. The distinct mark tokens for SC and NER labels demonstrate supe-
rior performance in the experiments, as compared to identical mark tokens.

Regarding the output format of the model, the overall and input token order
is maintained consistently. However, it is crucial to note that only one of the pre-
dicted SC-label words is utilized, rather than all five words present in the input.
Following the starting word “NER”, the NER-label word and corresponding word
span derived from the sentence are provided. Utilizing the format converter, the
model demonstrates versatility in managing diverse tasks, such as SC, NER, and
SCNM. These tasks can be effectively addressed either individually or concur-
rently. And through format converter, the model learns the correct format to
generate a uniform format. A specific example of the input and output sequence
is show in Fig. 6.

Fig. 6. A specific example of an input converted using the format converter, and the
corresponding generated output.

4.2 Incremental Learning

In this subsection, we elucidate the process of applying incremental learning
(IL) to the vanilla T5 model2 using the Shinra NER corpus, as well as the
underlying rationale. The T5 model is primarily pre-trained for sequence-to-
sequence (seq2seq) tasks in text processing [14]. However, it lacks specific pre-
training for word-level attributes, such as named entities. Our objective is to
implement IL in a seq2seq format, tailored for named entities, without causing
the model to lose its pre-trained knowledge.

2 https://huggingface.co/sonoisa/t5-base-japanese.

https://huggingface.co/sonoisa/t5-base-japanese
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Fig. 7. The illustration of incremental learning. And IL specific format converter for
Shira NER corpus.

We selected the Shinra2020-JP corpus as the data source for IL. The Shinra
project, an extended named entity recognition (NER) endeavor, is constructed
based on the Japanese Wikipedia. Consequently, the corpus encompasses a wide
array of named entities derived from Wikipedia. In other words, this corpus con-
tains various named entities of wikipedia. The categories of named entities are:
facility, event, organization, location, airport name, city, company, Compound,
person. It is a relatively comprehensive and extensive NER corpus. The dataset
is used for incremental learning of the T5 model after a simple format trans-
formation (e.g., input:Japan, output:Location). The total number of samples is
14117 and there are no duplicate samples. As illustrated in the Fig. 7, the T5
model employed within the SLG framework is ultimately acquired.

4.3 Constraint Mechanism

To enhance the accuracy of the model’s output format, we introduce an effi-
cient and straightforward Constraint Mechanism (CM). Let X1 denote the initial
token predicted by the Decoder, with the total predicted sequence comprising n
tokens. The predicted sequence can be represented as (X1,X2, . . . , Xn). The pre-
diction probability for the second token X2 can be formulated as the subsequent
equation:

P (X2|X1) = Decoder2(X1, Encoder(Inputs)) (4)

Here, Encoder(Inputs) denotes the vector resulting from the computation of
the input by the next layer of Encoder. Decoder2 denotes the result of the
computation of the vector output by encoder and the first token vector output
by Decoder of the first layer is passed to the second layer Deocder.

In Fig. 8, a specific example is presented. The output text refers to the desired
output sequence that should be generated accurately. Notably, the first token
of every output text within the SCNM dataset remains constant, represented
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Fig. 8. The processes of Constraint Mechanism (CM).

by the “<” symbol. Consequently, the initial token of each predicted sequence
is compelled to be replaced with the “<” token. In other words, this substitu-
tion corresponds to the numerical value of the “<” symbol in the T5 model’s
vocabulary.

Adopting this approach ensures that the first predicted token in each newly
generated output text is accurate, which in turn enhances the precision of subse-
quent token predictions. The ultimate experimental outcomes corroborate that
the CM technique effectively augments the model’s capacity to generate accurate
formats, thereby improving the overall correctness of SCNM tasks.

5 Experiments

In this chapter, we present a comprehensive series of experiments conducted on
our proposed SLG framework and its application to SCNM tasks. Our aim is to
demonstrate the effectiveness of the SLG framework and the synergistic effect
of integrating the SC and NER tasks.

Given that the Japanese T5 model is only available in base size, we employ
the T5-base as the underlying model weight for the SLG framework. To ensure
robustness, we conduct each experiment three times, and the final result is
obtained by averaging the outcomes. The proportion used for dividing the data
into the training set and the test set is 9:1. We adopt a randomized approach to
data set partitioning, using the parameter “Random Seed=None” to guarantee
distinct training and testing sets for each iteration. For an in-depth discussion
of the evaluation metrics utilized, please refer to Sect. 3.1.
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Table 1. The result of SLG framework with SCNM dataset. Accuracy was used for all
evaluation metrics. SCNM represents SCNM task. SCNM* represents SCNM dataset.

Dataset SCNM Accuracy SC Accuracy NER Accuracy

SCNM* 72.41 88.89 81.96
SC Only – 87.76 –
NER Only – – 80.90

5.1 Result on SLG with SCNM Task

In this subsection, we conduct a comprehensive evaluation experiment utilizing
the SLG framework. Table 1 presents the results, with the first row displaying the
metrics SCNM, SC, and NER, which correspond to the overall accuracy of the
SCNM dataset, the accuracy of the SC dataset individually, and the accuracy
of the NER dataset individually.

Three distinct datasets are outlined in the first column. “SCNM*” represents
the full SCNM dataset, encompassing both SC and NER tasks. “SC Only” and
“NER Only” signify the evaluation of the SC and NER datasets independently.
To achieve this, we employ a format converter to separate the SC and NER
components within the SCNM dataset, resulting in two distinct datasets (i.e.,
SC dataset and NER dataset). All three datasets are assessed using the SLG
framework.

The evaluation reveals that the SCNM task attains a notable score of 72.41,
even under rigorous evaluation metrics. Furthermore, by integrating the SC and
NER tasks, the accuracy of NER improves by 1.06 compared to evaluating
the NER task individually. Similarly, the SC task accuracy increased by 1.13
compared to evaluating it separately. The experimental outcomes highlight the
exceptional performance of the SLG framework in handling the SCNM task,
as well as the mutual reinforcement effects observed between the SC and NER
tasks.

5.2 Compare the Effect of Different Formats on Results

In order to investigate the impact of various formats on the outcomes, we com-
pared four distinct formats. Table 2 displays these formats, where the first row
represents the input text and the second row signifies the output text. Given
that the number of NER-label span pairs generated in each sentence is indefi-
nite, we use *x to denote the count of generated NER-label span pairs. Moreover,
since there are five SC-labels in the input text, we represent this with *5. The
corresponding NER-labels total nine, denoted by *9, which includes eight labels
from the original dataset and one additional “None” label.

In the experimental setup, we aimed to minimize the influence of external
factors on the results. Therefore, only the original T5-base model was employed
in the format comparison experiment, with the random seed and other hyper-
parameters held constant.
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Table 2 reveals that the accuracy of the simplest format is considerably low
on the SCNM dataset, particularly when the input consists solely of sentences.
In this case, the accuracy is 0, with all results being incorrect. This is due to
the model’s inability to generate the desired format accurately. As a result,
even if the SC or NER labels are generated correctly, they are still considered
errors based on the strict evaluation criteria. The second format introduced a
simple prompt word, “sentence NER”, which slightly improved accuracy to 0.19;
however, the accuracy remained substantially low.

In the third and fourth formats, we incorporated all the SC-labels (five label
words) and NER-labels (nine label words) into the input text. Upon adding suffi-
cient prompt words to the input text, the accuracy of the third format increased
to 0.37 and 0.56 respectively. Lastly, we modified the start and end mark tokens
of the SC-label to “<” and “>”, respectively, to facilitate the model’s differentia-
tion between SC-label and NER-label. Consequently, the accuracy significantly
improved to 29.40, surpassing the results of all previous formats. This format
comparison experiment highlights the critical role of prompt design in obtaining
accurate outcomes.

Table 2. The result of compared different format with SCNM tasks. And without IL
and CM. The first line is input text, and second line is output text.

Different Format Accuracy

{sentence}
:SC-label;(:NER-label;span)*x 0

sentence:{sentence}
label:SC-label;NER(:NER-label;span)*x 0.19

{sentence}category(:SC-label;)*5{sentence}NER(:NER-label)*9
category:SC-label;NER(:NER-label;span)*x 0.37

{sentence}(:SC-label;)*5{sentence}NER(:NER-label)*9
:SC-label;NER(:NER-label;span)*x 0.56

{sentence}(<SC-label>)*5{sentence}NER(:NER-label)*9
:SC-label;NER(<NER-label>span)*x 29.40

5.3 Ablation Study

To assess the impact of SL and CM on the outcomes within the SLG framework,
we carried out a series of ablation experiments. Table 3 illustrates that, upon
removing Incremental Learning, the Named Entity Recognition NER accuracy
within the SCNM dataset experienced a substantial decline of 15.98. Concur-
rently, the SC in the SCNM dataset also saw a reduction of 3.18. These findings
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highlight that incremental training not only enhances NER in the SCNM dataset
but also exerts a positive influence on SC. This observation aligns with our initial
hypothesis that SC and NER tasks exhibit a mutual reinforcement effects.

Conversely, when CM was eliminated from the SLG framework, the format
accuracy of the model plummeted to 63.61. Consequently, the SCNM, SC, and
NER metrics also witnessed significant decreases, falling to 46.38, 55.99, and
52.62, respectively. These experimental outcomes underscore the efficacy of our
proposed CM approach. By effectively managing the initial token generated by
the model, we can guide the subsequent tokens towards accurate generation,
thereby improving the model’s overall performance.

Table 3. The result of IL or CM with ablation experiment.

Method SCNM Accuracy SC Accuracy NER Accuracy Format Accuracy

SLG 72.41 88.89 81.96 100
w/o IL 56.18 85.71 65.98 99.50
w/o CM 46.38 55.99 52.62 63.61

6 Conclusion and Future Work

In this study, we integrate Sentence Classification (SC) and Named Entity Recog-
nition (NER) tasks, leveraging their shared knowledge to enhance accuracy. We
propose the SCNM task and construct a comprehensive dataset from Wikipedia.
Our experiments demonstrate mutual reinforcement effects between SC and
NER, and introduce the versatile Sentence-to-Label Generate (SLG) framework
for handling both tasks concurrently or individually through a Format Converter.

Future work includes exploring alternative language models, assessing the
SLG framework on other SC and NER datasets, and creating domain-specific
SCNM datasets to evaluate the framework’s adaptability and effectiveness.
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Abstract. This paper presents an enhanced approach for adapting a
Language Model (LM) to a specific domain, with a focus on Named
Entity Recognition (NER) and Named Entity Linking (NEL) tasks. Tra-
ditional NER/NEL methods require a large amounts of labeled data,
which is time and resource intensive to produce. Unsupervised and semi-
supervised approaches overcome this limitation but suffer from a lower
quality. Our approach, called KeyWord Masking (KWM), fine-tunes a
Language Model (LM) for the Masked Language Modeling (MLM) task
in a special way. Our experiments demonstrate that KWM outperforms
traditional methods in restoring domain-specific entities. This work is
a preliminary step towards developing a more sophisticated NER/NEL
system for domain-specific data.

Keywords: Language Model · Named Entity Recognition and
Linking · domain adaptation

1 Introduction

Named Entity Recognition (NER) and Named Entity Linking (NEL), also known
as Named Entity Disambiguation and Named Entity Normalisation, are impor-
tant tasks of Natural Language Processing that aim to detect named entities
from unstructured text, categorize them (NER) and then link to a knowledge
base (NEL) (see Fig. 1). Traditional approaches to the task [6,29,34] require
a huge amount of manually labeled data which is resource consuming to pro-
duce. Unsupervised [16] and semi-supervised [27] approaches exceed the limit
of traditional approaches, but the quality of the results obtained from domain-
specific texts tends to diminish [41]. Labelled data scarcity is a major obstacle in
achieving high-quality NER and NEL in the biological and biomedical domains.
However, lists of relevant terms (lexicons) are usually available. Our work is an
original contribution that aims to improve a few-shot technique by fine-tuning a
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BERT-based model [10] for the Masked LM (MLM) task on biomedical and epi-
demiological data. The Masked LM (MLM) task, as introduced in [10], involves
predicting or restoring missing tokens in a text given its context. To accomplish
this goal, a LM takes a text as input and replaces a random subset of its tokens
by a special mask token ([MASK]). The model’s performance is then evaluated
using accuracy and perplexity metrics. Usually, while adapting an LM to more
specific data, the model is fine-tuned on a smaller amount of the relevant texts in
the same way. However, the masking procedure can vary depending on a particu-
lar purpose of the system. Traditional approaches, such as random masking, may
not adequately account for the specific characteristics of these texts. This moti-
vates our proposed approach, which focuses on leveraging semantic information
to guide the masking process. Specifically, we pre-fine-tune a BERT-based model
to mask only the domain-relevant tokens taken from the lexicons, guided by the
assumption that this approach will better account for the linguistic nuances
present in these texts. More precisely, we conduct our experiments in the biol-
ogy and biomedical domains, leveraging publicly available datasets containing
biomedical and human disease epidemiology news texts, as well as an in-house
dataset focused specifically on plant disease epidemiology. This paper presents
a preliminary step towards a more advanced NER/NEL system that could be
applied to any domain-specific data. Our work is a part of the BEYOND project
[1]. The primary objective of the BEYOND project is to improve epidemiological
surveillance strategies. This involves the development of novel risk indicators for
plant diseases and the proposal of new surveillance plans to achieve this goal.
The rest of the paper is organized as follows: In Sect. 2, we provide a detailed
review of related work. In Sect. 3, we describe our proposed method. In Sect. 4,
we present our experimental setup and results. Finally, we conclude the paper
and discuss future work in Sect. 5.

Fig. 1. This figure provides an example of NER/NEL tasks where short passages are
labeled with different entity types (i.e., pests in red, plants in green, microorganisms
in emerald, and locations in blue) along with their unique identifiers and the specific
resource in the format of Database:id. (Color figure online)



KWM-Based LM Fine-Tuning 273

2 Related Work

The state-of-the-art NER/NEL models rely on supervised Machine Learning
algorithms such as DeepType [29], C-Norm [11], GAN-BERT [18]. Besides, a
fine-tuned BERT-based LM with various architectural modifications are mostly
used to resolve both NER [33,39] and NEL [5,40] tasks.

Traditional unsupervised approaches rely on lexicon-based rules to identify
entities within text, often using pre-existing dictionaries or knowledge bases. For
example, the system presented in [28] uses syntactic and semantic rules applied
to every word in the text, while an approach proposed in [38] involves searching
for noun phrases in the text that differ from terms in a given Database by only
a few symbols. Modern unsupervised approaches imply the usage of clustering
strategies, such as kNN [35]. The state-of-the-art unsupervised NER method,
Cyclener [16], trains two functions: one that generates Named entities (NE)
from the input text, and another that generates text from a set of NE. The two
functions are trained iteratively in a cycle, where the output of one function
is used as the input to the other. One of the notable strengths of Cyclener is
that it does not require annotated texts, but instead relies on a random set of
annotations with the same NE distribution as the texts being analyzed.

Recent research on few-shot named entity recognition (NER) has primar-
ily focused on two approaches: transfer learning and meta-learning. In transfer
learning, models pre-trained on large datasets for the same or similar tasks are
fine-tuned on smaller, target datasets [8,13,17,22,23].

On the other hand, proponents of the meta-learning approach train a model
on domain-specific data for various tasks and then adapt it to perform the
NER/NEL task with only a few examples [12,20,21,24]. One of the leading
meta-learning approaches is proposed in [21], where a generative model rewrites
all mentions, and their dense representations are compared with those of the enti-
ties in the database in terms of cosine distance. However, we were particularly
interested in a transfer learning approach for domain-specific data proposed in
[13]. The authors pre-train word embeddings on a large corpus of domain-specific
texts, and then fine-tune them on a small labeled NER dataset. What makes
this approach interesting is that it relies solely on raw texts written on the same
topic during the pre-training stage and significantly improves the NER model’s
performance.

In addition to these approaches, some researchers have explored using MLM
as a preliminary step of training a model for a NER task. For instance, in [26], the
authors aim to enhance question-answering systems in the biomedical domain by
fine-tuning the LM by masking some of the entities recognized by the SciSpacy
system [25]. This approach is similar to the one we propose, but it requires a
pre-trained NER system.

Our approach to improve the NER/NEL model relies on the intuition of [13]
and [26], which is that by masking relevant domain-specific words during MLM
pre-training, the model can learn to better represent domain-specific knowledge
and improve the performance for other tasks on the same domain. These works
were of particular interest to us due to their success in improving algorithm per-
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formance without requiring annotated data, but using raw texts from a specific
domain instead. However, [26] requires an existing NER system, and both [13]
and [26] rely on training and fine-tuning the system on the same corpus, which
may lead to unpredictable behavior when applied to new data. To address these
limitations, we propose using a KeyWord Masking strategy for a MLM task that
we introduce in the Sect. 3.1.

3 Methodology

Building on the insights from [26], we propose that masking some mentions of
the relevant entity types can substantially enhance the NER/NEL algorithm
performance. Specifically, we compile a comprehensive list of those mentions,
based on the entity type semantics, before the fine-tuning. In this section, we
describe in detail the KeyWord Masking strategy and the datasets involved. An
overview of our approach is shown in Fig. 2.

Fig. 2. Overview of the KeyWord Masking approach. Relevant entity type men-
tions are masked in the raw text, based on a comprehensive list compiled from entity
type semantics. The Language Model then restores these masked terms.

3.1 Masking Strategy

The MLM task consists in restoring randomly masked tokens in the input text
based on the context provided by the surrounding tokens. Traditional approaches
mask randomly chosen tokens (conventionally 15% [36]). Since the final objective
of our system is to identify particular entities, we will prioritize masking these
mentions. More precisely, we have a lexicon for each entity type which varies
for different datasets (see Table 1 and Sect. 3.2). These lists were compiled by
gathering relevant terms from domain-specific databases. Then, the list items
are masked in the training corpus (see Algorithm1). If the ratio of the masked
tokens is below 15%, other tokens are randomly masked while ensuring that if
a token is a part of a word, the entire word is masked. The complete process of
fine-tuning the model is described in Algorithm1.
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Algorithm 1. KeyWord Masking
Input: raw texts corpus Corpus, relevant lexicons Lexicons and Language Model M
1: min.loss ← +∞
2: patience ← 5
3: while patience > 0 do
4: for each lexicon ∈ Lexicons do
5: for each text ∈ Corpus do
6: for each term ∈ lexicon do REPLACE(text, term,mask)
7: end for
8: while length(mask)

length(text)
< 0.15 do

9: REPLACE.RANDOM.ELEMENT(text,mask)
10: end while
11: end for
12: FINE-TUNE(M)
13: if LOSS(M) < min.loss then
14: min.loss ← +∞
15: patience ← 5
16: else
17: patience ← patience − 1
18: end if
19: end for
20: end while

3.2 Domain-Specific Terms Lists

Domain-specific lexicons were created for each dataset separately. For the Plant
Health domain, we consulted two sources: a list of pests treated by PESV and
a list of pests studied in the BEYOND project. The PESV’s list was selected
because the Platform monitors plants health at the international level and
includes the most dangerous and frequently encountered pests worldwide.
The BEYOND project’s pests complements the PESV’s list with additional
pathogens that represent diverse dissemination means. We collected all pests
and vulnerable plants names in the EPPO (European and Mediterranean Plant
Protection Organization) database [4] and the NCBI taxonomy [32]. The list of
plants was compiled using the Encyclopedia of Life resource. By leveraging these
sources, the resulting list of pests, pathogens and plants is representative of the
types of entities relevant to the specific domain of plant health management.

For Microbiology, we have used a subset of the NCBI taxonomy that contains
scientific names of microorganisms.

For geographical entities, we relied on a list of countries and cities from the
GeoNames database [2]. The GeoNames database is a comprehensive geograph-
ical database for named geographic locations worldwide. Each record in the
database contains information, e.g. the name of the location, its coordinates,
population size.

https://plateforme-esv.fr/organismesnuisiblesetpathogenes
https://www6.inrae.fr/beyond/Indicators-Prophylaxis
https://eol.org
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Table 1. Masked entities by datasets

Dataset
subject matter

Entity type Number Examples

Plant Health Plant 151 vitis vinifera subsp.
vinifera, red rice, tree

Pest 96 l@f. odoratissimum tr4,
leafhopper, triozida

Microbiology
(Bacterias and
their habitats)

Microorganism 6758474 Chainia INMI 1349,
JRF 142, P.insecticola

Habitat 4522 Ornithodoros moubata,
donkey, wild tree

Phenotype 574 oval-shaped, endophytic,
osmophile

Locations
(Geographical
data in News)

Location (Countries, Cities) 2132976 Tianxia, Munich,
Australian

3.3 Evaluation Method

After fine-tuning our model, the annotated entities of the evaluation dataset are
masked. More specifically, we have two evaluation strategies. We mask (1) all
the domain-specific entities, i.e. Pests and Plants for a Plant Health dataset, or
(2) random words (≈15%). Then, we use the base (non-fine tuned) model, the
model fine-tuned in a usual way and the model fine-tuned in a way described
in Sect. 3.1 to restore the masked entities. Further, we measure the performance
of models for the MLM task by calculating the standard metrics of accuracy
and perplexity. Accuracy is the ratio of the number of correct predictions to
the number of all the predictions made by a model. Perplexity is calculated as
follows:

Perplexity(M) = exp(CrossEntropyLoss(M))

= exp(−
∑

t∈v

L(t|context) ∗ log2 P (t|context)),

where M is a language model, t is a token from the vocabulary v of the language
model, L(t|context) is the true probability of occurrence of token t in the given
context, and P (t|context) is the probability of the occurrence of token t predicted
by the model M in the given context. It is used to quantify the dissimilarity
between the predicted and actual probability distributions of the text.

The relationship between perplexity and accuracy is not always straightfor-
ward. While accuracy assesses how well the model predicts each token, perplex-
ity measures the overall quality of the model’s predictions by considering the
probability of the entire generated text. Therefore, these two metrics are com-
plementary in evaluating the performance of MLM models, providing a more
nuanced assessment of the model’s quality.
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3.4 Training Data

We would like to evaluate the effectiveness of our approach across different types
of domain-specific data. To achieve this, we have chosen three distinct semantic
groups of entities types we intend to mask: Plant Health, Microbiology, and
Locations. The first two domains are highly specialized and differ significantly
from one another, while the third includes entities types that are more likely to
appear in general news articles.

Plant Health. In the Plant Health domain, we focus on adapting a LM to
Plant and Pest species. For this purpose, we used an extended version of
the corpus we received from the Plateforme d’Épidémiosurveillance en Santé
Végétale (PESV) [3], which includes scientific reports and news about plants
diseases, their vectors and corresponding pathogens. Additionally, we collected
texts that describe plants and/or pests (encyclopedic articles, other scientific
reports, etc.) or texts similar to those which will be further processed by the real-
time NER+NEL system (news, official reports, etc.). Namely, our efforts were
focused on gathering texts from relevant websites where the license explicitly
permitted the utilization of the data (e.g., UK Plant Health Information Portal,
Missouri Botanical Garden Website, https://www.hortweek.com/news). As a
result, we obtained 1311 texts with an average length ranging from 10000 to
20000 characters.

Microbiology. In the Microbiology domain, we fine-tune a LM with a focus on
Microorganisms, Habitats and Phenotypes. We accomplish the fine-tuning on the
Bacteria Biotope 2019 corpus [7]. The corpus is a dataset of scientific publications
related to bacteria and their habitats, and it is annotated for NER/NEL and
Relation extraction tasks. We use raw texts from a training set of the corpus to
fine-tune a LM specifically for this domain.

General-Domain News. In the General-domain news domain, we focus on
Location entities and use raw texts from the English conll2003 corpus [31], which
is a subset of the Reuters news stories.

4 Experiments

4.1 Evaluation Data

To evaluate the performance of our approach, we created or sourced from a
publicly available NER/NEL dataset a separate test set for each training set
based on its theme. Named entity statistics are provided in Table 2.

Plant Health. To the best of our knowledge, there is currently no publicly
available dataset for NER/NEL in the Plant Health domain. Therefore, we have
constructed a very small one that we introduce here. “Plant Health Risks Identi-
fication from textual data” is a new open-source test dataset for the evaluation of
NER/NEL in the Plant Health domain. It is a small dataset of 23 representative
manually annotated texts that contain relevant and representative information

https://planthealthportal.defra.gov.uk
https://www.missouribotanicalgarden.org/gardens-gardening/your-garden/help-for-the-home-gardener/advice-tips-resources/pests-and-problems/pests-and-problems-by-pest
https://www.hortweek.com/news
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on Plant Health Monitoring. Specifically, these texts are official reports or news
articles and describe the occurrence of a pest on a particular plant in a specific
geographical zone. During the text selection process, we consulted with experts
in the Plant Health domain from the EPPO (European and Mediterranean Plant
Protection Organization) and requested a list of the currently monitoring pests.
We then collected texts that cover all the pests from the list, with each pest
occurring multiple times under different names to ensure comprehensive cover-
age. We made sure that there is no document overlap between the training and
test sets. During the manual annotation process, we labeled the mentions of four
entity types (see Table 2). Only two of them, Pest and Plant, are used for the
method described in this article. To normalize the entities, we assigned EPPO
[4] and NCBI [32] labels for Plant and Pest entities respectively. The other two
annotated entities types, Date and Location, will be used in subsequent work
for NER/NEL system evaluation. We used GeoNames [2] labels for Location
entities, while temporal entities were normalized with the TIMEX3 [9] format.
The dataset with its full annotation guide and a more detailed description are
publicly available through open access and can be found at the following link1.

Microbiology. To evaluate the performance of our approach in restoring entities
related to microbiology, we use the Bacteria Biotope 2019 corpus [7] development
set which contains 100 documents.

Geographical Data. In order to measure the quality of our method in recon-
structing geographical entities, we use the GeoVirus corpus [14]. The dataset
consists of 229 news articles that describe events related to epidemics and/or
global disease outbreaks.

Table 2. Test corpora statistics

Dataset Plant Health Bacteria Biotope (dev) GeoVirus

Entity

type

Plant Pest Date Location All Microorganism Habitat Phenotype All Location

Total

entities

86 188 93 131 400 402 610 161 1073 1981

Unique

entities

24 43 61 71 199 137 130 44 311 569

4.2 Experimental Protocol

All the data and results processing were conducted using Python Programming
language 3.8 [30]. The main libraries used for this project are: PyTorch [15] and
transformers [37].

In our experiments, we have fine-tuned BERT [10] and BioBERT [19] models.
We selected BERT because it is a widely used model across various domains, and
BioBERT, as it is the current State-of-the-art model in the biomedical domain,
1 https://entrepot.recherche.data.gouv.fr/dataset.xhtml?persistentId=doi%3A10.

57745%2FHVPITE.

https://entrepot.recherche.data.gouv.fr/dataset.xhtml?persistentId=doi%3A10.57745%2FHVPITE
https://entrepot.recherche.data.gouv.fr/dataset.xhtml?persistentId=doi%3A10.57745%2FHVPITE
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which includes Microbiology and Plant Health. Both models were chosen for
their ease of use and relatively light computational requirements.

For both models training is done with an Adam optimizer and a learning
rate 5e − 5 for 40 epochs.

4.3 Results

Tables 3 and 4, along with Figs. 3 and 4 present the results based on accuracy and
perplexity indicators, respectively. The evaluation of BERT and BioBERT mod-
els was performed on different datasets with and without fine-tuning, using stan-
dard masking and a KeyWord Masking approach (KWM). The Dataset column
indicates the evaluation dataset. The Masked tokens column describes whether
random or domain-specific tokens were masked during the evaluation process.
When masking specific entities, all the entities mentioned in Tables 3 and 4 were
masked in the texts. The Model column contains the name of the pre-trained
model, and the columns without fine-tuning, standard masking, and KWM con-
tain the corresponding accuracy or perplexity indicators. The best results for
each dataset and model are shown in bold. To ensure the reliability of our results,
we trained our models 10 times and present the mean and standard deviation
values.

Our experiments reveal a clear distinction between the two masking strate-
gies. Models fine-tuned with the KWM strategy outperform those fine-tuned
using the standard approach for restoring domain-specific entities. Conversely,
for random word masking, models fine-tuned using the standard approach
perform better than those fine-tuned with KWM. Moreover, we observe that
BioBERT outperforms BERT on the biomedical (Bacteria Biotope (BB)) and
epidemiological (Plant Health) texts, whereas BERT performs better on general
domain texts (GeoVirus).

Another observation concerns the perplexity. A lower perplexity value indi-
cates that the model is more confident in predicting the next token. Our results
show that the perplexity is consistently lower on the test set when using the
standard fine-tuning approach. This implies that the model fine-tuned with the
standard approach has a higher level of confidence in predicting a masked token.
This finding underscores the importance of fine-tuning methodology in achieving
optimal performance in the MLM task.

4.4 Discussion

Based on our findings, the strategy of masking the keywords is advantageous for
restoring domain-specific mentions. Therefore, we assume that models fine-tuned
in this way captures better the semantics of the masked words lexical group and
that it will improve the quality while being used for the NER/NEL task where
the entities belong to the same lexical group. However, this masking approach
seems to worsen the overall understanding of the language and seems to have
no advantage unless it is specifically targeted towards a related lexical group of
masked tokens.
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Table 3. Accuracy comparison of BERT and BioBERT models fine-tuned by different
masking techniques. The values in bold are the best for each task and model.

Dataset Masked tokens Model without fine-tuning standard masking KWM

Plant Health Plants and Pests

entities

BERT 0.02 0.09± 0.02 0.21 ± 0.02

BioBERT 0.04 0.14± 0.02 0.56 ± 0.03

Random BERT 0.37 0.52 ± 0.02 0.3± 0.02

BioBERT 0.41 0.56 ± 0.02 0.46± 0.02

BB Microorganisms,

Habitats and

Phenotypes entities

BERT 0.02 0.02± 0.01 0.06 ± 0.01

BioBERT 0.03 0.03± 0.01 0.08 ± 0.03

Random BERT 0.37 0.38 ± 0.01 0.12± 0.00

BioBERT 0.46 0.43± 0.01 0.15± 0.00

GeoVirus Locations entities BERT 0.08 0.14± 0.03 0.21 ± 0.1

Random BERT 0.30 0.41 ± 0.03 0.08± 0.00

Table 4. Perplexity of BERT and BioBERT models fine-tuned by different masking
techniques. The values in bold are the best for each task.

Dataset Masked tokens Model without fine-tuning standard masking KWM

Plant Health Plants and Pests

entities

BERT 12253.5 2.7 ± 0.2 5.1± 2.1

BioBERT 968.5 2.2± 0.2 1.3 ± 0.3

Random BERT 11350.6 1.9 ± 0.2 2.7± 1.1

BioBERT 1014.3 1.7 ± 0.2 2.2± 0.1

BB Microorganisms,

Habitats and

Phenotypes entities

BERT 26170240 6.2 ± 3.2 6.7 ± 1.4

BioBERT 313426 6.3± 2.1 5.9 ± 2.3

Random BERT 2605567.2 1.9 ± 0.5 3.4± 0.4

BioBERT 61243.3 1.7 ± 0.9 3.1± 1.9

GeoVirus Locations entities BERT 2432350 4.8 ± 3.6 15± 2.7

Random BERT 2875939 7.3 ± 5.2 20± 6.1

This is reasonable, as the standard fine-tuning approach involves training the
language model on the entire text data with randomly chosen tokens to mask,
while the KWM strategy trains the model to focus on implicit information that
is helpful in predicting specific entities. We believe our method can enhance
the performance of MLMs in NER/NEL tasks, but it may reduce its ability
to capture the overall structure and patterns of the input data, making it less
suitable for general text processing. Further research is needed to determine
whether KWM fine-tuned LMs will perform well for NER/NEL tasks, and we
plan to conduct additional testing in future work.
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Fig. 3. Accuracy comparison.

Fig. 4. Perplexity comparison.

5 Conclusion

In this work, we aimed to improve the LM understanding of domain-specific
entities in the fields of biomedicine and epidemiology for it further usage. The
results of our experiments show that our approach outperforms the traditional
methods on restoring domain-specific entities. Our code is available on https://
github.com/project178/KeyWord-Masking-strategy.

This work is a preliminary step towards developing an effective NER/NEL
system for domain-specific data. Future research will focus on exploring the

https://github.com/project178/KeyWord-Masking-strategy
https://github.com/project178/KeyWord-Masking-strategy
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impact of various lexicons and corpora (diversity, coverage, etc.) on the per-
formance of our method. We will also explore combining our approach with
unsupervised or semi-supervised NER/NEL algorithms. These experiments will
provide a deeper understanding of the factors that influence the effectiveness of
our approach and will guide the development of a more advanced system.

Acknowledgements. The authors would like to express their sincere gratitude to the
ANR-20-PCPA-0002, BEYOND [1] for providing the funding that made this research
possible.

References

1. BEYOND: Building epidemiological surveillance & prophylaxis with observations
near & distant. https://www6.inrae.fr/beyond/. Accessed 06 Feb 2023

2. GeoNames. https://gd.eppo.int/. Accessed 06 Feb 2023
3. PESV. https://gd.eppo.int/. Accessed 06 Feb 2023
4. EPPO (2023). EPPO Global Database (available online). https://plateforme-esv.

fr. Accessed 06 Feb 2023
5. Ayoola, T., Fisher, J., Pierleoni, A.: Improving entity disambiguation by reasoning

over a knowledge base. arXiv preprint arXiv:2207.04106 (2022)
6. Baevski, A., Edunov, S., Liu, Y., Zettlemoyer, L., Auli, M.: Cloze-driven pretrain-

ing of self-attention networks. arXiv preprint arXiv:1903.07785 (2019)
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Abstract. Attention mechanism is contributing to the majority of
recent advances in machine learning for natural language processing.
Additionally, it results in an attention map that shows the proportional
influence of each input in its decision. Empirical studies postulate that
attention maps can be provided as an explanation for model output.
However, it is still questionable to ask whether this explanation helps
regular people to understand and accept the model output (the plausi-
bility of the explanation). Recent studies show that attention weights in
RNN encoders are hardly plausible because they spread on input tokens.
We thus propose three additional constraints to the learning objective
function to improve the plausibility of the attention map: regularization
to increase the attention weight sparsity, semi-supervision to supervise
the map by a heuristic and supervision by human annotation. Results
show that all techniques can improve the attention map plausibility at
some level. We also observe that specific instructions for human annota-
tion might have a negative effect on classification performance. Beyond
the attention map, results on text classification tasks also show that the
contextualization layer plays a crucial role in finding the right space for
finding plausible tokens, no matter how constraints bring the gain.

Keywords: Attention mechanism · Explainability · Plausibilty ·
Regularization · Semi-supervision · Supervision

1 Introduction

Attention mechanisms [15] play a crucial role in recent success across many
natural language processing (NLP) tasks and are present in most recent neu-
ral models. As a layer in a complex neural network, the attention mechanism
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attributes a weight to each input token and encodes each into a context vector
through a weighted sum of the input vectors. When this context vector is used
for prediction, the weight vector, also called attention map [11], can be consid-
ered as an explanation by showing the degree of influence of each input token to
the prediction.

Despite the potential of attention maps as a form of explanation, there are
concerns [11] about their validity on two properties that are not guaranteed:
faithfulness and plausibility. Faithfulness, a widely discussed problem [3,19],
focuses on whether the weight associated with a token reflects its influence on
the prediction. Plausibility refers to the extent to which the attention map can
resemble human reasoning [19,31].

While plausibility is an interesting feature that allows to present an easily
comprehensible way to individuals with limited knowledge of neural models with-
out additional computational costs, the contributions in this direction remain
limited and rare. Given that multiple studies have suggested that raw attention
weights lack plausibility (see, e.g., [20]), the issue of forcing their plausibility
is an obvious one that calls for further exploration. As it is proven possible to
incorporate constraints on attention while maintaining satisfactory performance
[12,25,31], we propose three approaches for enforcing plausibility constraints on
attention maps, namely, sparsity regularization, semi-supervised learning, and
supervised learning.

The main contributions in this paper are: (1) we can to some extent force
the model plausibility (as demonstrated by supervision) at no accuracy cost,
(2) both regularization and semi-supervision can optimize the plausibility but
the latter offers a solution without compromising performance and (3) the deep
contextualization is harmful to attention plausibility. The last result provides
insight into why this hardly transfers to transformers.

2 Related Works

The attention mechanism is widely used as a possible feature to explain the
model decision [23,28]. However, the local explanation is facing an issue that the
attention map can be manipulated while keeping the same prediction [12,29,31].
While this feature is considered as a weak faithful explanation [1,27], this enables
the selection of a plausible map.

Among the few studies on attention supervision, [18] showed that supervision
can harm classification performance in sentiment classification tasks. Regular-
ization was considered to circumvent the issue of a rather flat distribution of
attention weights as reported by [13]. [19] suggested an additional constraint in
the learning objective to force this representation to be sparse.

To overcome the lack of human references in many datasets, many contri-
butions offer task-specific solutions, such as [22] guiding attention based on
topic-related vocabulary and [14] using a WordNet-based heuristic for evidence
inference, while [20] provides an effective heuristic map that is closer to human
annotation but only for natural language inference (NLI). While the authors of
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existing techniques have not fully explored their effects and limitations in dif-
ferent tasks, this study aims to provide a comprehensive view of how different
techniques improve attention plausibility.

Hard attention, also referred to as rationalized learning in the literature [5], is
an alternative form of the attention mechanism that comprises two components:
a generator function that masks irrelevant input tokens, and a predictor that
is trained to make predictions on the remaining inputs. While hard-attention
is advantageous with respect to soft-attention in robustness and faithfulness
aspects, it introduced a trade-off between sparsity and accuracy because the full
context is inaccessible [24].

Other post-zhoc explanation techniques can provide faithful explanations
(such as gradient-based methods or feature suppression), however with two main
drawbacks: (i) incurring additional computational costs during each inference
and (ii) offering benefits only to the model developer, without the flexibility to
impose constraints for plausible explanations [2] while its explanation cannot be
guaranteed to be plausible for end-users [3,21].

To the best of our knowledge, no existing study has brought a broad and com-
prehensive overview of how different techniques improve attention plausibility.
Although regularization techniques are independent of human annotation and
heuristics can overcome the lack of human annotation, it is still unclear how they
improve plausibility compared to supervision. Furthermore, the authors of the
existing techniques suggest improvement without questioning their implications
and limitations in different tasks, especially in soft-attention models. This study
focuses on addressing these fundamental issues and does not include a compar-
ative analysis of hard-attention techniques and post-hoc explanation methods
but they are promising for future works.

3 Tasks and Datasets

To ensure the generalization of our findings across different tasks, we investigate
three different datasets from the ERASER benchmark [6] and [30] designed for
plausibility studies.

The e-SNLI corpus [4], a reference dataset in NLI, consists of pairs of sen-
tences, a premise and a hypothesis with a label stating whether the hypothesis
entails, contradicts, or is unrelated to the premise. The annotators also answered
the question Why is a pair of sentences in a relation of entailment, neutral-
ity, or contradiction? by highlighting the relevant words in both the premise
and hypothesis and providing a short explanatory text. The corpus consists of
549,367 sentence pairs for training and 9,842 pairs for the validation and test sets
respectively. Note that the SNLI corpus is known to have artifacts [10], where
some lexical fields appear mostly in one class. Also, the annotation instruction in
e-SNLI leads to some particularities, such as not highlighting the common words
between premise and hypothesis, thus making the annotation not convincing in
some cases.

The HateXPlain dataset [17] was conceived by gathering posts from social
networks that were labeled for the detection of hate speech. Each post belongs
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Fig. 1. Generic architecture of a RNN-based attention model for classification.

to either one of three labels: offensive, hateful, and normal speech. Annotators
were also instructed to highlight the relevant part of the post to justify their
choice of a label. Overall, the corpus consists of 15,383 posts for training, 1,922
for validation, and 1,924 for testing.

The Yelp-Hat dataset [26] was obtained by gathering reviews on restaurants
from a website and by asking reviewers to highlight parts of the text to justify
their choice. The corpus consists of 3,482 reviews for training and validation1.
Yelp-Hat was split randomly into 2,436 sentences for training and 1,046 for
validation.

4 Attention Mechanism on RNN Encoders

Being one of the most studied in NLP yet the most controversial in the explain-
ability debate [3], we employ the attention model with RNN encoders. Prelimi-
nary experiments on BERT-like self-attention models have shown little hope in
finding a single layer or head to provide plausible explanations.

The model, illustrated in Fig. 1, consists of an embedding layer and a bi-
LSTM layer, which produce contextualized token representations hi, for i ∈ [1, L]
in a sentence of length L, as well as a sentence embedding h∗, which is the
concatenation of the forward and backward last state. The attention encoder
assigns weights α̂i to each hi and computes a context vector c through a weighted
sum. Finally, a multilayer perceptron classifier is applied to c for prediction. We
also consider attention weights on each input token in the loss function. To
simplify notation, we use the notation h = [h1, ..., hL]ᵀ = [hi]Li=1 to denote the
sequence of bi-LSTM outputs and α̂ = [α̂i]Li=1 to denote the attention weights.
In this paper, we distinguish the model attention map α̂ from α which refers to
the human annotation binary map.

The attention layer is adapted differently for various tasks. We begin by
describing the attention layer formally as a function that takes query q, key k,
and value v as input and generates c and α̂ as output according to [15]:

c, α̂ = Attention(q, k, v). (1)

In text classification, the attention layer queries the text embedding (q = h∗)
and use the token contextualized vectors as both key and value (k = v = h).
The prediction is made on c. In NLI, we use text embeddings of the premise or

1 15 “incoherent” samples were excluded, such as incompatible annotation maps and
number of tokens in reviews.
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hypothesis as query (q = h̄∗) and keys/values are bi-LSTM representations from
the opposite sentence (k = v = h). As a result, we obtain two context vectors,
cp for the premise and ch for the hypothesis, which are concatenated [cp ⊕ ch]
for prediction.

5 Constraints on the Objective Function

We propose to control the behavior of the attention layer to improve its plausi-
bility by extending the loss function to include a term on the attention

L(y, ŷ, α̂) = Lc(y, ŷ) + λ La(α̂) (2)

where we combine the classification loss Lc (cross-entropy loss) with a constraint
on attention map La(α̂) weighted by λ ∈ [0, 1]. We detail hereunder the different
forms for La in three approaches.

5.1 Sparsity Regularization

The sparsity constraint can be expressed in many different ways, which have
different but marginal effects on convergence speed, or on the resulting expla-
nation [13,19]. Shannon entropy offers a straightforward yet effective method to
measure sparsity, where high entropy values indicate uniform weight distribu-
tions and low values indicate sparse ones. We incorporate Shannon entropy as a
loss function, defined as

La(α̂) = −
L∑

i=1

α̂i logL(α̂i). (3)

5.2 Supervision from Reference Annotation

A difficulty in supervising attention layers with a reference annotation is that
attention weights and reference annotations are conceptually of different nature.
The former are weights such that

∑
α̂i = 1 while the latter are binary indicators

of whether a token is useful for a plausible explanation or not. Contrary to [22],
supervision directly on the attention map α̂i did not work out in practice in the
models and tasks that we consider. Thus, we propose instead to supervise on
β̂i = sigmoid(âi) (similar to logistic attention [16]), where âi are the attention
weights taken before the softmax that is applied within the Attention() function
of Eq. 1. Due to the sparsity in the human annotation α, the traditional loss
function would put too much emphasis on non-annotated tokens so we rather
use the Jaccard loss function from [7] to avoid this bias, i.e.,

La(β̂, α) =
β̂Tα

L∑

i

β̂i +
L∑

i

αi − β̂Tα

. (4)

Note that β̂ is only used in the loss function, c is still computed based on softmax
attention map α̂.
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5.3 Semi-supervision from Heuristics

Supervising with the reference human annotation aims at demonstrating whether
supervision can be used to improve plausibility or not in an ideal scenario. This
is however not realistic as human annotations are seldom available for this task
and are costly to obtain. We thus investigate semi-supervision with annotations
generated by simple heuristic rules. Indeed, [20] show that a simple heuristic
attention map exploiting part-of-speech (POS) tags offers decent plausibility in
the NLI task. The heuristic builds on the observation that verbs, nouns and
adjectives (save for those in a small shortlist, such as auxiliary verbs) account
for a fair amount of the tokens deemed as informative by human annotators2.
In the e-SNLI dataset, 73.42% of the tokens in the human annotation fall in
this category. To a slightly lesser extent, this is also observed on the HateXPlain
and Yelp-Hat datasets used of text classification with more than 53% of the
annotated tokens in this category.

We construct the heuristic map α̃ = [α̃i]Li=1 such that α̃i = 0 for tokens
that are not nouns, verbs, adjectives, or stop-words, and reweight the remaining
tokens based on the task. For classification tasks, the weight is the frequency of
the token in the reference annotation. For NLI task, the weight is the sum of
cosine similarities between the token and all tokens in the other sentence, applied
equally to premise and hypothesis. Finally in all tasks, the heuristic map α̃ is
renormalized on a per-sentence basis, which transformed it into a probability
vector. The Kullback-Leibler divergence

La(α̂, α̃) = α̃ × [log(α̃) − log(α̂)] (5)

is used to measure the loss between two probability vectors, α̃ and α̂:
Our proposed heuristic for text classification has a limit as it indirectly relies

on human annotations to weight each token, but one could make use of semantic
lexicons such as SentiWordNet or VerbNet to craft heuristic weights for noun,
verb, and adjective tokens.

6 Implementation and Training Parameters

To ensure consistency, the text data are pre-processed by tokenizing, lemmatiz-
ing, and lowercasing using the spaCy library. A unique vocabulary was generated
for each dataset using the training set. All models reported in this study were
initialized with the same GloVE embeddings (glove.42B.300d) and utilized ReLu
activation functions with a softmax at the output of the classifier. The train-
ing settings were kept at their default configurations, including a learning rate
of lr = 1e − 3 and a stabilizer of ε = 1e−8, as per community standards. To
account for model variability, all runs were repeated three times.

Regarding evaluation, assessing the plausibility of attention maps faces three
challenges: (1) the attention weights are continuous, (2) the magnitude of its
2 POS tags were detected with spaCy using the en core web sm pipeline, which claims

an accuracy of 97.2% in POS tagging.
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Fig. 2. Plausibility (AUPRC, top) and performance (F-score, bottom) on HateXPlain,
YelpHat-50, and e-SNLI.

values depends on the sentence length and (3) only a few tokens are highlighted
(class imbalance). To address these challenges, we apply a min-max scaler on
the attention map and use the Area Under Recall/Precision curve (AURPC)
as proposed in ERASER [6] to measure how close it is to human annotation.
Additionally, we report Recall and Specificity by applying a threshold of 0.5 (the
value is chosen following the ERASER benchmark [6]) for further insights.

Code to reproduce all experiments is available via github3.

7 Experimental Results

Firstly, the study investigates whether enhancing the plausibility of attention
map is feasible without compromising classification performance. To answer this
question, we evaluate three methods, namely, semi-supervision (solid line with
round marker), regularization (dashed line with X marker), and supervision (dot-
ted line with square marker) based on plausibility (AUPRC) and task perfor-
mance (F-score) as reported in Fig. 2. The figure showcases the evolution of the
two metrics across three datasets under λ values ranging from [0, 0.1] in a single
bi-LSTM contextualization layer setting.
3 https://github.com/Kihansi95/Linkmedia AttentionPlausibilityByConstraint.

https://github.com/Kihansi95/Linkmedia_AttentionPlausibilityByConstraint.git
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Across all three datasets, supervision and regularization show a consis-
tent improvement in plausibility while preserving the classification performance.
Although the semi-supervision shows little effect in HateXPlain, the technique
shows improvement in YelpHat and e-SNLI. This suggests that effectiveness of
the semi-supervision strategy in general depends on the specific characteristics
of the input data, and users cannot always rely on it for improved performance.
Poorer results on HateXplain can be explained by the fact that the heuristic is
not good enough as explanation in HateXPlain depends highly on the context:
In many cases, the same words could indicate either a hateful or a non-hateful
meaning. This is not the case of YelpHat where sentiment words are rather
unambiguous. The regularization approach turns out highly sensitive to λ, with
performance getting hurt rapidly, while semi-supervision offers a more stable
solution. Notice that supervision in e-SNLI leads to a loss of performance, due
to the artifact in annotation instruction [10].

The impact of each constraint on attention maps in the NLI task is shown
in Fig. 3. When regularization is strengthened (λ increases), the attention maps
progressively delete words that were initially highlighted in the baseline (λ = 0),
which is the intended effect of regularization. However, when λ surpasses a cer-
tain threshold, attention maps become too concentrated on a few words, result-
ing in less plausible explanations. For instance, in Fig. 3a, when λ = 0.06, the
attention maps focus on only one word in each sentence (“with” in premise and
“rug” in hypothesis), which renders the explanation implausible and negatively
impacts performance (as seen in Fig. 2, where the F-score drops from 0.815 to
around 0.793).

In the case of supervision, attention maps gradually delete words from the
baseline model, resulting in more plausible explanations that match the words
highlighted by annotators. The constraint, however, does not ensure complete
alignment with human annotations as shown in Fig. 3b, where the attention map
of λ = 0.1 does not select the words “two” and “on” to explain in hypothesis.
In fact, with 10% of the loss devoted to making attention maps closer to human
annotations, words selected by human annotation may not all be necessary for
prediction. As can be seem from Fig. 2, the attention maps cannot be constrained
to be more similar to human annotations beyond λ = 0.06.

In semi-supervision, attention maps tend to retain the focus on words
obtained from heuristic maps and do not impact performance. For instance,
in the hypothesis attention map when λ = 0.04 (Fig. 3c), the constraint deletes
the words “two”, “are”, “on” and enforces attention values on “children” to
match the heuristic map.

To confirm these observations, we report in Fig. 4 recall and specificity of
attention maps as a function of λ: while regularization encourages the selection
of true positives (increase in recall), it tends to ignore some plausible words as
indicated by the drop in specificity (we have more false negatives), as shown in
e-SNLI and HateXPlain. This leads to a more conservative model that prefers to
drop some words than highlight words that are not plausible. With supervision,
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Fig. 3. Examples of attention maps on one of the e-SNLI entailment pair.

the model does the opposite and highlights more correct words by taking the
risk of selecting more non-plausible words, thus increasing the false positive rate.

We further study the impact of the LSTM-based contextualization on plau-
sibility. By stacking multiple layers of contextualization, a more semantically
meaningful (or deeper) representation of each token can be obtained but also
results in a uniform attention map across the entire sentence [8,9]. As regulariza-
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Fig. 4. Recall (top) and specificity (bottom) of attention map against annotation.

tion and semi-supervision can remove words from the attention map and make
it sparse, we explore their potential to overcome the limitation of flat atten-
tion distribution in deeply contextualized models. Figure 5a reports results on
the three tasks with one layer (in red (bullets)), three layers (green (crosses)),
and five layers (blue (squares)) of bi-LSTMs contextualization, considering the
three attention regularization strategies. Note that the scale of λ is different in
each dataset. The effect of regularization depends on the task. In easy tasks
(YelpHat), regularization does not yield improvement in plausibility. Surpris-
ingly, the semi-supervision can actually improve in the case of the YelpHat cor-
pus, overreaching supervision. In fact, the model’s plausibility converges to the
AURPC of the heuristic map (0.6546 in YelpHat-50 and 0.5224 for HateXPlain).
Although semi-supervision can offer a stable solution in classification tasks, its
utility in complex tasks such as NLI and HateXPlain requires careful design.
Finally, deeper contextualization with several bi-LSTM layers makes it harder
to obtain a plausible attention map, no matter the technique. This suggests that
the contextualization by selectively keeping important features for classification
suppressed other information that allow the attention layer to distinguish input
tokens between them.
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Fig. 5. Plausibility and performance in 3 datasets, for 3 techniques, for 3 settings.
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8 Conclusion

In this work, we compared three approaches to improve the plausibility of atten-
tion maps on top of RNN encoders at no extra cost, by adding an attention loss
function to the classification loss. Regularization of the attention layer with an
entropy criterion limits the words attended to in the model, marginally improv-
ing plausibility but risking the deletion of too many plausible tokens or focusing
on the wrong ones. Supervision by human annotation encourages attention to
focus on words it would not naturally attend to, but it may negatively impact
the model’s performance depending on the quality and peculiarity of the anno-
tation. Semi-supervision by a heuristic annotation of plausible tokens offers a
valuable compromise by improving plausibility without sacrificing performance,
but it is limited by the plausibility of the heuristic annotation. We show that the
techniques for enforcing plausibility have a lesser impact than the depth of the
contextualization with a bi-LSTM encoder. The plausibility of a model decreases
with the number of bi-LSTM layers as model performance improves, regardless
of attention regularization, suggesting that plausibility from attention in deep
transformer-based models remains doubtful. This orients our future efforts to
focus on creating an appropriate contextualized vector space that retains enough
information to explain the model’s decision for humans through contextualiza-
tion layers.
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Abstract. Supervised methods have demonstrated superior perfor-
mance to unsupervised methods in text summarization. However, super-
vised methods heavily rely on human-generated summaries, which can be
costly and difficult to obtain in large quantities. They also face challenges
in summarizing long documents due to input length restrictions. Graph-
based methods are frequently employed in unsupervised text summariza-
tion owing to their capacity to examine interrelationships between. How-
ever, these methods usually depend on unique node weights, resulting in
limited mapping capabilities and weak performance on long documents.
To address these difficulties, this study proposes an unsupervised method
that employs a graph model with augmented node weights with a novel
centrality ranking algorithm. Comprehensive experiments on standard
datasets demonstrate the effectiveness of the proposed method, which
outperforms both unsupervised and supervised techniques when evalu-
ated using the ROUGE metric.

Keywords: SentenceBERT · Ranking · Sentence Centrality ·
Unsupervised · Latent Semantic Analysis · Sentence Feature Scoring

1 Introduction

The purpose of single-document summarization is to condense a text while
retaining the most significant information that was presented in the original
document [24]. Supervised neural network-based methods are successful in short
document summarization, but they require large-scale, domain-specific training
datasets [38] and have input length limitations [36]. Unsupervised extractive
summarization methods can overcome these limitations as they do not require
domain-specific training datasets and have fewer length limitations. To address
these issues associated with long document summarization, unsupervised meth-
ods are being investigated in this paper. Unsupervised graph-based methods
have become a widely used approach in text summarization, as they enable the
exploration of complex interrelationships between textual components by cre-
ating graph representations, allowing for a comprehensive understanding of the
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underlying content structure. In unsupervised graph-based methods for summa-
rization, sentences are represented as nodes, and weighted edges indicate the
degree of similarity between them. Centrality measures are commonly used for
graph analysis, but in many cases, node weights are ignored due to the diffi-
culty in identifying the mapping between node characteristics and values [33].
However, fully-weighted graphs that consider node weights can provide a more
accurate analysis [33]. Centrality-based text summarization models rely on sen-
tence similarity, but additional factors beyond similarity need to be considered
to accurately determine sentence importance. A more comprehensive evaluation
of the relationship between sentences and documents can improve centrality
measures. In this paper, we argue that node-weighted graphs can enhance these
measures.

Based on these findings, we propose a novel Node-Weighted Centrality
Ranking (NoWRANK) approach for unsupervised graph-based long docu-
ment extractive summarization. In our approach, we create an undirected fully
weighted graph model for each document. First, to define augmented node
weights (i.e., sentences) we use two well-known summarization methods on our
two different models: Latent Semantic Analysis [9] and Sentence Feature Scoring
[35]. Secondly, we employ Sentence-BERT [27] to better capture sentence mean-
ing and compute sentence similarity and define the weight of edges. Finally,
we apply our novel Node-Weighted Centrality Ranking method to the node-
weighted graphs. NoWRANK is developed based on eigenvector centrality [28]
by including node-weights. We evaluate our approach to the summarization of
long scientific datasets from PubMed and arXiv [7]. Our experimental results
demonstrate that our method outperforms earlier state-of-the-art unsupervised
graph-based summarization algorithms and surpasses strong unsupervised base-
lines. In addition, our straightforward, unsupervised method also shows perfor-
mance equivalent to that of state-of-the-art supervised neural models trained in
large documents.

2 Related Work

Extractive summarization using graphs, where nodes represent text units and
links show semantic similarity, has been used since the late 1990s [29]. The
nodes are sentences or paragraphs of a document, and two nodes are linked if
the respective text units shared a common vocabulary. In advanced techniques
for unsupervised summarization, graph-based ranking algorithms are used to
evaluate the importance of a sentence for inclusion in the summary. A document
is shown as a graph whose nodes correspond to sentences and whose edges are
weighted according to their similarity. The centrality of a node (i.e., sentence)
can be determined by computing nodes degree or utilizing a ranking algorithm
like PAGERANK [5].

TEXTRANK [21] is a popular method for extractive graph-based single-
document summarization. It uses PAGERANK and a Markov chain model to
calculate the importance of each node. PAGERANK gives relative scores to each
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node in the graph based on a basic cursive principle, which says that links to
nodes with a high score add more to the score of the node in question. This
is different from degree centrality, which only looks at local connections. While
TEXTRANK calculates similarity by evaluating the co-occurrence of words with
another well-known PAGERANK-based algorithm, LEXRANK [10] integrates
TF-IDF values into the edge weights. PACSUM [38] present a graph method
in which deep learning models are used to calculate sentence similarities, and
similar to other studies, the PAGERANK algorithm is used to calculate sen-
tence centrality and assumes that the relative location of two nodes influences
the contribution of those nodes to their respective centrality. HIPORANK [8]
enhances PACSUM by integrating hierarchical and positional information into
the directed centrality algorithm. By incorporating a sentence-document weight,
FAR [15] pays greater attention to a variety of factors. Hence the score for sen-
tence centrality is increased by the weight.

3 Methodology

In this section, we present our methodology for long document extractive sum-
marization by introducing a ranking algorithm and the calculation of node and
edge weights for the proposed graph model.

3.1 Calculation of Node Weights

The proposed node-weighted graph model has been designed to enable easy
integration with various approaches. The key aspect is to define the characteristic
attributes of sentences in the document, which are distinct from similarity and
can be measured through node weights. These characteristics can be evaluated in
several ways. Our system applies a novel perspective by assigning node weights to
two statistical text summarization methods, and evaluating their effectiveness.

Latent Semantic Analysis. The concept of employing Latent Semantic Anal-
ysis (LSA) for text summarization has been published by Gong & Liu [12].
Inspired by Latent Semantic Indexing, they used singular value decomposition
to summarize generic text. Since then, various LSA-based summarizing tech-
niques have been developed [2,6,13,14,25,34].

This study analyses a corpus using the LSA algorithm to identify node
weights. The corpus is first parsed into individual sentences, and a term-
document matrix is created that represents the frequency of each word in each
sentence. Singular value decomposition (SVD) is then applied to the matrix to
identify the most important relationships between words and sentences, and the
dimensionality of the matrix is reduced to facilitate this identification.

Each sentence in the corpus is subsequently scored based on its similarity to
the essential concepts or topics identified using the LSA algorithm. Sentences
with the highest similarity to these concepts are regarded as the most important
and are allocated higher scores. The sentences in the corpus are then ranked
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according to their scores, with the highest-scoring sentences being considered the
most important. The values obtained from this process are then used to assign
node weights. Figure 1(a) illustrates the node weights for a sample document.

Fig. 1. A sample document fragments from arXiv dataset. (a) Node weight values
based on LSA (b) Node weight values based on sentence feature scoring

Sentence Features Scoring. Sentence feature scoring is a commonly used
method for summarization. While only the statistically obtained values are used
in the summary in the early approaches, these features are included in the lan-
guage models in the recent period [1,11,19,20,32].

In this study, we focus on four features selected for sentence scoring in text
summarization - Sentence length, Sentence position, Proper nouns, and Numer-
ical tokens - for capturing the salient information in a sentence and providing
a good indication of its importance or relevance in the context of the corpus.
Sentence length is a commonly used feature in text summarization, as it can
indicate a sentence’s complexity and level of detail. Longer sentences typically
contain more information [32]. Sentence position is also crucial as sentences that
appear at the beginning or end of a paragraph or section may be more significant
or provide important contextual information [32]. Proper nouns and numerical
tokens can also provide valuable information for summarization [35]. Proper
nouns, such as names of people or places, can often indicate important entities
or topics in the text. At the same time, numerical tokens can signify vital statis-
tics or numerical data that may be key to understanding the content. This study
combines these features, and the resultant values are assigned to serve as relevant
node weights. Figure 1(b) shows the node weights for a sample document.

3.2 Calculation of Edge Weights

Our approach to text summarization is based on a graph-based model, in which
the sentences of a document are represented as nodes, and edges capture the
relationships between them. To measure the similarity between the sentences,
we utilized various methods that can be integrated into our graph model. Specif-
ically, we employed Sentence-BERT, a variant of the widely used BERT model
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that is pre-trained on sentence-level tasks. We can encode each sentence’s seman-
tic meaning using this method into a dense vector representation.

To determine the edge weights in our graph, we calculated the cosine similar-
ity between each pair of sentence vectors. Cosine similarity is a commonly used
metric in natural language processing that measures the similarity between two
vectors and ranges from 0 (no similarity) to 1 (identical). Using an undirected
graph, we assigned these values as the edge weights to construct the graph,
allowing us to identify the most critical sentences in the document based on
their relationships.

3.3 Ranking via NoWRANK

Eigenvector centrality [4], one of the most prevalent centrality metrics, offers
advantages over other measures of centrality since it can evaluate a node’s impact
on a graph. Eigenvector centrality, which forms the basis of the PAGERANK [5]
algorithm, is an extension of degree centrality. In degree centrality, the degree of
a node is solely the total number of linked nodes, but eigenvector centrality takes
into account both the total number of neighbouring nodes and the significance
of the adjacent node. According to eigenvector centrality, not all connections are
equal.

For a given weighted graph G = (V,E) of nodes in V are connected by edges
in E. Each edge eij connects nodes vi and vj with wij , where vi and vj ∈ V and
eij ∈ E. Every weighted graph has an associated adjacency matrix defined as:

Ai,j =

{
wij if node i is linked to node j

0 otherwise
(1)

where Aij is a symmetric NxN matrix, where N is the total number of nodes.
In this study, we introduce an innovative ranking approach for text summa-

rization that enhances the efficacy of eigenvector centrality while overcoming
its shortcomings. Eigenvector centrality is a potent method for determining the
relative significance of nodes in a graph. However, it does not fully capture
the intricacies of text summarization, where each node represents a sentence.
Our approach tackles this issue by integrating the calculation of node weights,
resulting in a more comprehensive solution for text summarization. Specifically,
we integrate the node weights into the generation of the adjacency matrix in our
method.

Given a document D, it contains a set of sentences (s1, s2, ..., sn). Graph-
based algorithms treats D as a graph G = (V ;E) and A = (ai,j) is the adjacency
matrix. New formula for adjacency matrix calculation can be defined as:

a[i,j] = e[si,sj] + (vsi + vsj) ∗ k (2)

where Aij is a symmetric NxN matrix, N is the total number of nodes, k is
constant value for normalization.



304 T. Gokhan et al.

The relative Node-Weighted Centrality, score of vertex v can be defined as:

vi =
1
λ

N∑

j=1

Ai,jvj (3)

In the last step, we apply Eq. 2 and generate an adjacency matrix. The k
value was set to 0.01. Next, we rank the sentences using Eq. 3 and determine the
six most important sentences for long documents, and the three most important
sentences for short documents that should be included in the summary.

4 Experimental Setup

In this section we assess the performance of NoWRANK on the document sum-
marization. We first introduce the datasets that we used, then give our pre-
processing and implementation details.

4.1 Summarization Datasets

For the purpose of validating the effectiveness of the proposed method on doc-
uments, we conduct experiments on four widely-used datasets gathered from
numerous contexts.

CNN/DailyMail (CNN/DM) [31] and New York Times (NYT) [30] are the
standard single-document datasets with manually-written summaries. According
to Zheng and Lapata [38], some summaries are extremely short and formulaic
for evaluating extractive summarization systems. We eliminate documents with
summaries under 50 words to address this issue.

PubMed and arXiv [7] are two large-scale datasets of long and structured
scientific articles that uses the abstract section as the ground-truth summary
and the long body section as the document.

4.2 Implementation Details

The NLTK library [3] is employed in our experiments to utilize the nltk.tokenize
and nltk.tag packages. The first step in constructing the graph is to determine the
node weights. Our study employs two distinct graph models for this purpose. In
the first model, we utilize the Latent Semantic Analysis (LSA) method described
in Sect. 3.1 to define node weights. We have extended the LsaSummarizer method
in the Sumy1 library and have computed scores for each sentence, which are
then assigned as node weights. In the second graph model, we have adopted the
methodology proposed in [32] to calculate the node weights for each sentence
based on its sentence position, length, proper noun, and numerical token values.
The scores for each sentence are the summation of these values.

1 https://pypi.org/project/sumy/.

https://pypi.org/project/sumy/
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We have calculated the edge weights, which indicate the similarity between
sentences. We used the publicly available Sentence-BERT model roberta-base-
nli-stsb-mean-tokens2 to initialize our sentence embeddings for each dataset.
This model transforms sentences into 768-dimensional dense vector representa-
tions. We have computed sentence similarities by measuring the Cosine Distance
between the sentence embedding vectors.

5 Results and Analysis

5.1 Automated Evaluation

We use the ROUGE metric [16] for evaluation. ROUGE-1 and ROUGE-2 mea-
sure the unigram and bigram matches, ROUGE-L measures the longest com-
mon subsequence matches, between the candidate and the gold summary. The
py-rouge package3 is used to calculate these ROUGE scores. In Table 1, we com-
pare our approach with previous unsupervised and supervised methods for long
document extractive summarization.

Table 1. Test set results on the arXiv and PubMed datasets using ROUGE F1. Results
are taken from [8,15] Underlined values indicate the highest values in supervised meth-
ods, and bold values indicate the highest values in unsupervised methods.

Category Method arXiv PubMed

R-1 R-2 R-L R-1 R-2 R-L

Upper Bound ORACLE 53.88 23.05 34.90 55.05 27.48 38.66

Baselines LEAD 33.66 8.94 22.19 35.63 12.28 25.17

LEXRANK [10] 33.85 10.73 28.99 39.19 13.89 34.59

Supervised SummaRuNNer [22] 42.81 16.52 28.23 43.89 18.78 30.36

GlobalLocalCont [36] 43.62 17.36 29.14 44.85 19.70 31.43

Sent-PTR [26] 42.32 15.63 38.06 43.30 17.92 39.47

Unsupervised PACSUM [38] 39.33 12.19 34.18 39.79 14.00 36.09

FAR [15] 40.92 13.75 35.56 41.98 15.66 37.58

HIPORANK [8] 39.34 12.56 34.89 43.58 17.00 39.31

Current Work NoWRANKLSA 43.05 12.98 39.27 44.05 15.53 41.92

NoWRANKSentence Feature 42.33 12.73 40.54 44.27 15.72 43.51

Upper bound and baseline techniques are included in the first block of both
tables. ORACLE [22] can be seen as the upper bound of extractive models
in which the baseline greedily extracts the sentences. ORACLE optimizes the
ROUGE-L score in accordance with the gold summary. LEAD and LEXRANK
[10] are strong unsupervised baselines. LEAD extracts the document’s first k

2 https://huggingface.co/sentence-transformers/roberta-base-nli-stsb-mean-tokens.
3 https://pypi.org/project/py-rouge/.

https://huggingface.co/sentence-transformers/roberta-base-nli-stsb-mean-tokens
https://pypi.org/project/py-rouge/
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Table 2. Test set results on the CNN/DM and NYT datasets using ROUGE F1.
Results are taken from [8,15] Underlined values indicate the highest values in supervised
methods, and bold values indicate the highest values in unsupervised methods.

Category Method CNN/DM NYT

R-1 R-2 R-L R-1 R-2 R-L

Upper Bound ORACLE 52.59 17.62 36.67 61.63 41.54 58.11

Baselines LEAD-3 40.49 17.66 36.75 35.50 17.20 32.00

LEXRANK [10] 34.68 12.82 31.12 30.75 10.49 26.58

Supervised EXTRACTION [37] 40.70 18.00 36.80 44.30 25.50 37.10

REFRESH [23] 41.30 18.40 35.70 41.30 22.00 37.80

BertExt [18] 43.25 20.24 39.63 – – –

Unsupervised PACSUM [38] 40.70 17.80 36.90 41.40 21.70 37.50

FAR [15] 40.83 17.85 36.91 41.61 21.88 37.59

Liu et al. [17] 41.60 18.50 37.80 42.20 21.80 38.20

Current Work NoWRANKLSA 39.45 14.02 39.13 44.03 20.32 36.41

NoWRANKSentence Feature 39.94 14.42 39.58 45.19 21.60 37.75

sentences to provide a summary. LEXRANK is the one of earliest approach to
including graph structure in the summarization method. In the second block of
each table, there are supervised neural extractive summarization methods.

We compare our method with SummaRuNNer [22], GlobalLocalCont [36],
Sent-PTR [26] in Table 1, EXTRACTION [37], REFRESH [23], BertExt [17]
in Table 2. Graph-Based unsupervised extractive summarization methods are
presented in the third blocks of each table (See Sect. 2).

In the last blocks, we present an evaluation of NoWRANK. Our experimen-
tal results indicate that NoWRANK outperforms all other unsupervised graph-
based methods by a substantial margin in terms of ROUGE-1,2,L F1 scores on
both the arXiv and PubMed datasets (See Table 1). Additionally, our method
achieves higher Rouge-L scores than the supervised methods in both datasets.
However, our evaluation on short documents, Table 2, reveals that our methods
are unable to achieve a level of performance that would have made a signifi-
cant difference. This is because the node weight scores increase as the document
length increases. Consequently, more weighted nodes lead to a higher sensitivity
of the ranking algorithm, which ultimately improves the quality of the summa-
rization. Our primary objectives are to highlight the significance of node weights
in graph-based approaches and to develop an unsupervised model that is spe-
cific to the domain and applicable to long documents. In addition to meeting our
objectives, our results demonstrate successful summarization of long documents
in comparison to other state-of-the-art methods.

5.2 Sentence Position Distribution

We compare the position distribution of extracted sentences for PACSUM,
HIPORANK, and ORACLE in order to further evaluate the performance of



Node-Weighted Centrality Ranking for Long Document Summarization 307

Fig. 2. The sentence position distribution of extracted sentences by different models
on the PubMed validation set. On the x-axis, documents are ordered by article length,
from shortest to longest.

NoWRANK on the PubMed validation dataset. The position distribution of
extracted sentences is visualized in Fig. 2.

ORACLE is the upper bound for extractive summarization models. The
ORACLE’s summaries are generated by greedily selecting a subset of sentences in
a document. As shown in Fig. 2, the ORACLE-selected sentences are distributed
uniformly throughout all positions. The distribution of both NoWRANK gen-
erated summarization systems closely matches that of ORACLE. While PAC-
SUM and ORACLE display a similar distribution in short documents, PACSUM
focuses at the beginning of long documents. The similarity in distributions of
sentence positions between our models and the ORACLE may explain how our
model outperforms PACSUM. NoWRANK and HIPORANK have roughly sim-
ilar distributions. Both models are quite comparable to ORACLE. The main
difference is that as the document size enlarges, HIPORANK focuses on the
beginning and ending parts of the document, while NoWRANK shows a homo-
geneous distribution regardless of size.

5.3 Ablation Study

Table 3. Ablation Study on PubMed and NYT test sets using ROUGE F1.

PubMed NYT

R-1 R-2 R-L R-1 R-2 R-L

NoWRANKSentence Feature 44.27 15.72 43.51 45.19 21.60 37.75

NoWRANKLSA 44.05 15.53 41.92 44.03 20.32 36.41

LSA 33.23 9.00 31.89 32.57 11.07 25.66

Eigenvector Centrality 43.99 15.54 41.90 42.84 19.02 35.02

Table 3 demonstrates an analysis of the contributions of our model’s components
on standard and long document datasets. The outcomes reveal that the exclusive
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utilization of LSA across both datasets leads to suboptimal performance across
all metrics when compared to our proposed approach. However, the amalgama-
tion of LSA scores with node weights results in a considerable enhancement in
performance.

Furthermore, in an alternative analysis, we only applied eigenvector central-
ity, without taking node weights into account. In effect, with the removal of
node weights, our ranking methodology can be regarded as equivalent to eigen-
vector centrality. In this experiment, we employed the Sentence-BERT model to
determine edge weights. The findings demonstrate that discarding node weights
engenders a decrement in performance.

5.4 Discussion

The present study is devoted to the extractive summarization of long documents,
with the goal of achieving high-performance outcomes. However, it is worth not-
ing that the same level of performance is not necessarily attainable in the case
of short documents. This is due to the fact that node weights are assigned larger
values in longer documents, thereby enhancing the sensitivity of the ranking
algorithm and the quality of the summarization. Nonetheless, the method devel-
oped herein exhibits limitations in relation to light-weighted node ranking. To
overcome this, more specialized techniques for ranking and scoring node weights
will be explored in forthcoming research endeavors.

Moreover, when comparing our method with ORACLE, it becomes apparent
that our sentence selection displays a relatively homogeneous distribution. This is
partly attributable to our system’s lack of section information, which constitutes
a critical component of scientific documents. While section information has the
potential to enhance the quality of summarization in scientific publications, the
majority of corpora do not contain such data. To address this limitation, we
intend to incorporate a section selection stage in future work, with the aim of
accommodating diverse corpora.

6 Conclusion

This paper presents an unsupervised graph-based model for extractive summa-
rization of long documents, with a focus on the importance of nodes in graph-
based summarization. Specifically, we introduce a novel node-weighted graph
model and a centrality ranking algorithm. To gauge the effectiveness of the
ranking algorithm, we utilize two distinct node-weighted graph models. The
proposed approach is systematically evaluated using lengthy documents sourced
from PubMed and arXiv. The evaluation results demonstrate that our efficient
unsupervised method surpasses the performance of prior unsupervised graph-
based summarization models by significant margins, while achieving comparable
performance to state-of-the-art supervised models.

In conclusion, there are still many opportunities for future research in this
area that could build upon the findings of this study and contribute to a deeper
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understanding of text summarization. Moving forward, we aim to investigate
the scalability of the proposed approach to larger datasets or longer docu-
ments, which could limit its practical application. Moreover, we intend to explore
the feasibility of applying our approach to multi-document summarization and
enhancing the representation of node-weights in the context of multi-documents.

Acknowledgments. The first author would like to acknowledge the Ministry of
National Education of Turkey for the financial support of her research activity.
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Abstract. The article focuses on the characterization of the city of the
future in a science fiction novel corpus, using natural language process-
ing techniques and methods. It aims to analyze the images of the city
through its elements (places, urban objects, etc.) and the functions asso-
ciated with them. A terminological resource enables to identify the spe-
cific elements of the city.

Clustering algorithms and dimension reduction techniques are used
iteratively to identify the elements of the city of the future, and their
main functions based on the science fiction novels. The results show
that, the city of the future, as the current one, is mainly concerned with
mobility and dwelling.

Keywords: future urban · city · science fiction · corpus · clustering ·
dimension reduction · NLP

1 Introduction

The city concentrates a large number of current issues in connection with the
lifestyles it promotes and climate change, and these issues are also relevant for
questioning the city of the future. In this context, the PARVIS project1 aimed
to study images of the future city, in order to identify futuristic urban imagina-
tions, particularly in the field of climate change. It was deployed through different
research fields: literature, natural language processing, geography, architecture,
music and sound creation, literary creation. Different modes of expression were
explored and combined. The project also implemented a research-creation pro-
cess which enabled the production of literary, sound, video and theatrical works.

This paper2 is part of that project. It focuses on the analysis of the literary
corpus defined within the framework of the project, using natural language pro-
1 PARVIS is for Paroles de villes [Words from cities]; (https://parvis.hypotheses.

org/).
2 Additional information related to this article can be accessed at the fol-

lowing address: https://github.com/SamiGuembour/Characterization-of-the-city-
of-the-future-from-Sci-Fi-corpus.
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cessing tools and methods. It aims to characterize the city from the urban objects
and elements it contains, and the urban and social functions of these objects and
elements. The scale of urban objects is varied and the relation between objects
and city can be direct: the city contains streets and buildings, or through several
whole/part relations: a window is a part of a building which is a part of the city,
the city therefore contains a window. In this article, in order to facilitate the
reference of these urban objects and elements, they will be referred by OOC (as
an abbreviation for Object Of the City).

Section 2 describes the construction of the corpus concerning the city in sci-
ence fiction (sci-fi) imaginaries (named SciFiCityCorpus). The method for iden-
tifying OOCs and the urban and social functions associated with them in Sci-
FiCityCorpus is described in Sect. 3. Finally, Sect. 4 presents some perspectives.

2 Construction of SciFiCityCorpus

Many sources of information are relevant to anticipate and imagine the city
of the future. Within the framework of PARVIS, a corpus of novels has been
compiled. The hypothesis is that, although authors and languages may differ
one another, works are received, put into circulation, valued in a coordinated
way by a community of sci-fi readers. The works thus make connections and
exclusions, defining relevant traits and admitting continuities [1].

As these works are published, a sci-fi specific intertext has been made. Inter-
text is “the set of texts that the reader or writer can connect to the one in front
of him or her, the set of texts that he or she can find in memory when reading a
specific passage”3 [10]. The genre of science fiction presents properties of serial
literatures and is characterized by a “reading effect formulated by a commu-
nity of readers, who identify, at one moment and one context, affinities between
works, fictions, authors, themes, and who establish from then series between
the latter and a labeling (a genre name) that constructs in turn, by recursive
effect, a generic concept” (see footnote 3) [2]. The works thus make connec-
tions and exclusions, defining relevant traits and admitting continuities [1] that
include recurrent concepts (for example: ansible, teleportation, cloning), techni-
cal objects (spacecraft, laser gun), places (Middle-earth in The Lord of the Rings
by J. R. R. Tolkien, Aurora in Asimov’s work), characters (androids, clones),
tropes (intergalactic journey, duplicate of a living person, effective telepathy),
etc. Thus it makes it possible to explain the presence of certain elements as well
as their transformations, their deformations, their modifications.

Sci-fi is thus a cumulative genre where certain elements of the narratives can
be shared by the authors of the genre [3]. This property legitimizes the approach
of the article. The proposal consists in identifying the common characteristics of
the city of the future in the sci-fi novel corpus.

PARVIS Corpus. The corpus of the PARVIS project aims to describe the
city of the future in sci-fi literature and taking into account the imaginaries

3 Translation by the authors.
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related to climate disruption. It is characterized by these thematics: city and
climate change. The cultural area of production of the PARVIS novels is North
Western and in particular Franco-British-American. The corpus is the product
of a research crossing the corpus of critical literature on climate fiction, various
climate fiction lists produced by readers and consumers on cataloging media and
the databases of the National Library of France4. The kept novels are those that
make reference, from the diegetic, thematic and aesthetic points of view, to the
two themes on which PARVIS focuses: the climatic issue and the urban issue.
The corpus collection ends in 2020, to avoid adding works whose creation and
production context was marked by the lockdown due to the COVID-19 pandemic.
The starting point is 1961, the date of publication of The Wind from Nowhere,
the novel by J.G. Ballard, that inaugurates and illustrates the sub-genre of
climate fiction (cli-fi), within the sci-fi genre. In the cli-fi novels, the Earth has
been subjected to theogenic, xenogenic, geological, anthropogenic disturbances
that the scientific and technical progress could not stop. These disturbances have
caused floods, droughts, mega-fires, heat waves, ice ages, tornadoes or hurricanes,
and have led to the setting up of violent, liberticidal or totalitarian dystopias.

All novels in the corpus5 are in French, translated or written natively in this
language. Table 1 describes the textometric characteristics of PARVIS corpus(see
footnote 1).

SciFiCityLexicon. Topalov, urban planner and researcher, proposed in [4]
a lexicon of the city. The lexicon gathers 533 words, mostly nouns, that desig-
nate OOCs divided into four themes: Agglomération [Urban area], Circulation
[Mobility], Division [Division] and Habitation [Dwelling], a word can be associ-
ated with several themes, such as ville [city] which appears both in Agglomération
and Division. However, not all the lexicon words are present in PARVIS corpus,
only 183 words appear; we name SciFiCityLexicon the subset of the lexicon of
the city that contains these 183 words.

SciFiCityCorpus. PARVIS corpus gathers sci-fi novels which address two
issues: the city and/or climate change. However, the city is not an important
element in all the novels. The researchers who collected and selected the novels
in the corpus also annotated them with keywords, including city. However, this
annotation is subjective and differs from one annotator to another. Therefore,
a more objective and quantifiable criterion was sought. A terminology resource
was therefore used to extract from PARVIS corpus the novels in which the city
is an important background. The selection rule is as follows: a novel in PARVIS
corpus is considered to describe the city of the future if it contains numerous
and varied SciFiCityLexicon words.

However, some words in the SciFiCityLexicon are polysemous and their
meanings in the novels are not all related to the city; for example, the word
cité can have the lemma cité [city] which belongs to SciFiCityLexicon but also

4 https://www.bnf.fr/fr.
5 For a well-argued description, see the description made by Nadège Pérelle, (https://

parvis.hypotheses.org/3400) from which the previous comments were extracted.

https://www.bnf.fr/fr
https://parvis.hypotheses.org/3400
https://parvis.hypotheses.org/3400
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be the past participle of the verb citer [quote] which does not belong to the
vocabulary of the city. Therefore, in a first step, all the occurrences of polyse-
mous terms were disambiguated6 in the PARVIS novel set.

The initial hypothesis assumes the cumulative construction of a set of notions
shared by sci-fi novels, particularly in the description of the future city. Conse-
quently, a novel that would contain many occurrences of the SciFiCityLexicon
words through the massive use of a single word (or a small number of words)
would not validate the selection criterion. Indeed, it would correspond to an a
priori singular use, and thus not shared in the sci-fi intertext, of the correspond-
ing concept(s).

Consequently, the selection of the SciFiCityCorpus novels is the result of a
clustering (unsupervised learning) of the PARVIS corpus novels based on the
SciFiCityLexicon word frequencies (disambiguated and lemmatized). The algo-
rithm used for the clustering is Spherical K-means (which is, according to [6], the
best suited for directional data) with 2 classes: novels that describe the city vs
novels that do not. The results of the algorithm showed that 18 of the novels(see
footnote 2) describe the city and form SciFiCityCorpus, and the other 113 are
discarded. Finally, this method of clustering to identify the novels which describe
the city was favored to the method of the topic modeling, because the emitted
hypothesis consisted in considering that in these novels of science fiction, the
city is not the main subject, but a frame in which the characters and the plot
fit.

The SciFiCityCorpus numerical characteristics (see footnote 2) are reported
in the Table 1. The 20 most frequent OOCs after disambiguation (see footnote
6) as shown in Fig. 1, are (in descending order of frequency): porte [door], ville
[city], lieu [place], maison [house], route [road], chemin [path], chambre [room],
rue [street], passage [passing], zone [area], voie [way], cité [town], siège [head-
quarter], cercle [ring], camp [camp], place [square], tour [tower], pont [bridge],
village [village], région [region]. The OOCs are often places of zonal implantation:
marché [market] or place [square], but not only; they can also refer to places of
linear implantation: chemin [path] or architectural elements: porte [door]. They
potentially carry diegetic elements of the future city in SciFiCityCorpus.

3 The OOCs and Their Functions Mentioned
in SciFiCityCorpus

As the novels that describe the city have been identified through the Sci-
FiCityLexicon words, we can assume that not all the lexicon words have the
same weight in the clustering, and thus that not all the OOCs used in the novels
6 The disambiguation of polysemous terms relies on CamemBERT [5]. It is based

on classification of the context vectors of sentences containing an ambiguous word.
Among the 20 most frequent OOCs in the corpus, 14 are polysemous. A classifier
was created for each of the 14 ambiguous words and trained with sentences extracted
from the corpus. The accuracies of the trained classifiers were all above 90%. The
description of the disambiguation task is not part of this article.
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Fig. 1. The 20 most frequent OOCs in PARVIS corpus

Table 1. Textometric characteristics of PARVIS and SciFiCityCorpus corpuses

Indicators PARVIS corpus SciFiCityCorpus

#novels 131 18

#words 29 038 420 2 268 884

#sentences 1 056 287 153 131

have an equivalent importance in the description of the city of the future. The
task now is to identify the OOCs that decide whether a novel belongs in the “sci-
fi novel set in a city” class. This objective was translated into a co-clustering [7]
(simultaneous unsupervised row and column clustering) of the novels and the
SciFiCityLexicon words they contain (i.e., an array of (18× 183)). Two clusters
are built on the frequencies of the words (disambiguated and lemmatized) in the
novels. The Fig. 2 shows a first cluster with 102 words having very low frequen-
cies in the SciFiCityCorpus novels, and a second cluster that contains a set of
81 words with higher frequencies, which become discriminating.

The next step is to identify the functions associated with these OOCs. In
linguistic terms, these are designated by nouns, and the functions by verbs such
as voyager [travel]. The method developed aims to identify the verbs expressing
actions and associated with the most frequently evoked OOCs; it is based on an
iterative clustering (function Clustering used twice), described in Algorithm 1.
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Algorithm 1. Identification of verbs associated with nouns designating OOCs
Data: SciF iCityCorpus, 81 Noun
Result: V erb
foreach Noun do

- Extraction of sentences containing Noun in SciFiCityCorpus ;
- Identification of V erb associated with Noun ; � see: § Syntactic parser
- Extraction of the 5 most frequent V erb ;

end
result R1 : 81x5 (Noun, V erb) ;
Interpretation of R1 ; � see: § Interpretation of R1
result R2 : matrix (*Noun, *V erb - {faire}) ;

function Clustering(matrix) :
- n ∗ cluster ← HCA(matrix) ; � see: §clustering of nouns by associated verbs
- visualize (PCA(n ∗ cluster)) ;
- R′ ← ∅ ;
foreach cluster do

- R′ ← R′ + {characteristic verbs} ;
- Interpretation of cluster

end
end function
Clustering (R2) � see: § Noun clustering - first iteration
result R3 : R2 - R′

Clustering (R3) � see: § Noun clustering - second iteration

Syntactic Parser: A synctactic dependency parser was used to identify the
verbs linked to the OOCs. The parser is DependencyParser7 which is compat-
ible with Python and demonstrated efficiency in extracting actions related to
pollution events [8].

The parser was applied to all sentences containing one of the 81 discriminat-
ing nouns . It takes as input a sentence, tokenizes it, and returns several features
for each sentence token: the lemma, the label according to its part of speech
(noun, verb, determiner, etc.), and the head (i.e. the word on which it depends
syntactically).

The extraction of functions is performed by taking the lemmas of tokens
having both the label “verb”, and a discriminating OOC noun as head (i.e. the
lemmas of verbs which have a syntactic dependence with a discriminating OOC
noun). For example, for the sentence: La porte s’ouvre mais l’homme refuse de
sortir. [The door opens but the man refuses to come out.], porte is a discrimi-
nating OOC noun, the parser indicates that s’ouvre has the label verb (lemma:
s’ouvrir) and has porte as head; the conclusion is that s’ouvrir is a function
associated with porte.

Interpretation of R1: R1 contains the nouns (OOCs) and the 5 most frequent
verbs associated with each. The examination of these verbs shows that faire

7 https://spacy.io/api/dependencyparser.

https://spacy.io/api/dependencyparser
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Fig. 2. (a): Original data matrix with novels on rows and SciFiCityLexicon words on
columns, (b): checkerboard pattern in novels by SciFiCityLexicon word matrix obtained
after performing co-clustering. The word frequency is represented by a scale on the right
(higher frequency in white, and lower frequency in black). The blue line separates on the
right the discriminating words (i.e. having a high enough frequency for the occurrences
are visible and draw a clear bar) and on the left the others (i.e. non-discriminating
because of low or null frequencies which draw invisible points). (Color figure online)

[do] is associated with a majority of nouns. Linguistically, this presence can
be explained by its role as a support verb In these constructions, faire does
not provide information on the action associated with the noun naming the
OOC; so, faire has been removed from the verbs associated with the nouns. The
resulting data structure is a matrix of 81 rows (the 81 discriminant OOC) and 5
columns (containing the 4 (if faire was part of the list) or 5 verbs most frequently
associated with the noun).

This matrix was analyzed to classify the OOCs according to their functions.
The verb faire was removed from the top 5 functions table (matrix) because of
its predominant use (as a support verb).

Clustering of Nouns by Associated Verbs: The Clustering() function
applies to the matrix of verbs associated with nouns. The objective is to clas-
sify the nouns designating the OOCs according to the associated verbs (their
functions). The clustering (unsupervised learning) is done using an Hierarchical
Classification Algorithm (HCA) [9], using the package Factominer [11]. In the
definition of HCA, the number of clusters is chosen using the elbow method
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Fig. 3. Verb contributions for each cluster obtained by HCA

(which consists of taking the number of clusters corresponding to the greatest
jump in inertias [13]); in both uses: Clustering (R2) and Clustering (R3),
the optimal number of clusters is 4.

Fig. 4. Clusters of OOCs obtained by HCA (PCA visualization)

Noun Clustering - First Iteration: The R2 clustering enables a first orga-
nization of OOCs based on their associated verbs/functions. Figure 3 shows the
verbs that characterize each cluster. In order to interpret the clusters obtained
and to understand the relationships between the verbs that characterize each
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cluster, the clustering results were visualized in Fig. 4 through a Principal Com-
ponent Analysis (PCA) [12]. It should be noted that the low sum of inertias of
the first two axes does not affect the results obtained, since PCA was only used
to visualize the clusters of OOCs.

Cluster 1 is characterized by the verbs traverser [traverse] (most important
positive contribution), then atteindre [reach], franchir [cross], parcourir [travel],
envahir [invade] which describe movement. They are associated with public
places that are the origin, destination or steps of this movement, for example tun-
nel, rue [street], pont [bridge]. Their influence is limited by a border (named by
nouns also included in this cluster): bord de l’autoroute [edge of the “highway”],
bord du faubourg [edge of the “suburb”]. In cluster 3, trouver [find] concentrates
almost all the positive inertia. The corresponding places: forteresse [fortress],
colonie [colony], château [castle], appartement [apartment], hôtel [hotel] can be
considered as a refuge. An interpretation could be that these refuge elements
are the result of a (positive) search described in the novels. The cluster 4 is
characterized positively (important contributions) by the verbs avoir [have] and
abandonner [abandon] (where abandonner can be seen as a synonym for a neg-
ative form of avoir), and negatively by trouver [find]. The corresponding OOCs
are thus evoked by their links of possession (or abandonment) with the protago-
nists of the novels; they do not have to be found, they are directly possessed or
abandoned. They are public places (ville [city], village, banlieue [suburb], parc
[park]) that are not owned but for which the verb avoir constructs a whole/-
part relationship with other OOCs such as banlieue and parc which are part of
ville. Other nouns name private places, which can be owned or abandoned: mai-
son [house], cabane [cabin], baraque [shack], ferme [farm]. The cluster 2, weakly
characterized by monter [mount] and groups OOCs that are not possessed, aban-
doned, found or reached (the verbs that characterize the other clusters) or/and
are characterized by their height.

Fig. 5. Verb contributions for each cluster obtained from HCA - 2nd iteration -
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Fig. 6. Clusters of OOCs obtained by HCA (PCA visualization) - 2nd iteration -

Noun Clustering - Second Iteration: The first iteration of clustering enabled
to identify and interpret the most characteristic functions (i.e. whose inertia is
high, positive or negative) of the OOCs. The second iteration (function Clus-

tering on the R3 matrix) aims to identify the second level functions, less fre-
quent, but still recognizable once the most frequent functions have been elim-
inated. Figure 5 illustrates the verbs that characterize each cluster, and Fig. 6
shows the dispersion of OOCs from this second iteration of clustering. The clus-
ter 4 is characterized (positive and significant contributions) by the verbs suivre
[follow], reprendre [get back] and longer [go along]; this connotation of linear
hold is confirmed by the nature of the cluster’s (public) places: voie [way], tun-
nel [tunnel], sentier [trail], route [road], trottoir [sidewalk]. The verbs quitter
[leave] and regagner [get back] are associated with cluster 2 they add a non-
permanent temporal dimension to the stay actions performed in the places of the
cluster, which can only be regained if they have been left. These places maison
[house], appartement [apartment], quai [dock], capitale [capital], taudis [slum],
baraque [hut], siège [seat] constitute the origins and destinations of movements.
The grouping of OOCs in cluster 1 is guided by the verbs construire [build] and
dresser [erect]. The OOCs in the cluster fall under the architectural theme; they
are thus erected and built but also characterized by their lifespan: temporary
and connoted to poverty as hutte [hut], cabane [cabin], tente [tent], or durable,
monumental (in height) and symbols of wealth: gratte-ciel [skyscraper], tour
[tower]. The last cluster (3) brings together OOCs that are not characterized in
the corpus by their length, their border, their modes of access or intermittent
stay.
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A third iteration of noun clustering was performed by eliminating verbs that
contributed in the clusters of the second iteration. The results of this cluster-
ing showed that in each cluster, all the verbs that characterize it have similar
contributions that are not significantly high, indicating that no function is sig-
nificantly associated with a cluster of OOCs. Consequently, this third iteration
of clustering was not meaningful in the search for new functions of OOCs in the
city of the future. As a result, it was decided to stop at only two iterations.

4 Conclusions and Prospects

This work provides a qualitative and quantitative representation of what human
imagination thinks the city of the future should or would look like. A holistic
end-to-end process has been described for identifying the features of the city of
the future from the questions imagined and analysed by science fiction writers.
As in any creative device, science fiction writers project their questions and
interests into their literary works. These questions are therefore based on their
direct human experience, on the social and political environment of their time
and on their personal concerns and sensitivities.

The literary genre of science fiction is characterised by its fictional, poetic and
cognitive codes. Suvin defines sci-fi as the literature of cognitive estrangement
[14]. Its generic specificity is based on the notion of novum [15] which consists in
the use of an object, a phenomenon, etc. which is foreign to the experience and
the encyclopaedic knowledge acquired by or accessible to the reader. And the
invented word is considered as a trigger of estrangement8 [16]. Consequently,
places in the city would be imagined by the authors as novum and would be
named by invented words. Invented words were identified using Unitex [18] soft-
ware in the following way: words unknown to the general language dictionaries
provided by the tool are considered invented. Only words whose initial is not
capitalized were taken into account since the OOCs searched are generic (those
whose initial is capitalized were considered a priori as proper names). Their fre-
quency has been computed. The frequency of the most frequent unknown word
(fourmite in Exodes by J.-M. Ligny) has been compared with the discrimant
OOC whose frequency is the lower. Its frequency is lower, which means that
even if fourmite designated a place (in fact, it designates an animal), it could
not have been considered as discriminating.

The SciFiCityLexicon words are divided into four themes (p. 3). In Sect. 3,
the results of the co-clustering show that 81 OOCs are discriminating. 57 of
them belong to the themes of Circulation [Mobility] and Habitation [Dwelling],
i.e. more than 70%. This allows us to conclude that when the city is evoked
in SciFiCityCorpus, it is done so through the vocabulary, and thus the themes
of mobility (rue [street], pont [bridge], chemin [path]) and dwelling (maison
[house], tente [tent], chambre [bedroom]).

In both levels of clustering, mobility and dwelling are the most evoked city
themes in the novels through a vocabulary that can be interpreted as the quest
8 Other estrangement clues are analysed in [17].
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for a place of refuge (fortress, castle, colony, etc.) where the quest may be eventful
(to cross, reach, travel, invade, etc.) and renewed (to leave, get back).

These preoccupations differ little from those of the current citizens except
that, for the latter, the refuge is more often an apartment. A notable difference
lies in a type of settlement: the colony, which is frequently mentioned in SciFiCi-
tyCorpus. The term may refer to the theme shared by many works of sci-fi where
it is about leaving the Earth to implant a human colony on another planet. In
the contexte of cli-fi narratives, it can also refer to the type of settlement of peo-
ple forced to leave their homes which have become uninhabitable. The habitat is
evoked in a contrasting way; huts, tents, cabins evoke lack of security and poverty
of people fleeing the city; they co-occurrence and contrast with non-precarious
housing as towers and skyscrapers which connote wealth and technical prowess.

One of the limitations of this work is the exclusion of predicative nouns9

which can express functions too. Taking them into account could modify the
most frequent functions associated with OOC.

The analysis did not show the appearance, nor the reuse in the whole cor-
pus, of new places or new functions that would be mandatory to describe the
city of the future. A study with the same tools and methods but limited to a
corpus characterized by its narrative unity, Tetralogy Of Transformation10 by
J.G. Ballard, is in progress and will enable to validate this working method,
in a complementary way to this work.
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SciTePress, Setúbal, Portugal, 2021, pp. 217–224 (2021). https://hal.archives-
ouvertes.fr/hal-03366097. https://doi.org/10.5220/0010656700003064

9. Gao, X., Wu, S.: Hierarchical clustering algorithm for binary data based on cosine
similarity. In: 2018 8th International Conference on Logistics, Informatics and
Service Sciences (LISS), 2018, pp. 1–6 (2018). https://doi.org/10.1109/LISS.2018.
8593222

10. Riffaterre, M.: L’ intertexte inconnu. In: Littérature, JSTOR, 1981, pp. 4–7 (1981)
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Abstract. The identification and extraction of statistics in scientific
papers as nested entities is an indispensable feature for analyzing scien-
tific papers at a large scale. STEREO is a tool for extracting statistics
from scientific papers using a set of regular expressions. Key feature of
the tool is that it supports statistics reported in American Psychology
Association (APA) style, as well as non-APA style such as only a reported
p-value. The original STEREO rule set has been extensively trained in
the life sciences domain using preprints of the CORD-19 dataset. We
analyze this rule set with its hundreds of regular expressions using a
regular expression inclusion algorithm. We transfer the condensed rule
set to papers in the domain of Human-Computer-Interaction (HCI). Our
experiments show that only 13 new R+ rules and 77 new R− rules are
needed to conduct this transfer. A higher percentage of APA-conform
statistics were found in the HCI domain (26%) compared to the life sci-
ences domain (only 1.8%). We compare the statistics extraction from
PDFs vs. LATEX source files, finding the latter more reliable.

An extended version with detailed examples is provided on arXiv [11]
and the source code is here: https://github.com/Tobi2K/statistics-
extraction.

Keywords: statistics extraction · nested entities · regular expressions

1 Introduction

An abundance of scientific papers are published daily. The large and rapidly
growing number of papers is too extensive to scan manually. In particular, assess-
ing the published results in terms of insights generated by the statistical analyses
such as significance tests is very challenging. A quick overview of the statistics in
a paper can also be useful for the authors to find statistical errors in their studies,
i. e., to verify and check them. Moreover, extracting sentences containing statis-
tics together with metadata (authors, title, etc.) can enable researchers to get
an impression of an article without the need to read it. Tools like statcheck [16]
provide very accurate extraction of statistics reported in accordance with the
commonly used writing style guide of the American Psychology Association
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(APA) [2]. However, previous research found less than one percent of APA-
conform statistics in a sample of 113, 000 statistics extracted from pre-prints in
the life sciences [7]. In this work, we extend STEREO (STat ExtRaction Exper-
imental cOnditions) [7], an automatic statistics extraction pipeline for statistics
presented in APA as well as non-APA notation.

STEREO learns regular expressions (rules) to decide whether a sentence
contains statistics (R+ rules) or not (R− rules) using active wrapper learning.
The R+ rules are used to extract the statistic’s type and values. During the
application of STEREO on the life sciences dataset CORD-19 [20] containing
preprints of papers about the corona virus and related viruses, a total of 85 R+

rules for statistics detection (with 52 sub-rules for value extraction) and 1, 425
R− rules were learned. Inspecting these rules shows that rules, which were added
later in the learning process, generalize better and previously added rules become
obsolete.

Reducing the number of rules can help to identify common patterns of
non-APA statistics, e. g., incomplete reporting, and derive recommendations to
improve statistics reporting. Subsequently, general rule patterns that indicate
a sentence does not contain a statistic can serve as guidance for future active
wrapper approaches. One can make use of these general rule patterns to avoid
creating excess rules. Following this reasoning, we apply a DFA-based (Determin-
istic Finite Automaton) algorithm introduced by Chen and Xu [5] to minimize
the existing set of regular expressions.

We transfer STEREO to a new scientific domain, namely Human-Computer-
Interaction (HCI), to investigate the generalization of the STEREO rules and
potentially find new rules for statistics extraction. This includes finding uncov-
ered statistic types and other non-APA conform reporting of statistics. We fur-
ther extend the STEREO rules from text to also support statistic extraction
from LATEX files. In summary, this work makes the following contributions:

– We analyze the extraction rules from STEREO and achieve a rule set reduc-
tion of 34%, which results in 31% less runtime needed to apply the reduced
rule set compared to the full rule set.

– We extend the rule set by repeating the active wrapper learning from
STEREO on the HCI domain, adding 13 new R+ rules and 77 R− rules.

– Using the new rule set, we identify that 26% of all statistics extracted from
HCI preprints are in APA style, while in the life sciences domain we found
only 1.8% of statistics to be conform to APA.

– We compare the extraction from LATEX versus PDF files. The extraction pre-
cision is high in both cases. However, we miss 20% of the statistics in PDF
due to transformation errors from PDF to text.

Below we discuss related work on statistics extraction and regular expres-
sion inclusion. Section 3 presents the experimental apparatus. The results are
reported in Sect. 4 and discussed in Sect. 5, before we conclude.
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2 Related Work

Statistics Extraction. Statistic extraction poses several challenges like differ-
ent writing styles or usage of number separators and might even require to parse
formulaic expressions [9]. Teja et al. [12] presented a regular expression-based
approach to extract statistics from scientific papers. They use a single regu-
lar expression to match the p-value per statistical test. For example, a regular
expression to match a t-test is t(df)=float, p (<, >, =) float. A similar
approach is pursued by statcheck [16], an R package that allows to extract and
verify the consistency of statistics reported following APA guidelines. If all infor-
mation required by APA is provided, e. g., the p-value and degrees of freedom,
statcheck can check if the reported statistics is plausible. Recomputing the statis-
tics is not possible since this would require access to the raw data. Schmidt [19]
disputed the effectiveness of statcheck. They criticize the testing conducted in the
statcheck authors’ follow-up paper [15]. Schmidt [19] argues that statcheck sim-
ply does not detect many reported statistics due to the strong assumption that
they must be reported following APA. This questions the overall performance of
statcheck, even though it is widely used [8,17,18].

The approaches by both Nuijten et al. [16] and Teja et al. [12] are limited to
only match APA-style statistics. Böschen [3] presented a text-mining approach
on XML documents. They differentiate between computable results, where the
p-value is given and can be recalculated; checkable results, where the p-value is
not given but can be calculated; and uncomputable results, where the p-value
cannot be calculated due to some information missing. The extraction algorithm
by Böschen [3] works as follows: Sentences are only selected if they contain at
least one letter, followed by an operator (<,>,=,≤,≥), which in turn is followed
by a number. Surrounding text is removed using regular expressions. Individ-
ual heuristics are applied to extract the recognized test statistics, the operator,
degrees of freedom, and p-value to cope with varying reporting styles. As the
requirements are not as strict as statcheck ’s, Böschen [3] generally finds more
statistics. STEREO [7] uses active wrapper learning to learn regular expressions
(rules) that determine whether or not a sentence contains statistics. The rules
are divided into R+ rules that match statistics and R− rules that denote that
a sentence does not include statistics. R+ rules have additional sub-rules, which
are used to capture specific parts of the statistic (e. g., the p-value) after the
statistic type has been identified by the main R+ rule. During the active wrap-
per learning, every sentence that does not contain a number is ignored. For any
remaining sentences not matched by any rules, the user is prompted to create
a new rule to cover the new case. STEREO achieved a precision close to 100%
for APA-conform statistics and 95% for non-APA statistics on the CORD-19
dataset.

Rule Set Inclusion Algorithms. Regarding regular expression inclusion,
i. e., minimal rule set computation, many algorithms are limited to determining
inclusion using one-unambiguous regular expressions. One-unambiguous regular
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expressions [4] are a subset of regular expressions that can match every word (in
their respective language) in a unique way without looking ahead. For example,
(a1|b1)∗(a2|ε) (numbered for clarity) is not one-unambiguous, as the word baa
can be formed as b1a1a1 or b1a1a2. However, (a|b)∗ describes the same language
but is one-unambiguous. Chen and Xu [5] presented two algorithms for regular
expression inclusion. The first is an automata-based algorithm that converts the
given one-unambiguous regular expressions into Deterministic Finite Automa-
tons (DFAs) and subsequently checks the created DFAs for inclusion. The second
algorithm is a derivative-based algorithm. Derivatives of regular expressions are
sub-expressions, which are valid regular expressions themselves. The idea is that
if an expression A is included in an expression B, all derivatives of A are also
derivatives of B. The algorithm generates all derivatives of both expressions. If
all derivatives of one expression are included in the other, the first expression is
included in the second. Nipkow and Traytel [14] presented a framework to deter-
mine if two given regular expressions are equivalent. Equivalence is a stricter
requirement than the inclusion of Chen and Xu [5]. The framework dynamically
creates an automata from one regular expression and uses “computations on
regular expression-like objects” [14, p. 2] as a substitute for the traditional tran-
sition table. Hovland [10] presented an approach that uses an inference system
instead of automata to inductively determine a binary relationship between one-
unambiguous regular expressions. The algorithm guarantees polynomial runtime,
which can be slower than the quadratic runtime of Chen and Xu [5].

3 Experimental Apparatus

Datasets. We have two types of datasets: The original rule set from STEREO
and the scientific papers in life sciences and the new HCI domain.

STEREO’s rule set for the life sciences was created using the COVID-19
Open Research Dataset (CORD-19). We apply minimal rule set analysis on this
dataset. The dataset consists of 1, 510 manually created rules, divided into 85 R+

and 1, 425 R− rules. Each rule has an incremental ID (determined at the time of
creation) and its corresponding regular expression. Implicitly, a higher rule ID
means that the rule has been added later in the process of applying the active
wrapper. We assume that it is unlikely that the 85 R+ rules can be optimized
greatly, as these rules are designed to match specific information present in the
reporting of a statistics. This makes it unlikely that one R+ rule is included
in another. However, the 1, 425 R− rules can be optimized to improve runtime
performance as well as maintainability by revealing common patterns used to
identify sentences as non-statistic.

The pre-print papers in life sciences and HCI: The COVID-19 Open Research
Dataset [20] is the original dataset used in STEREO that can be used to eval-
uate the minimal rule set. This dataset contains 110, 427 papers provided in
JSON-format on COVID-19, SARS-CoV-2, and all corona viruses in general. In
STEREO, the date of access is given as 21st September 2020. The CORD-19
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dataset version 521, which we use for comparison, is a close match. Note, that
our version of the dataset is slightly newer and contains a few more papers than
the version used in STEREO. Thus, we rerun the experiments of the original
paper for a fair analysis of the rule set.

The arXiv Dataset [6] has over 1.7 million STEM papers.2 It includes meta-
data like author, category, etc. We filter for HCI, which studies the use of tech-
nology, focusing on the interface between people and computers [13]. HCI is
a strong domain for publishing studies and the corresponding statistics. There
are 9, 730 papers tagged with the “cs.HC” (HCI tag on arxiv.org) category. We
only use papers with HCI as primary tag. For a fair comparison of the statistics
extraction on PDF and LATEX, we only use papers that are provided in both
formats. With these restrictions, 4, 023 papers remain.

Preprocessing. For the rule set inclusion, we transform the regular expressions
provided by STEREO from the original Python format into a formal represen-
tation that is required for the inclusion algorithm of Chen and Xu [5]. For the
transfer of STEREO’s rules from the life sciences to HCI, we parse the content
to plain text while removing all table, figure, lstlisting, and tikzpicture
environments. As in STEREO, line breaks are removed and the plain text is
split into sentences using the regular expression \.\s?[A-Z]. Every sentence
that does not contain a digit is removed. The corresponding PDF files are con-
verted to raw text using pdftotext3. Then the same processing (line breaks, split
sentences, keep numbers) is applied. This results in 9, 393, 662 sentences for the
CORD-19 dataset and 222, 544 sentences for the HCI domain.

Procedure. We compute the minimal set of R+ and R− rules on the STEREO
rule set for life sciences using the ME1 -directed version of the algorithm from
Chen and Xu [5]. Although the runtime of this algorithm is quadratic in length
of the expressions, it is sufficient as our regular expressions are usually short
(<100 characters) resulting in a good trade-off between runtime and effort to
implement it. We do a pairwise comparison of the rules in the set. A rule that
is already covered by some other rule is removed.

We randomly sample two times 200 papers (about 5% of all papers) from
the 4, 023 papers in the HCI dataset, one sample contains LATEX the other PDF
files. On these samples, we repeat the active wrapper induction from STEREO
to learn new rules for the extraction of statistics from HCI papers. Specifically,
we split the input into sentences and STEREO checks for every digit in the
sentence if it is covered by an existing rule. In case of any uncovered digit, the
active learning approach of STEREO prompts a user interface and asks an expert
to add a new R+ or R− rule, based on whether the sentence contains statistic or
not. Each new rule is assigned an incremental ID. This step produces our new
rules that are added to the STEREO rule set. As we use new input formats,

1 (publication: 2020-09-21, accessed: 2022-07-11) https://www.kaggle.com/datasets/
allen-institute-for-ai/CORD-19-research-challenge/versions/52.

2 https://www.kaggle.com/datasets/Cornell-University/arxiv (2022-07-11).
3 https://pypi.org/project/pdftotext/.

https://www.kaggle.com/datasets/allen-institute-for-ai/CORD-19-research-challenge/versions/52
https://www.kaggle.com/datasets/allen-institute-for-ai/CORD-19-research-challenge/versions/52
https://www.kaggle.com/datasets/Cornell-University/arxiv
https://pypi.org/project/pdftotext/
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i. e., LATEX versus PDF, this results in new, format-specific rules. The goal is to
further improve the robustness and completeness of the extraction.

Finally, we evaluate the precision for every statistic type following the evalu-
ation procedure of STEREO [7]. We extract all sentences from all papers in the
respective corpus that are matched by R+ rules. We then sample 200 sentences
for every statistic type, or use all extracted sentences if there were fewer than 200
extractions, to manually check if the statistic types are matched and extracted
correctly. We also measure the difference in APA versus non-APA reporting.
Furthermore, we extract 200 sentences matched by R− rules from random doc-
uments, which we did not use for rule learning. This is to test whether R−

rules do not reject statistics, i. e., we have false negatives. Lastly, we extract
200 sentences that were neither matched by any R+ nor R− rule to check for
unrecognized statistics or data format transformation errors, i. e., errors that
were introduced when transforming a paper from the input format (e. g., PDF)
to plain text [7].

Measures. For the rule set inclusion, we measure runtime and number of
included rules per rule. Furthermore, we check that the reduced and the origi-
nal rule set cover the same sentences. Finally, we compare the time required to
match 200 sentences with the original rule set versus the reduced R− rule set.

For the experiments on comparing statistics extraction in HCI versus life
sciences and from LATEX versus PDF files, we use precision of the extraction. We
calculate it on 200 rules per statistic type or the maximum amount when there
are less than 200 extractions.

4 Results

Rule Set Inclusion. After running the rule inclusion algorithm for the R−

rules, 483 unique rules out of the total 1, 426 rules were included by others. This
is a reduction of 33.8%. 1, 253 rules included no other rules, 83 included one, and
28 included two rules. However, the analysis also revealed that 13 rules included
more than 20 rules, and 4 had more than 100 rules included. These rules can be
seen in Table 1. Naturally, some rules were included more than once. Figure 1a
shows how often rules were included in other rules. The rule figure \d{1,2} was
the most included one with 14 inclusions, and table \d+ was the second-most
included rule with 13 inclusions.

We show the included rules sorted by rule ID (grouped in hundreds) in
Fig. 1b. The ID of each rule reflects when it was created in the active wrap-
per process, i. e., rules with lower IDs were created earlier than rules with higher
IDs. We observe that many rules that were included by others had a rule ID
between 400 and 700. Furthermore, approximately 47% of included rules had an
ID below 500 and 88% had an ID below 1, 000. In general, lower ID rules are
included in higher ID rules.

We also ran the inclusion algorithm on the R+ rules to double check whether
optimization is possible. We observe that one rule was removed. This inclusion
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Table 1. R− rules sorted in descending order by the number of included rules and
having more than 50 inclusions.

Regular Expression # included rules

[a-zA-Z]{3,}\s?\d+[\.\,\s\dabcdef]* 173

[a-zA-Z]{2,}\s?\d+(\.\d)? 173

[a-zA-Z]{3,}\s?\d+[\.\,\s\d]* 171

[a-zA-Z]{3,};?\s?\d+ 130

[a-zA-Z"]+\s?\d{1,3}$ 83

[a-zA-Z]{3,20}\s\d+(\,\d+)*(\.\d+)? 72

[a-zA-Z]{3,20}\d+ 71

[a-zA-Z]{3,}\s-?\d+(\.\d+)? 62

\d+(\,\d+)*(\.\d+)?\s[a-zA-Z]{3,10} 51

Fig. 1. Left: 166 rules were included once, one rule was included 14 times. Right:
Amount of inclusions based on rule ID. The Rule ID reflects the order in which a rule
was created in STEREO’s [7] wrapper induction (see Sect. 3).

was an exact duplicate that most likely was added by mistake. Thus, the R+

rules do not need further consideration for rule set minimization.

Transfer of the Rules to the HCI Domain. Using the LATEX files, we
added 13 new R+ rules and 77 R− rules. Furthermore, we manually changed
6 previously added R− rules to be more general. For example changing m^2 to
m^[2|3] to capture both square and cubic meters. The R+ rules added two
new statistics types, the Z-Test and ANOVA without an r-value. The statistics
covered by our rules are those frequently used in HCI literature [13]. In the
original implementation of STEREO, all ANOVA tests that did not contain a
r-value were seen as non-APA. However, we found that APA guidelines do allow
ANOVA to be reported without an r-value [1]. Therefore, when referencing the
percentage of APA-conform statistics in a corpus, we mention both including and
excluding ANOVA tests without an r-value. For both the Z-Test and ANOVA
without an r-value, only APA conform extraction rules were added.
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Table 2. Number (num) of extracted statistics and precision (P) over min(200, num)
for APA and non-APA conform reporting on HCI papers. Separately considering the
extraction from PDF and LATEX files.

APA conform non-APA conform

PDF LATEX PDF LATEX

Statistic Type num P num P num P num P

Student’s t-test 440 100% 634 100% 38 97.4% 69 100%

Pearson Correlation 48 100% 65 100% 76 96% 94 96.8%

Spearman Correlation 2 100% 1 100% 59 90.7% 64 89%

ANOVA 0 N/A 0 N/A 2 100% 0 N/A

ANOVA without r-value 1, 059 100% 1, 097 100% 0 N/A 0 N/A

Mann-Whitney-U 0 N/A 0 N/A 270 92% 425 94%

Wilcoxon Signed-Rank 0 N/A 0 N/A 0 N/A 0 N/A

Chi-Square 53 100% 85 100% 14 100% 718 100%

Z-Test 66 100% 195 100% 0 N/A 0 N/A

Total supported statistics 1, 668 2, 077 459 1, 370

For the PDF files, nine R− rules and no R+ rule had to be added. These
new R− rules where added because the PDF to text conversion includes page
numbers and citations, which are not contained in the LATEX files of the HCI
dataset and the JSON files of the CORD-19 dataset.

In total, transferring STEREO from the life sciences to the HCI domain
required adding 99 rules, including 13 R+ rules to cover Z-Tests and ANOVA
without r-value.

Precision of Statistics Extraction for the HCI Dataset. Our R+ rules
extract the same statistic types used in STEREO [7] (Pearson’s Correla-
tion, Spearman Correlation, Student’s t-test, ANOVA, Mann-Whitney-U Test,
Wilcoxon Signed-Rank Test, and Chi-Square Test). These statistic types were
chosen as they were commonly found in scientific papers. We added two new
types of statistics found often in HCI papers, the Z-Test and ANOVA without
an r-value.

In the 4, 023 HCI papers, the R+ rules matched 6, 321 sentences from the
PDF files and 7, 669 sentences from the LATEX files. Normalizing this to the
total amount of sentences in both file types, these numbers correspond to
about 3% of the sentences. Table 2 shows all reported statistics categorized by
type and whether the statistics matched APA style or not. For every statistic
type, more statistics were extracted from LATEX files than from PDF files. The
only exception is the Spearman Correlation in the case of APA conform and
LATEX. We denote‘Other Statistics’ as all statistic types which are extracted by
STEREO but are not assigned a specific APA or non-APA type. It includes a
range of statistics not yet captured by the rule set, e. g., interquartile range or
Kolmogorov-Smirnov tests. We do not list‘Other Statistics’ in the result tables.
Using PDF files, about 26% of the extracted statistics were APA conform (9%
when treating ANOVA without r-value as non-APA). With LATEX files, 27% of
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extracted statistics were APA conform (13% when considering ANOVA without
r-value as non-APA).

On PDF files, the precision for APA statistics was 100% and ranged from 90%
to 100% for non-APA statistics (see Table 2). ‘Other Statistics’ had a precision
of 54.5% with 4, 194 extracted statistics. Similarly, using the LATEX files, we
achieved 100% precision for APA conform statistics and precision ranging from
89% to 100%, otherwise. ‘Other Statistics’ had an increased precision of 60.5%
but only 4, 184 extracted statistics. Adding the‘Other Statistics’, we extracted
1, 668 APA conform and 4, 653 non-APA conform statistics on PDF files. On
the LATEX files, we extracted 2, 077 APA conform and 5, 554 non-APA conform
statistics in total.

Precision of the Statistics Extraction for the CORD-19 Dataset. The
number of statistics extractions and their precision on the CORD-19 dataset
are presented in Table 3. As expected, we achieve similar results as the original
STEREO paper. Please note that, as mentioned earlier, STEREO used a slightly
older version of the dataset than the one available to us. The most statistic was
extracted for‘Other Statistics’ with 114, 242 and a precision of 98.5%. In total,
2, 189 APA conform and 120, 516 non-APA conform statistics were extracted.
For the supported statistic types, non-APA conform Pearson Correlations were
extracted the most, by a large margin. Of the extracted statistics, 1.8% were
APA conform (0.8% when treating ANOVA without r-value as non-APA). As
for the HCI dataset, the APA-conform extractions achieved a precision of 100%.
For non-APA conform statistics, the precision ranged from 94.5% to 100%.

Table 3. Number (num) of extracted statistics for APA and non-APA conform report-
ing on CORD-19 papers. Precision (P) is calculated on 200 samples per type or all
samples if there are less.

APA conform non-APA conform

Statistic Type num P num P

Student’s t-test 662 100% 210 97%

Pearson Correlation 113 100% 5, 034 98.5%

Spearman Correlation 1 100% 551 100%

ANOVA 0 N/A 2 100%

ANOVA without r-value 1, 239 100% 0 N/A

Mann-Whitney-U 2 100% 419 94.5%

Wilcoxon Signed-Rank 0 N/A 0 N/A

Chi-Square 69 100% 58 100%

Z-Test 103 100% 0 N/A

Total supported statistics 2, 189 6, 274

R− Rule Evaluation. We evaluate the R− rules on 200 randomly selected sen-
tences from the HCI dataset as well as the CORD-19 dataset. We aim to test
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if any reported statistic was falsely matched by R− rules, i. e., results in a false
negative. Our investigation shows that for both datasets, all 200 sentences were
correctly identified as non-statistics. We measure the runtime using the HCI
dataset and compare the reduced rule set with the full rule set. The full rule
set takes 122.4 s (averaged over 5 runs), while the reduced rule set takes 84.5 s
(averaged over 5 runs). This is a performance gain of about 31% for the reduced
rule set.

We extract 200 sentences that contain a number but were not matched by any
R− or R+ rules. We assess whether these uncaptured sentences report a statistic
or not, or whether they contain a transformation error regardless of the content
(see Table 4). 92% of uncaptured sentences did not contain any statistics. The
most missed statistics (8.5%) were in CORD-19, whereas using the PDF files in
the HCI domain missed the fewest (2.5%). Using the CORD-19 dataset resulted
in the most transformation errors, while using LATEX did not have transformation
errors.

Table 4. Evaluation of sentences not covered by R− or R+ rules. Evaluated on a
sample of 200 sentences taken from the respective datasets.

Dataset Statistic missed No statistic contained Transformation error

CORD-19 + JSON 17 (9%) 174 (87%) 9 (5%)

HCI + LATEX 14 (7%) 186 (93%) 0 (0%)

HCI + PDF 5 (3%) 192 (96%) 3 (2%)

5 Discussion

Statistics Extraction from the Datasets. Using the HCI dataset, about
26% of the extracted statistics were APA conform. This is a large difference
to the 1.8% of APA conform statistics in the CORD-19 dataset. Nonetheless,
this means that the remaining 74% for HCI and 98.2% for CORD-19 of reported
statistics are non-APA conform. This makes understanding the scientific progress
and relying on studies very difficult for researchers, as discussed in the intro-
duction. Since all APA-conform statistics follow a very strict and well-defined
pattern, they achieve a precision of 100%. However, non-APA Mann-Whitney-U
test rules need refinement, as in all scenarios, some Wilcoxon Signed-Rank tests
were falsely identified as Mann-Whitney-U tests.

Generally, we could extract more statistics from LATEX files than using PDF
files in the HCI dataset. Note that the dataset contains only preprints that
are available in both formats. This means we loose statistics in the process of
converting PDF to text and learning rules to find those statistics in the text.
However, it is encouraging that regardless of the file format, the precision of the
extracted statistics is generally high for both PDF and LATEX.
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In LATEX files and in the CORD-19 dataset, page numbers, as well as cita-
tions, were automatically removed or never generated. However, converted PDF
files contained citations, which in turn included pages of an article in a journal
or ACM identifiers. These had a high diversity of representation, which makes
defining new R− rules to capture them very difficult. Some examples of these
variations can be seen in the following:

– Human Factors in Computing Systems. dl.acm.org, 2853-2859.
– ACM, New York, NY, USA, 285-296.
– Computer Graphics 19, 12 (2013), 2713-2722.
– Virtual Environ. 7(3), 225- 240 (1998).
– Thousand Oaks, CA, 508-510 (2007) [49]

In the end, we added the rule \),\s\d{1,4}[--]\d{2,4}[.)] to capture most
cases. Tables could not be removed from the PDF input, leading to some extra
rules. However, most numbers were already matched by the previously added
R− and R+ rules.

We performed a detailed analysis on the large deviation of the precision
(Table 2) for‘Other Statistics’, which are statistics we extract but do not deter-
mine the type of, compared to explicitly captured statistic types, i. e., those
that are supported by specific and typed R+ rules. We identified a rule in
STEREO that is \([P|p] \s? <?=? \s? \d (\.\d+)?\). This rule also cap-
tures the string (P1), which is not a statistic and produced false positive. Thus,
we change the rule to \([P|p] \s? [<=]+ \s? \d (\.\d+)?\). We re-run the
evaluation and retrieve 2, 337 ‘Other Statistics’. Now the precision goes up to
97.5% for the PDF files. For the LATEX files, ‘Other Statistics’ extractions are
reduced to 2, 254, with a precision increase to 98.5%.

Inspecting the Reduced Set of R− Rules. We applied the rule set inclusion
algorithm from Chen and Xu [5] to reduce the rule set of STEREO. The goal is
to improve STEREO’s runtime, which we observe to be by about one third. A
detailed inspection on the rule inclusion in Fig. 1b shows that later added rules
are more likely to include one or more other rules. Note, “later” refers to the
point in time a rule was added during the active wrapper learning process, i. e.,
a higher rule ID was assigned to it (see Sect. 3). We assume that later rules were
added with more background knowledge of the STEREO tool and thus they
tend to be more general. The most included rule is figure \d{1,2}. Later rules
like (...| fig | figure | Table |...)\s*\d+(\s*[\.\,]\s*\d+)* (short-
ened) include the first rule and do not only match a figure, but also tables and
equations.

The structure of rules with many inclusions is mostly similar. Every rule,
which included more than 100 other rules, leveraged numbers being preceded or
followed by a word. Fore example, [a-zA-Z]{3,} covers rules of the same struc-
ture designed for special physical units like \d[mM] matching meter information.
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6 Conclusion

We analyzed STEREO, which extracts statistics from papers using a set of reg-
ular expressions. We apply a rule set inclusion algorithm that removed a third
of the rules. We extend the rule set to the HCI domain. We repeated the active
wrapper learning from STEREO on a sample of 200 papers, i. e., 222, 544 sen-
tences. We only had to add 13 R+ and 77 R− rules to cover this new domain.
This is a small fraction of newly required rules compared to the 1, 510 original
rules in STEREO. We apply the extended statistics extraction rule set to the
whole HCI dataset. We find that only 26% of extracted statistics were APA
conform in the HCI domain, compared to only 1.8% for the CORD-19 dataset.

We compare the use of PDF versus LATEX files in the HCI domain. The overall
extraction precision is high independent of the format. For PDF converted to
text, we observe a few transformation errors, which do not occur with LATEX.

In future studies, one could further analyze Wilcoxon Signed-Rank tests that
were often falsely captured as Mann-Whitney-U tests. While Wilcoxon Signed-
Rank and Mann-Whitney-U have similar reporting styles, exploiting more sur-
rounding context might better separate these two types.
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Abstract. In this study, we proposed an efficient method to improve the per-
formance of the hierarchical semantic parsing task by strengthening the mean-
ing representation of the label candidate set via inductive grammar. In particular,
grammar was first synthesized from the logical representations of training anno-
tated data. Then, the model utilizes it as additional structured information for all
expression label predictions. The grammar was also used to prevent unpromising
directions in the semantic parsing process dynamically. The experimental results
on the three well-known semantic parsing datasets, TOP, TOPv2 (low-resource
settings), and ATIS, showed that our proposed method work effectiveness, which
achieved new state-of-the-art (SOTA) results on TOP and TOPv2 datasets, and
competitive results on the ATIS dataset.

Keywords: Hierarchical semantic parsing · Grammar · Task-Oriented Dialog

1 Introduction

Task-oriented dialog (TOD) systems are computer systems that assist users in achieving
specific objectives [15,23], which have widespread applications in both modern busi-
ness and daily life [24]. At the core of these systems, semantic parsers play an impor-
tant role in mapping natural language utterances into machine-understandable repre-
sentations. By utilizing these representations, TOD systems can understand the user’s
intentions and generate suitable responses accordingly. Therefore, developing effective
semantic parsers is a crucial aspect of building TOD systems.

Given a query, a semantic parser is responsible for identifying the user intents (e.g.,
“get event information”) and determining the entities that are relevant to those intents,
called slots (e.g., “the organizer”). Traditional semantic parsing methods, such as intent
detection and slot-filling, consider only a single intention for each user utterance [4,16].
However, the use of hierarchical representation [9] has introduced a new challenge
known as hierarchical semantic parsing (HSP), where the model must identify multiple-
level intentions and nested slots based on the query. This representation demonstrated
the importance of nested sub-logic composition in a TOD system [1]. While this repre-
sentation is flexible enough to capture the meaning of complex utterances, it also raises
challenges to semantic parsing models to accurately identify the appropriate label and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
E. Métais et al. (Eds.): NLDB 2023, LNCS 13913, pp. 339–351, 2023.
https://doi.org/10.1007/978-3-031-35320-8_24
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Fig. 1. Our mechanism (GRAM) uses grammar in hierarchical semantic parsing.

corresponding span hierarchically. In this work, we focus on the problem of similar
label confusion in HSP, which is common for slots like SL:ORGANIZER_EVENT and
SL:ATTENDEE_EVENT, which have close meanings.

Recently, based on the success of the pre-trained language model (LM) (e.g.,
BERT), the HSP task achieved impressive results [15,25]. However, these works do
not pay attention to the meaning of labels in the parsing process. Intuition from the
other tasks [6,14], we hypothesize that refined representing vectors of possible labels
based on grammar can help the model reduce confusion in recognizing similar labels.
For example, in Fig. 1, considering the current parsing step of intent IN:GET_EVENT,
the candidates are its children nodes generated by a grammar synthesized from training
data: SL:ORGANIZER_EVENT, SL:ATTENDEE_EVENT, etc. In our proposed model
(GRAM), these possible labels are encoded by an embedding layer and used to compute
the following label predictions. This allowed our model to focus on the important infor-
mation (candidate set) and make better predictions by preventing unpromising decoding
directions (e.g., SL:LOCATION in Fig. 1). Our method effectively injects structured
information on grammar into the model, thus enhancing the performance of semantic
parsers. Besides, this method is generalized enough to apply to another kind of semantic
logical representation, such as λ-calculus [7] or other structure parsing systems. Indeed,
our contributions to this paper are as follows:

• We propose a novel method for exacting and using grammar as additional structured
information in the hierarchical semantic parsing task to improve label representation
and prevent the unpromising predicting directions.

• An experimental experiment shows that our method achieves SOTA results on the
TOP dataset [9] and the TOPv2 dataset [5] (low-resource settings), and promising
results on the ATIS dataset [10].

The remainder of this paper is organized into five sections. Section 2 provides an
overview of related works. In Sect. 3, we provide a detailed description of our proposed
method, GRAM. Sections 4 and 5 present our experiments and results analysis. Finally,
in Sect. 6, we conclude this paper.
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2 Related Work

Hierarchical Semantic Parsing. TOP [9] and TOPv2 [5] datasets were created to
evaluate methods for the hierarchical semantic parsing task and several approaches
have been introduced to tackle the challenges of these datasets. To deal with com-
plex queries, Rongali et al. [19] developed a unified architecture based on sequence-
to-sequence (S2S) models and a pointer generator network. Aghajanyan et al. [1] con-
verted the hierarchical representation to a new form, called decoupled representation,
to deal with the problem of discontinuities in English and then used S2S models based
on the pointer generator architecture to predict this. Einolghozati et al. [8] proposed a
shift-reduce based on Recurrent Neural Network (RNN) Grammars with improvements
of incorporating contextualized embeddings, ensembling, and pairwise re-ranking via
a language model. Zhu et al. [25] developed a non-autoregressive parser based on an
insertion transformer to speed up the inference time. Finally, the RINE model [15] led
the SOTA results by splitting the parsing process into multiple steps, where the input of
the current step is the output of the previous step. However, the SOTA model ignores
the schema constraint information of hierarchical representation. This motivates us to
synthesize grammar from the hierarchical representation of annotated data and use it
for the prediction process.

Grammar-Constrained Neural NetworkModels. Incorporating grammar constraints
with deep neural networks has received considerable attention from researchers. Yin et
al. [22] introduced a neural code generation approach that generates an abstract syntax
tree by following a series of actions dictated by a grammar model, which encodes the
syntax of the programming language as prior knowledge. Xiao et al. [21] proposed an
RNN-based approach for semantic parsing that takes into account grammar constraints
of logical form. Specifically, this model used a constrained loss to optimize the model’s
parameters. More recently, Baranowski et al. [2] extracted a context-free grammar from
the target logical form of the semantic parsing task. These grammar constraints were
then enforced with an LR parser [12] to maintain syntactically valid sequences through-
out decoding. In comparison, besides using grammar to maintain valid label predictions
as in prior research, we also leverage grammar as additional structured information for
performing label predictions. To the best of our knowledge, we are the first to integrate
grammar constraints with label embedding [14] to tackle the problem of similar label
confusion in the hierarchical semantic parsing task.

3 Method

3.1 Overview

Figure 2 illustrates an overview of our method, GRAM. Firstly, from the annotated
training data, we synthesize a grammar based on the parent-child relations in the hier-
archical representation. This results in an inductive grammar with the root represented
by a special label ROOT. Secondly, we train our GRAM model, which uses the recur-
sive insertion-based method [15] enhanced by label embedding [14] and grammar con-
straints to tackle the problem of hierarchical semantic parsing. The parsing process
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consists of multiple sub-node prediction steps. At each parsing step, a pre-trained LM
[13] serves as an encoder to obtain hidden states of the input. Two classifiers are then
employed to predict the start and end positions of the span. For label prediction, the
label embedding method is used to assist the model in learning the latent features of
label categories, which serves as additional information to reduce confusion between
labels. To this end, we apply a grammar-based masking strategy to the label embed-
ding to focus the model on relevant labels (candidate set) rather than all label types,
thus reducing the model resources required to distinguish unpromising label types. The
masked label embedding is then utilized to create the final representation of the label
type, which is used to predict the label.

Fig. 2. Overview of our method

3.2 Recursive Insertion-Based Method

Before introducing our model, we describe the recursive insertion-based method [15].
In this method, the parsing process can be formally represented as an incremental chain
of sub-parsed trees, P = [P0, P1, P2, ..., Pn] where n is the total number of parsing
steps required to obtain the full-parsed tree (e.g., n = 3 in the example of Fig. 2). P0

represents the original input utterance. At the ith step, the model takes the output of the
previous parsed tree Pi−1 as input and predicts the node label with its corresponding
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span. This label is inserted into the previous parsed tree based on the position of the
predicted span to form the current parsed tree Pi. The process recursively runs until a
special end-of-prediction signal (EOP) is encountered.

3.3 Grammar Constraints

Our observation revealed that the relationship between parent nodes and child nodes
in the hierarchical representation typically follows some constraints. For example, the
intent IN:GET_LOCATIONS is associated with slots containing location informa-
tion, such as SL:LOCATION or SL:POINT_ON_MAP. These relationships are use-
ful during the hierarchical parsing process as they can prevent the model from mak-
ing unpromising label predictions. Therefore, we introduce a grammar-based mecha-
nism and aggregate it with our recursive insertion-based model to improve the label
prediction performance. In particular, from the annotated training data, we extract
grammar G = {U → V | U, V are non-terminal nodes} (e.g., IN:GET_LOCATION
→ SL:LOCATION). Aggregating the extracted grammar into the recursive insertion-
based model means that at each step of parsing process, the model only needs to con-
sider a pool of candidates for predicting label type instead of all label categories (e.g.,
G(IN:GET_EVENT) is candidate set of parent node IN:GET_EVENT).

3.4 Modeling

Training. At the ith step of the parsing process, the inputs are the linearized repre-
sentation containing m tokens of the parsed tree, Pi = [x1, x2, ..., xm], and the parent
node U . Given these inputs, the model needs to predict a node label in the label set
L = [l1, l2, ..., l|L|] and its corresponding span (i, j) with i, j ∈ [0,m).

Firstly, we use the label embedding method [14] to represent the set of label cate-
goriesL. This method transforms label categories from the label space to the embedding
space, which captures the semantic meaning of label categories.

ei = El(li) (1)

where El indicates the label embedding lookup table and ei denotes the vector repre-
sentation of label type in the embedding space. At the start, the parameters in the lookup
table are randomly initialized, which will be updated during the training process.

Then, using a pre-trained LM [13] as an encoder, the input sequence Pi is encoded
to obtain its hidden states. Following Mansimov et al. [15], we use the hidden states of
the two last transformer layers to compute the probabilities of start and end positions.

pstartk = softmax(Wsh
(t)
xk

+ bs) (2)

pendk = softmax(Weh
(t−1)
xk

+ be) (3)

where W∗ and b∗ are the learnable parameters, t is the index of the last transformer
layer in the pre-trained LM, and xk is the kth token in the input sequence.

For label prediction, given the hidden state of [CLS] token in the last transformer
layer and the label embedding e = [e1, e2, ..., e|L|], a multi-head attention layer [20]
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is applied to obtain the attention vector hattn. For computing this attention vector, we
use the sentence embedding h

(t)
[CLS] as the query, and the label embedding as the key

and value. Especially, an attention mask generated by grammar is used to cause only
the promising label predictions to be attended. Let set C as the candidate set generated
from the extracted grammar G and the parent node U . We define a masking matrix M
to inject grammar information to the model with values set 0 for all labels in C and 1 for
otherwise. To this end, the promising label meaning vector contributes to the node label
prediction via the dependencies between the sentence context vector and candidate label
set. Following that, the attention vector hattn is concatenated with the hidden state of
[CLS] token h

(t)
[CLS] to create the hidden state of label type hnodeLb. This hidden state

is then put into a linear layer to get the probabilities of label type pnodeLb.

Mi =

{
0 if li ∈ C
1 otherwise

(4)

hattn = MHA(h(t)
[CLS], e, e, M) (5)

hnodeLb = concat(hattn, h
(t)
[CLS]) (6)

pnodeLb = softmax(Wlbh
nodeLb + blb) (7)

Since hattn is the result of the attention mechanism of h
(t)
[CLS] with only a pool of label

candidates through the masking mechanism. That guides the model to focus only on
the valid candidate set C, therefore reducing the resource needed to distinguish other
labels which are not in C. In addition, hattn is concated with h

(t)
[CLS] to form the final

hidden state hnodeLb, which means that hnodeLb not only contains the latent knowledge
of label categories but also carry the semantic information from the language model.
Finally, the cross-entropy (CE) losses are computed based on the gold label and the
resulting probabilities of label and span.

LossnodeLb = CE(gnodeLb, pnodeLb) (8)

Lossstart =
∑
k

CE(gstartk , pstartk ) (9)

Lossend =
∑
k

CE(gendk , pendk ) (10)

Lossfinal = LossnodeLb + Lossstart + Lossend (11)

Inference In the inference phase, we also use the grammar to correct the parsing pro-
cess to prune the unpromising decoding directions. However, the challenge in this phase
is the lack of information about the parent node to generate a candidate set. To meet this
challenge, a simple strategy is applied where we first predict the span of the label and
then use this information to figure out what the parent node should be. For example, con-
sidering the third step 3rd with given input P2 in Fig. 2, there is no information about
the parent node of the current label should be IN:GET_EVENT or SL:CATE_EVENT.
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Therefore, we perform the span prediction first and get the span “tonight”. Based on
the position of this span in the given parsed tree P2, the parent node of the current
label should be IN:GET_EVENT. Once obtaining the parent node, we use it with the
extracted grammar to generate a set of candidates C. Based on this candidate set, we
prune the decoding directions of the labels not in the set. To accomplish this, we set the
probabilities of all labels c /∈ C to zero.

4 Experiment

4.1 Dataset and Evaluation Metric

In this study, we evaluated our method by using three well-known English semantic
parsing datasets including TOP [9], TOPv2 [5], and ATIS [10]. Similar to prior works
[1,15,19], our primary evaluation metric was the exact match (EM). The EM score was
calculated based on the number of predicted trees that exactly matched the gold trees.

TOP. The dataset contains utterances in two domains: navigation and event. There are
25 intents and 36 slots in the dataset. The mean depth of the trees is 2.54, and the mean
length of the utterances is 8.93 tokens. Following the previous works [8,15,19,25], we
eliminated all the utterances containing the UNSUPPORTED intent which resulted in
28,414 training, 4,032 valid, and 8,241 test utterances.

TOPv2. The dataset is designed to focus on low-resource settings. In this study, we
used the low-resource version of the reminder and weather domains. Whereas the
weather domain only has 7 intents and 11 slots, the reminder domain has 19 intents
and 32 slots. The low-resource versions are created by using a sample per intent and
slot (SPIS) threshold from the original training data. Specifically, when an intent or a
slot occurs with less than a defined number of SPIS, all parsed trees containing this
intent/slot will be chosen as low-resource samples. In this research, we used the low-
resource settings at 500 SPIS and 25 SPIS. At 500 SPIS, the reminder domain has
4788 training and 1871 validation utterances, while the weather domain contains 2372
training and 1202 validation utterances. At 25 SPIS, the reminder domain has 493 train-
ing and 337 validation utterances, while the weather domain contains 176 training and
147 validation utterances. There are, respectively, 5767 and 5682 test utterances in the
reminder and weather domains in both SPIS settings.

ATIS. The dataset is a collection of utterances taken from users who were booking
flights. There are 21 intents and 120 slots in the ATIS dataset. In this study, we used
the same data division as Nguyen et al. [17]. The training, validation, and test sets
contain 4478, 500, and 893 utterances, respectively. However, the ATIS dataset used
the BIO format for representing data samples instead of hierarchical representation [9].
Therefore, we built a hierarchical representation version of the ATIS dataset to evaluate
our method. It’s worth noting that we did not change any labels or spans in the dataset,
we only converted the format from BIO to hierarchical representation so that our results
can be directly compared to previous works on the ATIS dataset.
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4.2 Experimental Setting

Baseline. We reproduced the RINE model [15] as a strong baseline. For the hyperpa-
rameters, we used the same values as those specified in the original paper.

GRAM1. We used RoBERTa-large and RoBERTa-base pre-trained language models
[13] as our backbone encoders. For the TOP dataset, we set the number of warmup
steps to 1000, using Adam optimizer [11] with a peak learning rate at 1e-05. The train-
ing process takes a mini-batch of size 32, with a max length of 512 tokens. Since the
label embedding lookup table (Sect. 3.4) is randomly initialized at the beginning of the
training process. This randomness can cause the model’s performance to be inconsis-
tent. To address this, we froze the RoBERTa encoder for the first {0, 1, 3, 5, 7}2 epochs
and trained only the label embedding layer on these epochs. For the TOPv2 dataset, we
used the same settings as the TOP dataset, except for a batch size of 16 at 500 SPIS
and a batch size of 8 and 10 epochs for freezing RoBERTa encoders at 25 SPIS. For the
ATIS dataset, we used the same settings as the TOPv2 dataset at 25 SPIS.

4.3 Main Results

Table 1. Performance comparison on the TOP and TOPv2 test sets.

Method Pre-trained TOP TOPv2

Weather Reminder

25 SPIS 500 SPIS 25 SPIS 500 SPIS

RNNG ensem. + SVMRank [8] ELMo 87.25 _ _ _ _

S2S-Ptr [19] RoBERTa 86.67 _ _ _ _

Decoupled S2S-Ptr [1] RoBERTa 87.10 _ _ _ _

Seq2seq-Ptr [5] BART _ 71.60 84.90 55.70 71.90

Insertion Transformer + S2S [25] RoBERTa 86.74 _ _ _ _

RINEbase [15] RoBERTa 87.14 74.53 87.80 68.71 80.30

RINElarge [15] RoBERTa 87.57 77.03 87.50 71.10 81.31

GRAMbase (ours) RoBERTa 87.19 75.95 88.40 69.74 81.39

GRAMlarge (ours) RoBERTa 87.85 78.83 88.06 71.44 82.19

Table 1 shows the results on the TOP and TOPv2 test sets of our method and other previ-
ous works. In the TOP dataset, our models outperformed all other methods. Particularly,
it achieved a higher score than the autoregressive S2S model with pointer network [19]
by 1.18 EM and the current SOTA method RINE [15] by 0.28 EM scores. These results
demonstrate the value of incorporating grammar in our model when performing the
TOP dataset. In the TOPv2 dataset, our models outperformed other methods in all SPIS
settings of both the reminder and weather domains. Specifically, at 25 SPIS settings, our
method outperformed the baseline by 1.80 EM and 0.34 EM, and at 500 SPIS settings,

1 Our source code and the converted version of the ATIS dataset are publicly available at https://
github.com/truongdo619/GRAM.

2 The values resulting in the best performance are bold.

https://github.com/truongdo619/GRAM
https://github.com/truongdo619/GRAM
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Table 2. Performance compari-
son for ATIS test set.

Method EM

BERT-Joint [3] 88.20

JointBERT [4] 88.20

Stack-propagation [18] 88.60

JointBERT-CAE + CRF [17] 88.40

JointBERT-CAE [17] 88.70

RINElarge (ours) 88.06

GRAMlarge (ours) 88.69

Table 3. Results of ablation study on validation set of
TOP dataset. Denotations ✓ and ✗ indicate whether cor-
responding component was used or not, respectively. Δ
denotes difference in EM scores between the full-setting
model with other models.

Method Settings EM Δ
Grammar-based
Label Embedding

Pruning Label by
Grammar

GRAM ✓ ✓ 87.90
✓ ✗ 87.82 –0.08
✓* ✗ 87.66 –0.24
✗ ✓ 87.74 –0.16

Baseline ✗ ✗ 87.57 –0.33
∗ Without freezing RoBERTa to training label embed-
ding first (Sect. 4.2).

our method outperformed the baseline by 0.90 EM and 0.88 EM in the weather and
reminder domains, respectively. These results show that even under the conditions of
minimal annotated training data, our technique still achieves significant improvements.
In addition, the RoBERTa-base [13] version of our method performed better than the
RoBERTa-base version of RINE in all settings. This proves the solid improvement of
our grammar integration mechanism on the different pre-trained models.

Table 2 shows the results of the ATIS test set of our method and other prior works.
Our method outperformed the baseline and achieved competitive results when com-
pared with the current best method JointBERT-CAE [17]. These results proved the solid
improvement of our integration mechanism, in which our method is generalized enough
to apply to other semantic parsing datasets other than TOP and its variants.

5 Analysis

5.1 Statistical Analysis of Label Confusion

In the parsing process, an intent typically comes up with similar slots that are easily
confused. Therefore, we conducted a statistical analysis to inspect the ability of our
model to distinguish the slots within an intent (Fig. 3). For analysis, we select the intent
IN:GET_EVENT, which has the most errors in the TOP test set. We then compared the
F1 score improvement for all slots within this intent using our GRAM model and the
baseline model, as shown in Fig. 3b. We found that the advancement of our model is
shown in both high and low occurrence slots. For example, we observed an improve-
ment of 0.022 F1 score for the SL:ORGANIZER_EVENT slot, which was mainly
due to the reduction in confusion with the SL:ATTENDEE_EVENT slot (Fig. 3a).
Although our model improves on almost slots, it still remains confusing in special slot
SL:ATTRIBUTE_EVENT. We argue that because this slot has more general meaning
compared with other specific slots. These results proved the effectiveness of incorpo-
rating latent label knowledge through grammar-based label embedding to reduce con-
fusion between analogous labels.
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Fig. 3. Error matrix of baseline and distribution of slot F1 improvement between GRAM com-
pared with baseline in the TOP test set, sorted by occurrence.

5.2 Ablation Study

To evaluate the impact of using grammar-based label embedding to diminish label con-
fusion in the training phase and grammar to prevent unpromising label predictions in
the inference phase, we compared our full-setting model with each combination of com-
ponent settings and the baseline (Table 3). We found that using grammar to prevent the
unpromising label predictions in the inference phase led to improve performance on the
TOP dataset (0.17 EM score higher than with the baseline model). Besides that, using
grammar-based label embedding to diminish the label confusion in the training phase
further improved performance on the TOP dataset (0.25 EM score higher than with
the baseline model). In addition, we found the advancement of freezing the RoBERTa
encoder for some first epochs to train only the label embedding layer on these epochs
(0.16 EM score higher than without freezing). We attribute this to helping the weights
of the label embedding layer be more stable, it provides a good starting point for the
fine-tuning process.

5.3 Case Study

Table 4 shows the difference in our model output compared to the baseline model on
the TOP dataset. In the first example, the baseline model is confused between two
labels, SL:ORGANIZER_EVENT and SL:NAME_EVENT, which both convey event
information. In contrast, our model which incorporates grammar-based label embed-
ding to reduce confusion about similar labels accurately predicted the output. In the
second example, our model predicted the slot SL:POINT_ON_MAP after the intent
IN:GET_LOCATION, whereas the baseline predicted the slot SL:NAME_EVENT.
This difference occurred because the extracted grammar does not contain the constraint
(IN:GET_LOCATION → SL:NAME_EVENT). This emphasizes the importance of
using grammar to prevent unpromising label predictions in our method. The last exam-
ple is the most difficult because it contains a tree with a depth of 5, which indicates
that the tree structure is highly complex. Both models were unable to provide accurate
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Table 4. Comparison of outputs of baseline (RINE) and our model (GRAM) on the validation set
of TOP.

Type Ouput

Input Show me the next event sponsored by Genesee County Parks and Recreation

Ground-Truth
[IN:GET_EVENT Show me the [SL:ORDINAL next ] event sponsored by [SL:ORGANIZER_EVENT
Genesee County Parks and Recreation ] ]

Baseline
[IN:GET_EVENT Show me the [SL:ORDINAL next ] event sponsored by [SL:NAME_EVENT
Genesee County Parks and Recreation ] ]

GRAM
[IN:GET_EVENT Show me the [SL:ORDINAL next ] event sponsored by [SL:ORGANIZER_EVENT
Genesee County Parks and Recreation ] ]

Input Where is the nearest Tom Thumb
Ground-Truth [IN:GET_LOCATION Where is the [SL:LOC_MOD nearest ] [SL:POINT_ON_MAP Tom Thumb ] ]
Baseline [IN:GET_LOCATION Where is the [SL:LOC_MOD nearest ] [SL:NAME_EVENT Tom Thumb ] ]
GRAM [IN:GET_LOCATION Where is the [SL:LOC_MOD nearest ] [SL:POINT_ON_MAP Tom Thumb ] ]

Input traffic near me right now

Ground-Truth
[IN:GET_INFO_TRAFFIC What ’s the traffic like [SL:LOCATION [IN:GET_LOCATION [SL:LOCATION
_MODIFIER [IN:GET_LOCATION [SL:SEARCH_RADIUS around ] [SL:LOCATION Sturgis ] ] ] ] ] ]

Baseline
[IN:GET_INFO_TRAFFIC What ’s the traffic like [SL:LOCATION [IN:GET_LOCATION [SL:SEARCH
_RADIUS around ] [SL:LOCATION Sturgis ] ] ] ]

GRAM
[IN:GET_INFO_TRAFFIC What ’s the traffic like [SL:LOCATION [IN:GET_LOCATION [SL:SEARCH
_RADIUS around ] [SL:LOCATION Sturgis ] ] ] ]

predictions, indicating that developing techniques to handle such complex queries is an
interesting topic for future work.

6 Conclusion

In conclusion, this research has proposed an effective method for improving the hierar-
chical semantic parsing task by strengthening the meaning representation of the label
candidate set via grammar constraints. Our approach synthesized grammar from log-
ical representations of training annotated data, and utilized it as additional structured
information for all expression label predictions. Additionally, we also leveraged the
grammar to dynamically prevent unpromising directions in the semantic parsing pro-
cess. The effectiveness of our method was demonstrated by experimental results on
three semantic parsing datasets, TOP, TOPv2, and ATIS.
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Abstract. Many knowledge graphs have been created to support intelligent
applications, such as search engines and recommendation systems. Some
domain-specific knowledge graphs contain similar contents in nature (e.g., the
FreeBase contains information about actors and movies which are the core of the
IMDB). Adding relevant facts or triples from one knowledge graph into another
domain-specific knowledge graph is key to expanding the coverage of the knowl-
edge graph. The facts from one knowledge graph may contain unknown entities
or relations that do not occur in the existing knowledge graphs, but it doesn’t
mean that these facts are not relevant and hence can not be added to an existing
domain-specific knowledge graph. However, adding irrelevant facts will violate
the inherent nature of the existing knowledge graph. In other words, the facts that
conform to the subject matter of the existing domain-specific knowledge graph
only can be added. Therefore, it is vital to filter out irrelevant facts in order to
avoid such violations. This paper presents an embedding method called UFD to
compute the relevance of the unknown facts to an existing domain-specific knowl-
edge graph so that the relevant new facts from another knowledge graph can be
added to the existing domain-specific knowledge graph. A new dataset, called
UFD-303K, is created for evaluating unknown fact detection. The experiments
show that our embedding method is very effective at distinguishing and adding
relevant unknown facts to the existing knowledge graph. The code and datasets of
this paper can be obtained from GitHub (https://github.com/MiaoHu-Pro/UFD).

Keywords: Domain-specific knowledge graph · Knowledge graph expanding ·
Unknown facts detection · BERT pre-trained model

1 Introduction

Knowledge graphs are widely used in many information systems such as search engines
and recommender systems. A knowledge graph (KG) G = {(h, r, t)|h, t ∈ E, r ∈ R}
is a set of triples where E is a set of entities, R is a set of relations between the
entities. A triple (h, r, t) denotes that the head entity h has a relation of r with a tail
entity t. For example, as shown in Fig. 1, (‘Tom Cruise’, ‘/film/producer/film’, ‘Mis-
sion:Impossible’) is a triple where the head entity is ‘Tom Cruise’, the relation is
‘film/producer/film’, and the tail entity is ‘Mission:Impossible’.

The Domain-specific Knowledge Graph (Ds-KG) is described as “Domain Knowl-
edge Graph is an explicit conceptualisation to a high-level subject-matter domain and
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Fig. 1. An example of a sub-graph from FreeBase, where the nodes are entities, and the directed
edges represent relationships between the entities. There are 2 relations, ‘/film/film/produced_by’
and ‘/film/producer/film’, between ‘Tom Cruise’ and ‘Mission:Impossible’. And a new relation r′

is introduced from out-of-KG. Then, an unknown fact, (‘Tom Cruise’, r′,‘Mission:Impossible’),
is emerging. By analogy, a new entity, ‘Mission:impossible 7’, is introduced, which constructs an
unknown fact (‘Tom Cruise’, ‘/film/producer/film’,‘Mission:Impossible 7’). Before adding them
to the existing knowledge graph, it is necessary to judge whether these unknown facts constructed
by new entities or new relations are relevant to the current knowledge graph.

its specific subdomains are represented in terms of semantically interrelated entities and
relations.” in [1]. In other words, Ds-KG is a knowledge representation for a specific
domain application. Large-scale domain-specific knowledge graphs (such as FreeBase1

and IMDB2) have played key roles in supporting intelligent question-answering, recom-
mendation systems, and search engines [7]. Some of them may contain similar contents
to some extent, for example, the FreeBase knowledge graph also contains facts3 about
movies, TV series, which overlaps with the content in the IMDB knowledge graph.
Some of the facts in FreeBase conform to the subject matter of the IMDB, and these
facts can be introduced into IMDB from FreeBase, which is a crucial way to enrich the
IMDB.

Adding relevant facts from one knowledge graph U into another knowledge graph
G is instrumental as this will help to enrich the content in the knowledge graph G and
consequently improve the intelligent systems that use the knowledge graph G. Adding
facts from one knowledge graph U into another existing domain-specific knowledge
graph G is not easy, as not all the facts in U are relevant to the subject matter of the
contents in G. Adding irrelevant facts may violate the inherent nature of the existing
knowledge graph. In other words, we hope to introduce new facts that conform to the
subject matters of the existing domain-specific knowledge graph [1]. For example, the
triple of (‘Geoffrey Hinton’, ‘recipient of’, ‘2018 ACM A.M. Turing Award’) about a
computer scientist is certainly irrelevant to the IMDB knowledge graph as the IMDB
knowledge graph contains triples about movies, TV programs and actors. Such facts
should not be added to the IMDB knowledge graph to avoid violation. The facts from
U may contain entities or relations that are not in G. Such facts constructed by new
entities or relations are denoted as unknown/new facts for graph G in this paper4.

1 www.freebase.com.
2 IMDB is the world’s most popular and authoritative source for movie, TV and celebrity content

(https://www.imdb.com/).
3 ‘facts’ and ‘triples’ are used interchangeably without confusion in this paper.
4 ‘unknown facts’ and ‘new facts’ are used interchangeably in this paper.

www.freebase.com
https://www.imdb.com/
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Making sure as many relevant facts from U as possible are added to an existing
knowledge graph G is key to enriching G but also preventing violating the inherent
subject matter of the knowledge graph. This paper proposes to address this issue by
learning embeddings to detect if an unknown fact is relevant to the subject matter of
an existing knowledge graph so that only those relevant facts are added to an existing
domain-specific knowledge graph.

For a fact (h′, r′, t′) ∈ U , this paper focus on the following cases for this fact to be
added to an existing knowledge graph G = (E,R):

1. r′ ∈ R, h′ /∈ E, or t′ �∈ E: at least one of the head or tail entities is unknown to the
existing knowledge graph G;

2. r′ �∈ R: the relation is unknown to the existing knowledge graph G. This should also
include the case where r′ �∈ R, h′ /∈ E, and t′ �∈ E.

For example, in Fig. 1, there are 2 relations between ‘Tom Cruise’ and ‘Mis-
sion:Impossible’. There may be a new relation r′ between the two entities, and the
r′ does not exist in R. On the other hand, the title of the new film ‘Mission:Impossible
7’, the latest movie starring ‘Tom Cruise’, that will be released in 2023, is a new entity,
and it is now not in the entity set E. Therefore, it is necessary to detect whether the
unknown facts constructed by new entities or new relations, such as (‘Tom Cruise’,
‘/film/producer/film’ ,‘Mission:Impossible 7’), are relevant or not to the subject of
knowledge graph G before adding them into G.

Manually adding unknown facts into the existing knowledge graph is time-
consuming and makes it difficult to validate if the unknown facts should belong to the
knowledge graph. This paper seeks to show how to expand an existing domain-specific
knowledge graph by adding relevant facts obtained from other knowledge graphs. The
contributions of this work are as follows:

1. A novel knowledge graph expansion strategy is proposed, using unknown facts from
other knowledge graphs;

2. A new embedding method via the composition of word information is introduced
to embed a given fact and to judge if it should be added to the existing knowledge
graph;

3. A new large dataset, UFD-303K, is created for this task. The experiments with
UFD-303K show that our embedding method is effective for determining whether
unknown facts are relevant and whether they should be added to the existing knowl-
edge graph.

2 Related Work

Many KGs have been built but they are still incomplete [13,19] due to missing enti-
ties or relations. Therefore, adding new entities or relations had been instrumental to
improving the completeness of the existing graphs. This section presents key notation
and related work about improving knowledge graph completeness.
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2.1 Knowledge Graph Completion

There has been work about knowledge graph completion for ‘closed’ knowledge graphs
using link prediction. The translation-based models, proposed in TransE [2], interpret
each relation as a translating operation from a head entity to a tail entity for a triple
(h, r, t) ∈ G, i.e., h+ r ≈ t, where h, r, t ∈ R

n are used to denote the embeddings for
h, r, t, respectively. The learning objective is to minimise the loss of the score function
fr(h, t) = ‖h + r − t‖ for all the triples in G. The TransH [21] projects h and t to
the relationship-specific hyperplane to allow entities to play different roles in different
relationships. The RotatE [15] treats the relation r as a rotating operation from h to
t. The RESCAL [11] represents each relation as a full rank matrix and defines the
score function as fr(h, t) = h�Mrt. As full rank matrices are prone to over-fitting,
recent work turns to make additional assumptions on Mr. For example, DistMult [24]
assumes Mr to be a diagonal matrix, which also utilizes the multi-linear dot product
as the scoring function. To better model asymmetric and inverse relations, DistMult
was extended by introducing complex-valued embeddings, followed by the proposal of
ComplEx [17].

The above models are referred to as shallow models as they cannot capture the
potential connection between entities and relationships well. CNN-based approaches
have been proposed to capture the expressive features, such as, ConvE [4] and ConvKB
[10]. ConvE and ConvKB take advantage of CNNs, which improves the expressive
power by increasing the interactions between entities and relations.

However, the above models ignore the neighbourhood information in the process of
embedding. The Graph Convolutional Network-based methods (GCNs) were proposed
to address this issue, such as R-GCN [12], which is the first to show that the GCNs can
be applied to model relational data. To explicitly and sufficiently model the Semantic
Evidence into knowledge embedding, a new method SE-GNN [8] was proposed, where
the three-level Semantic Evidence (entity level, relation level and triple-level) are mod-
elled explicitly by the corresponding neighbour pattern and merged sufficiently by the
multi-layer aggregation, which contributes to obtaining more extrapolative knowledge
representation.

2.2 Knowledge Graph Completion with Unknown Entities

The above methods only focus on a closed knowledge graph, which enriches the knowl-
edge graph by complementing the relationships between entities. However, with the
growing volume of data on the Internet, new entities are constantly emerging over time.
The entities obtained from the out-of-knowledge graph (called out-of-KG for short in
this paper) have been used to enrich the existing knowledge graph [13,14,20,22].

Zhang [20] first proposed a novel method of jointly embedding entities and words
into the same continuous vector space, resulting in the prediction of facts containing
entities that comes from the out-of-KG. In order to enhance the entities’ semantic infor-
mation, the entity description was used to help with knowledge graph embedding. For
example, DKRL [22] employed two encoder methods, continuous Bag-of-words and
convolutional neural network (CNN), to embed entity description and then to train mod-
els based TransE framework. The ConMask [14] used the CNN attention mechanism
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to mark which words in the entity description are related to the relation, and then gen-
erating target entity embedding. Shah et al. [13] proposed an open-word knowledge
graph completion framework, OWE, based on any pre-trained embedding model, such
as TransE. This framework aims to establish a mapping between entity descriptions and
their pre-trained embeddings.

The above embedding methods use new entities from the out-of-KG to enrich the
existing knowledge graph via word embeddings. However, they are not able to tell
whether the new facts constructed with unknown entities are relevant to the existing
knowledge graph and hence the new facts may violate the inherent coherence of the
existing knowledge graph.

The entity alignment approach [9,23] aims to expand an existing knowledge graph
by linking or aligning two entities from two different knowledge graphs that describe
the same real-world object. For example, let G1 and G2 be two knowledge graphs to
be aligned. If an entity e1 in G1 corresponds to another entity e2 in G2, we call (e1,
e2) an alignment pair. The task of entity alignment is to find all alignment pairs across
two knowledge graphs. Related work also includes extracting facts from texts to enrich
an existing knowledge graph [6,25]. However, most of the existing work relies on the
pre-defined relations, which are used to guide the extraction of facts from texts.

2.3 Remarks

This paper proposes to expand a domain-specific knowledge graph G by adding
unknown facts from another knowledge graph U , where either the entities or the rela-
tions from U may be unknown to G. This is significantly different from and more chal-
lenging than the above mentioned work. As the unknown facts may contain new entities
or relations which did not exist in G, we need to make sure that only the facts that are
relevant to the subject matter of G from U can be added into G to avoid potential vio-
lation of the inherent subject matter of G.

3 Unknown Fact Detection

This section introduces a novel approach by learning word embeddings for the entities
and relations, in order to detect if the unknown facts from U are relevant to the existing
knowledge graph so that as many relevant facts from U as possible are added into G.

3.1 Constructing Description for Facts

We use a sub-graph (shown in Fig. 2) from the created UFD-303K dataset as an exam-
ple. For each entity, a brief description (known as Mention in this paper) was obtained
from WiKidata5. Each Mention (usually in a phrase or a sentence) provides a brief
explanation for its associated entity. For example, the entity ‘Titanic’ has a Mention
with ‘1997 American romantic disaster film directed by James Cameron’.

A triple (h, r, t) in a knowledge graph is used to denote a fact, i.e., the head entity
h has a relation of r with the tail entity t. For example, as shown in Fig. 2, a triple τ =

5 https://www.wikidata.org/wiki/Wikidata:Main_Page.

https://www.wikidata.org/wiki/Wikidata:Main_Page
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Fig. 2. A sub-graph of the UFD-303K dataset, the new dataset proposed by this work and the
more details will be given in Sect. 4.1. The data use the format of (entity name, mention). For
example, the format for entity ‘James Cameron’ is (‘James Cameron’, ‘Canadian film director’)
and the format for entity ‘Titanic’ is (‘Titanic’, ‘1997 American romantic disaster film directed
by James Cameron’). The new entities and new relations are introduced marked as red. (Color
figure online)

Fig. 3. The structure for representing entity or relation X .

(‘James Cameron’, ‘film.writer.film’, ‘Titanic’) can be described as D(τ) = (James
Cameron has a relation of film.writer.film with Titanic.). In order
to enhance the semantic information for the triple, the external explanation informa-
tion, such as the Mention, can be used to construct a meaningful description for the
triple.

In this work, an entity or relation representation consists of 2 components (Name,
Mention), as shown in Fig. 3. Here, the Name will refer to either the actual entity or
relation and the Mention is usually a phrase or a sentence to interpret an entity. In order
to increase the interaction between entities and the relation, we use the sentence tem-
plate {r, which is between h and t.} to create a corresponding Mention for
a relation within the facts. Let X be an entity or a relation, and X contains 2 compo-
nents as shown in Fig. 3,

X = (x1, x2), (1)

where x1 is a list of words for Name and x2 is a list of words for Mention as shown
in Fig. 3. For example, given an entity, ‘Titanic’, x1 refers to itself, and x2 denotes its
Mention, ‘1997 American romantic disaster film directed by James Cameron’. Then,
the entity ‘Titanic’ can be described as XTitanic = ( Titanic, 1997 American

romantic disaster film directed by James Cameron.). As a result, given
a triple τ = (h, r, t), its new description can be represented as:
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D(τ) = (Xh;Xr;Xt), (2)

where Xh, Xr, and Xt represent the word sequence of h, r, and t, which is ini-
tialized by Eq. (1). Finally, for τ = (‘James Cameron’, ‘film.writer.film’, ‘Titanic’),
it will be described by the new description constructed by Eq. (2), i.e., D(τ)
= (James Cameron, Canadian film director; film.writer.film, which

is between James Cameron and Titanic; Titanic, 1997 American

romantic disaster film directed by James Cameron.).

3.2 Unknown Fact Detection Model

BERT [5] is a pre-trained language model based on a multilayer bidirectional Trans-
former encoder [18]. In this work, we fine-tune the pre-trained BERT for Unknown
Fact Detection, known as UFD. The triple description will be concatenated together
into a single sequence as input. The first token of every sequence is always a special
classification token ([CLS]). The final hidden state corresponding to this token is used
as the aggregated sequence representation for the classification task. Each component
of the triple description is separated with a special token ([SEP]). For example, the
triple description D(τ) (Eq. (2)) contain 3 components, Xh,Xr, and Xt, which are
separated with a special token ([SEP]). Then, the input sequence will be represented
as S = ([CLS] Xh [SEP] Xr [SEP] Xt [SEP]), and N is the number of tokens
in the sequence, N = |S| = m + n + k + 4, where m, n, and k denote the number
of tokens in Xh, Xr, and Xt, respectively. The pre-trained WordPice embeddings was
used to initialize input tokens [5]. The final hidden vector of the special [CLS] token
as Cτ ∈ R

H , where H is the hidden state size in pre-trained BERT. The only new
parameters introduced during fine-tuning are classification layer weights W ∈ R

K×H ,
where K is the number of labels. Then, we compute a standard classification loss with
Cτ and W (Eq. (3)).

3.3 Training

Finally, we train the model by optimizing a cross entropy loss:

L =
∑

τ∈G∪G−
(yτ log(pτ ) + (1 − yτ ) log(1 − pτ )), (3)

where
pτ = softmax(CτWT ), (4)

pτ ∈ R
2, which is two probability values pτ = [pτ1 , pτ2 ], indicating relevant probability

and irrelevant probability, respectively. If the former pτ1 is greater than the latter pτ2 ,
the triplet is considered as related to the existing knowledge graph, and this triple can
be introduced into the graph. yτ ∈ {0, 1} indicates a negative or positive label, and
G− is the set of negative triples (fake triples) that are constructed by positive triples,
and these all ‘negative’ triples are irrelevant to the existing knowledge G. This set is
obtained using G− = G−

1 ∪ G−
2 ∪ G−

3 ∪ G−
4 ∪ G−

5 by considering 5 different cases as
shown below to replace the entities or relations, for ∀(h, r, t) ∈ G:
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G−
1 = {(hi, r, t)|1 ≤ i ≤ m},

G−
2 = {(h, r, ti)|1 ≤ i ≤ m},

G−
3 = {(hi, r, ti)|1 ≤ i ≤ m},

G−
4 = {(h, ri, t)|1 ≤ i ≤ n},

G−
5 = {(hi, ri, ti)|1 ≤ i ≤ n},

where hi �= h, and ti �= t are random samples from E, and ri �= r are random samples
from R. In our experiments, we set m = 1 and n = 2.

4 Experiments

In this section, we evaluate our method for the unknown fact detection task. If a new
fact is detected as relevant to the existing knowledge, it can be added to the knowl-
edge graph. Otherwise, it should not be added. As such, this unknown fact detection
is a binary classification task which is based on a score (Eq. 4) to tell whether a given
fact (h, r, t) conforms to the subject matter of the existing domain-specific knowledge
graph.

4.1 Datasets

Table 1. Statistics of the datasets. Ek , Et, and Eu are the sets of entities, and Rk, Rt , Ru

are the set of relations, where Ek ⊂ Et, Rk ⊂ Rt, Et ∩ Eu = ∅, and Rt ∩ Ru = ∅. The
dataset contains 97309 (Et ∪ Eu) entities and 4762 (Rt ∪ Ru) relations to construct Train and
Test (303569 triples in total). In testing set, E indicates the entity or the relation occurs in the
training set while O means they do not occur in the training set.

#Triples #Entities #Relations

In-KG Out-of-KG In-KG Out-of-
KG

UFD-303K #Train E - E - E 243998 49391
(Et)

0 1734
(Rt)

0

#Test E - O - E 3234 16516
(Ek)

47918
(Eu)

1282
(Rk)

3028
(Ru)E -

←−
O - E 8289

O - E - O 11829

O - E - E 10026

E - E - O 7261

O - O - O 8145

O -
←−
O - O 10787

In this work, we create a new dataset called UFD-303K from FreeBase. Table 1 is a
summary of the entities and relations in UFD-303K. This dataset is split into 2 parts,
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#Train (training set) and #Test (test set), to represent two knowledge graphs and #Train
∩ #Test = ∅. We assume that #Train is an existing domain-specific knowledge graph, and
we introduce facts that conform to the subject matter of #Train from another knowledge
graph #Test.

As shown in Table 1, the set of known entities is denoted as Et and |Et| = 49391.
The set of known relations is denoted as Rt and |Rt| =1734. Both Et and Rt are used to
build the training set using the facts from FreeBase. Rt does not have any two relations
that are inverse relationship to each other. The set of 47918 new entities Eu has no
common entities with Et, and the set of 3028 relations Ru has no common relations
with Rt.

For the dataset, the #Test (test set) includes 7 kinds of type triples: E-
←−
O -E, E-O-E,

O-E-O, O-E-E, E-E-O, O-
←−
O -O, O-O-O, where E indicates the entity or the relation that

occurs in the training set, while O means they do not occur in the training set. The
←−
O

indicates that the new relations have reverse relations in training data. For example, as
shown in Fig. 2, (‘Earth’, ‘film.film.written_by’, ‘Deepa Mehta’) is an unknown fact,
belonging to the O-

←−
O -O type, where all elements, ‘Earth’ ∈ Eu, ‘film.film.written_by’

∈ Ru, and ‘Deepa Mehta’ ∈ Eu, are unknown. The relation ‘film.film.written_by’ in
Ru is an inverse relationship of ‘film.writer.film’ in Rt.

4.2 Hyper-parameter Settings

We choose the pre-trained BERT-Base model with 12 layers, 12 self-attention heads
and H = 768 [5]. Following the original BERT, we set the following hyper-parameters
in our model to fine-tune: The batch size is 32; The learning rate is set among {5e−5,
3e−5, 0.001}; The N is set among {100, 200, 300, 400}; The number of epochs is set
among {2, 5, 10}. Unknown fact detection is a binary classification task and therefore
K = 2 in this work.

4.3 Unknown Fact Detection Results

In this section, we evaluate the performance of our method on a new dataset, UFD-
303K, using accuracy, recall, precision, and F1. However, the UFD-303K only provides
positive triples. A testing set with negative triples are created for the 7 cases as Table 1
shows the number of positive triples. For each positive triple in the testing set, two
negative triples are created by replacing head or tail entity with two randomly selected
entities from Et ∪ Eu. The details are shown in Table 2.

The training set denotes an existing domain knowledge graph and is used to train
a model, and the test set simulates the unknown facts obtained from other knowledge
graphs. We use the trained model to detect whether these unknown facts are relevant
to the subject matter of existing knowledge graph (the training set). Table 3 shows the
results of facts detection on 7 test cases. From the results, we observe that the predicted
performance of the E-

←−
O -E case is better than the E-O-E, especially on Recall. Also, we

observe that the O-
←−
O -O obtained detection results are better than O-O-O because the

relations of the O-
←−
O -O cases have inverse relationships in the training set. As noted by

[16], if the test set contains the inverse relations of the training set, the inverse relations
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Table 2. A testing set with negative triples are created for the 7 cases as Table 1 shows the number
of positive triples. For each positive triple in the testing set, two negative triples are created by
replacing head or tail entity with two randomly selected entities from Et ∪ Eu.

r′ /∈ R, and h′, t′ ∈ E r′ ∈ R, and h′ or t′ /∈ E r′ /∈ R, and h′, t′ /∈ E

7 cases E -
←−
O - E E - O - E O - E - O O - E - E E - E - O O -

←−
O - O O - O - O

#Test (positive) 8289 3234 11829 10026 7261 10787 8145

#Test (negative) 16578 6468 23658 20052 14522 21574 16290

Table 3. Experimental results on unknown fact detection for 7 test cases using true positive (TP ),
true negative (TN ), false positive (FP ) and false negative (FN ). They are used to calculate
accuracy, recall, precision and F1 score

r′ /∈ R, and h′, t′ ∈ E r′ ∈ R, and h′ or t′ /∈ E r′ /∈ R, and h′, t′ /∈ E

7 cases E -
←−
O - E E - O - E O - E - O O - E - E E - E - O O -

←−
O - O O - O - O

TN 16410 6420 23456 19779 14354 21409 16154

FP 168 48 202 273 168 165 136

FN 840 589 1750 918 630 1942 2328

TP 7449 2645 10079 9108 6631 8845 5817

Accuracy 0.9594 0.9343 0.9449 0.9604 0.9633 0.9348 0.8991

Recall 0.8986 0.8178 0.8520 0.9084 0.9132 0.8199 0.7141

Precision 0.9779 0.9821 0.9803 0.9708 0.9752 0.9816 0.9771

F1 0.9366 0.8925 0.9117 0.9386 0.9432 0.8935 0.8252

can help to obtain a good predicting result. This is because the inverse relations may
have some common knowledge with the training data. For the result of unknown facts
consisting of the new entity (O-E-O, O-E-E, and E-E-O cases), we obtained comparable
performance on O-E-E and E-E-O cases, and higher than O-E-O case.

Table 4. Unknown fact detection on WN18RR and YAGO3-10 test set. TNR (True Negative
Rate) indicates the ratio of true negative and total negative, i.e., TNR = TN/(TN + FP )

WN18RR (test set) YAGO3-10 (test set)

#Test 3134 5000

TN 2571 4269

FP 563 731

TNR 0.8203 0.8538

We also need to make sure that our model does not classify the irrelevant triples as
relevant to the existing knowledge graph. We use WN18RR6 [10], and YAGO3-107 [4]

6 WN18RR is a sub-set of a lexical database of English.
7 YAGO3-10 is a sub-set of large semantic knowledge base, derived from Wikipedia, WordNet,

and other data sources.
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as irrelevant triples since they are different KGs from the UFD-303K. We would expect
as high TN and TNR as possible as we do not want to add those irrelevant triples from
WN18RR and YAGO3-10 into UFD-303K.

The training set of UFD-303K is used to train the model. After the training pro-
cess, the test set of WN18RR and YAGO3-10 are detected by the trained model. The
WN18RR and YAGO3-10 is O-O-O case according to the division in Table 1, where
both entities and relations are unknown to UFD-303K. The experimental results are
shown in Table 4, from which we observe that TNR is 82.03 % for WN18RR and
85.38 % for YAGO3-10. From Table 3 and 4, our method can detect the relevant triples
(shows in Table 3) from U but also is effective to filter out the irrelevant triples (shows
in Table 4) .

5 Conclusion and Future Work

In this paper, we propose a novel strategy to expand an existing domain-specific knowl-
edge graph with relevant unknown facts that may come from other knowledge graphs;
A new embedding method, UFD, is introduced to learn embeddings for entities and
relations to judge unknown triples. This method is validated using a new dataset (UFD-
303K), and the experiments show that our embedding method effectively distinguishes
the relevance of unknown facts to an existing domain-specific knowledge graph.

Our future work will include canonicalisation for entities and relations [3] to reduce
information redundancy, caused by adding new facts into the existing knowledge graph.
For example, if the entity ‘James Cameron’ occurs in an existing domain-specific
knowledge graph, adding a new triple with the entity ‘James Francis Cameron’ into
this existing knowledge graph may potentially duplicate the information when ‘James
Francis Cameron’ and ‘James Cameron’ in fact refer to the same person.
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Abstract. Knowledge graph representation learning (KGRL) aims to project the
entities and relations into a continuous low-dimensional knowledge graph space
to be used for knowledge graph completion and detecting new triples. Using tex-
tual descriptions for entity representation learning has been a key topic. How-
ever, the current work has two major constraints: (1) some entities do not have
any associated descriptions; (2) the associated descriptions are usually phrases,
and they do not contain enough information. This paper presents a novel KGRL
method for learning effective embeddings by generating meaningful descrip-
tive sentences from entities’ connections. The experiments using four public
datasets and a new proposed dataset show that the New Description-Embodied
Knowledge Graph Embedding (NDKGE for short) approach introduced in this
paper outperforms most of the existing work in the task of link prediction. The
code and datasets of this paper can be obtained from GitHub (https://github.com/
MiaoHu-Pro/NDKGE.)

Keywords: Knowledge graph embedding · Entity description · Constructing
new descriptions · Link prediction

1 Introduction

A knowledge graph G = {(h, r, t)|h, t ∈ E, r ∈ R} [4,10] contains a set of nodes
E for entities and a set of edges R for the relations between the entities. A triple
(h, r, t) in a knowledge graph, (h, r, t) ∈ G, where h, t ∈ E and a r ∈ R. Triple
(h, r, t) is usually used to denote a fact where a head entity h has a relation of r with
a tail entity t. For example, as shown in Fig. 1, (‘Tom Cruise’, ‘/film/producer/film’,
‘Mission: Impossible’) is a triple where the head entity is ‘Tom Cruise’, the relation
is ‘film/producer/film’, and the tail entity is ‘Mission: Impossible’. Large scale knowl-
edge graphs, such as FreeBase, have played key roles in supporting intelligent question
answering, recommendation systems, and searches engines. However, most of them
were built collaboratively by humans, where emerging relationships and entities may
not be included. This is so-called incompleteness and sparseness of knowledge graph
[10]. Thus, it is important to enrich knowledge graphs automatically to reduce those
issues.

Knowledge graph representation learning (KGRL), also known as knowledge graph
embedding (KGE), aims to automatically enrich knowledge graphs by representing enti-
ties and their relations into a continuous low-dimensional vector space so that the miss-
ing entities and relations can be inferred using those embeddings [4]. Two key tasks,
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Fig. 1. An example of a sub-graph from the FB15K [4] dataset, where the nodes are enti-
ties, and the directed edges represent relationships between the entities. The head entity ‘Tom
Cruise’ has two relations pointing at the tail entity ‘Mission:Impossible’ while the entity
‘Mission:Impossible’ is the head entity to the tail entity of ‘Tom Cruise’ with a relation of
‘/film/film/produced_by’. Most entities in the FB15K dataset contain a mention to explain the
entity. For example, the entity ‘Tom Cruise’ has a mention of ‘American actor and film
producer’ and the entity ‘Mission:Impossible’ has a mention of ‘1996 film directed
by Brian De Palma’.

link prediction and triple classification, have been proposed by [4] to consolidate a
knowledge graph G, where both tasks are about making sure if a triple (h, r, t) exists in
the knowledge graph, i.e., (h, r, t) ∈ G.

The early work, such as translation-based models [1,4,5,7,23], treats a triple
(h, r, t) as a translation operation from head entity h to tail entity t via a relation r.
Recently, researchers realised the importance of using textual information for learning
effective embeddings [2,9,22]. These approaches use the associated descriptions for
entities, or they extract relevant entity description information from external sources to
help learning knowledge graph embedding. Although these methods have improved the
performance in the link prediction task by using external information for the entities,
they have the following key constraints:

1. the associated descriptions, also called mention are usually a phrase, which does
not have enough meaningful information without enough context. For example, the
mention for ‘Tom Cruise’ is ‘American actor and film producer’ as
show in Fig. 1. This does not provide enough detail to explain who ‘Tom Cruise’
is as it does not have any information regarding what films he had been involved in.

2. the associated description is not always available. For example, in the FB15K
dataset, some entities do not have the associated descriptions;

3. the associated description obtained from external sources may not be accurate and
may introduce noise into the training data.

To address these problems, this paper proposes a novel description-based KGE app-
roach, known as New Description-Embodied Knowledge Graph Embedding (NDKGE
for short), by creating a new description from their neighbours for each entity. The
difference from all previous methods is: we use entities’ neighbours to construct a
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sentence-level description and then learn meaningful embeddings from the text. This
NDKGE approach does not rely on external sources and it is believed that the generated
description will help the algorithm to learn more meaningful and effective knowledge
graph embeddings. The contributions of this paper include:

1. Sentence-level semantic description for entities generated by aggregating neighbour-
hood information;

2. A new data structure including an ID, name, mention, and a generated description
introduced to represent an entity and a relation;

3. Experiments conducted to show that the sentence-level description is very useful for
learning effective embeddings.

2 Related Work

This section presents key notation and related work in knowledge graph representation
learning. For a triple (h, r, t) ∈ G, h, r, t ∈ R

n is used to denote their embeddings,
respectively.

TransE [4] interprets each relation as a translating operation from a head entity to
a tail entity, i.e., h + r ≈ t. The learning objective is to minimise the loss of the score
function

fr(h, t) = ‖h+ r − t‖ (1)

for all the triples in G, where we take to be the L1-norm. Studies have shown that
the TransE performs well for 1-to-1 relations, but its performance drops significantly
for 1-to-N, N-to-1, and N-to-N relations [28]. TransH [28] tries to solve the issues
in the TransE by projecting h and t to the relationship-specific hyperplane, in order
to allow entities to play different roles in different relationships. The PTransE [14]
believes that multi-step relation paths contain rich inference patterns between entities.
It considers relation paths as translations between entities. The TransE-EMM [17] intro-
duced a neighbourhood mixture model for knowledge base completion by combining
neighbour-based vector representations for entities. Compared with the TransE-EMM,
our method relies on the generated entity descriptions to conduct embedding rather than
computing entity representations directly based on neighbourhood entities and rela-
tions. The RotatE [23] treats the relation r as a rotating operation from h to t. The
HAKE [35] models semantic hierarchies map entities into the polar coordinate system.
It is inspired by the fact that concentric circles in the polar coordinate system can natu-
rally reflect hierarchy. The BoxE [1] encodes relations as axis-aligned hyper-rectangles
(or boxes) and entities as points in the d-dimensional euclidian space. The PairRE [7]
uses two vectors for relation representation. These vectors project the corresponding
head and tail entities to Euclidean space, where the distance between the projected vec-
tors is minimized. The DualE [5] uses dual quaternion to unify translation and rotation
in one model, where the new model can solve symmetry, antisymmetry, inversion, com-
position and multiple relations problems.

RESCAL [18] represents each relation as a full rank matrix and defines the score
function as fr(h, t) = h�Mrt. As full rank matrices are prone to over-fitting, recent
work turns to make additional assumptions on Mr. For example, DistMult [33] assumes
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Mr to be a diagonal matrix, which also utilizes the multi-linear dot product as the
scoring function. However, for general knowledge graphs, these simplified models are
often less expressive and powerful. To better model asymmetric and inverse relations,
DistMult was extended by introducing complex-valued embeddings, followed by the
proposal of ComplEx [26]. The SimplE [11] uses the same diagonal constraint as Dist-
Mult. It models each fact in two forms (a direct and an inverse form). To represent such
forms, It embeds each entity e in separate head and tail vectors eh and et, and each
relation r in individual direct and inverse vectors Vr and V−r, which is fully expressive
and can successfully model asymmetric relations. KGE-CL [32] proposed a simple yet
efficient contrastive learning framework, which can capture the semantic similarity of
the related entities and entity-relation couples in different triples, thus improving the
expressiveness of embeddings.

The CNN-based approaches, such as ConvE [8] and ConvKB [16], improve the
expressive power by increasing the interactions between entities and relations. CapsE
[27] employs a capsule network to model the entries in the triple at the same dimension.

The Graph Convolutional Network-based methods (GCNs) were proposed to do
embedding, such as R-GCN [20], which is the first to show that the GCNs can be
applied to model relational data. This method aims to conduct the central node embed-
ding by aggregating its neighbourhood information [12]. To explicitly and sufficiently
model the Semantic Evidence into knowledge embedding, a new method SE-GNN [13]
was proposed, where the three-level Semantic Evidence (entity level, relation level and
triple-level) are modelled explicitly by the corresponding neighbour pattern and merged
sufficiently by the multi-layer aggregation, which contributes to obtaining more extrap-
olative knowledge representation.

Text-based models take advantage of entity descriptions to help knowledge graph
embedding. The majority of knowledge graphs include a brief entity description, called
mention, for entities. Each mention, usually in a phrase, briefly explains its associated
entity. Jointly (desp) [36] utilized an alternative alignment model that is not depen-
dent on Wikipedia anchors and is based on text descriptions of entities. DKRL [30]
employed two encoder methods, continuous Bag-of-words (CBOW) and convolutional
neural network (CNN), to embed entity description and then to train models based on
TransE. Jointly (LSTM) [31] used three encoder methods for joint knowledge graph
embedding with structural and entity description and set the gating mechanism to inte-
grate representations of structure and text into a unified architecture. ConMask [22]
used the CNN attention mechanism to mark which words in the entity description are
related to the relations and then generate target entity embedding. An et al. [2] proposed
an accurate text-enhanced KG representation framework (AATE_E), which can utilize
accurate textual information extracted from additional text to enhance the knowledge
representations. Shah et al. [21] proposed an open-word detection framework, OWE,
based on any pre-trained embedding model, such as TransE [4]. This framework aims
to establish a mapping between entity descriptions and their pre-trained embeddings.
Hu et al. [9] proposed to model the whole auxiliary text corpus with a graph and present
an end-to-end text-graph enhanced KG embedding.

The above textual-based methods must satisfy a precondition, which is the entity
descriptions, or available relevant texts. In other words, if the entity descriptions or
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related text are missing or can not be obtained, these methods will be unable to perform
knowledge graph embedding. This paper proposes a model, NDKGE, which is a textual-
based model. NDKGE aims to solve the problem of unavailable descriptions and creates
a high-quality description for entities.

3 Constructing New Entity Description for Knowledge Graph
Embedding

This section presents a novel method to create descriptions for entities by aggregat-
ing the entity’s neighbours’ information in order to learn effective representations for
entities and their relations.

3.1 Word-Level and Sentence-Level Semantics

Fig. 2. A sub-graph of the WN18 dataset. The data use the format of (ID, entity name, mention).
For example, the format for entity ‘Germany’ is (08766988, ‘Germany’, ‘a republic in central
Europe’) and the format for entity ‘Rossbach’ is (01292928, ‘Rossbach’, ‘a battle in the Seven
Years’ War (1757)’).

The existing textual-based methods, such as SSP [29], AATE_E [2], and Teger-TransE
[9] use the pre-defined descriptions which are associated with the entities in a knowl-
edge graph. For example, in the WN18 dataset, the format for entity ‘Germany’ is
(08766988, ‘Germany’, ‘a republic in central Europe’) as shown in Fig. 2, where ‘a
republic in central Europe’ is the mention that is associated to ‘Germany’ and 08766988
is its unique ID.

However, not every entity has its associated description and the associated men-
tion can be too brief to provide enough detail about the entity. With brief mentions or
without any associated mentions, the performance could be compromised. As such, this
paper aims to represent entities using more informative descriptions generated from
their neighbours.

In this work, a new entity representation consists of four components (ID, Name,
Mention, and Description), as shown in Fig. 3, where ID, Name, and Mention can be
obtained from those existing knowledge graphs. Here, the Name will refer to either the
actual entity or relation and the Mention is usually a phrase to interpret an entity (when
the Name refers to an entity).
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Fig. 3. The structure for representing entity or relation x. An entity may contain all four compo-
nents but a relation will only contains (ID, Name), where name is the relation name.

The component of Description for each entity x is obtained by generating a set of
sentences D(x), where D(x) = {x has a relation of r with y : ∀(x, r, y) ∈
G}, from which k sentences are randomly picked (k ≤ |D(x)|) and concatenated to
construct a Description for entity x. For example, according to Fig. 2, if entity x is ‘Ger-
many’, then D(x)={‘Germany has a relation of part of with Europe.’,
‘Germany has a relation of member of domain region with

Europe.’, ‘Germany has a relation of has part with Solingen.’}, which
has three sentences. If k = 3, then the component of Description is generated by con-
catenating the three sentences. An entity x is represented with 4 components as shown
in Fig. 3. The embedding for x shall also consider 4 components

x = {x1,x2,x3,x4}, (2)

where xi ∈ R
n for 1 ≤ i ≤ 4, and x1 corresponds to the ID in Fig. 3. For x2, x3

and x4, as their corresponding components x2, x3, x4 in Fig. 3 contain tokens/words,
word embeddings are used to initiate x2, x3 and x4. Let W ⊆ R

n be the set of word
embeddings and suppose xi (2 ≤ i ≤ 4) contains n tokens (xi1 , . . . , xin), then

xi =
1
n

n∑

j=1

xij (3)

where xij ∈ W is the embedding for token xij .
Algorithm 1 shows a function to calculate the embeddings (h, r, t) for a triple

(h, r, t) ∈ G, where the representation of entities (h or t) and relations (r) will be
calculated according to different settings such as ‘mention’ and ‘description’. For
example, h =representation(h,‘description’) and t =representation(t,‘description’)
will use the contextual information in the Description that are generated as shown in
Fig. 3. As a relation does not have a Mention and no Description is generated, r is
obtained using r =representation(r,‘name’). The entities h or t, and relations r denote
x represented by the Eq. (2). After (h, r, t) is obtained, the TransE score function Eq.
(1) is used for optimizing (h, r, t).

3.2 Training

Our model uses the vectors constructed above as input. The embedding of the entities
and relations is obtained after the model training is completed. We use the max-margin
criterion [4] for training, and define the following loss function to optimize the model:
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Algorithm 1: Generating initial embedding vectors for entities or relations x

Data: A knowledge graph G; A set of word embeddings W
Input: Entity or relation x (represented with Eq. (2)), method y for combining

embedding vectors
Result: Embedding vector vx for input x
Function representation(x, y):

Initialize x1 by a random vector or pre-trained embeddings [16];
Calculate x2 using Eq. (3) ;
if y =‘name’ then

x2 = x2;
end
if y =‘mention’ then

x2 = x2 + x3;
end
else if y =‘description’ then

x2 = x2 + x3 + x4;
end
return vx = x1 ⊕ x2 (The ⊕ denotes that two vectors are concatenated.);

Fig. 4. A summary of the issues in Issue Tracker System. For the given issue, HADOOP-11452,
has several attributes, such as Type, Status, and Priority, as shown in (a). On the other hand, the
description (known as Mention in this work) and Issue Links were provided. And these Issue
Links can be represented to a graph as shown in (b). In this paper, the links between issues are
known as relations, and the issues are known as entities.

L =
∑

(h,r,t)∈G

∑

(h′,r,t′)∈G′
max(γ + fr(h, t)

−fr(h′, t′),0)
(4)

where (h′, r, t′) is the negative triple, and γ is a hyper-parameter representing the max-
margin between positive triples scores and negative triples scores. G′ is the negative
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triple set generated by positive triples G with head or tail randomly replaced by another
entity. Most importantly, the head and tail can not be replaced at the same time [4].

G′ = {(h′, r, t) |h′ ∈ E} ∪ {(h, r, t′) |t′ ∈ E} (5)

In the training process, our model needs to learn the parameter set θ = {E,R} where
E = {h, t|∀(h, r, t) ∈ G}, R = {r|∀r ∈ R} stand for the embeddings for entities and
relations.

4 Experiments

4.1 Datasets

In this paper, four commonly used datasets, FB15K [4], WN18 [29], FB15K237 [8],
WN18RR [8], and a new dataset Hadoop16K proposed by this work are used to eval-
uate NDKGE model on link prediction task. FB15K and WN18 are extracted from the
FreeBase1 and WordNet2 respectively. FB15K237 and WN18RR were considered as
challenging datasets, which is a subset of FB15K and WN18 where inverse relations
are removed.

We collect the Hadoop16K from a popular Issue Tracking System3 that is used
to manage and track issues [15]. For an example of a given issue, HADOOP-11452,
as shown in Fig. 4 (a), its details and Issue Links can be obtained. The Issue Links
represent the relationships between this issue and other issues, such as ‘contains’, ‘is
related to’, and ‘is duplicated by’, and we can show that with a graph, as shown in Fig. 4
(b). In practice, we found that a lot of links/relations between issues are missing, and
these missing links should be included immediately to facilitate the orderly progress
and maintenance of software development. Table 1 illustrates the number of entities
and relations about the datasets.

Table 1. Summary of datasets.

Dataset #Rel #Ent #Train #Valid #Test

FB15K 1345 14951 483142 50000 59071

WN18 18 40943 141442 5000 5000

FB15K237 237 14541 272115 17535 20466

WN18RR 11 40943 86835 3034 3134

Hadoop16K 31 12249 15791 1974 1974

4.2 Parameter Settings

The experiments use different margin γ from {0.5, 1, 3, 5} and the learning rate λ is
set among {0.01, 0.05, 0.5, 1}. Also, we set the dimension of ID embedding x1 in

1 www.freebase.com.
2 https://wordnet.princeton.edu/.
3 https://issues.apache.org/.

www.freebase.com
https://wordnet.princeton.edu/
https://issues.apache.org/
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Algorithm 1 among {20, 50, 100, 200}, and the dimension of textual embedding x2

among {50, 100, 200, 300}. The number k of neighbours for generating descriptions is
|D(x)|. The measure of dissimilarity is L1 distance. At the same time, the experiment
conducts a setting description for using Name, Mention and generated sentence-level
Description.

4.3 Link Prediction

Link prediction aims to complete a triple (h, r, t) with h or t missing. For example, to
predict t given an in-complete triple (h, r, ?) or predict h given (?, r, t). We use two
evaluation metrics in accordance with [4]: (1) the mean rank of correct entities; (2) the
proportion of valid entities in the top 10 for the entity. In addition, we use the evaluation
settings “Filter” [4,28]. Tables 2, 3 show the results of entity prediction.

As illustrated in Table 2, compared with translation-based models such as RotatE
[23], PairRE [7], and DualE [5] that only encode entity/relation ID, our method can
achieve high performances by using not only entity/relation ID but also textual infor-
mation (entity name, mention and description). This indicates that related textual infor-
mation is very helpful for effective knowledge graph embeddings. Also, we observe
that our method is better than other text-based method, such as ConMask [22], and
Teger-TransE [9], this indicates that the newly constructed entity description is reason-
able and better than the original text. For WN18 dataset, our method achieves the best
performance in Mean Rank (MR) and Hits@10 compared with all baselines. It even
also surpasses the latest method such as PairRE [7] and DualE [5] in Hits@10.

Table 3 shows that our model NDKGE significantly outperforms the state-of-the-
art models on the WN18RR. Our NDKGE with the description setting can obtain
0.699 for Hits@10, which is 10% higher than the state-of-the-art RESCAL-CL [32] to
obtain 0.597. Also, our method achieved comparable performance to the benchmark
models on the FB15K237, less than the latest method such as DualE [5], and ComplEx-
CL [32]. The main reason could be that the FB15K237 is significantly density: 1) The
multi-relationships between entities are common: for example, multi-relational facts
(that is, N-to-N relations type) account for more than 70% in the test set [25]; 2)
According to statistics of FB15K237, the average number of neighbours for entities is
18.8, and the maximum number of neighbours for entities is 1325, which is denser than
WN18RR. The latter has the average number of neighbours at 2.1 and the maximum
number of neighbours at 462. As a result, our NDKGE achieves higher performance on
WN18RR than FB15K237.

On Hadoop16K, our method achieves the best performance in MR and Hits@10
compared with other state-of-the-art benchmarks. Compared with FB15K237, the
Hadoop16K has a sparse structure. For example, the statistics of the test set found that
the proportions of N-1, 1-N and N-N relation types were 11.5%, 10.8% and 0%, respec-
tively. At the same time, counting the number of neighbours of entities, we found the
maximum number of neighbours of its entities is 84, and the average number of neigh-
bours is 1.2, much smaller than 1325 and 18.8 in FB15K237.

From all the results on the five datasets we report above, we find that connect-
ing newly created sentence descriptions can obtain good experimental results, which
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Table 2. Results of link prediction on FB15K and WN18.

Datasets FB15K WN18

Metric Mean Rank Hits@10 Mean Rank Hits@10

TransE [4] 119 0.661 280 0.899

TransH [28] 87 0.644 303 0.867

Jointly(desp) [36] 39 0.773 - -

DKRL(CNN) [30] 91 0.674 - -

Jointly(A-LSTM) [31] 73 0.755 123 0.909

SSP(Joint) [29] 82 0.790 156 0.932

AATE_E [2] 76 0.761 123 0.941

ConMask [22] 98 0.620 - -

RotatE [23] 40 0.884 309 0.959

RPJE [19] 40 0.903 - 0.951

Teger-TransE [9] 72 0.763 168 0.947

PairRE [7] 37 0.896 - -

DualE [5] 21 0.896 156 0.962

NDKGE 45 0.842 13 0.976

Table 3. Results of link prediction on FB15K237 and WN18RR.

Datasets WN18RR FB15K237 Hadoop16K

Metric Mean Rank Hits@10 Mean Rank Hits@10 Mean Rank Hits@10

TransE [4] 3526 0.477 234 0.480 401 0.738

TransH [28] 6356 0.350 334 0.395 559 0.823

DistMult [33] 7000 0.504 512 0.446 530 0.586

ComplEx [26] 7882 0.530 546 0.450 555 0.793

R-GCN [20] 6700 0.207 600 0.300 - -

ConvE [8] 4464 0.531 245 0.497 - -

ConvKB [16] 3433 0.524 309 0.421 282 0.855

QuatE [34] 3472 0.564 176 0.495 - -

RotatE [23] 3340 0.571 177 0.533 385 0.859

TuckER [3] - 0.526 - 0.544 - -

HAKE [35] - 0.582 - 0.545 - -

GC-OTE [24] - 0.583 - 0.550 - -

ATTH [6] - 0.573 - 0.540 - -

BoxE [1] 3117 0.523 163 0.538 481 0.851

PairRE [7] - - 160 0.544 379 0.850

DualE [5] 2270 0.492 91 0.559 1144 0.854

SE-GNN [13] 3211 0.572 157 0.549 - -

RESCAL-CL [32] - 0.597 - 0.554 - 0.812

ComplEx-CL [32] - 0.595 - 0.564 - 0.882

NDKGE 166 0.699 187 0.547 219 0.900
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Table 4. Ablation study for WN18, FB15K, WN18RR, and FB15K237.

Datasets WN18 FB15K WN18RR FB15K237

Metric MR Hits@10 MR Hits@10 MR Hits@10 MR Hits@10

NDKGE(name) 158 0.848 330 0.558 1530 0.486 273 0.449

NDKGE(mention) 40 0.948 76 0.725 307 0.621 263 0.516

NDKGE(description) 13 0.976 45 0.842 166 0.699 187 0.547

Table 5. Ablation study for Hadoop16K.

Datasets Hadoop16K

Metric MR Hits@1

NDKGE(name) 289 0.744

NDKGE(mention) 275 0.766

NDKGE(description) 219 0.778

means that the sentence-level description can provide the model with richer semantic
information and help to learn more effective knowledge embeddings for application
tasks.

4.4 Ablation Study

Algorithm 1 shows a function to calculate the embeddings (h, r, t) for a triple (h, r, t) ∈
G, where we conduct ablation study on five datasets using three different settings:
name, mention, and description. Table 4 shows the result of ablation study on WN18,
FB15K, WN18RR and FB15K237. For WN18, The MR is reduced from 158 to 13
and Hits@10 rises from 0.848 to 0.976 when using the name and description set-
tings, respectively. For FB15K, in Hits@10, using the description setting to obtain
0.842 is 28.4% higher than using name setting to obtain 0.558, and 11.7% higher
than using mention setting to obtain 0.725. The MR is reduced from 1530 to 166,
Hits@10 increases from 0.486 to 0.699 in WN18RR and Hits@10 achieves 0.699 using
description setting and 21.3% higher than using name setting to obtain 0.486, and
7.8% higher than using the mention setting to obtain 62.1. For FB15K237, Hits@10
increases from 0.449 to 0.547 by using name and description settings, respectively.

Table 5 shows the ablation study result on Hadoop16K. Statistics show that about
45% of entities have only one link, so getting higher Hits@1 makes more sense in indus-
trial practice. We report the results of MR and Hits@1 under the three settings, name,
mention, and description. With the addition of the newly created description, MR
decreases from 289 to 219, and Hits@1 rises from 0.744 to 0.778. The ablation study
on five datasets shows that the link prediction performance increases with newly created
sentence-level descriptions, which means adding new descriptions to help knowledge
graph embedding is meaningful in practice.
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5 Conclusion and Future Work

This paper introduces the NDKGE approach, which uses neighbour information to
create a description for an entity. The method helps to address the issue in the exist-
ing text-based methods where some entities may not have their associated mentions
or the related text description can not be obtained from external sources. We con-
duct the link prediction task on five datasets, FB15K, FB15K237, WN18, WN18RR,
and Hadoop16K. The experimental results show that the knowledge graph embeddings
with the generated descriptions can outperform the existing work when each entity has
fewer relations with other entities, such as in the WN18RR and Hadoop16K. This paper
only focused on using the score function from TransE, which already shows promising
results. We will consider the other score functions in our future work. Future work will
also focus on extending the generated description for detecting unknown entities that
are introduced from out-of-the KG.
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Abstract. Social media is a potential source of information that infers
latent mental states through Natural Language Processing (NLP). While
narrating real-life experiences, social media users convey their feeling of
loneliness or isolated lifestyle, impacting their mental well-being. Exist-
ing literature on psychological theories points to loneliness as the major
consequence of interpersonal risk factors, propounding the need to inves-
tigate loneliness as a major aspect of mental disturbance. We formulate
lonesomeness detection in social media posts as an explainable binary
classification problem, discovering the users at-risk, suggesting the need
of resilience for early control. To the best of our knowledge, there is no
existing explainable dataset, i.e., one with human-readable, annotated
text spans, to facilitate further research and development in loneliness
detection causing mental disturbance [9]. In this work, three experts:
a senior clinical psychologist, a rehabilitation counselor, and a social
NLP researcher define annotation schemes and perplexity guidelines to
mark the presence or absence of lonesomeness, along with the marking
of text-spans in original posts as explanation, in 3, 521 Reddit posts. We
expect the public release of our dataset, LonXplain, and traditional
classifiers as baselines via GitHub (https://github.com/drmuskangarg/
lonesomeness dataset).

Keywords: dataset · interpersonal risk factor · loneliness · mental
health · Reddit post

1 Introduction

According to the World Health Organization,1 one in three older people feel
lonely. Loneliness has a serious impact on older people’s physical and mental
1 https://www.who.int/teams/social-determinants-of-health/demographic-change-

and-healthy-ageing/social-isolation-and-loneliness.
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health, quality of life, and their longevity. According to the Loneliness and the
Workplace: 2020 U.S. Report, three in five Americans (61%) report the feeling
of loneliness, compared to more than half (54%) in 2018 [16]. Older adults are
at high risk for morbidity and mortality due to prolonged isolation, especially
during the COVID-19 [8] era. To this end, researchers demonstrate loneliness
as a major concern for increased risk of depression, anxiety, and stress thereby
affecting cognitive functioning, sleep quality, and overall well-being [7]. We define
lonesomeness as an unpleasant emotional response to perceived isolation through
mind and character, especially in terms of concerns for social lifestyle. The anony-
mous nature of Reddit social media platform provides an opportunity for its
users to express their thoughts, concerns, and experiences with ease. We lever-
age Reddit to formulate a new annotation scheme and perplexity guidelines for
constructing an explainable annotated dataset for Lonesomeness. We start with
an example of how this information is reported in social media texts.

Example: Within the last month, I have lost my best friend and my grand-
mother, to whom I was very close with (both passed away). This time last
year, I was involved in an incident where I was assaulted (we were not
dating at the time), and it is bringing up some bad memories for me. I
am continuously mentioning about moving cities on my own. I am all by
myself now and have no one to speak to!

In this example, a person is upset about losing all loved ones and coping with
the memories of manipulative situations in their life. Red colored words depict
explanations for lonesomeness and blue colored words represent the triggering
circumstances.

Fig. 1. Overview of classifying lonesomeness in Reddit Posts.
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Sociologists Weiss et al. in 1975 [22] introduce a theory of loneliness suggest-
ing the need for six social needs to prevent loneliness in stressful situations: (i)
attachment, (ii) social integration, (iii) nurturing, (iv) reassurance of worth, (v)
sense of reliable alliance and (vi) guidance. Furthermore, Baumeister et al. [5]
explains various indices of social isolation associated with suicide as living alone,
and low social support across the lifespan. In recent investigations of attachment
style, Nottage et al. [18] argue that loneliness mediates a positive association
between attachment style and depressive symptoms. Loneliness results in dis-
rupted work-life balance, emotional exhaustion, insomnia and depression [6].
With this background, the annotation guidelines are developed through the col-
laborative efforts of three experts (a clinical psychologist, a rehabilitation coun-
selor and a social NLP researcher) for early detection of lonesomeness, which if
left untreated, may cause chronic disease such as self harm or suicide risk.

We examine potential indicators of mental disturbance in Reddit posts, aim-
ing to discover users at risk through explainable lonesomeness annotations, as
shown in Fig. 1. We first introduce the Reddit dataset for lonesomeness detec-
tion in social media posts reflecting mental disturbance. Our data annotation
scheme is designed to facilitate the discovery of users with (potential) underlying
tendencies toward self harm, including suicide, through loneliness detection. We
construct this scheme using three clinical questionnaires: (i) UCLA Loneliness
Scale [21], (ii) De Jong Gierveld Loneliness Scale [19], and (iii) Loneliness and
Social Dissatisfaction scale [3].

Table 1. Historical evolution of language resources for determining lonesomeness in
texts. There is no existing publicly available or explainable dataset for identifying
loneliness as an interpersonal risk factor for mental disturbance.

Dataset Media Size Xplain Avail.

Kivran et al. 2014 [13] Twitter 4454 No No

Badal et al. 2021 [4] Interviews 97 adults No No

Mohney et al. 2019 [14] Twitter 22477 No No

Ours Reddit 3522 Yes Yes

The quantitative literature on loneliness and mental health has limited,
openly available language resources due to the sensitive nature of the data.
Examples are shown in Table 1. We aim to fill this gap by introducing a new
dataset for lonesomeness classification with human-generated explanations and
to make it publicly available on Github. Our contributions are summarized as
follows:

– We define an experts-driven annotation scheme for Lonesomeness detection.
– We deploy the annotation scheme to construct and release LonXplain, a new

dataset containing 3521 instances for early detection of textitlonesomeness
that thwarts belongingness and potentially leads to self harm.
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– We deploy existing classifiers and investigate explainability through Local
Interpretable Model-Agnostic Explanations (LIME), suggesting an initial step
toward more responsible AI models.

2 Corpus Construction

We collect Reddit posts through The Python Reddit API Wrapper (PRAW) API,
from 02 December 2021 to 06 January 2022 maintaining a consistent flow of 100
posts per day. The subreddits extracted for this dataset are those most widely
used in the discussion forum for depression (r/depression) and suicide risk
(r/SuicideWatch). We manually filter out irrelevant posts with empty strings
and/or posts containing only URLs.

We further clean and preprocess the dataset and filter out the data sam-
ples (posts) longer than 300 words, to simplify the complexity of a given task.
The length of a single sample in the original dataset varies from 1 to more
than 4000 words, highlighting the need for bounding the length, thus induc-
ing comparatively consistent data points for developing AI models. We define
the experts-driven annotation scheme, train and employ three student annota-
tors for data annotation and compute inter-annotator agreement to ensure the
coherence and reliability of the annotations. We emphasize FAIR principles [23]
while constructing and releasing LonXplain.

2.1 Annotation Scheme

Dunn introduces six dimensions of wellness (spiritual, social, intellectual, voca-
tions, emotional, and physical), affecting users’ mental well-being. A key conse-
quence of mental disturbance is a tendency toward the negative end of the scale
for these dimensions, e.g., loneliness derives from negative values associated with
the spiritual, social, and emotional dimensions. Further intensification may lead
to thwarted belongingness [2], suicidal tendencies, and self harm.

Bringing together the two disiplines of Natural Language Processing (NLP)
and clinical psychology, we adopt an annotation approach that leverages both
the application of NLP to Reddit posts and clinicial questionnaires on loneliness
detection, as two concrete baselines. The annotations are based on two research
questions: (i) “RQ1: Does the text contain indicators of lonesomeness which
alarms suicidal risk or self harm in a person?,” and (ii) “RQ2: What should
be the extent to which annotators are supposed to read in-between-the-lines for
marking the text-spans indicating the presence or absence of lonesomeness.”

Our experts access three clinical questionnaires used by mental health prac-
titioner, to define lonesomeness annotation guidelines. The UCLA Loneliness
Scale [21] that measures loneliness was adapted to distinguish among three
dimensions of loneliness: social loneliness (the absence of a social network),
emotional loneliness (the absence of a close and intimate relationship), and exis-
tential loneliness (the feeling of being disconnected from the larger world). The
De Jong Gierveld Loneliness Scale [19] is a 6-item self-report questionnaire over
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5-point Likert scale (ranging from 0 (not at all) to 4 (completely)) that assesses
two dimensions of loneliness: emotional loneliness and social loneliness.

From Loneliness and Social Dissatisfaction scale [3] we use 10 out of 20 items,
reflecting loneliness on a 5-point Likert scale, ranging from 1 (strongly disagree)
to 5 (strongly agree). The experts annotate 40 data points using fine-grained
guidelines seperately at 3 different places to avoid any influence. Furthermore,
we find the possibility of dilemmas due to the psychology-driven subjective and
complex nature of the task.

2.2 Perplexity Guidelines

We propose perplexity guidelines to simplify the task and facilitate future anno-
tations. We observe following:

1. Lonesomeness in the Past: A person with a history of loneliness may
still be at risk of self harm or suicide. For instance,’I was so upset being
lonely before Christmas and today I am celebrating New Year with friends’.
We define rules to capture indicators of prior lonesomeness such as attending
a celebration to fill the void associated with this negative emotion. With
both negative and positive clauses in the example above, the NLP expert
would deem this neutral, yet our clinical psychologist discerns the presence
of lonesomeness, with both clauses contributing to its likelihood. This post
is thus marked as presenting lonesomeness, an indicator that the author is
potentially at risk.

2. Ambiguity with Social Lonesomeness: Major societal events such as
breakups, marriage, best friend related issues may be mentioned in different
contexts, suggesting different perceptions. We formulate two annotation rules:
(i) Any feeling of void/missing/regrets/or even mentioning such events with
negative words is marked as the presence of lonesomeness. Example: ‘But
I just miss her SO. much. It’s like she set the bar so high that all I can
do is just stare at it.’, (ii) Mentions of fights/ quarrels/ general stories are
marked with absence of lonesomeness. Example: ‘My husband and I just had
a huge argument and he stormed out. I should be crying or stopping him or
something. But I decided to take a handful of benzos instead.’.

2.3 Annotation Task

We employ three postgraduate students, trained by experts on manual annota-
tions. Professional training and guidelines are supported by perplexity guidelines.
After three successive trial sessions to annotate 40 samples in each round, we
ensure their coherence and understanding of the task for further annotations.

Each data sample is annotated by three annotators in three different places
to confirm the authenticity of the task. We restrict the annotations to 100
per day, to maintain the quality of the task and consistency. We further val-
idate three annotated files using Fliess’ Kappa inter-observer agreement study
to ensure reliability of the dataset, where kappa is calculated at 71.83%, and
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carry out agreement studies for lonesomeness detection. We obtain final annota-
tions based on a majority voting mechanism and experts’ opinions, resulting in
LonXplain dataset. Furthermore, the explanations are annotated by a group of
3 experts to ensure the nature of LonXplain as psychology-grounded and NLP-
driven. We deploy FAIR principle [23] by releasing LonXplain data in a public
repository of Github, making it findable and accessible. The comma separated
format contains <text, label, explanations> in English language, ensuring the
interoperability and re-usability. We illustrate the samples of LonXplain

in Table 2, with blue and red color indicating the presence of cause [10] and
consequence [11], respectively. This task of early consequence detection, may
prevent chronic disease such as depression and self-harm tendencies in the near
future.

Table 2. An annotated dataset example illustrates causes (blue colored text-span) and
lonesomeness as a consequence (red colored text-span) of mental disturbance in Reddit
posts. Not all posts contain information about cause and/or consequences.

Text Label Exp.

Just a sense of impending doom, this year is going to be shit. I’m
starting to think things never actually do get better. All of my friends
are out partying right now ← (Consequence) and I’m at home getting
lectured by my family← (Cause) on my negative attitude. Anyway,
happy new year I guess

Present my
friends
are out
partying

All of us on here are probably feeling alone and lonely← (Consequence)
and depressed and like everyone else out there is having an awesome
time← (Cause) except us, so why don’t we have our own“party”? (In a
way). Let’s get to know each other! What is something really funny to
you guys? It can be a joke/a meme/a video/a story of yours/whatever.
Let’s help each other feel less alone

Present feeling
alone and
lonely

There is literally no point in life. We live and we die. And life has been
hell to me← (Cause) so far so why should I even bother finishing. I am
almost at the point where I am about to say **** it and quit

Absent -

3 Data Analyses

Corpus construction is accompanied by fine-grained analyses for: (i) statistical
information about the dataset and (ii) overlapping terms and syntactic similarity
based on word cloud and keyword extraction. In this section, we further discuss
the linguistic challenges with supporting psychological theories for LonXplain.

3.1 Statistical Information

LonXplain contains 3, 521 data points among which 54.71% are labeled as
positive sample, depicting the presence of lonesomeness in a given text. We
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observe the statistics for number of words and sentences in both the Text and
Explanation (see Table 3). The average number of Text words is 4 and the max-
imum number of words reported as explainable in text spans is 19, highlighting
the need for identifying focused words for classification.

Table 3. The statistics of LonXplain for determining the presence or absence of
lonesomeness in a given Reddit post.

Column Feature Lonesomeness

Absent Present

Labels Number of Posts 1595 1927

Text Average number of Words ≈97 ≈135

Maximum number of Words 300 300

Total number of Words 153459 258992

Average number of Sentences ≈7 ≈ 9

Maximum number of Sentences 42 32

Total number of Sentences 9618 16302

Explanation Average number of Words - ≈4

Maximum number of Words - 19

Total number of Words - 6647

3.2 Overlapping Information

We investigate words that represent class 0: absence of lonesomeness and class 1:
presence of lonesomeness in a given text. Words such as life, im, feel, and
people indicate a very large syntactic overlap between these classes (see Fig. 2).
However, a seemingly neutral (or even positive) word like friend indicates a
discussion about interpersonal relations, which be an indicator of a negative
mental state. We further obtain word clouds for explainable text-spans indicating
label 1 in LonXplain. We find that words such as lonely, alone, friend,
someone, talk may be indicators of the presence of lonesomeness.

For keyword extraction, we use KeyBERT, a pre-trained model that finds
the sub-phrases in a data sample reflecting the semantics of the original text.
BERT extracts document embeddings as a document-level representation and
word embeddings for N-gram words/phrases [12]. Consider a top-20 word list for
each of label 0 (K0) and label 1 (K1):

K0 : sleepiness, depresses, tiredness, relapses, fatigue, suffer, insomnia,
suffers, stressed, sleepless, selfobsessed, stress, numbness, cry, diagnosis,
sleepy, moodiness, depressants, stressors, fatigued.
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Fig. 2. The wordcloud for label 0: absence of lonesomeness (left), label 1: presence of
lonesomeness (center), and Word cloud evolved from explainable text-spans (right)

K1 : dumped, hopelessness, introvert, breakup, hopeless, loneliness, heart-
broken, dejected, introverted, psychopath, breakdown, graduation, break-
downs, overcome, depressant, solace, counseling, befriend, sociopaths,
abandonment.

Although some important terms are missed by KeyBERT, e.g.,
homelessness and isolated, most of the terms in K1 indicate lonesomeness.
Thus, KeyBERT plays a pivotal role in LonXplain, as an example of a context-
aware AI classifier that lends itself to explainable output, and (more generally)
responsible AI.

4 Experiments and Evaluation

We formulate the problem of lonesomeness detection as a binary class classifica-
tion problem, define the performance evaluation metrics, and discuss the existing
classifiers. Following this, we present the experimental setup and implement the
existing classifiers for setting up baselines on LonXplain. The explainable AI
method, LIME [17], is used to find text-spans responsible for decision making,
highlighting the scope of improvement.

Problem Formulation. We define the task of identifying Lonesomeness L and
its explanation E in a given document D. The ground-truth contains a tuple
< D(text), L(bool), E(text) > for every data point in a comma separated format.
A corpus of D documents where D = {d1, d2, ..., dn} for n documents where
n = 3,522 in LonXplain. We develop a binary classification model for every
document Di to classify it as Li.

4.1 Experimental Setup

Evaluation Metrics. We evaluate the performance of our experiments in terms
of precision, recall and f-score. Accuracy is a simple and intuitive measure of
overall performance that is easy to interpret. However, accuracy alone may not
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be a good measure of performance for imbalanced datasets, where one class (e.g.,
user’s lonely posts) is not equal to the other (e.g., user’s non-lonely posts). In
such cases, a model that always predicts the majority class can achieve high
accuracy, but will not be useful for detecting the minority class. In this work,
our task is to identify lonesomeness and not to identify a user’s non-lonely posts.
Thus, we consider Accuracy as an important metrics for evaluation.

Baselines. We compare results with linear classifiers using word embedding
Word2Vec [15]. We further use GloVe [20] to obtain word embeddings and deploy
them on two Recurrent Neural Networks (RNN): Long Short Term Memory
(LSTM) and Gated Recurrent Unit (GRU) for performance evaluation.

1. LSTM: Long Short-Term Memory networks (LSTM) take a sequence of data
as an input and make predictions at individual time steps of the sequential
data. We apply a LSTM model for classifying texts that indicate lonesomeness
versus those that do not.

2. GRU: Gated Recurrent Units (GRU) use connections between the sequence
of nodes to resolve the vanishing gradient problem. Since the textual sequences
in the LonXplain present a mixed context, GRU’s non-sequential nature
offers improvement over LSTM.

We additionally built out versions of each approach above with bidirectional
RNNs (BiLSTM, BiGRU, respectively), where the input sequence is processed
in both forward and backward directions. This enrichment enables the above
technologies to capture the past and future context of the input sequence—
yielding a significant advantage over the standard RNN formalism.

Hyperparameters. We used grid-search optimization to derive the optimal
parameters for each method. For consistency, we used the same experimental
settings for all models with 10-fold cross-validation, reporting the average score.
Varying length posts are padded and trained for 150 epochs with early stopping,
and patience of 20 epochs. Thus, we set hyperparameters for our experiments
with transformer-based models as H = 256, O = Adam, learning rate = 1×10−3,
and batch size 128.

4.2 Experimental Results

Table 4 reports precision, recall and f-score for all classifiers, resulting in non-
reliable Accuracy for real-time use. Word2vec achieved the lowest Accuracy of
0.64. We postulate this low performance because word2vec is unable to capture
contextual information. GloVe + GRU, a state-of-the-art deep learning model,
achieved the highest performance among all recurrent neural network models,
counterparts with an F1-score and Accuracy of 0.77 and 0.78, respectively.

We further examine the explanations for Recurrent neural network mod-
els through Local Interpretable Model-Agnostic Explanations (LIME). LIME
provide a human-understandable explanation of how the model arrived at its
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Table 4. Main results: Comparison of SOTA baselines. Score of each metric is averaged
over 10-folds.

Model Absent Present Accuracy

P R F P R F

Word2Vec + RF 0.61 0.55 0.58 0.66 0.72 0.69 0.64

GloVe + LSTM 0.60 0.82 0.70 0.81 0.58 0.68 0.69

GloVe+BiLSTM 0.80 0.59 0.68 0.74 0.89 0.81 0.76

GloVe + GRU 0.72 0.80 0.75 0.83 0.76 0.79 0.77

Glove + BiGRU 0.70 0.84 0.76 0.85 0.73 0.79 0.78

Table 5. Performance evaluation of explanations obtained through LIME

Model ROUGE-1 P ROUGE-2 R ROUGE-1F

LSTM 0.50 0.12 0.18

BiLSTM 0.58 0.15 0.22

GRU 0.53 0.14 0.21

BiGRU 0.55 0.14 0.21

prediction of lonesomneness in a given text. We further use ROUGE-1 scores
to validate the explanations obtained through LIME, over all positive samples
in test data with explainable text-spans in ground-truth of LonXplain (see
Table 5). We observe that all explanations are comparable and achieve high
precision as compared to recall. In the near future, we plan to formulate bet-
ter explainable approaches by incorporating clinical questionnaires in language
models. Consider the following text T1:

T1: What bothers me is the soul crushing loneliness, i haven’t had a girl-
friend in years and I haven’t been physically touched in what seems like
forever. I spend all day in a shitty little side room by myself writing
and hardly see hide nor hair of another person besides my dad most of the
time. I’m pretty done with it all to be honest, I don’t really see any reason
to continue living like this.

BiGRU decides label 1 for T1 with 0.96 prediction probability, highlighting the
text-spans: (i) focused by BiGRU for making decision (blue + red colored text),
(ii) marked as explanations in the ground truth of LonXplain (red colored
text), and (iii) missed text-spans by BiGRU (brown colored text).

5 Conclusion and Future Work

We present LonXplain, a new dataset for identifying lonesomeness through
human-annotated extractive explanations from Reddit posts, consisting of 3,522
English Reddit posts labeled across binary labels. In future work, we plan to
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enhance the dataset with more samples and develop new models tailored explic-
itly to lonesomeness detection.

The implications of our work are the potential to improve public health
surveillance and to support other health applications that would benefit from
the detection of lonesomeness. Automatic detection of lonesomeness in the posts
at early stage of mental health issues has the potential for preventing prospective
chronic diseases. We define annotation guidelines based on three clinical ques-
tionnaires. If accommodated as external knowledge from a lexical resource, the
outcome of our study has the potential to improve existing classifiers. We keep
this idea as an open research direction.

Ethical Considerations and Broader Impact. We emphasize that the sensi-
tive nature of our work necessitates that we use publicly available Reddit posts in a
purely observational manner. This research intends to improve public health surveil-
lance and other health applications that automatically identify lonesomeness on Red-
dit. To adhere to privacy constraints, we do not disclose any personal information
such as demographics, location, and personal details of social media user while making
LonXplain publicly available [24]. The annotations scheme is carried out under the
observation of a senior clinical psychologist, a rehabilitation counselor, and a social
NLP expert. This research is purely observational and we do not claim any solution for
clinical diagnosis at this stage [1]. Reddit posts might subject to biased demographics
such as race, location and gender of a user. Therefore, we do not claim diversity in our
dataset. Our dataset is susceptible to the prejudices and biases of our student annota-
tors. There will be no ethical issues or legal impact with our dataset and is subject to
IRB approval.
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Abstract. There are more than 2,000 listed companies on the UK’s London
Stock Exchange, divided into 11 sectors who are required to communicate their
financial results at least twice in a single financial year. UK annual reports are
very lengthy documents with around 80 pages on average. In this study, we aim
to benchmark a variety of summarisation methods on a set of different pre-trained
transformers with different extraction techniques. In addition, we considered mul-
tiple evaluation metrics in order to investigate their differing behaviour and appli-
cability on a dataset from the Financial Narrative Summarisation (FNS 2020)
shared task, which is composed of annual reports published by firms listed on
the London Stock Exchange and their corresponding summaries. We hypothe-
sise that some evaluation metrics do not reflect true summarisation ability and
propose a novel BRUGEscore metric, as the harmonic mean of ROUGE-2 and
BERTscore. Finally, we perform a statistical significance test on our results to
verify whether they are statistically robust, alongside an adversarial analysis task
with three different corruption methods.

Keywords: Long Document sumamrization · Evaluation Metrics ·
Benchmarking

1 Introduction

With the proliferation of firms worldwide, the amount of financial disclosures and finan-
cial texts (or narratives) in various languages and formats has risen dramatically. Con-
sequently, the study of natural language processing (NLP) methods that automatically
summarize content has become a rapidly growing research area [22] [8].

In fact, financial reporting and communication requirements have expanded signifi-
cantly in recent years, particularly following the 2008 financial crisis. Financial commu-
nications and investor relations management are becoming increasingly critical to the
financial markets and fund management industry. Regulated financial markets mandate
that all listed companies regularly communicate their financial activities to stakeholders
by publishing financial reports and other financial narratives.

Financial narratives are employed by firms to communicate with their stakeholders,
including investors, shareholders, customers, employees, financial analysts, regulators,
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lenders, rating agencies, and suppliers. Through financial communications, stakehold-
ers can assess how well the company is creating value.

The aim of this study is to create and evaluate summarization benchmarks for UK
financial narratives, investigate the effect of long document methods, and examine their
interactions with various metrics, including ROUGE, in order to assess their suitability
for this domain. Additionally, we will introduce a statistical testing method for system-
generated financial summaries and the novel BRUGEscore.

2 Background

Summarizing text is a complex task, and standard evaluation metrics such as accuracy,
recall, and precision are not suitable for text summarization. In recent years, several
metrics have been introduced that are specifically designed for evaluating the quality of
machine-generated summaries. In this study, we used the following metrics:

– ROUGE: Recall-Oriented Understudy for Gisting Evaluation is a metric used to
evaluate the quality of machine-generated summaries by comparing them with a set
of human-produced reference summaries. ROUGE measures the number of over-
lapping textual units, such as n-grams or word sequences, between the generated
summary and the reference summaries.

– BERTScore: BERTScore is an embedding-based evaluation metric that aligns gen-
erated and reference summaries on a token level. Token alignments are computed to
maximize the cosine similarity between contextualized token embeddings from the
BERT transformer.

– BARTScore: BARTScore is an unsupervised evaluation metric used for generative
tasks such as machine translation, text summarization, and text generation. It offers
a number of variants, depending on the language model used, that can be flexibly
applied to evaluate generated text from different perspectives such as informative-
ness, fluency, or factuality.

– METEOR: METEOR computes an alignment between candidate and reference sen-
tences by mapping unigrams in the generated summary to 0 or 1 unigrams in the
reference, based on stemming, synonyms, and paraphrastic matches.

– Bleurt: Bleurt is a transfer learning-based metric for natural language generation
that compares a candidate summary with a reference summary to determine how
well the candidate summary conveys the meaning of the reference summary.

– BRUGEscore: BRUGEscore is our novel proposed metric, calculated as the har-
monic mean of ROUGE-2 and BERTscore. It combines elements of word overlap
and embedding cosine similarity into a single score.

Table 1 provides a summary of the features of these metrics, including whether they
are embedding-based or n-gram-based.

2.1 Related Work

Text summarization has shown promising applications in the financial domain [7].
Prior works in this field have explored a range of approaches. The Summariser sys-
tem [15] employed sentence linkage heuristics, while a query-based company-tailored
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Table 1. Summary of the features of the evaluation metrics used in this study

Metric Embeddings Language Model n-gram

ROUGE No N.A n-gram

BERTScore Yes Roberta Large 1-gram

BARTScore Yes Bart Large 1-gram

METEOR No N.A 1-gram

Bleurt Yes BERT-lg Sequence

BRUGEscore Yes N.A 2-gram

summarization system was proposed in [9]. Recently, statistical features with heuris-
tic approaches were used to summarise financial textual disclosures [3]. The Financial
Narrative Summarisation (FNS) task of the Multiling 2019 workshop involved generat-
ing structured summaries from financial narrative disclosures. The FNS 2020 task [6]
resulted in the first large scale experimental results and state-of-the-art summarisation
methods applied to financial data, focusing on annual reports produced by UK firms
listed on the London Stock Exchange (LSE). The participating systems used a vari-
ety of techniques, ranging from rule-based extraction methods to traditional machine
learning methods and high-performing deep learning models.

Prior works on UK annual report summarization include [16], who used a
transformer-based encoder-decoder extractive summarisation approach based on the
T5 pre-trained model. Abhishek Singh [20] proposed a Pointer Network and T5-based
summarization approach to extract relevant narrative sentences in a particular order to
have a logical flow in the summary. Lei Li [13] used Determinantal Point Processes
to build a Statistical learning Extractive Financial Narrative auto Summarizer. Jaime
Baldeon Suarez, [1] combined financial word embeddings and knowledge-based fea-
tures for financial text summarisation, and Moreno La Quatra [11] developed an end-
to-end training framework for financial report summarisation in English.

In comparison to prior works, we explore the impact of different transformer model
architectures, the task and data used to pre-train transformer models, as well as corre-
lations between automated metrics within the task of summarising UK annual reports.
Our work is distinct as UK annual reports are long, unstructured in plain text, techni-
cally written, and subjective. Our study aims to address the challenging components
of Financial Narrative Summarisation, and this effort is further promoted by the 2021
Financial Narrative Summarisation task (FNS 2021) in the FNP 2021 workshop.

To address the memory efficiency issue of transformers, we cannot simply pass the
entire input annual report and gold standard to the model and fine-tune it. Instead, we
need to determine which parts of the report to pass to the transformer. Through dataset
analysis, we found that the gold standards are typically extracted from the first third
of the report, where the chairman or CEO message and financial highlights are usually
located. Therefore, we will pass the first k tokens to the model, where k depends on
the model architecture, pre-training, and memory efficiency. Then, the model will be
trained to predict the first n tokens of the system summary. On the test dataset of 500
UK annual reports, the model will predict the first n tokens, and we will continue the
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extraction of the remaining k tokens by determining which part of the report matches
the predicted n tokens. This approach transforms the summarization problem into a
task of predicting the start of the summary, allowing us to adapt sequence-to-sequence
transformer models to summarize long documents where the reference summary is a
continuous extracted part of the original text. We refer to this technique as the block-
based summarization approach. This technique surpasses the memory efficiency issue
of some transformers and is motivated by the fact that reference summaries are extracted
from the financial annual report as a block. To our knowledge, this is the best approach
for adapting encoder-decoder transformer models to summarize long documents.

We describe several techniques for summarization in this paper, including
transformer-based [16], reinforcement learning-based [23], unsupervised learning using
LSA, BERT extractive [14], and SBERT extractive summarisation [19]. We also com-
pare the results of these techniques to four toplines and baseline summarizes, as we
show later in the papers, and finally, we use Lead-1000 (the first 1000 words) as a
strong baseline summarizer [17].

The block-based summarization approach is described as a method of adapting
sequence-to-sequence transformer models to summarize long documents where the ref-
erence summary is a continuous extracted part of the original text [16]. RL-based sum-
marization is also discussed as a suitable approach for maximizing a predefined metric
[23]. Finally, we briefly explain LSA [10], BERT extractive [14], and SBERT extractive
[19] as unsupervised techniques that can be used to identify important sentences in a
document.

3 Dataset

The dataset used for this study is composed of UK annual reports in English from the
financial summarisation shared task (FNS 2021) [22]. It contains 3,863 annual reports
for firms listed on the London Stock Exchange (LSE) covering the period between 2002
and 2017, with an average length of 52,000 tokens. The dataset also includes 9,873
gold standard summaries. The dataset is randomly split into training (75%), testing,
and validation (25%). Table 2 shows the dataset details.

Table 2. FNS 2021 Shared Task Dataset

Data Type Train Validate Test

Report full text 3,000 363 500

Gold summaries 9,873 1,250 1,673

The dataset used for training presents several gold standard summaries for each
annual report (between one and five) [22]. We wanted to use multiple references to
make the process more objective since we did not have a human-generated reference
summary as a good gold standard. The gold standards used in this study were Financial
Highlights, Letter to the Shareholders, Financial Statements, and Auditor’s Report.
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4 Experimental Work

In our experiments, we used various transformer models used in the study, including
the T5 transformer [18], LongFormer Encoder-Decoder [2], as well as BART, Pegasus,
and BERT [4,12,21].

In our study, we investigated whether using multiple gold standard summaries
would improve the performance of summarization models. To fine-tune the models,
we first considered the issue of gold summary standards. We trained T5, Pegasus, and
BART using two different strategies. The first strategy involved using all available gold
standards, which meant creating multiple pairs for each report. The second strategy
was to choose only one gold summary that maximized the ROUGE metric [23], which
was the aim of the FNS task. Our preliminary study found that training on a multi-
referenced dataset did not significantly improve the ROUGE result and was computa-
tionally expensive. Therefore, we chose to train our models using only one reference
summary per annual report. We set our reward function as ROUGE-2 and selected the
gold standard summary that maximized the ROUGE-2 score with the annual report.
This enables our system sumamrisers to maximize the Rouge metric with all the refer-
ence summaries.

For hyperparameter search, a comprehensive grid search is a common approach.
However, due to the significant computational power and time required, we opted for
a simpler strategy. We selected hyperparameters that maximize the input length and
target length for our models, as detailed in Table 3. In this study, we used metrics that
support multiple references to evaluate the performance of our models. To compute the
score between the system summary and all the gold standards, we used the Rouge.2.0
java jar1 file for ROUGE evaluation. We removed English stop-words but did not use
an English stemmer. For other metrics, we used the implementation from the original
authors or the implementation of the Hugging Face team on the datasets library. Table 4
provides a summary of the results. We compared the best version of each transformer
model with different baselines and toplines, as well as our new BRUGEscore. F1 scores
were reported for each metric, including four variants of the rouge score (R1, R2, R-L,
R-SU4), BERT and BART scores, Meteor and Bleurt scores. To compute the embedded
representation, we used the Roberta-large-mnli and Bart-large-mnli language models
for BERTScore and BARTScore, respectively.

Table 3. Description of hyperparameters during training on the FNS dataset

Transformer model_name max_input max_target batch_size train_epochs

T5 t5-small 4096 512 4 5

LED base allenai/led-base-16384 8000 1000 4 5

LED large allenai/led-large-16384 4096 512 4 5

Pegasus google/pegasus-large 1024 256 4 5

BART facebook/bart-base 1024 128 4 5

1 https://github.com/kavgan/ROUGE-2.0.

https://github.com/kavgan/ROUGE-2.0
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The results suggest that model-based metrics give good results on the financial
dataset, and that Bleurt is not a suitable metric to evaluate system performance. T5 is the
best text-to-text model for the dataset, performing well alongside Longformer Encoder-
Decoder. LED base is memory-efficient and performs very well on the dataset, while
LED Large did not perform as well due to limited GPU memory. The BRUGEscore
shows a harmonic mean between the Rouge2 score and BERT score, giving an equi-
librium between sentence semantics and exact 2-gram matching. Lead-1000 is a strong
benchmark in this task, indicating the superiority of transformer-based summarisation
over deep learning and reinforcement learning methods.

Fig. 1. Correlation Matrix of Scores Produced using T5

Figure 1 shows the correlation matrix of different evaluation metrics’ scores using
summaries produced by the T5 transformer models which was pre-trained on the FNS
test dataset2. The correlation plot shows that the different variants of the ROUGE met-
ric are highly correlated, motivating the use of only one ROUGE variant in the evalu-

2 We only display the T5 matrix as it aligns with our conclusion, and the matrices of the other
transformers exhibit similar patterns.
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ation process. Additionally, BERTScore and BARTScore are highly correlated, while
BERTscore, BARTscore, and Bleurt are not correlated with the different variants of
ROUGE.

Table 4. F-measure scores for Rouge-1, Rouge-2, Rouge-L, SU4, BERTScore, BARTScore,
Bleurt, and Meteor, ranked based on Rouge-2 F1 measure. The abbreviations used are BE
for BERT score (roberta-large-mnli), BA for BART score (bart-large-mnli), and BR for
BRUGEscore.

System/Metric R-1/F R-2/F R-L/F R-SU4/ F BE/F BA/F bleurt meteor BR

T5-Small-96 0.496 0.374 0.487 0.417 0.910 0.830 -0.836972 0.184 0.530

LED-base-128 0.492 0.370 0.484 0.413 0.899 0.816 -0.849750 0.182 0.524

Pegasus 0.476 0.350 0.467 0.394 0.847 0.759 -0.925372 0.174 0.495

BART 0.453 0.317 0.440 0.365 0.852 0.774 -0.928474 0.176 0.462

Lead-1000 0.443 0.307 0.431 0.356 0.774 0.694 -1.039358 0.162 0.440

RNN-LSTM-RL 0.459 0.270 0.431 0.268 0.761 0.647 -1.027724 0.175 0.399

MUSE-topline 0.433 0.234 0.419 0.253 0.756 0.655 -1.045138 0.163 0.357

LSA 0.321 0.140 0.287 0.187 0.782 0.651 -0.945594 0.160 0.237

SBERT-extractive 0.322 0.139 0.276 0.187 0.781 0.647 -0.973918 0.159 0.236

BERT-extractive 0.312 0.134 0.263 0.182 0.771 0.632 -0.987254 0.121 0.228

LexRank 0.264 0.120 0.253 0.140 0.732 0.580 -1.051438 0.088 0.206

POLY-BASELINE 0.274 0.105 0.212 0.135 0.723 0.565 -1.060618 0.109 0.183

TextRank 0.172 0.070 0.242 0.079 0.727 0.576 -1.074088 0.088 0.128

5 Statistical Significance

To compare the performance of two algorithms or models, we need to prove that the
evaluation metric, denoted by ‘e’, is greater for one system than the other. However,
this is not sufficient as we also need to check the statistical significance of the dif-
ference in performance between the two algorithms. The common practice in NLP is
to claim superiority of one algorithm over another only if the difference in results is
statistically significant. To do that, we use significance levels and p-values to determine
whether the test results are statistically significant, to avoid false discoveries. We follow
the guidelines from the Hitchhiker’s Guide to Testing Statistical Significance in NLP"
[5]. We model our problem as a “no difference” (null hypothesis H0) or “difference”
(H1) and choose the bootstrap test to verify the significance of our results. We apply our
test to the difference between the series of results generated by each system, report the
p-values of ROUGE-2, ROUGE-L, BERTscore, and Bleurt score as shown in Tables 6
to 9 in Appendix A. We present the p-values of ROUGE-2, ROUGE-L, BERTscore, and
Bleurt score in the tables obtained through the Bootstrap method. These p-values, when
compared to the significance level (0,1), indicate the significance of the performance
difference between the two systems. Cells that are not coloured red indicate a statis-
tically insignificant difference, allowing us to claim with 90% confidence that system
one system outperforms the other using a specific metric.
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6 Adversarial Analysis

To assess the robustness of the metrics, we also conducted an adversarial analysis on
the predicted summaries. Adversarial attacks are text perturbations designed to test
the effectiveness of the metrics. Our experiments involved corrupting a set of sum-
maries generated by the T5 small model, which was the best-performing model on
the test dataset. We tested the ability of the metrics to resist different sources of noise
using a) BERT mask-filling, b) word-dropping, and c) word permutation methods.
BERT mask-filling and word-dropping are derived from the method used to pre-train
BLEURT, while word permutation tests the metrics’ sensitivity to syntax by swapping
the ordering of two adjacent tokens in the summary. We chose four values of chunks
to avoid creating a bias in the distribution of corrupted tokens: 4, 6, 8, and 10. By uni-
formly distributing the corruption across the text, we can evaluate how well the metrics
reflect the difference between the corrupted and uncorrupted text. We anticipate that
higher-quality summaries will be more robust to noise. Word-dropping simulates some
of the common issues that can arise with extractive summarization. BERT mask-filling
is a denoising encoding task that is challenging for BERT score since it assumes that
the predicted word by a BERT model is better in this context than the original word in
the system summary. Word permutation will penalize the n-gram based metrics but will
favour model-based metrics like BERT score and BART score.

To compare the original and corrupted summaries, we use a strict comparison where
the original summary must be strictly better than the corrupted one. Table 5 shows the
results for the three adversarial tasks with a chunk length of 10. The accuracy value
represents the percentage of non-corrupted summaries that received better scores than
their corrupted counterparts. An accuracy of 0.00 indicates that the corrupted and non-
corrupted summaries received the same scores, as with ROUGE-1 during the word per-
mutation corruption test. This is because ROUGE-1 is insensitive to syntax.

BERTScore and BARTScore achieved an accuracy score of 60% across the three
different tasks. These results suggest that ROUGE is better suited for extractive sum-
marization while model-based metrics are more suitable for abstractive summarization.
ROUGE evaluates summaries on a word-by-word basis, whereas model-based metrics
consider the context as a whole. The results also show that ROUGE-2 performed best on
the word permutation and BERT mask-filling tasks, while ROUGE-3 performed best on
the word dropping task. When the corruption is applied to a single token in a sentence,
it disrupts the n-gram sequence, which impacts ROUGE-n when n is greater than 1.
Bleurt returned poor results, confirming that it is more suitable for comparing different
models than evaluating a single model.
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Table 5. Mean accuracy by metric on the three corruption tasks. We apply three types of corrup-
tions on the system generated summaries. We create a corruption every 10 chunks. Each metric
is used to score the original and the corrupted versions of these summaries. This task should give
the uncorrupted version a higher score to make sure that the metric is sensitive to corrupted sum-
maries. The results reported shows the accuracy by metric on this task. All standard deviations
were small (less than 0.2%). The experiments were performed on the FNS dataset using the best
performing system which is the small version of T5 transformer

Metric Word dropping_10 (%) Word Permutation_10 (%) Bert Mask filling_10(%)

ROUGE-1 0.826 0.000 0.982

ROUGE-2 0.958 1 0.99

ROUGE-3 0.968 0.998 0.992

ROUGE-S1 0.958 1 0.99

ROUGE-S2 0.946 0.996 0.992

ROUGE-L 0.922 0.978 0.99

ROUGE-SU4 0.88 0.994 0.992

BERTScore 0.608 0.63 0.668

BARTScore 0.636 0.6 0.656

BLEURT 0.556 0.632 0.574

7 Conclusion and Future Work

This paper tackled the task of automatic financial extractive summarisation of UK
annual reports using various transformer models and unsupervised baselines. We
proposed a set of model-based evaluation metrics, including a new metric called
BRUGEscore, which outperformed ROUGE metric variants. We analyzed the results
and performed adversarial analysis on the system-generated summaries to verify the
robustness of the metrics. In the future, we plan to perform a human evaluation task
on our dataset, measure the correlation with existing evaluation metrics, and work on
improving the quality of the reference summaries. All PyTorch models are hosted on a
private huggingface repository and will be released once the paper is accepted.

8 Limitations

The lack of gold standards, specifically human-generated summaries by domain experts,
is the biggest technical challenge facing the financial text summarisation research com-
munity. We currently use extracted sections from annual reports as gold summaries.
Furthermore, the results are limited to this English dataset, and the performance of
evaluation metrics on other languages cannot be guaranteed, especially for language
model-based models that are pretrained on English. Financial datasets are also large
and scalable, requiring significant computational capacities. Finally, the jargon used in
financial disclosures is different from ’general’ language, and there is an urgent need to
pre-train financial-specific language models for use in such studies.



400 N. Zmandar et al.

Appendix A

Table 6. The p-values of the BERT score results using the Bootstrap test are presented in each
column, where column i includes the p-values of system i and the p-values of the remaining n-i
systems.

T5-Small-96

LED-BASE-128 0.0448

LED-BASE-256 0.0161 0.3352

LED-BASE-1000 0.0042 0.1930 0.3210

BART 0.0000 0.0000 0.0000 0.0000

mBART 0.0000 0.0000 0.0000 0.0000 0.4943

PEGASUS 0.0000 0.0000 0.0000 0.0000 0.2440 0.2429

T5-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.2373 0.2306 0.4825

T5-Small-256 0.0000 0.0000 0.0000 0.0000 0.0106 0.0064 0.0378 0.0351

T5-Small-512 0.0000 0.0000 0.0000 0.0000 0.0015 0.0022 0.0112 0.0059 0.2900

PEGASUS-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001

BART-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0077

LSA 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0550 0.0000

SBERT-EXTRACTIVE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0300 0.0000 0.2948

LEAD-1000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0093 0.0172

LED-LARGE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0068 0.0132 0.4912

BERT-EXTRACTIVE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.1234 0.1335

RNN-LSTM-RL 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0001 0.0000

MUSE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0329

LEXRANK 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

TEXTRANK 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0423

POLY 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0003 0.1001

Table 7. The p-values of the Bleurt score results using the Bootstrap test are presented in each
column, where column i includes the p-values of system i and the p-values of the remaining n-i
systems.

T5-Small-96

LED-BASE-128 0.2622

LED-BASE-256 0.1766 0.3579

LED-BASE-1000 0.0774 0.2204 0.3232

PEGASUS 0.0000 0.0001 0.0004 0.0015

BART 0.0000 0.0000 0.0003 0.0011 0.4284

mBART 0.0000 0.0001 0.0001 0.0009 0.4227 0.4961

LSA 0.0000 0.0000 0.0000 0.0000 0.1042 0.1160 0.1261

SBERT-EXTRACTIVE 0.0000 0.0000 0.0000 0.0000 0.0010 0.0006 0.0011 0.0134

T5-Small-256 0.0000 0.0000 0.0000 0.0000 0.0020 0.0013 0.0008 0.0142 0.4225

T5-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.0014 0.0008 0.0013 0.0113 0.3947 0.4955

PEGASUS-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.0008 0.0009 0.0015 0.0066 0.3410 0.4104 0.4304

BERT-EXTRACTIVE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0004 0.1452 0.2396 0.2400 0.3016

T5-Small-512 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0233 0.0598 0.0539 0.0906 0.1589

RNN-LSTM-RL 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0004 0.0002 0.0005 0.0008 0.0177

LEAD-1000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0005 0.1594

LED-LARGE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0007 0.1439 0.4598

BART-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0006 0.1427 0.4502 0.4757

MUSE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002 0.0586 0.3071 0.3319 0.3543

LEXRANK 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0164 0.1609 0.1706 0.1829 0.2828

POLY 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0015 0.0284 0.0433 0.0390 0.0723 0.1871

TEXTRANK 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0014 0.0004 0.0018 0.0026 0.0171 0.0946
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Table 8. The p-values of the Rouge-2 score results using the Bootstrap test are presented in each
column, where column i includes the p-values of system i and the p-values of the remaining n-i
systems.

T5-Small-96

LED-BASE-128 0.1243

LED-BASE-256 0.0777 0.1649

LED-BASE-1000 0.0453 0.0874 0.2068

PEGASUS 0.0000 0.0000 0.0000 0.0000

T5-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.0003

T5-Small-256 0.0000 0.0000 0.0000 0.0000 0.0001 0.2906

PEGASUS-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.0000 0.1807 0.3979

T5-Small-512 0.0000 0.0000 0.0000 0.0000 0.0000 0.0524 0.2062 0.2638

BART 0.0000 0.0000 0.0000 0.0000 0.0000 0.0003 0.0023 0.0089 0.0187

mBART 0.0000 0.0000 0.0000 0.0000 0.0000 0.0007 0.0021 0.0091 0.0191 0.0000

BART-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0021 0.2190 0.2158

LED-LARGE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0526 0.0550 0.1431

LEAD-1000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0273 0.0300 0.0724 0.4301

RNN-LSTM-RL 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

MUSE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

LSA 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

SBERT-EXTRACTIVE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.3925

BERT-EXTRACTIVE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0070 0.0002

LEXRANK 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

POLY 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

TEXTRANK 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

Table 9. The p-values of the Rouge-L score results using the Bootstrap test are presented in each
column, where column i includes the p-values of system i and the p-values of the remaining n-i
systems.

T5-Small-96

LED-BASE-256 0.1075

LED-BASE-128 0.1330 0.7523

LED-BASE-1000 0.0520 0.1245 0.0740

PEGASUS 0.0000 0.0000 0.0000 0.0000

T5-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.0000

PEGASUS-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.0000 0.2039

T5-Small-256 0.0000 0.0000 0.0000 0.0000 0.0000 0.2694 0.5332

T5-Small-512 0.0000 0.0000 0.0000 0.0000 0.0000 0.1049 0.3750 0.3654

BART 0.0000 0.0000 0.0000 0.0000 0.0000 0.0010 0.0138 0.0086 0.0159

mBART 0.0000 0.0000 0.0000 0.0000 0.0000 0.0012 0.0156 0.0075 0.0157 0.0000

BART-MULTI-REFERENCES 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0008 0.0015 0.2342 0.2341

LEAD-1000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0220 0.0204 0.0375

LED-LARGE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0483 0.0394 0.1052 0.5720

RNN-LSTM-RL 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0154 0.0156 0.0451 0.4762 0.4233

MUSE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000

LSA 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

SBERT-EXTRACTIVE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

BERT-EXTRACTIVE 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

LEXRANK 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0031

TEXTRANK 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

POLY 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
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Abstract. During the COVID-19 pandemic, a concentrated effort was
made to collate published literature on SARS-Cov-2 and other coron-
aviruses for the benefit of the medical community. One such initiative
is the COVID-19 Open Research Dataset which contains over 400,000
published research articles. To expedite access to relevant information
sources for health workers and researchers, it is vital to design effec-
tive information retrieval and information extraction systems. In this
article, an IR approach leveraging transformer-based models to enable
question-answering and abstractive summarization is presented. Vari-
ous keyword-based and neural-network-based models are experimented
with and incorporated to reduce the search space and determine rele-
vant sentences from the vast corpus for ranked retrieval. For abstractive
summarization, candidate sentences are determined using a combina-
tion of various standard scoring metrics. Finally, the summary and the
user query are utilized for supporting question answering. The proposed
model is evaluated based on standard metrics on the standard CovidQA
dataset for both natural language and keyword queries. The proposed
approach achieved promising performance for both query classes, while
outperforming various unsupervised baselines.

Keywords: Information retrieval · PageRank · Question-answering ·
Abstractive Summarization · Transformer models

1 Introduction

Since its emergence in late 2019, the Novel Coronavirus Disease (COVID-19)
has escalated into a worldwide pandemic in a very short span of time. In spite of
stringent protocols adopted by most countries to contain its spread, the mutat-
ing nature of the virus posed serious challenges. Researchers have long studied
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the Coronaviridae family of viruses, and a huge volume of scientific literature
exists already. During the pandemic, a major escalation in research efforts on all
aspects of this field to understand the causes, impact, genetics, and also ways
for mitigating the impact was seen. For effective utilization of these worldwide
efforts and research outcomes, ensuring access to factual and authentic sources
of information on important topics related to COVID-19 for the use of medical
practitioners, researchers, and other personnel received much importance. This
led to concerted efforts and initiatives for creating large-scale centralized repos-
itories of literature, like the COVID-19 Open Research Dataset (CORD-19) [22]
consisting of more than 1,000,000 documents with over 400,000 full-text research
articles about SARS-CoV-2, COVID-19 and other related topics.

Challenges related to enabling effective information retrieval and relevant
knowledge extraction from such large-scale unstructured data repositories is,
however, a major challenge. The users typically range from information seek-
ers who need natural language keyword-based querying to researchers who may
require support for highly intuitive knowledge discovery techniques for further
development of therapeutics and vaccines. Furthermore, finding relevant infor-
mation in all such cases is more critical due to the numerous false information
and rumors that people tend to disseminate fast due to ignorance. Therefore,
an efficient and effective system to find the most relevant scientific literature to
support intelligent retrieval applications is a critical requirement.

Large-scale information retrieval (IR) systems are designed to facilitate effec-
tive matching between given query terms and the most relevant documents from
vast document corpora. However, clinical and biomedical text is quite differ-
ent in structure and distribution of words in comparison to standard text. This
makes information retrieval over clinical/scientific articles a difficult task which
cannot be addressed using generalized IR techniques. Word embeddings are com-
mon for representing documents and hence obtaining vector representations for
documents which can be compared with vector representations for the queries
for similarity. Word embeddings trained specifically for representing biomedi-
cal texts, such as BioBERT, SciBERT and ClinicalBERT, are extensively being
used. However, since COVID-19 is a very recent disease, most clinical-based
embeddings are not trained on its data. Due to COVID-19 literature having its
own style of representation and distribution of text, direct use of BioBERT or
SciBERT embeddings may not be optimal.

Several tools and search engines dedicated to information retrieval on
COVID-19 articles trained exclusively on the CORD-19 dataset have been devel-
oped. Some notable efforts include AWS CORD-19 Search [3] and Neural Covidex
[24]. These search engines have been developed specifically to address the tasks of
keyword-based search, question answering (QA), and FAQ matching. Techniques
based on NLP, keyword search, and knowledge graphs were used extensively in
the development of these engines. However, these efforts overlook certain aspects,
such as common citation similarity of specific sections in an article, like paper
abstracts and titles. Also, most efforts focus on individual end-user tasks like
IR and QA and overlook the need for different styles of information seeking.
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Often, the relevant document list returned to the user in response to a keyword
search may be long, and it requires manual effort to effectively peruse these doc-
uments. Hence, supporting intuitive summarization may also add value to the
user’s information-seeking experience.

In this article, an integrated framework for information retrieval, question
answering, and abstractive summarization is proposed for supporting intuitive
information-seeking processes in large document corpora like CORD-19. User
queries can range from general information regarding COVID-19 to informa-
tion regarding precautions, vaccines, and therapeutics. The framework automati-
cally generates summaries by analyzing the information value from the sentences
retrieved from relevant documents. Also, the proposed framework also enables
question answering, which takes the generated summary as context and the user
questions as input to provide answers to user questions. The CORD-19 dataset
was used for the experimental evaluation of the proposed framework.

The remainder of the paper is organized as follows. In Sect. 2, a discussion
on relevant recent work in the domain of interest is presented. The proposed
methodology and related processes for supporting summarization and question-
answering are discussed in detail in Sect. 3. In Sect. 4, the experimental validation
of the proposed framework and the observed results are presented, followed by
conclusions and future research directions in Sect. 5.

2 Related Work

The challenges related to the design of IR systems for large corpora have been
extensively studied and researched over the past few decades. Several works have
utilized classical IR models, topic modeling [4,11], transformer-based models,
while others have adapted these for specialized tasks [1,21] and domains like
healthcare, finance, law etc. Our study focuses on existing works addressing the
challenges of IR in large-scale scientific literature corpora.

For creating the CORD-19 dataset, the most promising contributions were
carefully analyzed by a team of doctors and other medical experts, and a for-
mal literature review was undertaken. The resultant data is of a semi-structured
nature consisting of questions and answers as values. The CovidQA dataset [19]
is a question-answering dataset built over the CORD data, consisting of natural
language questions, their keyword versions, the possible answers from the doc-
uments of the dataset, along with the document ids. Since CovidQA contains a
small number of question-and-answer pairs, it cannot be used for training neural
network-based models. The dataset can be used in fine-tuning tasks for testing or
evaluation purposes. The Stanford Question-Answering Dataset (SQuAD) [17]
and the Microsoft MAchine Reading COmprehension Dataset (MS-MARCO)
[14] were used to fine-tune BERT, BioBERT and T5 [16] models for Question-
Answering. T5 fine-tuned on the MS-MARCO dataset outperformed other mod-
els. Various other question-answering datasets in the biomedical domain have
been proposed, BioASQ [20] being one of them. One issue with the provided
questions is that they differ from the tasks in the TREC-COVID challenge.
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Das et al. [7] proposed an IR system built of graph community detection over
similarity networks built using paper abstracts and text. Initially, BioSentVec
[6] was used to create the initial graph between the documents and the common
citation information between the two papers. Further, ego-splitting was applied
to the graph to generate local clusters. BioBERT [12] embeddings were then used
to map the query to certain documents and select those clusters reducing the
search space. Finally, only sentences from the reduced set were used for infor-
mation retrieval and question answering. A major drawback of this work is the
lack of evaluation of the proposed question-answering and information retrieval
system. Apart from this, no ablation study has been performed to suggest which
modules of the model contribute to the approach’s effectiveness. Esteva et al.
[9] performed information retrieval with support for question answering on the
CORD-19 dataset using deep neural models. They used a combination of Siamese
BERT model along with keyword-based models, which included BM25 and TF-
IDF. However, a major drawback of this work is that it does not incorporate
techniques for relevance feedback.

Tang et al. [19] performed extensive experiments and presented the results of
various baseline models evaluated on the CovidQA dataset. They reported that
BM25 outperformed unsupervised approaches such as the BERT-based mod-
els, including vanilla BERT [8], BioBERT [12], and SciBERT [2]. It has also
been reported that BERT-based models, both unsupervised and fine-tuned ver-
sions, performed poorly when compared to the best match-based IR models
for keyword-based queries. This is because BERT is trained to understand the
meaning behind the text, which is often absent in keyword queries. Bhatia et
al. [3] developed a COVID-19 IR system (ACS) with question answering, pas-
sage ranking and document ranking. ACS used knowledge graphs to model the
entities such as citations, authors, their institutions, scholarly articles etc. Topic
modeling was also performed to group documents into overlapping topics, such
as virology, epidemiology, etc., to help group or cluster the documents. How-
ever, ACS performs information retrieval by finding the relevant passage and
hence does not support summarization. Zhang et al. [24] proposed an IR sys-
tem to find relevant documents for a given query, where each paragraph across
the corpus is ranked using BM25 and each document is ranked the same as the
best-ranked paragraph from the document. The shortlisted documents are then
filtered for relevancy using monoT5 model that is trained to return true/false
depending on whether the given query/document pair is relevant or not. The
final output only consists of a ranked list of relevant documents and tasks such
as question-answering or summarization are not attempted.

3 Proposed Methodology

The proposed workflow and its constituent processes are depicted in Fig. 1. For
the experimental evaluation of the proposed integrated framework, the COVID-
19 Open Research Dataset (CORD-19) was employed. It provides more than
400,000 full-text research articles, and on average, each document contains hun-
dreds of sentences. Firstly, the documents available in the CORD-19 dataset are
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preprocessed, split into sentences using heuristic algorithms, and then cleaned
using standard preprocessing pipelines. The Okapi BM25 model [18] is used to
generate scores for each of the sentences. Also, BioSentVec is used to convert doc-
uments into embeddings, which are then compared with the query embeddings
and scored using cosine similarity. A combination of both these scores is used
to shortlist candidate sentences. These sentences are used to construct a graph
based on the cosine similarity of BioSentVec embeddings. Next, the PageRank
algorithm is applied to the generated graph to score all the sentences.

Fig. 1. Proposed workflow

Next, a combination of all three scores obtained from Okapi BM25,
BioSentVec, and PageRank is used to generate the final rank list. This combined
score considers both word-level scores of the Okapi model as well as semantic-
level scores of the BioSentVec model making the two approaches complementary
to each other. The top sentences are used to generate a summary using the T5
model, after which the summary and query are used to find the exact answer
using a BioBERT model trained on the SQuAD dataset. For the evaluation of
the model, the CovidQA dataset is employed. This can be used to benchmark the
IR model via sentence retrieval evaluation using the provided answer relevance
details as per standard metrics.

Search Space Reduction. As the CORD-19 dataset consists of more than
400,000 scientific articles, each with hundreds of sentences, information retrieval
over search a large search space is a computationally expensive task. It is thus
necessary to reduce the search space and select the sentences which are to be
used to perform summarization and question-answering. To reduce the search
space from the set of all sentences from the CORD-19 corpus, we use the Okapi
BM25 model scores computed for each document along with the scores generated
using BioSentVec [6] embeddings.
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Okapi BM25 is a probabilistic retrieval framework based on the bag of words
retrieval that ranks documents based on the query terms in them. Here, the order
of the words or the proximity of the words in the document is not considered. If Q
is a query containing n terms and D is a document, then the similarity between
the query and the document is given by Eq. (1) where K and b are constants,
f(qi,D) is the frequency of the ith query term in the document D, |D| is the
length of the document, avgdoclen is the average document length across the
corpus. The term IDF (qi) is the inverse document frequency of the ith query
term computed as per Eq. (2), where, N is the total number of documents in
the corpus and n(qi) is the number of documents containing the term qi.

Sim(Q,D) =
n∑

i=1

(k1 + 1)f(qi,D)

k1(1 − b + b |D|
avgdoclen ) + f(qi,D)

IDF (qi) (1)

IDF (qi) = ln(
N − n(qi) + 0.5

n(qi) + 0.5
+ 1) (2)

BioSentVec [6] is a deep learning-based model trained on a corpus of over
30,000,000 clinical and bio-medical research articles from PubMed [5], and
MIMIC-III [10] databases, which are publicly available. BioSentVec was trained
using a Continuous Bag of Words (CBOW) based sent2vec model. Experiments
based on differing n-gram models and window sizes led to the attainment of 700-
dimensional vectors when trained using a bigram sent2vec model with a window
size of 30. Hence, the BioSentVec embedding for a sentence turns out to be a
700-dimensional vector. BioSentVec was trained on two tasks, clinical sentence
similarity, and biomedical multi-label text classification. For sentence similarity,
BioSentVec was evaluated on two datasets, BIOSSES and MedSTS, using both
supervised and unsupervised approaches. Supervised approaches were mainly
multi-layer deep learning models with BioSentVec embeddings as the input.

In our work, the BioSentVec score between a query and a sentence is the
cosine similarity between the BioSentVec embeddings of the query and the sen-
tence. We consider the final score for a sentence as the arithmetic sum of the
BM25 score and the cosine similarity of the BioSentVec embeddings of the sen-
tence and the query, both normalized to give equal weightage to the BM25 and
BioSentVec models. A total of 500 sentences are shortlisted in this phase.

Ranking Optimization. In this stage, further shortlisting of the sentences
is performed. The shortlisted sentences and the semantic relation between them
are modeled in the form of a graph. Ideally, two sentences which are semantically
similar to each other should have an edge between them. At the same time, it
should be ensured that semantically related sentences which are unrelated to
the query should not contain an edge between them. As a solution, a graph
between the sentences is created where an edge between two sentences exists if
and only if the cosine similarity between the BioSentVec embeddings of the two
sentences, as well as the cosine similarity of the embeddings of each sentence with
that of the query, are above a specific threshold. This threshold is determined
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empirically based on experimentation and thus set to 0.1. The chosen threshold
value should be such that neither the graph should be too dense nor too sparse.
A sparse graph can lead to a biased selection of the nodes or sentences, while a
dense graph may result in noise for the PageRank algorithm in further steps.

The PageRank algorithm [23] is employed for traversal of the constructed
graph for finding the most relevant sentences for summarization. PageRank (PR)
is an iterative algorithm that computes the rank of each node in a given directed
graph. PR gives scores to each of the nodes or sentences based on how influential
they are. The rank of each node is computed using Eq. (3), where PR(pi) is the
page rank of pi, d is the damping factor, N is the total number of nodes in the
graph, M(pi) is the set of all nodes with an outgoing edge to pi and L(pi) is the
out-degree of pi.

PR(pi) =
1 − d

N
+

∑

pj∈M(pi)

PR(pj)
L(pj)

(3)

Since the graph construction process is slow, the number of sentences on
which the PageRank algorithm can be executed is limited. To shortlist the
final set of sentences from the corpus, the PageRank score, BM25 score and
BioSentVec score are considered for each shortlisted sentence. After normalizing
all scores, the arithmetic sum of the PageRank score, BM25 score and BioSentVec
scores are used to rank each sentence. The top 10 sentences are finally selected
from the generated rank list for undertaking the task of summary generation.

Summarization. In the proposed framework, the T5-large model is used for
abstractive text summarization. T5 (Text-to-Text transfer transformer) [16] is a
transformer-based model trained on masked language modeling. It can perform
various tasks such as text classification, question answering, machine translation,
and abstractive summarization. T5-large is used to summarize the top 10 sen-
tences from the previous stage in an abstractive manner, to provide a summary.
Abstractive summarization produces novel sentences that are not present in the
input. In order to obtain a short and concise summary from the retrieved text,
only 10 sentences from the previous step are input to the T5-large summarizer.

Question Answering. For question answering, a BioBERT model pre-trained
on the SQuAD [17] dataset is used. SQuAD contains for each training example
a query, a context text to answer the query and the exact answer. The SQuAD
BioBERT model takes the input query along with a limited-sized context as
the input. Since no context is provided during information retrieval in our case
apart from the query itself, we leverage the summary generated from the top 10
sentences from the T5-large model as context for our question-answering task
using BioBERT. The output answer provided by the BioBERT model is generally
concise, which is, in turn, supported by the concise context provided to it.
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4 Experimental Evaluation and Results

For experimental validation of the proposed approach, the Covid-19 Open
Research Dataset (CORD-19) is used. Each of the 400,000+ research articles in
the dataset is made available with all its constituent sections, such as abstract,
body, reference entries, etc. For evaluation, we use CovidQA [19], a question-
answering dataset created using the CORD dataset. It comprises questions in
the form of natural language & keyword queries, along with the exact answer
and the document in which it occurs. A query may have multiple answers from
different documents from the CORD corpus. In our work, the version of CORD
from April 10, i.e. Round 1 of the TREC-COVID challenge, was used. The
dataset contains 130 question-answer pairs and 27 unique topics (or questions).
The answers to the queries form a set of 85 documents from CORD. On average,
each question contains 1.6 answers. The exact answer may be present in several
sentences of the given document. The answer can be from the abstract, body
text or even the reference entries.

For obtaining sentences from the text, a heuristic algorithm covers the cases
of text containing abbreviations, hyphens, colons, etc. For further preprocess-
ing, all the sentences are converted to lowercase, and additional whitespaces
are removed. For the BM25 modeling, additional preprocessing is done. This
includes removing normalization, lemmatization, and stop word removal. Along
with standard English stopwords, around 26 paper-specific stopwords like Else-
vier, fig, copyright, table, org, et, etc., are also considered as stopwords.

Baselines. The baseline models for evaluation can be categorized into two cat-
egories. The first type consists of models which consider keywords for ranking
documents. The second type is neural-based, i.e., BERT. For the keyword-based
model, we use Okapi BM25 [18], a probabilistic IR model based on the bag of
words strategy that ranks documents based on the query terms appearing in
them. For neural network-based models, we consider vanilla BERT [8] as well as
SciBERT [2], and BioBERT [12]. SciBERT is trained on scientific texts such as
SciERC [13], which contain computer science abstracts. BioBERT, on the other
hand, is trained on bio-medical datasets such as MIMIC-III [10] and PubMed [5].
The Bio-BERT model fine-tuned on the Stanford Question Answering Dataset
(SQuAD) for the question-answering task using techniques defined by [15].

Evaluation Metrics. The CovidQA dataset is used to evaluate the proposed
model on the question-answering task. Given a query and a document containing
the answer to the query, the system ranks all the sentences. To be deemed correct,
the chosen sentence must contain the answer as a substring. To evaluate the
generated rank list, three evaluation metrics are used. These include precision,
recall and mean reciprocal rank (MRR). Since there is a large imbalance in the
number of questions per topic and per document, micro-averaging is used to
compute the final precision, recall and MRR scores.
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– Precision@1 (P@1): For a single query, P@1 shows whether the top sentence
in the generated rank list contains the answer or not.

– Recall@3 (R@3): For a single query, R@3 is the total number of relevant
sentences in the top 3 of the rank list divided by the total number of sentences
containing the answer.

– Mean Reciprocal Rank (MRR): RR for a query is the inverse of the rank of
the first sentence containing the answer in the generated rank list. The MRR
score is the mean of the individual RR values across all queries.

4.1 Results and Discussion

Several experiments were undertaken to assess the performance of the proposed
approach against the baseline models of BM25, BERT, SciBERT, BioBERT
and BioBERT trained on SQuAD proposed by Tang et al. [19]. Table 1 shows
the comparison of the proposed approach with the baseline models for natural
language and keyword queries. The proposed model outperformed all baselines
in terms of the P@1 score. For R@3 and MRR, the proposed model outperforms
all baselines except the SQuAD fine-tuned BioBERT model.

Table 1. Performance on Natural Language (NL) Queries and Keyword Queries of
CovidQA

Model NL Queries Keyword Queries

P@1 R@3 MRR P@1 R@3 MRR

Random [19] 0.012 0.034 - 0.012 0.034 -

BM25 [19] 0.150 0.216 0.243 0.150 0.216 0.243

BERT [19] 0.081 0.117 0.159 0.073 0.164 0.187

SciBERT [19] 0.040 0.056 0.099 0.024 0.064 0.094

BioBERT [19] 0.097 0.142 0.170 0.129 0.145 0.185

BioBERT (SQuAD fine-tuned) [19] 0.161 0.403 0.336 0.056 0.093 0.135

BM25 + BioSentVec + PageRank
(proposed)

0.177 0.244 0.268 0.162 0.236 0.258

The lower performance on R@3 and MRR implies that the proposed model
performs well in ranking a relevant sentence at the top ranked position but not
so well in ranking relevant sentences in the first three positions. Surprisingly,
BM25 performed second best in terms of R@3 and MRR, even outperforming
the BERT counterparts. The best performance amongst the baseline models
was achieved by the BioBERT question-answering model. The comparison of
the proposed approach with the baseline models for keyword queries provided in
the CovidQA dataset are also shown here. It can be observed that, in this case,
the proposed model outperformed all baseline models for all metrics. The low



Information Retrieval, QnA and Summarization on Biomedical Corpora 413

Table 2. Summaries and answers generated by T5 and BioBERT (SQuAD) for some
sample queries

Query Summary Answer

common

symptoms of covid

19

the most common symptoms of covid-19 are fever, cough

and tiredness. the most common symptoms of covid-19 are

fever, dry cough, and malaise/fatigue. covid screening for

that visitor depends on resource availability and

symptoms.

fever, cough and

tiredness

how to mitigate

covid

transmission?

social measures for mitigating covid transmission,

including social distancing and sheltering in place, have

not been examined. risk of transmission during rugby

matches is very low but efforts should be made to further

mitigate disease transmission within environment.

travel bans and

sheltering in place

performance of BERT-based models could be because the keyword query lacks
natural language semantics which they heavily rely on.

The summaries and answers generated by T5 and BioBERT (SQuAD) for
some sample queries are shown in Table 2. It can be observed that the gener-
ated summaries are concise and contain relevant information with respect to the
query. For a sample query “how to mitigate covid transmission”, the summary
contains 2 sentences from the 10 sentences that are shortlisted after Pagerank,
BM25, and BioSentVec. Further, question answering using this summary as con-
text provides a to-the-point answer, i.e. “travel bans and sheltering in place”.

4.2 Ablation Studies

Table 3 shows the results of the ablation study performed for natural language
and keyword queries of the CovidQA dataset by considering a combination of
different subsets of scoring algorithms. Based on the observations, the final model
performs optimally, as a major performance boost is provided by BM25, followed
by BioSentVec, and then PageRank. The performance drop is maximum with-
out BM25 and minimum without PageRank. The results of the ablation study
performed for keyword queries of the CovidQA dataset by considering a combi-
nation of different subsets of scoring algorithms (shown in Table 3), also revealed
similar observations and performance variations for the various combinations are
exactly similar to that of the natural language queries.

Table 3. Ablation study on CovidQA - Natural Language (NL) queries vs. Keyword
queries

Model NL Queries Keyword Queries

P@1 R@3 MRR P@1 R@3 MRR

BioSentVec + PageRank 0.138 0.216 0.247 0.138 0.208 0.248

BM25 + PageRank 0.154 0.215 0.248 0.146 0.215 0.244

BM25 + BioSentVec 0.169 0.244 0.264 0.154 0.236 0.254

BM25 + BioSentVec + PageRank
(proposed)

0.177 0.244 0.268 0.162 0.236 0.258
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5 Conclusion and Future Work

In this paper, an integrated information retrieval framework built on the BM25
IR model, BioSentVec model, and PageRank algorithm for enabling automated
abstractive summarization and question answering was presented. The proposed
model was experimentally validated on the large-scale scientific document corpus
called CORD-19 and the CovidQA dataset. Search space reduction techniques
were incorporated to reduce the computational complexity of searching in large
document collections. During the experimental evaluation, the proposed app-
roach outperformed the standard BM25 and BERT-based models (both unsuper-
vised and fine-tuned on the SQuAD dataset). The summarization and question-
answering functionalities provided meaningful and reasonable answers. Abla-
tion studies were performed, which showed that the enhanced performance was
greatly influenced by the BM25 model, followed by the BioSentVec model, and
then the PageRank algorithm. Further, it was observed that the performance of
the proposed model was consistent for both natural language-based and keyword-
based queries, which is not the case for BERT-based models. As part of future
work, we plan to integrate a relevant feedback loop to make the process of
COVID-19 information retrieval faster and more efficient.
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Abstract. Query-based answer summarization is the process by which
the answer from structured information like books is extracted in a con-
cise fashion based on the given query, with minimal loss of information.
Whether an abstractive or extractive answer summarization technique
gets executed automatically depends on the information that is being
extracted with respect to the question raised. The lexical relationship
between sentence-to-sentence and query-to-sentence reduces the conflict
between answer summary and user query and also improves the qual-
ity of the answer summary. For the fastest content retrieval from the
structured information, book, our system finds the semantic and syntac-
tic similarity between the subtitles of each chapter and the query. This
work uses techniques of the Natural Language Processing paradigm along
with some of the advanced Deep Learning techniques such as attention
mechanism and Transfer Learning. The implementation results demon-
strate the accuracy and efficiency of the extracted answer summary for
the respective query, without compromising the quality of content.

Keywords: NLP · Deep Learning · QA System · Abstractive
summary · Extractive summary · semantic and syntactic similarity

1 Introduction

The Question-Answering (QA) system has been one such field that has gained
the attention of people in the last decade. The automated QA system has now
become an integral part of today’s world. Research scholars and engineers are
now focusing on the development of such expert systems for broader domains
such as industrial automation, the Government sector, the corporate sector as
well as in pedagogical domain. The development of an automated QA expert
system requires knowledge of Information Retrieval and Natural Language Pro-
cessing. Humans are more interested in getting concise and easily readable short
answers rather than going through long texts from different hyperlinks and wast-
ing their valuable time. Therefore, in order to provide a more accurate and point-
to-point answer, automated text summarization plays an important role. With
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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the development and advancements in the text summarization domain, we can
get an overview of long articles within minutes by getting a compressed summary
that covers the highlights of the article.

One such domain where the application of an automated QA system and
text summarization plays an important role is, getting a concise answer when
prompted with a question from the book. In general, there are two techniques of
text summarization: Extractive and Abstractive. Extractive summarization is a
technique that generates a summary by extracting important sentences from the
given text as input thereby maintaining the same syntax. Whereas abstractive
summarization is an approach where the semantic structure is the same but the
syntactic structure is modified. It generates and adds words that are semantically
the same and thereby producing a human-like summary. With this motive of
using the abstractive summarization technique, we came up with the idea of
developing an abstractive question-answering system for structured information
such as books. Given an abstractive question as input by the user, the system
will generate a more human-like and concise answer by scanning through the
entire book and picking up relevant portions which can be fed into the system
for abstractive text summarization. The main objectives of our proposed systems
are;

– Query-based answer extractive or abstractive Summarization technique.
Accuracy and efficiency of the resultant answer are ensured by Natural Lan-
guage Processing techniques

– Optimized Search and Summarization Algorithms and frameworks like meta-
data for quick response systems for larger books

The rest of this paper is organized as follows. Section 2 describes related work
in answer extractive and abstractive summarization. Our proposed method is
introduced in Sect. 3. In Sect. 4 experimental results are presented and discussed.
In Sect. 5, we have given conclusions and our future works.

2 Literature Review

A number of different techniques have been implemented now for developing
a robust and effective QA system. Domain-specific research for QA systems is
also going on and taking place in different fields. An expert QA system called
AnswerBus developed by Zhiping Zheng [1] accepts a question in the form of
query in five different languages and retrieves the answer in the English language.
Brian L. Cairns et al. developed a QA system called MiPACQ [2] for health
professionals in the medical domain. The system developed by Darshan Kapashi
and Pararth Shah [3] which answers questions of reading comprehension in the
form of a single word or a sentence. They used LSTM model for supervised
training and weakly supervised training. More research work on QA systems
using neural networks and memory networks like LSTM has been carried out by
different authors [4–8] and institutions.

Alessandro Moschitti in his work [9] uses Rocchio and SVM text classifiers
for extracting statistical features like TF-IDF from a collection of documents ‘d’.



418 M. P. Arthur et al.

This TF-IDF feature is then used in the categorization of question and passage
ranking along with the filtering of answers. A statistical language modeling app-
roach [10,11] was carried out by different researchers. The focus of their work
is to treat QA as a problem of classification. They use a probabilistic model
which helps them to identify the probability distribution over a set of words
given in the form of a sequence. Many pattern-matching approaches [12,13] to
extract the answer patterns based on the question as well as to create a knowl-
edge base have been implemented. With the availability of pre-trained models,
tasks to find an answer based on a given query have become easier and simpler
than ever. One such implementation using a pre-trained model called BERT is
used by A. Lamurias and F. Couto [14]. Q. Cao et al. in their work [15] use
pre-trained transformers: BERT and XLNet to improve the performance of QA
by reducing the time to answer the given question. More similar kinds of works
using transformers have been carried out in [16–18].

2.1 Text Summarization

There are a number of techniques for text summarization [19] detail-based, num-
ber of input documents-based, query-based, language-based, etc. In general, for
text summarization, there are two main approaches: extractive and abstractive.
Extractive summarization technique generates the synopsis by collecting a set
of important sentences and phrases. These sentences are usually collected based
on statistical features. On the other hand, abstractive summarization tries to
focus on the semantics of the given information to summarize. It tries to gener-
ate a more human-like summary by linking the key concepts with self-generated
words. A. Khan et al. in their work [20] use graph-based algorithm to generate
the summary of movie reviews. For calculating semantic similarity they use an
undirected weighted graph in which the graph nodes consist of sentences that are
to be considered for similarity and the edges between nodes denote the weight
in the form of semantic similarity. A Template-based method implemented by
T. Oya et al. in their work [21] generates an abstractive summary for meeting
conversations among different people. They generate a template from a human-
written summary by making a word graph.

An ontology-based summarization has also been carried out [22] for Arabic
text. In this work, a focus on domain-specific knowledge is given. They use Ara-
bic WordNet as a corpus to enhance the knowledge base and use a decision tree
algorithm to generate a summary after pre-processing steps are done using NLP
and relationship extraction. I. Moawad and M. Aref in their work [23] on abstrac-
tive text summarization use a graph reduction approach. R Paulus, C Xiong and
R Socher in their work [24] describe a reinforcement learning-based model with
an attention mechanism. Y Keneshloo, N Ramakrishnan and CK Reddy in their
work [25] use transfer learning to achieve a state-of-art model. They analyze
how existing models failed to provide good generalization and therefore use the
Pointer-Generator model by fine-tuning. More works on abstractive summariza-
tion using transfer learning can be found in [26–28].
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Fig. 1. Block diagram of Abstractive Summarization-based QA System

3 Question-Answer System

3.1 Methodology

The idea of the project is to present a concise human-like answer for a given
question using Natural Language Processing (NLP) and Deep learning (DL)
techniques from structural information like books. The system tries to present
the answer in the form of an abstractive summary as the answer portions will
be extracted from the entire book and therefore will be inconsistent and unor-
ganized. The data given to the expert system should be organized in some way
such that the system can infer patterns from it. The data is provided in the form
of a book and it is used to create a knowledge base (KB). From this knowledge
base, the relevant data is extracted based on the patterns to find the similar-
ity with the given user-defined question. Using the different similarity metrics,
a similarity measure is calculated to find the similarity between different data
extracted from KB and the question. After this, a relevant portion of the answer
is extracted from the book and fed into the deep learning model to generate an
abstractive summary.
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3.2 System Design

The expert QA system implemented in this project consists mainly 5 modules
which are mentioned as follows:

– Initial process and Question formulation for evaluation and testing.
– Creating a knowledge base.
– Accepting a question from the user and finding similarity using different sim-

ilarity metrics.
– Extracting the relevant portion for an answer from the book.
– Abstractive summarization of the text using NLG and DL.

The workflow of the five modules is shown in Fig. 1 which consists of a block
diagram. Each of these modules with a detailed description is given below.

3.3 Initial Phase

The first module is about the initial process that is to be carried out to get
the overview of how the human mind works to get the answer from the book
given a specific question. It turns out that this can be achieved using a concept
map. The concept map is a technique where different concepts are linked using
the main entities. The human mind tries to relate the question with the specific
chapter and then the sub-chapter. From this sub-chapters, it tries to create an
abstract summary to give accurate information. This initial process also includes
gathering and analyzing data. The data is used in the form of a book and is
taken from the Project Gutenberg website. Project Gutenberg is a website that
contains a collection of ebooks from all over the world. The name of the book
used is “India Under British Rule” in the text format with UTF-8 encoding.
Figure 2 shows the sample structure of the book which is to be used as data.

Fig. 2. Structure of the Structural Information i.e., Book
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3.4 Knowledge Base Creation

Second module consists of creating a knowledge base. The main aim of creating
a KB is to store structured information by the content from the book. The
structured information contains the number of parts in the book, number of
chapters, number of sub-chapters, dates, period of the event, footnotes (here
sidenotes), etc. It also consists of visualization of how words in the sentence are
related to each other along with named entity recognition (NER). In this process
of creating KB and visualizing the data is mainly done using Python regex and
NLP libraries. Figure 3 shows the sample dependency relation in a sentence.
The sentence is “The 22-year-old recently won ATP Challenger tournament.”
This section deals with how the knowledge base is created for the given data.

Fig. 3. Sample Dependency Graph of the Sentence

Fig. 4. Structure of System Generated Knowledge Base (KB)
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The knowledge base is a type of data container that contains all the required
information in a structured way. This structured information is further used to
filter the content that is to be sent for the summarization process. The data
to be given in the system is in the form of a book. Different sections of the
book details like title, author name, content, main text, remove footnotes, etc.
Using appropriate customized functions, the required information is extracted
and stored in a dictionary which acts as our KB. The sample structure of KB
created is shown in Fig. 4.

Fig. 5. Sample questions with ground truth

3.5 Finding Similarity Score

In this module, user input is accepted and it is used to find the similarity between
different chapter names and sidenotes. Here four different similarity metrics are
used to find the similarity and compare in order to check which metric gives
the best result. These four metrics are Cosine similarity, Wu Palmer similarity,
Path similarity, and Leacock Chodorow similarity. These similarity metrics are
used in a similarity algorithm that has been designed to check the syntactic and
semantic similarity. Once a question is accepted by the user, the system tries to
get the relevant portion of the text from the book. As there are references of one
topic in different chapters of the book, it is very difficult to get the exact portion.
Therefore, using similarity measure, semantic and syntactic similarity is found
between the question and chapters, and question and sub-chapters. Four different
similarity metrics are used to find similarity. After using finding similarity score
using these metrics, they are compared with the ground truth shown in Fig. 5,
and the best-performing similarity metric is used. Top ‘k’ scores are used to get
better results. The chapter corresponding to this similarity scores are used and
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further again score is calculated between the question and sub-chapter of that
chapter. These similarity metrics are very much based on synset, hypernym, and
hyponym concepts.

A synset is a group of words that are synonyms of each other. These words
are considered the same semantically but they differ in terms of their part of
speech (noun, verb, adjective, etc.). For example, the synonyms of bird and
wood are shown with different part of speech. In order to get synsets, wordnet
is used. Wordnet is a large corpora just like English dictionary but it is in a
more organized and structured way. Hypernyms are words with a very abstract
meaning. An example can be, the animal is a hypernym of tiger or lion. On the
other hand, hyponyms are words with a very specific meaning than a general
term applicable to them. For example, toothpaste is a hyponym for toiletries.

3.6 Abstractive Summary Extraction

Here, a relevant portion of the answer that is to be summarized is extracted.
As the answer has to be extracted from the entire book, there will be a relation
and reference of concepts between chapters. Due to this, it is not feasible to
select the result with the best similarity score. And so, the highest similarity
score is associated with the chapter names selected and used to further filter the
content. Once the Chapter is selected, similarity with sub-chapters is calculated
and then a few top-scoring sub-chapters are selected to further filter the content
using sidenotes. Sidenotes prove to be most useful to get the final content.

Once the final content is obtained, it is used for the abstractive summa-
rization process. First, the data is pre-processed as per the requirement and
then sent for training. Data in the form of a sequence will be fed into the sys-
tem. In order to process the text and convert it into a text-to-text format a
transformer-based architecture is used. For obtaining better results, the transfer
learning concept is used in which the pre-trained model is used to fine-tune the
model based on our dataset. The pre-trained models are generally trained on
large datasets like CNN/daily mail. In the general abstract architecture used for
the transfer learning-based transformer approach, the encoder-decoder model is
used with a feed-forward neural network and attention layers stacked up in each
of them. The transformer is made up of multiple encoders and decoders. Each
encoder consists of a multi-head attention layer and feed-forward neural network
layers. Each decoder consists of masked attention layers, attention layers, and
feed-forward neural network layers. The inputs are passed in the form of word
embeddings to the encoder. The output from the last encoder from the stack
of encoders is passed onto the decoder in the stack of decoders. The decoder
also consists of an additional attention layer which helps it to focus on specific
part of sentences. Here the given question is “Explain how British won against
Portuguese”. All four similarity metrics are shown for comparison with ground
truth. That score is shown in Fig. 6. The similarity with chapter names, sub-
chapter names of the highest scoring chapter, and the sidenotes of that highest
scoring chapter. Using this similarity metric the relevant portion is extracted
and passed on for abstractive text summarization.
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Fig. 6. Similarity Score between Question and Chapter names

4 Results Discussion

To calculate the accuracy ROUGE metric was used. It operates by comparing an
autonomously produced summary or translation to a list of reference summaries
(usually human-authored). Three type of ROUGE measures are used namely
ROUGE - 1, ROUGE - 2, and ROUGE - L. ROUGE - 1 and ROUGE - 2 uses
unigram and bigram concept to check the overlap of words from the generated
summary to reference summary. ROUGE-L uses LCS to determine the longest-
matched sequence of words. LCS has the advantage of not requiring consecutive
matches but rather in-sequence matches that reflect sentence-level word order.
Each measure consists of precision, recall and F-1 score. A ROUGE - 1 score
having 0.33 precision and 0.34 recall shows that there is only approximately
33% overlapping of words as compared to the original. The performance of the
proposed system is analyzed and given in Fig. 7.

Fig. 7. Performance metrics of the Generated Answer Summary
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5 Conclusion

Till now no such systems have been created which can answer a given question
from the book. In this work, an attempt to make an Abstractive Summarization-
based Question Answer system for structural information shows that an expert
system can be made for answering a given question from the book. The book here
represents a structured piece of information that is used to create a Knowledge
Base for the system. As the contents in the book are interrelated with references
to one another in different chapters, it becomes necessary to present the answer
in a concise form and present a more human-like summarized answer. This work
shows that Natural Language Generation and Transfer Learning approaches can
be used for the abstractive text summarization process. Though the outputs
obtained are not perfect as compared to the human summary, they are still
acceptable. A more dynamic generalized system can be created such that it can
answer any question from any given book. Currently, in this work, the results
obtained are book specific. But approaches like transfer learning can be used to
build a generalized system and predict the correct answers. Also, more precise
and accurate data such as human-generated summaries from the book would
also have helped in a better way to train the model and evaluate the summaries.
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Abstract. Satire detection and sentiment analysis are intensively explored nat-
ural language processing (NLP) tasks that study the identification of the satiri-
cal tone from texts and extracting sentiments in relationship with their targets.
In languages with fewer research resources, an alternative is to produce artifi-
cial examples based on character-level adversarial processes to overcome dataset
size limitations. Such samples are proven to act as a regularization method, thus
improving the robustness of models. In this work, we improve the well-known
NLP models (i.e., Convolutional Neural Networks, Long Short-Term Memory
(LSTM), Bidirectional LSTM, Gated Recurrent Units (GRUs), and Bidirectional
GRUs) with adversarial training and capsule networks. The fine-tuned models are
used for satire detection and sentiment analysis tasks in the Romanian language.
The proposed framework outperforms the existing methods for the two tasks,
achieving up to 99.08% accuracy, thus confirming the improvements added by
the capsule layers and the adversarial training in NLP approaches.

Keywords: Natural Language Processing · Satire Detection · Sentiment
Analysis · Capsule Networks · Adversarial Training

1 Introduction

Satirical news is a type of entertainment that employ satire to criticize and ridicule,
in a humorous way, the key figures from society, socio-political points, or notable
events [27,38]. Although it does not aim to misinform, it mimics the style of regular
news. Therefore, it has a sizeable deceptive potential, driven by the current increase in
social media consumption and the higher rates of distrust in official news streams [20].

Furthermore, sentiment analysis is regarded as a successful task in determining the
opinions and feelings of people, especially in online shops where customer feedback
analysis can lead to better customer service [37]. Limited resources in languages such
as Romanian make it challenging to develop large-scale machine learning systems since
the largest datasets present up to tens of thousands of examples [27]. Therefore, various
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
E. Métais et al. (Eds.): NLDB 2023, LNCS 13913, pp. 428–442, 2023.
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techniques should be proposed and investigated to address these challenges on such
datasets.

Adversarial training is an effective defense strategy to increase the robustness and
generalization of themodels intrinsically. Introduced by Szegedy et al. [33] and analyzed
by Goodfellow et al. [8], adversarial examples are augmented data points generated by
applying a small perturbation to the input samples. It was initially employed in com-
puter vision, where input images were altered with a small perturbation [8,18,36]. More
recently, adversarial training gained popularity in NLP. The text input is a discrete signal;
therefore, the perturbation is applied to the word embeddings in a continuous space [22].
The application of adversarial training in our experiments is motivated by the potential
to improve the robustness and generalization of models with limited training resources.

This paper aims to introduce robust high-performing networks employing adver-
sarial training and capsule layers [28] for satire detection in a Romanian corpus of
news articles [27] and sentiment analysis for a Romanian dataset [34]. Our experiments
include training models suitable for NLP tasks as follows: Convolutional Neural Net-
works (CNNs) [12], Gated Recurrent Units (GRUs) [3], Bidirectional GRUs (BiGRUs),
CNN-BiGRU, Long Short-Term Memory (LSTM) [10], Bidirectional LSTM (BiL-
STM), and CNN-BiLSTM. Starting from Zhao et al. [41], we compare the networks
against their adversarial capsule flavors. Next, the best-performing network is subjected
to an in-depth analysis concerning the impact on the performance of the capsule model
and the training with adversarial examples. Thus, we test the effect of capsule hyperpa-
rameters varying the number of primary and condensed capsules [41]. Also, we assess
the performance of our model employing Romanian GPT-2 (RoGPT-2) [24] for data
augmentation up to 10,000 text continuation examples. Finally, we discuss several mis-
classified test inputs for the sentiment analysis task.

The main contributions in this work are as follows: (i) we thoroughly experiment
with various configurations to assess the performances of the investigated approaches,
namely adversarial augmentations and capsule layers; (ii) we show that the best-
performing model uses BiGRU with capsule networks, while the most improvements
were seen when incorporating RoGPT-2-based augmentations; (iii) we investigate the
effects of analyzed components through t-SNE plots [17] and ablation studies; and (iv)
we achieve state-of-the-art results on the two Romanian datasets.

2 Related Work

2.1 Capsule Networks in NLP

Firstly presented by Sabour et al. [28], the capsule neural networks are machine learn-
ing systems that model hierarchical relationships regarding object properties (such as
pose, size, or texture) in an attempt to resemble the biological structure of neurons.
Among other limitations, capsule networks are addressing the max pooling problem of
the CNNs, which allows for translation invariance, making them vulnerable to adversar-
ial attacks [15]. While it has been demonstrated that capsule networks are successful in
image classification [28], there is also a general preference for exploring their potential
in NLP tasks, especially in text classification. Several works [11,42] took the lead in
this topic, showing that using different approaches, such as static and dynamic routing,
the capsule models provided competitive results on popular benchmarks.
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Several studies were performed in topic classification and sentiment analysis using
capsule networks. Srivastava et al. [30] addressed the identification of aggression and
other activities, such as hate speech and trolling, using a model based on the dynamic
routing algorithm [42] involving LSTM as a feature extractor, two capsule layers
(namely, a primary capsule layer and a convolutional capsule layer), and finally, the
focal loss [16] to handle the class imbalance. The resulting model outperformed sev-
eral robust baseline algorithms in terms of accuracy; however, a more complex data
preprocessing was expected to improve the results further.

For the sentiment analysis task, Zhang et al. [40] proposed CapsuleDAR, a cap-
sule model successfully combined with the domain adaptation technique via correla-
tion alignment [32] and semantic rules. The model architecture consisted of a base
and a rule network. The base network employed a capsule network for sentiment pre-
diction, consisting of several layers: embedding, convolutional, capsule, and classifi-
cation. The rule network involved a rule capsule layer before the classification layer.
Extensive experiments were conducted on review datasets from four product domains,
which showed that the model achieved state-of-the-art results. Additionally, their abla-
tion study showed that the accuracy decreased sharply when the capsule layers were
removed.

Su et al. [31] tackled limitations of Bidirectional Encoder Representations from
Transformers (BERT) [4] and XLNet [39], such as local context awareness con-
straints, by incorporating capsule networks. Their model considered an XLNet layer
with 12 Transformer-XL blocks on top of which the capsule layer extracted space-
and hierarchy-related features from the text sequence. Experiments illustrated that cap-
sule layers provided improved results compared with XLNet, BERT, and other classical
feature-based approaches.

Moreover, Saha et al. [29] introduced a speech act classifier for microblog text posts
based on capsule layers on top of BERT. The model took advantage of the joint opti-
mization features of the BERT embeddings and the capsule layers to learn cumulative
features related to speech acts. The proposed model outperformed the baseline models
and showed the ability to understand subtle differences among tweets.

2.2 Romanian NLP Tasks

In recent years, several datasets have emerged aiming to improve the performance of
the learning algorithms on Romanian NLP tasks. Apart from the two datasets used
in this work, researchers have also introduced the Romanian Named Entity Corpus
(RONEC) [6] for named entity recognition1, the Moldavian and Romanian Dialectal
Corpus (MOROCO) [2] for dialect and topic classification, the Legal Named Entity
Recognition corpus (LegalNERo) [26] for legal named entity recognition, and the
Romanian Semantic Textual Similarity dataset (RoSTS)2 for finding the semantic sim-
ilarity between two sentences.

Lately, the language model space for Romanian was also improved with the
introduction of Romanian BERT (BERT-ro) [5], RoGPT-2, ALR-BERT [23], and

1 A new version of RONEC is available at https://github.com/dumitrescustefan/ronec.
2 https://github.com/dumitrescustefan/RO-STS.
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DistilMulti-BERT [1]. In addition, all the results for these systems have been central-
ized in the Romanian Language Leaderboard (LiRo) [7], a leaderboard similar to the
General Language Understanding Evaluation (GLUE) benchmark [35] that tracks over
ten Romanian NLP tasks.

3 Datasets

In this work, we rely on two of the most recent Romanian language text datasets: a cor-
pus of news articles, henceforth called SaRoCo [27], and one composed of positive and
negative reviews crawled from a Romanian website, henceforth called LaRoSeDa [34].

3.1 Satirical News

SaRoCo is one of the most comprehensive public corpora for satirical news detection,
eclipsed only by an English corpus [38] with 185,029 news articles and a German one
[20] with 329,862 news articles. SaRoCo includes 55,608 samples, of which 27,628
are satirical and 27,980 are non-satirical (or regular). Each sample consists of a title, a
body, and a label. On average, an entire news article has 515.24 tokens for the body and
24.97 tokens for the title. The average number of sentences and words per sentence are
17 and 305, respectively. The labeling process is automated, as the news source only
publishes satirical or regular content.

3.2 Product Reviews

LaRoSeDa is one of the largest corpora for sentiment analysis in the Romanian lan-
guage. It was created based on the observation that the freely available Romanian lan-
guage datasets were significantly reduced in size. This dataset totals 15,000 online store
product reviews, either positive or negative, for which the ratings were also collected for
labeling purposes. Thus, assuming that the ratings might reflect the polarity of the text,
each review rated with one or two stars was considered negative. In contrast, the four
or five-star labels were considered positive. The labeling process resulted in 7,500 posi-
tive reviews (235,474 words) and 7,500 negative reviews (304,813 words). The average
number of sentences and words per review is 4 and 36, respectively.

4 Methodology

The generic adversarial capsule network we employ is presented in Fig. 1. It consists
of a sub-module that can represent any widely-used NLP model, followed by capsule
layers. Concretely, we use primary capsules and capsule flattening layers to facilitate the
projection into condensed capsules passed as input for a routing mechanism to obtain
the class probabilities. To increase robustness, we feed regular and adversarial samples
into the model. In what follows, we detail the employed components.

Word Embeddings. Each word is associated with a fixed-length numerical vector,
allowing us to express semantic and syntactic relations, such as context, synonymy, and
antonymy. Depending on the model, the embedding representation has various sizes.
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Fig. 1. Our generic adversarial capsule architecture, where Ed denotes the embedding size,Ns is
the number of sentences,Nw is the number of words per sentence,Npc is the number of primary
capsules, Ncc is the number of condensed capsules, and Ncls is the number of classes to which
the routing algorithm will converge.

To use a continuous representation of the input data, we employ two different types
of embeddings: BERT- and non-BERT-based. On the RoBERT model [19], we rely
on embeddings delivered by the model with a dimension Ed = 768, whereas, for the
non-BERT models, we abide by Onose et al. [25] in terms of distributed word represen-
tations and choose Contemporary Romanian Language (CoRoLa) [21] with an embed-
ding dimension Ed = 300, Nordic Language Processing Laboratory (NLPL) [14], hav-
ing the size Ed = 100, and Common Crawl (CC) [9] with Ed = 300.

Adversarial Examples. To increase the robustness of our networks, we create adver-
sarial examples by replacing characters in words. Using the letters of the Romanian
alphabet, we randomly substitute one character per word, depending on the sentence
size: one replacement for less than five words per sentence, two replacements for 5 to
20 words per sentence, and three replacements for more than 20 words per sentence.

Primary Capsule Layer. This layer transforms the feature maps obtained by passing
the input through the sub-module into groups of neurons to represent each element in
the current layer, enabling the ability to preserve more information. By using 1 × 1
filters, we determine the capsule pi from the projection pij of the feature maps [41]:

pi = squash(pi1 ⊕ pi2 ⊕ · · · ⊕ pid) ∈ R
d (1)

where d is the primary capsule dimension, ⊕ is the concatenation operator, and
squash(·) adds non-linearity in the model:

squash(x) =
‖x‖2

1 + ‖x‖2
x

‖x‖ (2)

Compression Layer. Because it requires extensive computational resources in the rout-
ing process (i.e., the fully connected part of the capsule framework), we need to reduce
the number of primary capsules. We follow the approach proposed by Zhao et al. [41],
which uses capsule compression to determine the input of the routing layer uj . Each
condensed capsule ûj represents a weighted sum over all the primary capsules:

ûj =
∑

i

bipi ∈ R
d (3)



Adversarial Capsule Networks for Romanian Satire Detection 433

Routing Layer. It conveys the transition layer between the condensed capsules to the
representation layer. It is denoted by a routing method to overcome the loss of infor-
mation determined by a usual pooling method. In our capsule framework, we choose
Dynamic Routing with three iterations [28].

Representation Layer. In the binary classification tasks, the last slice of our generic
architecture is represented by the probability of a text input being satirical or regular for
SaRoCo and positive or negative sentiment for LaRoSeDa.

5 Experimental Setup

5.1 Model Parameters

Firstly, we use CoRoLa, CC featuring 300-dimensional, and NLPL with 100-
dimensional state space vectors for reconstruction at the embeddings level. We choose
n-gram kernels with three sizes (i.e., 3, 4, and 5) and 300 filters each for the CNN sub-
module. Also, for the Capsule layers, we useNpc = 8 primary capsules andNcc = 128
condensed capsules, which we fully connect through Dynamic Routing and obtain Nt

lists with Ncls elements. For each element in the list, the argument of the maximum
value represents the predicted label, where “1” is a satirical text or a positive review,
whereas “0” is a non-satirical text or a negative review. Secondly, for the GRU and
LSTM sub-modules, we employ one layer and a hidden state dimension of 300 for both
unidirectional and bidirectional versions. Finally, for the RoBERT model, we choose
the base version of the Transformer with vector dimensions of 768, followed by a fully
connected layer with the size of 64, tanh activation function, and a fully connected
layer with Ncls output neurons.

5.2 Training Parameters

The number of texts chosen from SaRoCo isNt = 30, 000 (15,000 satirical and 15,000
non-satirical) with a maximum Ns = 5 sentences per document and Nw = 60 words
per sentence. For LaRoSeDa, we use 6,810 positive and 6,810 negative reviews for
training, with Ns = 3 sentences per document and Nw = 60 words per sentence.
The optimizer is Adam [13], and the loss function is binary cross-entropy. We set the
learning rate to 5e − 5 with linear decay and train for 20 epochs. The batch size is 32,
and the train/validation/test split is 70%/20%/10%.

6 Results

This section presents the performance analysis of our models from quantitative and
qualitative perspectives, as well as a comparison with previous works for the chosen
datasets.

Initial Results. Table 1 shows our results on the SaRoCo and LaRoSeDa datasets.
The experiments with varying embeddings other than RoBERT (i.e., CC, CoRoLa, and
NLPL) show that NLPL determines better performance overall. This was unexpected
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because CoRoLa covers over one billion Romanian tokens, while CC and NLPL contain
considerably fewer tokens. For the SaRoCo dataset, the best model on the CC embed-
dings uses the BiGRU sub-module, achieving a 95.80% test accuracy. For the CoRoLa
corpus, the GRU and BiGRU sub-modules perform equally, resulting in a 95.77% test
accuracy. Also, the best NLPL embedding model considers the BiGRU sub-module,
scoring a 96.15% test accuracy. On the LaRoSeDa dataset, we find the best model
obtaining a 96.06% test accuracy based on GRU with NLPL embeddings. Moreover,
training on the RoBERT embeddings brings the highest performance when combined
with the BiGRU sub-module, achieving a test accuracy of 98.32% on SaRoCo and
98.60% on LaRoSeDa.

The score differences between our results on the two datasets are less than 0.5%.
Therefore, a performance difference is expected due to the more considerable propor-
tion of data for SaRoCo. Thus, there is no concrete insight into whether the satire detec-
tion task is more complex than the sentiment analysis one, especially in the binary clas-
sification setup. Still, since the training set size for LaRoSeDa is considerably smaller
than that of the SaRoCo one, the slight performance difference shows polarization sup-
port on sentiment analysis.

We further assess the feature representation quality for each sub-module using
the two-dimensional t-SNE visualizations upon the best-performing training results.
Figure 2 shows different clustering representations in most cases. For the SaRoCo
dataset, the best delimitation is observed on the BiGRU sub-module, which is vali-
dated by the best performance achieved for the NLPL embeddings as shown in Table 1.
A similar effect applies to the BiGRU sub-module trained and evaluated on LaRoSeDa.
Considering these results, the next set of experiments is performed based on the higher
performance achieved with and without BERT embeddings, namely, the BiGRU sub-
module with RoBERT and NLPL embeddings, respectively.

(a) CNN (b) GRU (c) BiGRU (d) CNN-BiGRU (e) LSTM (f) BiLSTM (g) CNN-BiLSTM

Fig. 2. t-SNE plots for each sub-module from the best-performing adversarial capsule network.
The first row depicts the evaluation on SaRoCo, where blue indicates negative sentiment and
orange represents positive one. The second row is for LaRoSeDa, where blue is for the non-
satirical text, and orange is for the satirical one. The higher density on SaRoCo is because of a
larger test dataset.
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Table 1. Accuracy (Acc) of the generic adversarial capsule network with different word embed-
dings and sub-modules.

Embeddings Sub-module SaRoCo LaRoSeDa

Valid. Acc(%) Test Acc(%) Valid. Acc(%) Test Acc(%)

CC (300) CNN 95.57 95.34 95.52 95.19

GRU 95.92 95.70 95.29 95.33

BiGRU 96.02 95.80 95.19 95.53

CNN-BiGRU 95.90 95.60 95.16 94.39

LSTM 95.70 95.54 95.09 94.53

BiLSTM 95.67 95.47 95.19 94.46

CNN-BiLSTM 95.57 95.00 95.09 95.06

CoRoLa (300) CNN 95.49 95.60 95.19 95.26

GRU 95.97 95.77 95.39 95.59

BiGRU 95.99 95.77 95.46 95.60

CNN-BiGRU 95.82 95.67 95.42 95.19

LSTM 95.85 95.70 95.39 94.86

BiLSTM 95.90 95.70 95.56 95.26

CNN-BiLSTM 95.65 95.50 95.52 94.73

NLPL (100) CNN 95.79 95.80 95.29 95.86

GRU 96.04 95.80 95.92 96.06

BiGRU 96.10 96.15 95.79 95.83

CNN-BiGRU 95.60 95.80 95.32 95.19

LSTM 95.74 95.64 95.52 95.79

BiLSTM 95.44 95.70 95.29 94.99

CNN-BiLSTM 95.45 95.57 95.22 95.39

RoBERT (768) CNN 98.17 98.09 98.50 98.56

GRU 98.07 98.17 98.39 98.49

BiGRU 98.27 98.32 98.54 98.60

CNN-BiGRU 98.07 98.24 98.42 98.45

LSTM 98.07 98.24 98.36 98.39

BiLSTM 98.10 98.17 98.46 98.49

CNN-BiLSTM 98.04 98.24 98.46 98.52

BERT-ro [27] 82.41 73.00 - -

Char-CNN [27] 73.42 69.66 - -

HISK+BOWE-BERT+SOMs [34] - - - 90.90

Comparison to Existing Methods. The results of Rogoz et al. [27] on the SaRoCo
dataset show a more than 25% gain for our models compared to the BERT-ro app-
roach, while our models outperform the character-level CNN bymore than 29%. Human
performance is a notable figure in deciding whether a selection of 200 news articles
extracted from the dataset is satirical. Rogoz et al. [27] explored the idea, involving
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Table 2. Accuracy for various capsule hyperparameters.

Dataset Npc Ncc

2 8 32 32 128 256

SaRoCo 96.07 96.13 96.17 95.95 96.02 96.00

LaRoSeDa 95.23 95.52 95.50 95.01 95.46 95.12

ten human annotators and indicated that the human performance is at 87.35% accu-
racy. Our approach surpasses this result by more than 11%. In addition, the results
shown by Tache et al. [34] on the LaRoSeDa dataset prove the competitive performance
of our proposed approach. Thus, our results are 7–8% higher than their best model,
HISK+BOWE-BERT+SOMs, which comprises histogram intersection string kernels,
bag-of-words with BERT embeddings, and self-organizing maps.

Capsule Hyperparameter Variation. Fig. 1 depicts the hyperparameters of the cap-
sule layers of our generic network, represented by Npc (i.e., the number of primary
capsules) andNcc (i.e., the number of condensed capsules). We test the impact of these
hyperparameters on the BiGRU sub-module with NLPL embeddings. We present the
average for three runs per experiment. The chosen values for the hyperparameters are
Npc = {2, 8, 32} and Ncc = {32, 128, 256} (see Table 2).

During experiments, we observed that large values forNpc considerably impact the
training time. This is mainly due to the operations over high-dimensional matrices in the
squash(·) function from the iterative Dynamic Routing algorithm (see Eq. 2). Results
from Table 2 support the intuition that a larger Npc would bring better results. The
model trained on SaRoCo with Npc = 32 achieves the highest accuracy of 96.17%;
nevertheless, the difference between choosing 8 and 32 is minimal. For SaRoCo and
LaRoSeDa, the best overall performance is achieved in a setting withNcc = 128, attain-
ing accuracy scores of 96.02% and 95.46%, respectively. Based on both sets of results,
we note that, for better performance, a hyperparameter search should be extended to the
capsule hyperparameters.

Ablation Study. Motivated by the noteworthy closeness in performance between the
BiGRU-based models with NLPL and RoBERT embeddings, respectively, we perform
an ablation study, slicing the generic model into four categories: baselines (i.e., NLPL-
BiGRU and RoBERT-BiGRU), adversarial (Adv), Capsule, and Adv+Capsule. The best
results on the test datasets are brought by the most complex models in terms of training
and architecture, with a 96.02% test accuracy for SaRoCo and a 95.82% test accuracy
for LaRoSeDa using the NLPL embeddings, as well as a 98.30% test accuracy for
SaRoCo and a 98.61% test accuracy for LaRoSeDa using the RoBERT embeddings
(see Table 3).

Regarding model complexity, we determine that except for the adversarial training
on a baseline BiGRU model, the performance improves when capsule layers are added
on top of it, irrespective of including the perturbed data in training. The increase in per-
formance on the SaRoCo dataset with our model is by 0.45% for the NLPL embeddings
and by 0.10% for the RoBERT embeddings. We observe a decrease of 2.73% when
the most undersized model (i.e., NLPL-BiGRU) is compared with the most complex
one (i.e., RoBERT-BiGRU+Adv+Capsule). For the LaRoSeDa dataset, we gain 1.18%
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Fig. 3. t-SNE plots on embedding space for each model from the ablation study.

Table 3. Ablation study.

Model SaRoCo LaRoSeDa

Valid. Acc(%) Test Acc(%) Valid. Acc(%) Test Acc(%)

NLPL-BiGRU 94.80 95.57 92.73 94.64

+Adv 95.17 95.50 93.17 95.30

+Capsule 95.57 95.67 93.61 95.67

+Adv+Capsule 95.90 96.02 95.61 95.82

RoBERT-BiGRU 98.23 98.20 98.68 98.16

+Adv 98.47 98.00 98.83 97.94

+Capsule 98.33 98.27 98.68 98.46

+Adv+Capsule 98.45 98.30 98.75 98.61

using the NLPL embeddings and 0.45% with the RoBERT embeddings, respectively.
Also, the test accuracy difference between the most complex and the most undersized
models is 3.97%, determining that the network conveys more value for the sentiment
analysis task.

The two-dimensional t-SNE embeddings depicted in Fig. 3 show the contrast
between the capsule- and non-capsule-based models. The embeddings obtained with
the BiGRU alone feature a specific chained distribution, with clusters defined by halv-
ing the sequence. The RoBERT embeddings convey a similar partition. In contrast, the
capsule networks will mostly feature well-separated embedding clusters. No significant
embedding change occurs when adversarial training is included.
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Table 4. Results for RoBERT-BiGRU augmented with RoGPT-2 data in terms of precision (P),
recall (R), and accuracy (Acc).

Dataset Decoder Method No. of Aug. P(%) R(%) Acc(%)

SaRoCo Greedy 1,000 98.15 98.18 98.16

2,500 98.21 98.09 98.15

5,000 98.36 98.20 98.31

10,000 99.06 99.08 99.08

Beam-search-2 1,000 98.24 98.08 98.23

2,500 98.37 98.29 98.34

5,000 98.19 98.08 98.17

10,000 98.58 98.65 98.68

LaRoSeDa Greedy 1,000 98.39 98.31 98.36

2,500 98.82 98.52 98.70

5,000 98.85 98.77 98.87

10,000 98.94 98.87 98.94

Beam-search-2 1,000 98.44 98.40 98.43

2,500 98.72 98.49 98.64

5,000 98.90 98.80 98.87

10,000 98.82 98.70 98.77

Data Augmentation. Next, we incorporate the RoGPT-2 text continuation examples on
a set of samples using two strategies for the decoder (i.e., greedy and beam-search-2).
We perform experiments with the RoBERT-BiGRU model and show that the genera-
tive effort increases the overall performance for both tasks (see Table 4). In most cases,
the RoBERT embeddings bring increased performance on the LaRoSeDa dataset as
a consequence of the polarized effect of the product reviews, being strongly positive
or negative. This polarization impact also applies to the models trained on augmented
data. Data augmentation using the greedy decoder method achieves the best perfor-
mance on SaRoCo, with a 99.08% test accuracy, employing 10,000 expanded texts,
compared with the best accuracy of 98.68% obtained with beam-search-2. Further-
more, on LaRoSeDa, we determine similar performance on the greedy search algorithm
with the best accuracy of 98.94% for 10,000 augmented texts. However, for the second
dataset, more generated data will not necessarily determine the best performance as in
the beam-search-2 scenario, using 10,000 augmented texts slightly underperforms in
contrast with 5,000 examples.

Discussions. RoBERT-BiGRU, augmented with RoGPT-2 samples, correctly classifies
1,344 out of 1,362 examples from the LaRoSeDa test dataset. Due to spatial constraints,
Table 5 depicts only the shortest eight misclassified texts out of 18, for which ground
truth, predicted, and human annotated labels are shown. Two human annotators con-
cluded from these examples that three indecisions and five classifications contradict the
expected ones. The uncertain results and the negative misclassifications are expected to
have been 3-out-of-5 stars ratings, which were assumed negative when the dataset was
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Table 5. Examples from LaRoSeDa predicted with RoBERT-BiGRU. Ground truth (GT), Pre-
dicted (Pred) and Human labels are shown. P stands for Positive, N for Negative, and I for Inde-
cisive.

Romanian text English translation GT Pred Human

o boxa ok din punct de vedere calitate
pret daca este cumparata de unde trebuie.
aici nu apare nici numele complet al
boxei iar descrierea este saraca, plus
pretul cu mult peste cat o gasesti in alte
magazine

a good speaker in terms of quality and
price if it is bought from the right place.
the speaker’s full name does not appear
here and the description is poor, plus the
price is much higher than what you can
find in other stores

P N I

bun doar pentru incarcare (nu face
conexiune, nu incarca rapid modelul
nexus x). nu pare sa fie universal. nu
realizeaza conexiune. voi mai incerca cu
diverse cabluri micro usb si revin daca
reusesc sa conectez telefonul la calculator

good only for charging (doesn’t connect,
doesn’t fast charge the nexus x model). it
doesn’t seem to be universal. it doesn’t
connect. I will try with various micro usb
cables and return if I can connect the
phone to the computer

P N N

imi place. o bratara feminina care isi face
bine treaba. se sincronizeaza foarte bine
cu android - samsung. bateria are
autonomie zile cu functia pulse ox
activata, fara aceasta functie scrie ca ar
avea zile, dar nu am incercat

I like it. a feminine bracelet that does its
job well. it synchronizes very well with
android - samsung. the battery has an
autonomy of days with the pulse ox
function activated, without this function,
it says it would have days, but I have not
tried it

N P P

aproape multumit. am cumparat acest
produs in urma cu o luna si pana acum
doua zile am fost foarte multumit de el.
bateria asigura o autonomie de - zile,
finisajele sunt ok

almost satisfied. I bought this product a
month ago and until two days ago I was
very satisfied with it. the battery ensures
the autonomy of - days, the finishes are
ok

N P P

bun. folie calitativ buna dar nepotrivita
pentru ecrane curbate. raman - milimetri
dezlipiti pe margine. personal as
recomanda folie de plastic pentru ecrane
curbate dupa experienta asta

good. good quality foil but not suitable
for curved screens. it remains -
millimetres unglued on the edge. I would
personally recommend a plastic film for
curved screens after this experience

N P I

multumita! este foarte buna sunet clar!
doar ca are probleme la conectarea cu
bluetooth, il gaseste greu sau face nazuri
km a conectare trebuie sa caut de multi
ori bluetooth-ul. in rest e ok

pleased! it is a very good clear sound! it’s
just that it has problems connecting with
bluetooth, it finds it hard or it’s difficult
to connect, I have to look for bluetooth
many times. the rest is ok

N P P

recomand. claritate, sunet bun si un
microfon super, fara fire, doar o cutiuta
miniona de incarcare! pretul este mult
sub cel de la apple. multumit de produs

I recommend it. clarity, good sound and a
great microphone, no wires, just a tiny
charging box! the price is much lower
than that of apple. happy about the
product

N P P

decent. il folosesc cu un samsung si nici
pe departe nu are incarcare fast charge.
daca nu te grabesti si ai rabdare sa
astepti, merge

decent. I use it with a Samsung, which
doesn’t even have a fast charge. It will
work if you are not in a hurry and have
the patience to wait

N P I

created. Furthermore, we observe strongly positive texts such as “I like it. A feminine
bracelet that does its job well”, “I was very satisfied with it”, “happy about the product”,
“I recommend it”, and “pleased! it is a very good clear sound!” have negative ground
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truth in the dataset. However, these are positive examples for the model and human
annotators. Thus, we determine noise in the LaRoSeDa dataset, which is expected for
datasets gathered from online sources, as the origin of the noise can be introduced by
the page user or by automated data extractors.

7 Conclusions

Satire detection and sentiment analysis are important NLP tasks for which literature
provides an ample palette of models and applications. Despite the more polarization
expected on the product review task in contrast with the increased passivity of satirical
texts, our models properly encapsulate the meaning represented by relevant features.
In the syntactic and semantic context of our tasks, there is a slight difference in perfor-
mance for the CC, CoRoLa, and NLPL embeddings, whereas fine-tuning the pre-trained
RoBERTmodel brings up to 3% performance improvement. We showed in many exper-
iments that our parameterized capsule framework can be adapted to specific problems.
Moreover, we can improve the capsule network by employing data augmentation using
generative models such as RoGPT-2, achieving a maximum gain of 0.6%. Based on our
results, the potential of such an architecture is of increased significance, thus enabling
further work in this direction.
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Abstract. Prompt learning’s near fine-tune performance on text classi-
fication tasks has attracted the NLP community. This paper applies it to
resume information extraction, improving existing methods for this task.
We created manual templates and verbalizers tailored to resume texts
and compared the performance of Masked Language Model (MLM) and
Seq2Seq PLMs. Also, we enhanced the verbalizer design for Knowledge-
able Prompt-tuning, contributing to prompt template design across NLP
tasks. We present the Manual Knowledgeable Verbalizer (MKV), a rule
for constructing verbalizers for specific applications. Our tests show that
MKV rules yield more effective, robust templates and verbalizers than
existing methods. Our MKV approach resolved sample imbalance, sur-
passing current automatic prompt methods. This study underscores the
value of tailored prompt learning for resume extraction, stressing the
importance of custom-designed templates and verbalizers.

Keywords: resume · prompt · few-shot learning · template ·
verbalizer · information extraction · text classification

1 Introduction

With the introduction of the Transformer architecture [19], large-scale language
models pre-trained on unsupervised tasks have consistently achieved state-of-
the-art results on a wide range of NLP tasks. The most prominent of these
models include the Encoder-based BERT [1], a task-based MLM pre-trained
model primarily used for classification tasks, and its modified version, RoBERTa
[11]. Another example is the T5 model [13], which uses the Seq2Seq MLM pre-
training method. The pre-training and fine-tuning paradigm was widely applied
to various NLP downstream tasks until 2020, when a novel pre-training and
prompt paradigm was proposed.

The first prompt-based approach for text classification tasks, which utilizes
models to answer cloze questions and predict labels, was proposed for sentiment
classification [16]. This approach was shown to achieve higher accuracy than the
traditional fine-tuning paradigm, even with limited training data. The under-
lying principle of prompt learning involves using manually designed templates
to wrap sentences, which are then masked to provide the target label relation
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
E. Métais et al. (Eds.): NLDB 2023, LNCS 13913, pp. 445–455, 2023.
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Fig. 1. Illustration of the process of prompt learning for the resume information extrac-
tion task.

words. This masked text is then input into the model, which predicts the corre-
sponding label relation words. The development of manual prompt templates led
to the exploration of automatic prompt generation methods. These methods are
broadly categorized into two groups: discrete prompts and continuous prompts
[9].

As previously noted, prompt methods have demonstrated exceptional per-
formance across various benchmark datasets. However, their efficacy in unique
practical scenarios, such as information extraction from resumes, remains a ques-
tion. This application is of great significance to businesses, given the daily influx
of resumes. Though deep learning has facilitated automated resume screening,
the resource demand for annotating resume texts for Pretrained Language Model
(PLM) fine-tuning can be prohibitive. Prompt methods, requiring only a few
labeled resume texts, present an economical solution, particularly for small busi-
nesses or niche industries. In this study, we leverage a seven-category sentence
classification of English resume data [3]. This approach transforms the resume
extraction task into a sentence classification task, aligns with the current research
focus in prompt learning, and offers practical value, especially for organizations
with limited resources. Moreover, the recurring specific words in resumes are
ideal for constructing a Knowledgeable Verbalizer (KV), a technique known for
its state-of-the-art (SOTA) results [6]. Thus, we focus on information extraction
from resumes in this study.

As depicted in Fig. 1, the sentence to be classified, denoted as X, is inputted
into the wrap class. Following this, an indicative template sentence is appended.
Subsequently, a mask token is integrated into the prompted sentence, represent-
ing the label relation word to be forecasted, such as “{X} this sentence is about
{mask}”. Consequently, a sentence classification problem is reframed as a fill-in-
the-blanks (mask token) task. The Masked Language Model (MLM) explicitly
addresses this issue. As a result, prompting enables the downstream task to align
more closely with the pre-training task, facilitating rapid model adaptation for
small datasets. The Knowledgeable Verbalizer (KV) extends a single label rela-
tion word to cover multiple associated terms. Initially, the output probability
of each relevant word for the mask token is calculated. These probabilities are
then consolidated, and the class with the highest probability of associated words
is selected as the sentence’s predicted outcome, i.e., the mask token word. In
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conclusion, KV with a manually designed template has achieved superior scores
across numerous datasets compared to other prompt methods’ baseline scores.
Therefore, our initial hypothesis in this study was that the amalgamation of man-
ually designed templates and KV is the most effective among current mainstream
prompt methods. We conducted subsequent comparison experiments to validate
this hypothesis. To assess the impact of different templates on the results, we
devised several alternative templates for comparison experiments. The results
suggest that the efficacy of prompt-learning is significantly impacted by tem-
plate design. A baseline KV was created for resume text classification using the
original Knowledgeable Prompt-learning method [6] and compared with the KV
designed based on our refined rules. We term the KV constructed following our
proposed rule as Manual Knowledgeable Verbalizer (MKV). On the 25-shot and
50-shot tasks, performance increased significantly from 54.96% to 63.65% and
59.72% to 76.53% respectively. These findings indicate our proposed MKV is
more suited for the resume extraction task. We conducted comparative experi-
ments on two models using 25/50/10-shot tasks and two distinct training tech-
niques to compare the encoder structure of BERT and the Seq2Seq structure
of the T5 model in the context of prompt-learning. In summary, our primary
contributions include:

1. Development of a comprehensive set of prompt-learning techniques for the
few-shot resume information extraction task.

2. Proposal of KV construction rules, based on the original Knowledgeable
Prompt-tuning (KPT), that are more compatible with resume text. This pro-
vides insights for subsequent researchers to develop KVs for practical application
scenarios.

3. Comparison of manual template construction with automatic template
generation for the prompt method. We have demonstrated that, in the current
state of prompt-learning for resume text, a method employing manually crafted
prompts surpasses one using automatically generated prompts.

2 Related Work

The research related to this paper is divided into two main groups. Prompt
templates and constructs of prompt verbalizer.

Prompt Template. Since PET(Pattern-Exploiting Training) [16] was pro-
posed, a surge of prompt research has been started. A PET follow-up study
mentioned that smaller size models, such as BERT-base, are also capable of
few-shot learning [17]. There are also some other studies of discrete prompts
[4,14,18]. The idea behind a discrete prompt is that the words in the template
are real. The reason for this is because in coordinate space, the words are in a dis-
crete state. Another hand, as all token-level prompts have been automatically
generated, some research has gone a step further by replacing the token-level
prompt template in the token representation with continuous vectors directly
and training these prompts instead of the fine-tune model(A.K.A Continuous
Prompt) [5,7,8,10,12]. Using continuous vectors, we can find the best set of
vectors to replace the discrete prompt template.
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Prompt Verbalizer. The automatic construction method of verbalizer in
few-shot learning is explored [15]. There are also corresponding verbalizers for
some of the prompt methods mentioned in the previous paragraph, such as
manual, soft and automatic verbalizers. Finally, the KV in this study also has
better performance than other verbalizers [6].

3 Task Setup

In this work, we select the resume information sentence classification dataset
as the experimental object. Hence, this study also considers the task setting
from a practical application scenario. Suppose an IT company needs to fine-
tune its company resume information extraction model. First, a training dataset
consisting of several hundred resumes needs to be constructed. This results in
the need to annotate tens of thousands of sentences. This is a non-negligible
cost for a small company. Also, some small start-up companies may not have
hundreds of resumes to create a training dataset. Thus, it is essential to minimize
the investment of company human resource in producing training datasets for
company.

In summary, we set the task to be in the case of annotating only one or two
resumes. The resume dataset was extracted from 15,000 original resumes and
1000 of them were used as tagged objects [3]1. In addition, the total number
of sentence samples in this dataset is 78786, and the total number of annotated
resumes is 1000. So it is calculated that each resume contains about 79 sentences
on average.

4 Prompt Design

In this section, we firstly designed a series of prompt templates for resumes.
Secondly, we presented a different KV construction method from the original
KPT depending on the textual characteristics of the resume (Fig. 1).

4.1 Manual Template

For the manually designed templates, we divided into two design thoughts. One
is the generic template that is commonly used in prior studies (e.g., “{input
sentence} In this sentence, the topic is {mask}.” ). Another type of template
is designed for resume documents (e.g., “{input sentence} this sentence belongs
in the {mask} section of the resume.”). Based on this, we designed a series
of templates specifically for the resume text. By inserting words like “resume”
and “curriculum vitae” into the templates, which are strongly related to the
classification text. It is anticipated that the performance of the few-shot learning
of resume text would improve with the specific design of templates and MKV.

1 https://www.kaggle.com/datasets/oo7kartik/resume-text-batch.

https://www.kaggle.com/datasets/oo7kartik/resume-text-batch
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4.2 Knowledgeable Verbalizer

In this study, KV from the KPT paper is utilized [6]. In their study, KV is
constructed by introducing external knowledge. As an example, consider the
class label “experience”. By using related word search sites, the words that appear
frequently in conjunction with “experience” are tallied, and the top 100 words
with the highest frequency are selected to constitute KV2. There are seven word
sets for class labels to construct the KV.

As shown in Fig. 2, the text of the “personal information” in the original
manuscript of a resume was selected to illustrate the MKV construction rules
of our proposal. In summary, we present two rules for selecting the label rela-
tion word. 1. Words that frequently appear in sentence of the target class with
resume text. 2. This word does not often occur in other classes.Thus, the words
marked with gray background in the figure can be selected according to the
two rules mentioned above. Two of them, “languages” and “address”, are marked
with a black background. The word “languages” often appears in “skill” classes
for programming languages. The “address” is a word that appears not only in
personal information as a home address. It also appears in “experience” classes
for company addresses. So the above two words will not be selected in the label
relation word set of personal information.

Fig. 2. Example of label-related word selection for the personal information class
in resume when constructing Knowledgeable Verbalizer(Although the data comes from
open source websites, mosaic is given to the part involving privacy.).

5 Experiments Setup

This study aims to investigate the impact of various factors on the outcomes
of limited opportunity resume learning, as well as to assess the efficacy of our
proposed MKV construction rules for Prompt Learning of resume material. We
performed multiple comparative tests between the prompt’s template and verbal-
izer, evaluated the performance of several prompting methods against MKV, and
examined the effectiveness of two structurally distinct PLM models in few-shot
resume learning. These experiments utilized a specially created resume dataset.

For efficient iteration of different experiments, we used Openprompt3, an
Open-Source Framework for Prompt-learning [2]. We used the F1-micro as the
2 https://relatedwords.org/.
3 https://github.com/thunlp/OpenPrompt.

https://relatedwords.org/
https://github.com/thunlp/OpenPrompt
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evaluation metric for all experiments. Given that few-shot learning typically
allows only a limited number of training samples per class, we employed a random
seed to extract the training set from our unbalanced dataset of resumes. This
approach maintained the original sample distribution, thereby preserving the
inherent imbalance of the resume samples. Distinct random seeds were used for
the 25/50/100-shot experiments.

Initially, we conducted two comparison experiments to determine the most
efficient template and Knowledge Verbalizer (KV). One experiment compared
different manual templates, while the other compared the performance of our
proposed MKV construction method with the original KV construction method.
After establishing the performance of Manual Template (MT) and Manual
Knowledge Verbalizer (MKV), they were compared with three other types of
templates and verbalizers.

The methods we considered include: 1) The Automatic method, where the
model generates discrete prompt template words automatically, 2) Soft prompt
method, where by optimizing the vectors of the embedding layer, soft prompts
are utilized, 3) P-tuning method, where token-level templates are replaced with
dense vectors, which are trained to predict the masked words, and 4) Prefix
prompt approach, where task-specific continuous sequence prefixes are trained
instead of the entire transformer model.

Finally, to investigate the fine-tuning and prompt-tuning performance of
RoBERTalarge and T5large, we conducted an additional experiment. The scores
from the first three experiments were obtained after 4 training epochs, while the
PLM comparison experiment used scores adjusted to the best epoch based on
test set scores. To evaluate the performance of KV and MKV in the context of
sample imbalance, we created and analyzed the confusion matrix of the 50-shot
test dataset for both methods.

Table 1. The result of 0-shot was compared with different Template. Use the manual
template(MT) and Manual knowledgeable verbalizer(MKV).

Method Template F1-score

MT+MKV {input sentence} In this sentence, the topic is {mask} 33.45
{input sentence} this sentence is talking about {mask} 55.77
{input sentence}this sentence belongs in the {mask}
section of the resume 61.32
{input sentence}this sentence belongs in the {mask}
section of the curriculum vitae 62.09
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6 Results and Analysis

6.1 Comparison Between Different Manual Templates

Table 1 showcases experimental results from comparing four distinct templates.
To eliminate confounding variables such as training samples, we adopted a 0-shot
training strategy, directly predicting the test set using the original parameters
of PLMs. This amplifies the impact of each template’s efficacy. The top two
are universal prompt templates suitable for any classification task. Contrarily,
we developed two templates specifically for the resume dataset; incorporating
“resume” into the templates notably enhanced the outcomes.

Another noteworthy observation is the 0.77 point score increment following
the substitution of “resume” with “curriculum vitae”. We hypothesize this arises
from the polysemous nature of “resume” (e.g., n.summary, v.recover), creating
ambiguity when used within the template sentence. Replacing “resume” with the
unambiguous term “curriculum vitae” consequently improved the score.

Table 2. The results of 25/50/100-shot was compared with different Knowledgeable
Verbalizer construction method.

Total Label Set Size(KV method) 25-shot 50-shot 100-shot

700(KV-baseline) 54.96 59.72 66.46
63(Ours MKV) 63.65 76.53 76.72

6.2 Compare Different Verbalizers

Subsequently, we compare the performance of the original KV construction
method and our proposed method. As shown in Table 2, the total label set size
means the sum of the extended words of the seven categories. To start with, for
baseline, we follow the method in the original paper to obtain a set of related
words to each sentence class by retrieving webpages with the class label as a
query [6]. Later, we constructed a total of 63 MKVs according to the rule pro-
posed in Sect. 4.2. For the KV comparison test in this section, we used the fourth
manual template in Table 1 ({text} this sentence belongs in the {mask} section
of the curriculum vitae.). MKV is 8.69/16.81/10.26 point higher than the origin
KV on 25/50/100-shot. This result also demonstrates the effectiveness of our
improved MKV.

6.3 Comparison of Different Prompt Methods

Since the OpenPrompt framework divides the process of prompt-tuning into two
main parts: Template and Verbalizer (See in Fig. 1), these two parts can be used
in combination at will. Hence, we have selected four representative Templates
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Table 3. Compare the results of different prompt methods at 25/50/100-shot. MT,
MV is the abbreviation of Manual Template and Verbalizer. ST, SV is the abbreviation
of Soft Template and Verbalizer. PT, PFT is the abbreviation of P-tuning Template
and Prefix-tuning Template. AutoV is the abbreviation of AutomaticVerbalizer. MKV
is the abbreviation of Manual Knowledgeable Verbalizer.

Prompt Method F1-score

Template Verbalizer 25-shot 50-shot 100-shot
MT MKV 63.65 76.53 76.72

MV 51.95 70.18 72.89
SV 51.49 55.37 64.29
AutoV 14.72 14.48 13.93

ST MKV 63.92 70.42 73.91
MV 39.93 57.91 65.42
SV 33.69 53.60 60.29
AutoV 14.72 14.48 13.93

PT MKV 62.82 68.19 72.33
MV 42.11 55.97 65.65
SV 16.43 50.42 64.04
AutoV 14.48 14.28 15.12

PFT MKV 60.88 67.29 73.60
MV 40.36 55.62 62.73
SV 39.13 53.56 57.62
AutoV 14.85 14.65 13.96

and four Verbalizer methods and compared their few-shot learning effective-
ness with each other. As shown in Table 3, In the 50/100-shot experiments, the
combination of MT+MKV achieved the best results. Especially in the 50-shot
experiment, the combination of MT+MKV scored 6.11 point higher than the
second place ST+MKV. However, in the 25-shot experiment, the ST+MKV
combination was slightly higher than the MT+MKV combination. Overall, the
MT+MKV method that we propose outperforms the other four template and
verbalizer combinations. This further validates the effectiveness and robustness
of our MKV constructed for the resume classification dataset.

6.4 Results on T5 and RoBERTa Model

In our final experiment, we compared the performance of the RoBERTa model,
trained using Masked Language Model (MLM) within an Encoder structure, and
the T5 model, implemented with an Encoder-Decoder structure, on a resume
classification task. Unlike previous model comparison experiments where train-
ing was conducted for a fixed four epochs, we adjusted the training duration to
the optimal number of epochs based on the test dataset score. This approach
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Table 4. Compare the few-shot (25/50/100-shot) learning results of RoBERTalarge
and T5large models under different methods.

Model Method Examples F1-score

RoBERTalarge(baseline) Fine-tune 25 58.70
50 66.10
100 73.78

T5alarge(baseline) Fine-tune 25 47.33
50 58.97
100 70.46

RoBERTalarge MT+MKV 25 57.48
50 71.50
100 71.85

T5large MT+MKV 25 63.65
50 76.53
100 78.01

better demonstrates the peak performance of both models using the two meth-
ods, thereby facilitating a more accurate comparison for determining the more
suitable model for the few-shot learning task on the resume dataset.

As illustrated in Table 4, the T5 model, when trained using the fine-tuning
approach, underperforms the RoBERTa model in the 25/50/100-shot outcomes.
However, the 25/50/100-shot results outperform the RoBERTa model when the
T5 model is trained using the MT+MKV prompt-learning method. Notably, the
corresponding improvements are 6.17, 5.03, and 6.16 points respectively.

Additionally, the RoBERTa model, when provided with a larger number of
training samples, exhibits a performance gain of 1.93 points at the 100-shot level,
with the fine-tune method compared to the prompt-learning method. Interest-
ingly, the score difference between the 50-shot and 100-shot instances using the
MT+MKV method with the RoBERTa model is minimal, despite doubling the
sample size. This suggests limited efficiency in the use of larger samples within
this context. This observation aligns with the findings of [7], which propose that
the performance of prompt-tuning improves with an increase in the number of
parameters within the model.

6.5 Analysis of the Confusion Matrix

The “experience” category in a resume dataset features the largest sample size
at 41,114, while “qualification” has the smallest at 974, leading to a notable
imbalance. This imbalance challenges the use of few-shot learning models. Our
proposed MKV method’s effectiveness in addressing this imbalance is demon-
strated through a confusion matrix comparison in Fig. 3.
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Fig. 3. Confuse Matrix of MT+KV and MT+MKV in 50-shot on T5large model.

To begin with, an analysis of the confusion matrix for the labels “summary”,
“qualification”, “education”, “skill”, and “object” using the original KV method,
as depicted in Fig. 3(a), reveals a substantial misclassification rate. These labels
are associated with a smaller proportion of samples, many of which are erro-
neously classified into the categories of “experience” and “personal information”,
which represent a larger proportion of the sample. Furthermore, the distribu-
tion observed in the confusion matrix of the KV method corroborates the trend
suggested in Fig. 3(a): the fewer the number of samples in a class, the lower the
number of correct classifications.

Conversely, the application of our proposed MKV method shows a consid-
erable improvement in addressing classification errors associated with sample
imbalance, as shown in Fig. 3(b). This lends credence to the effectiveness of the
MKV approach, crafted according to our rule, in maintaining high performance
even in the presence of highly unbalanced samples.

7 Conclusion

In this study, we use the prompt technique on the resume dataset for few-
shot learning. We created templates informed by resume sentence structures
and assessed their utility. Additionally, we refined the construction of a knowl-
edgeable verbalizer, relying on Knowledgeable Prompt Tuning (KPT). For this,
we devised construction rules for the MKV, tailored to the textual features of
resumes. Experimental evaluations demonstrate our MKV’s effectiveness and
robustness. While the final outcomes were satisfactory, they also elucidated the
constraints inherent in the utilized prompt methodology. It is anticipated that
future endeavors will develop a more universal prompt approach, capable of
addressing a variety of industries and accommodating diverse resume formats.
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Abstract. In recent years, tremendous strides have been made in the
area of program synthesis due to the leveraging of highly parameterized
transformer models. Such models have demonstrated near human levels
of performance on tasks such as bug detection, computer language trans-
lation, and competitive programming. Unfortunately, little research has
been done in the exploration of decoding methodologies for such models,
despite the semantic and structural differences between human and pro-
gramming languages. In this paper, we propose extensions to commonly
used decoding strategies, which incorporate additional constraints on
non-concise and inefficient program generations. Our approaches have
shown comparable performance on program generation tasks while pro-
ducing programs requiring fewer lines of code and a reduced number
of looping operations on average compared to traditional methods of
decoding.

Keywords: Program Synthesis · CodeT5 · Transformers · Decoding

1 Introduction

Historically, the creation of computer programs has required the use of experi-
enced computer scientists in order to take high level objectives and convert them
into well defined program instructions. More recently, however, a great deal of
research has been done in the automation of such programming tasks through
the use of highly-parameterized transformer models. Although these models have
shown promising results on program generation and understanding tasks, very
little research has been done on decoding methodologies tailored to programming
language. For example, popular program synthesis models such as Codex [1] and
AlphaCode [2] utilize standard decoding methods such as nucleus [3] and top-k
sampling [4]. In addition, few experimental results have been found analyzing
the structural and semantic changes in generated programs when decoded using
different strategies.

In this paper, we introduce modified beam search decoding strategies which
include re-ranking terms aimed at reducing the number of lines of code gen-
erated, as well as reducing the computational cost of programs from looping
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operations. In addition, we also integrate our re-ranking approaches into more
advanced decoding techniques such as NeuroLogic A* [9]. We finally analyze
the effects that such decoding strategies have on program properties such as
compile/runtime errors, lines of code/looping operations generated, test case
performance, and structural/semantic overlap with human generated programs.

2 Related Work

Numerous approaches have been taken recently to leverage pretrained trans-
former models for the task of program synthesis. Such approaches include
encoder-decoder models such as CodeT5 [5], where a T5 model trained on both
natural and programming language was fine-tuned on a number of downstream
tasks such a code defect and clone detection. A critical element in the pretraining
of CodeT5 was the utilization of a masked identifier prediction (MIP) objective,
in which code identifiers such as function and variable names were masked with
a unique sentinel token and predicted in an auto-regressive manner. Despite the
flexibility in the model’s ability to accomodate multiple programming related
tasks, its performance on program synthesis specifically was not heavily evalu-
ated.

Another model which focused on such performance was AlphaCode [2], where
an encoder-decoder transformer was fine-tuned on a large competitive program
dataset consisting of problem/solution pairs from a number of popular competi-
tion sites. This model proved to be highly effective, achieving a performance on
unseen competition problems ranked in the top 54.3% of human respondents.

In addition to encoder-decoder models, decoder-only models have also shown
successes in program synthesis. OpenAI’s Codex model [1] was created by fine-
tuning GPT language models on publicly available GitHub code. These models
showed promising results on benchmarks such as the APPS dataset [6], where
functional correctness of generated programs was consistently higher than that
of non-modified GPT models.

Regardless of the structure a language model might take on, the choice
of decoding strategy must always be made prior to generating outputs. Naive
approaches such a greedy decoding have proven to be sub-optimal in practice due
to its inability to produce diverse generations, as well as its difficulty capturing
the highest probability generation. Sampling techniques have been a commonly
used alternative to this greedy approach due to the introduction of random-
ness/diversity in token selection. Top-k sampling [4] is one method which samples
from the top-k highest probability tokens at each step in the model’s generation.
A common issue with top-k, however, is the difficulty in determining an optimal
k value without prior knowledge of the probability distribution at each time-step.
Nucleus sampling [3] is a slightly different approach, where instead of defining
the number of tokens to sample from, a probability value p is defined, whereby
the first n tokens which attribute a total mass of p are sampled.

Although generation diverseness is a desirable trait in many natural language
tasks, different properties such as program efficiency and code conciseness are
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often held in higher importance in the domain of programming language. One
decoding approach which aims to maximize the overall probability of a gen-
eration is beam search, whereby a set of N highest-probability sequences are
maintained at each step in the decoding. As such, we feel that this decoding
strategy can yield promising results if explored further in this domain.

A more recent expansion to the beam search method of decoding is Neuro-
Logic A*, which builds upon the constrained generation technique, NeuroLogic
[10], with the use of an additional look ahead heuristic for estimating the future
value of a generation. Since no work thus far has evaluated program synthesis
models with this more advanced decoding strategy, we decided to incorporate it
into our experiments as well.

Fig. 1. Example problem statement from APPS dataset

3 Data

Although the end goal of our decoding methods is to produce more concise and
efficient code, we must ensure that doing so does not come at a significant cost of
correctness. To evaluate this, we will utilize the APPS dataset [6], which provides
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a set of natural language coding prompts, as well as test cases for ensuring that
generated programming solutions correctly solve the problem (Fig. 1). The data
is split into training and testing sets, where each set consists of 5,000 problems
with their corresponding test cases. In total, the dataset also contains 232,421
ground truth solutions across all training and testing problems.

In order to format our examples to be used for model training/evaluation,
we follow the same structure as proposed by Hendrycks et al., 2021. Namely, for
each problem statement, we create a model input of the form:

“\nQUESTION:\n” + q_str + “\n” + starter_code_str + “\n” + “\nUse
Call-Based Format\n\nANSWER:\n”

where q_str is the original problem text, and starter_code_str is any starter
code provided (such as function definitions) or the empty string otherwise. The
“Use Call-Based Format” text is used to specify that problem inputs should
be expected based on an explicit function call. In the event where inputs are
passed in through standard input, we instead use the string “Use Standard Input
Format”.

Since we plan to evaluate our decoding approaches on a custom fine-tuned
CodeT5 model, we exclude any problems whose total input tokens size exceeds
512 (the maximum allowed for T5 models). For each problem statement in our
training set, we create an (input, output) example across all available ground
truth solutions. This yielded 86,338 training examples in total.

4 Methods

As mentioned in Sect. 2, we plan to expand upon the beam search decoding
method to analyze how the introduction of program specific re-ranking terms
affect model generations. The traditional beam search algorithm builds upon
the greedy next-best-token decoding strategy by considering a set of N highest-
probability sequences at each step. Since the sequence probabilities are computed
through a summation of the log conditional probabilities for each token, a stan-
dard beam search is naturally biased towards shorter sequences. In practice, an
additional length normalization term is multiplied to remove this bias when rank-
ing the possible sequences. The below equation represents the sequence scores
generated through a length-normalized beam search:

1
T

·
T∑

t=1

logP (yt|yt−1, ..., y1, x) (1)

where T is the sequence length, x is the original model input, and yt is the
output token at time step t.

We will first expand this scoring approach by adding an additional penalty
to the length normalization term for any newline characters generated in the
sequence in order to prioritize outputs containing fewer lines of code. In addition,
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we will multiply this value by a new hyper-parameter, λ, in order to experiment
with varying degrees of penalization. This will yield a new beam search equation
of the form:

1 + (λNT )
T

·
T∑

t=1

logP (yt|yt−1, ..., y1, x) (2)

An additional expansion to the beam search methodology we will incorporate is a
penalization term for the number of looping operations included in a generation.
Similarly to our previous approach, we will include a new hyper-parameter, γ,
which will control the extent of penalization over the number of for and while
loops in a model generation.

Our final implementation will include the use of NeuroLogic A* decoding.
In the constrained generation setting, this approach can take in a set of lexical
constraints in CNF form and reward candidate generations based on their ability
to satisfy such constraints. Since our program synthesis setting does not require
any forms of lexical constraints, we will utilize the unconstrained implementation
of NeuroLogic A*. This approach incorporates an additional heuristic term to
the sequence scoring function of beam search to evaluate the future value of
generations in the current beam. This heuristic calculates the log-likelihood of
each candidate sequence up to a certain look-ahead length, and takes the form:

h(y ≤ t + l) = αlogp(yt+1:t+l|y ≤ t, x) (3)

where α is a hyper-parameter which controls how much influence the heuris-
tic has over the final generation scores, and l represents the total number of
look-ahead steps. Our experiments include analysis over the traditional uncon-
strained NeuroLogic A* implementation, as well as implementations incorpo-
rating our newline and looping penalization terms into NeuroLogic A*’s beam
search scoring function.

The first model we chose to analyze the effects of our decoding methods on
was CodeT5. Since the default model was not trained on the APPS dataset,
we decided to fine-tune the 220 million parameter CodeT5-base model using
our currated training examples. Due to computation and time constraints, we
trained our CodeT5 model over 3 epochs using AdamW optimization with an
initial learning rate of 1 × 10−4. In addition, we utilized a batch size of 8, with
32 gradient accumulation steps, yielding an effective global batch size of 256.
In addition to analyzing the performance of CodeT5, we also evaluated results
on a 1.5 billion parameter GPT-2 model trained on the APPS dataset already,
provided by Hendrycks et al., 2021. Due to time and system constraints, all
NeuroLogic A* experiments were conducted solely with the GPT-2 model.

5 Experiments

Due to the computational bottleneck of evaluating numerous solution genera-
tions across multiple tests cases, we decided to limit our analysis to 400 interview
level problems from the APPS test data split. We conducted our experiments
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Table 1. Evaluation results across CodeT5 and GPT-2 models. %pass@k represents
the average percentage of test cases passed across best out-of-k solutions for each
problem.

Model Decoding Method %pass@1 %pass@2 %pass@4

CodeT5 Beam Search, λ = 0 0.418 0.489 0.897
Beam Search, λ = 0.25 0.518 0.711 1.041
Beam Search, λ = 0.75 0.518 0.711 1.041
Beam Search, γ = 1 0.422 0.493 0.863
Beam Search, γ = 2 0.426 0.552 0.923
Nucleus, p = 0.95 0.693 0.911 1.471

GPT-2 Beam Search, λ = 0 0.796 0.952 1.178
Beam Search, λ = 0.25 0.796 0.952 1.178
Beam Search, λ = 0.75 0.796 0.952 1.178
Beam Search, γ = 1 0.804 0.948 1.178
Beam Search, γ = 2 0.804 0.948 1.178
Nucleus, p = 0.95 0.585 0.889 1.797
NeuroLogic A*, λ = 0 0.796 0.952 1.178
NeuroLogic A*, λ = 0.25 0.745 0.948 1.193
NeuroLogic A*, λ = 0.75 0.745 0.948 1.193
NeuroLogic A*, γ = 1 0.826 0.967 1.163
NeuroLogic A*, γ = 2 0.826 0.967 1.163

over 3 variations of our proposed beam search algorithm, with λ values of 0, 0.25,
and 0.75 (where λ = 0 represents the standard length-normalized beam search
algorithm), as well as 2 additional loop-penalized variations with γ values of 1
and 2. These λ and γ values were also utilized in our NeuroLogic A* decoding
experiments as well. For both beam search and NeuroLogic A* experiments, we
utilized a beam size of 4. After observing the results obtained by Lu et al. 2021a,
we decided to use a look-ahead length of 5 for our NeuroLogic A* heuristic, as
values past this point observed a deterioration in performance. In order to deter-
mine the proper value of the α parameter for the A* approach, we conducted an
ablation over a small subset of 75 problems with values of 0.1, 0.25, 0.5, and 0.75.
We found there to be no difference in terms of the percentage of test cases passed
for all 4 values. However, we found marginally fewer runtime and compile errors
with α values between 0.25–0.75. As a result, we decided to utilize a value of
α = 0.5 for all NeuroLogic A* experiments. In addition, we also compared these
results against the nucleus sampling strategy with p = 0.95. The first metric
we analyzed was the %pass@k, which represents the percentage of tests cases
passed across the best performing solutions out-of-k generations per problem.
In addition, we also compared the average number of lines generated and aver-
age number of looping operations for the best performing solutions across the
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various decoding strategies. Finally, since functional correctness can often times
inaccurately capture the semantic and structural equivalence between program
excerpts, we decided to evaluate each generated program against the set of pro-
vided human generated solutions from the APPS test data using the CodeBLEU
metric [7]. This metric takes the following form:

CodeBLEU = α · BLEU + β · BLEUweight + γ · Matchast + θ · Matchdf (4)

where BLEUweight represents a weighted BLEU [8] score where programming
language specific keywords such as “if” and “return” are given higher weights com-
pared to the remaining text, Matchast represents the syntactic match between
candidate and reference subtrees generated with the tree-sitter parser1, and
Matchdf represents the semantic data flow match between candidate and refer-
ence solutions. We followed the guidelines provided by the CodeBLEU authors
in terms of the optimal hyper-parameter values, and utilized α = β = 0.1, γ =
θ = 0.4.

Table 2. Evaluation results across CodeT5 and GPT-2 models. lines@k represents
the average number of lines generated for the best performing solutions out-of-k for
each problem. loops@k represents the average number of loops generated for the best
performing solutions out-of-k for each problem.

Model Decoding Method lines/loops@1 lines/loops@2 lines/loops@4

CodeT5 Beam Search, λ = 0 13.132/1.175 13.132/1.175 13.137/1.175
Beam Search, λ = 0.25 6.352/0.557 6.352/0.557 6.372/0.56
Beam Search, λ = 0.75 6.295/0.547 6.295/0.547 6.315/0.55
Beam Search, γ = 1 95.73/0.597 95.73/0.597 95.742/0.597
Beam Search, γ = 2 88.647/0.57 88.647/0.57 88.66/0.57
Nucleus, p = 0.95 12.345/1.27 12.355/1.262 12.372/1.255

GPT-2 Beam Search, λ = 0 14.0/1.417 14.07/1.422 14.147/1.425
Beam Search, λ = 0.25 14.0/1.417 14.07/1.422 14.147/1.425
Beam Search, λ = 0.75 14.0/1.417 14.07/1.422 14.147/1.425
Beam Search, γ = 1 13.985/1.365 14.032/1.367 14.12/1.372
Beam Search, γ = 2 13.985/1.365 14.032/1.367 14.12/1.372
Nucleus, p = 0.95 17.99/1.89 18.06/1.885 18.135/1.885
NeuroLogic A*, λ = 0 14.0/1.417 14.07/1.422 14.147/1.425
NeuroLogic A*, λ = 0.25 13.682/1.4 13.802/1.402 13.917/1.407
NeuroLogic A*, λ = 0.75 13.682/1.4 13.802/1.402 13.917/1.407
NeuroLogic A*, γ = 1 13.902/1.34 13.982/1.342 14.032/1.345
NeuroLogic A*, γ = 2 13.902/1.34 13.982/1.342 14.032/1.345

1 https://github.com/tree-sitter/tree-sitter.

https://github.com/tree-sitter/tree-sitter
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6 Results

Looking at Table 1, we can see that our line-penalized beam search methods
perform better at all %pass@k checkpoints using our CodeT5 model, and iden-
tical performance when utilizing the GPT-2 model. In both cases, we also see
a sharp difference in performance between the nucleus sampling approach and
all beam search variations when evaluating up to 4 solutions. Comparing the
line-penalized NeuroLogic A* methods with traditional beam search decoding,
we see that NeuroLogic A* outperforms beam search when evaluating up to 4
solutions.

Looking at Table 2, we can see a comparison between the average number of
lines of code generated for the best performing solutions out-of-k. We see in the
CodeT5 case, there is a noticeable difference in the number of lines generated
on average between the line-penalized beam search methods and the standard
beam search/nucleus sampling methods. We see that in all %pass@k evaluations,
the CodeT5 model is able to achieve better test case performance than standard
beam search, while producing fewer than half the number of lines of code on
average. In addition, when looking at the loop-penalized decoding approaches,
we see better performance at the %pass@1 and %pass@2 checkpoints compared
to standard beam search across both models.

Table 3. Average CodeBLEU score for all model/decoding strategies evaluated with
APPS test data

Model Decoding Method CodeBLEU

CodeT5 Beam Search, λ = 0 0.237
Beam Search, λ = 0.25 0.234
Beam Search, λ = 0.75 0.234
Beam Search, γ = 1 0.235
Beam Search, γ = 2 0.235
Nucleus, p = 0.95 0.288

GPT-2 Beam Search, λ=0 0.290
Beam Search, λ = 0.25 0.290
Beam Search, λ = 0.75 0.290
Beam Search, γ = 1 0.288
Beam Search, γ = 2 0.288
Nucleus, p = 0.95 0.319
NeuroLogic A*, λ = 0 0.290
NeuroLogic A*, λ = 0.25 0.289
NeuroLogic A*, λ = 0.75 0.289
NeuroLogic A*, γ = 1 0.289
NeuroLogic A*, γ = 2 0.289
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Fig. 2. Example code generation from GPT-2 model. The left is code generated from
standard beam search decoding, the right is from the newline-penalized NeuroLogic
A* with λ = 0.75

Table 4. Comparison of the average percentage of runtime and compile errors across
all generated solutions from each model/decoding strategy.

Model Decoding Method Runtime Error % Compile Error %

CodeT5 Beam Search, λ = 0 91.945 0.558
Beam Search, λ = 0.25 90.912 0.342
Beam Search, λ = 0.75 90.952 0.327
Beam Search, γ = 1 91.637 0.787
Beam Search, γ = 2 91.045 0.778
Nucleus, p = 0.95 84.765 1.306

GPT-2 Beam Search, λ=0 83.957 0.083
Beam Search, λ = 0.25 83.957 0.083
Beam Search, λ = 0.75 83.957 0.083
Beam Search, γ = 1 83.947 0.085
Beam Search, γ = 2 83.947 0.086
Nucleus, p = 0.95 85.995 0.290
NeuroLogic A*, λ = 0 83.857 0.083
NeuroLogic A*, λ = 0.25 84.018 0.086
NeuroLogic A*, λ = 0.75 84.018 0.086
NeuroLogic A*, γ = 1 82.844 0.078
NeuroLogic A*, γ = 2 82.844 0.078

Table 3 gives a breakdown of the average CodeBLEU score obtained for each
decoding approach, where the average was taken amongst the highest scoring
generation for each problem in the test set. The scores were obtained utilizing
all provided human written sample solutions for each problem as references.
As expected, the GPT-2 model scores higher across the board compared to
each equivalent decoding approach from the CodeT5 model. In addition, we see
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that within each model’s respective group, the generated solutions from nucleus
sampling score the highest. This suggests that the diversity due to randomness
assumptions often used to justify such a sampling technique for natural language
generation may prove to be equally justifiable in the context of programming
language.

Figure 2 shows two example GPT-2 model generations for a particular prob-
lem. The left is a generation using standard beam search which passes 0 test
cases, while the right is generated using the newline penalized NeuroLogic A*
strategy with λ = 0.75, which passes 5 test cases. As we can see from the
highlighted portions of the code, the standard beam search generation includes
unnecessary and redundant code with the creation of a “_starting_point” func-
tion, which in turn simply calls the main function of the program. The Neuro-
Logic A* generation instead calls the main function directly, choosing to bypass
the creation of unnecessary functions such as this.

7 Error Analysis

In Table 4, we observe the percentage of runtime and compile errors in all code
generations outputted by each of our models/decoding methods. As we can see,
across all models and methods, the vast majority of programs generated result
in an error at runtime, while very few solutions contain errors prior to runtime.
Intuitively, this shows that although our models have great difficulty generating
a functionally correct program, they have very little trouble generating code
which is structurally/syntactically sound.

Comparing results across each decoding method, we see that nucleus sam-
pling when applied to our CodeT5 and GPT-2 models has a noticeably higher
percentage of compile errors compared to the beam search based approaches.
This occurrence is not surprising due to the randomness inherent in nucleus sam-
pling. Such randomness can lead to sub-optimal token choices during sequence
generations, leading to possible syntax errors.

An interesting pattern found in the loop-penalized beam search experiments
for the CodeT5 model is a drastic increase in the number of newlines generated
compared to other approaches. Examining the generated solutions, we find that
a large number of programs are appended with continuous newline tokens, only
to be stopped due to maximum length constraints. This could be due to the
model’s inability to find high probability solutions when penalties are assigned
to looping operators, however further research would need to be conducted to
analyze this further.

8 Conclusion

We introduced variants to both traditional (beam search) and advanced (Neu-
roLogic A*) decoding strategies which attempt to optimize the conciseness and
efficiency of model generated programs. Our results have shown that incorpo-
rating additional penalization terms for program elements such as newlines and
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looping operators can yield new sequence variations which perform on par or bet-
ter than their non-penalized counterparts. Our experiments have also given new
insights into the strengths and weaknesses of sampling and non-sampling based
decoding algorithms with regards to properties such as programming errors and
semantic/syntactic overlap with human generated programs. One of the most
apparent conclusions drawn from our experiments is the value in including ran-
domness from techniques such as nucleus sampling, not only to produce more
human-like generations, but generations which are functionally correct as well.

Future work can greatly expand upon the results gathered here by evaluat-
ing a larger degree of data outside the small test set utilized in this paper. In
addition, it would be interesting to see how the different decoding approaches
illustrated here would affect the performance of state of the art models such as
Codex and AlphaCode.

The code repository for the implementation of this research can be found at:
github.com/brendankon/NLP_Gen_Sum_Project.
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Abstract. Language models are at the core of modern Natural Lan-
guage Processing. We present a new BERT-style language model dedi-
cated to political texts in Scandinavian languages. Concretely, we intro-
duce SP-BERT, a model trained with parliamentary speeches in Nor-
wegian, Swedish, Danish, and Icelandic. To show its utility, we evaluate
its ability to predict the speakers’ party affiliation and explore language
shifts of politicians transitioning between Cabinet and Opposition.

Keywords: SP-BERT · Scandinavian LM · Political Text Mining

1 Introduction

Political texts are pervasive. They are available in many forms from political
manifestos, over political speeches, and debates, to news articles. They consti-
tute an important resource for social and political study. Analysing political
texts raises challenges when dealing with large amounts of data. The complexity
of political languages and their nuances make the task even more challenging,
especially for those lacking political background. Political domain is also known
to be complex, and hard to analyze. This holds also for Norwegian politics. The
use of language, both written and spoken, plays a crucial role in shaping political
discourse and decision-making.

Large Language Models (LLMs) are proven to be powerful tools in the field of
Natural Language Processing (NLP). Pre-trained LLMs capture the language’s
complexity and represent texts. However, LM resources are rare for Norwegian
politics. To fill in the gap, we introduce SP-BERT—a pre-trained BERT LM for
Scandinavian Politics in four languages: Norwegian, Swedish, Danish and Ice-
landic. As a use case, we use SP-BERT to identify the shifts in Norwegian politics
by learning text representation. We also analyse the changes in word choices by
politicians when they switch positions (Opposition vs. Cabinet). We aim to gain
a deeper understanding of the current state of Norwegian politics through lin-
guistic strategies used by politicians and political parties. Furthermore, language
models’ ability to efficiently process vast amounts of data enables faster analysis
for political domain than traditional methods. We define two research questions:

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
E. Métais et al. (Eds.): NLDB 2023, LNCS 13913, pp. 467–477, 2023.
https://doi.org/10.1007/978-3-031-35320-8_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35320-8_34&domain=pdf
http://orcid.org/0000-0002-9440-5847
http://orcid.org/0000-0002-3206-5154
http://orcid.org/0000-0002-9806-7961
https://doi.org/10.1007/978-3-031-35320-8_34
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– Does the LM trained exclusively on political text outperform the multilin-
gual BERT and/or language-specific BERT model on the task of classifying
Norwegian and Swedish political text? (RQ1)

– Does being in government/opposition change how politicians express their
views in Norwegian politics? In which way? (RQ2).

The rest of the paper is structured as follow: Sect. 2 conveys related work
for LM in Politics, and political analysis. Details about SP-BERT model are
described in Sect. 3. Section 4 discusses shifts in Norwegian political speeches.
Section 5 concludes the paper with suggestions for future research.

2 Related Work

This section presents related work concerning language models for politics and
analyzing political texts.

2.1 Language Models for Politics

Since its introduction, BERT [4] has been used for various tasks in NLP. Espe-
cially for English, BERT achieves state-of-the-art results. Working with lan-
guages other than English represents a challenge. Researchers either rely on
multilingual models, such as mBERT [4], or gather data and pre-train a model
dedicated to their target language. Training is both costly and time-consuming.

In Northern Europe, we find NB-BERT [11] and NorBERT [12] for Norwe-
gian, and models for Swedish [17], Danish [9], Finish [23], and Icelandic [20]. To
capture as much of the language as possible, researchers tend to include as much
text as possible. This leads to generic models. In contrast, for English we observe
more specialized models. Liu et al. [15] trained a language model for political
texts that focuses on ideology and stance detection. Hu et al. [8] presented Con-
fliBERT dedicated to deal with texts concerning political conflict and violence.
To the best of our knowledge, there is not yet a model that deals with politics
for smaller-scale language such as the language family in Northern Europe.

2.2 Political Analysis

Political Science relies on analysing texts. Abercrombie and Batista-Navarro [1]
study the semantic changes in UK Parliamentary Debates. Chen et al. [3] focus
on analysing the political bias and unfairness of news articles at different levels
in the US. Maronikolakis et al. [18] analyse the political parody in social media
for US, UK, and the rest of the world. Walter et al. [24] analyse the ideological
bias for German parliamentary proceedings. Magnusson et al. [16] analyse the
Swedish parliamentary debates.

The numerous examples of text analyses for Political Science demonstrates
the need for tools to process more texts. Hence, we build a large pre-trained lan-
guage model specifically for political texts to support political research. Shared
culture and language in Northern Europe let us assume that the model will
provide a benefit to all political scientists in that region.
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3 SP-BERT Language Model

We introduce SP-BERT, a pre-trained language model for political text in Nor-
way, Sweden, Denmark, and Iceland. The section describes the data sources,
pre-processing, the training procedure, and an evaluation set up.

3.1 Corpora

We focus on data sources for Norwegian, Swedish, Danish, and Icelandic that
relate to politics. Parliamentary speeches fulfil that requirement.

Norwegian Datasets: We obtain parliamentary speeches from three sources:

– The Talk of Norway (ToN) [13]: a rich annotated dataset containing 250 373
speeches from the Norwegian Parliament in the period from 1998 to 2016.

– Norwegian Parliamentary Speech Corpus (NPSC) [21]: a speech dataset with
recordings from Norwegian Parliamentary meetings from 2017 to 2018. The
dataset has 64 531 sentences from about 9722 speeches.

– Due to low number of speeches in Norwegian Parliamentary, we decided to
crawl more data from the Norwegian Parliamentary website using their API1.
We have collected data from 01 Jan 2019 up to end of February 2023. As a
result, we obtained 3158 additional speeches.

Swedish Dataset: Data come from the ParlSpeech(V2) dataset [19]—a full-
text corpora of 6.3M parliamentary speeches from nine European countries. Data
were collected from 2 October 1990 to 21 December 2018. The corpus contains
355 059 speeches. In addition, we obtained more recent data from the Swedish
Parliament website2.

Danish Dataset: The Danish parliamentary speeches also come from the same
source as the Swedish [19]. This corpus contains 455 076 Danish speeches from
7 October 1997 to 20 December 2018.

Icelandic Dataset: We use data coming from the IGC-Parl corpus [22]. There
are 388 650 speeches in the time span from 1911 to 2020.

3.2 Data Pre-processing

We pre-processed the texts collected from all sources. Typically, speeches start off
with a short reference to the parliament’s president. We employed a set of regular
expression to remove those. Further, we eliminated redundant white spaces and
removed markup. We removed speeches with less than 60 tokens as these were
frequently questions or answers and not speeches. As a result, we obtained a
data set of about 1.44 million speeches. They split into 16% Norwegian, 32%
Danish, 25% Swedish, and 27% Icelandic. We took part of the data to form two
evaluation sets (see Table 1), and kept the rest for training.
1 https://data.stortinget.no/om-datatjenesten/bruksvilkar/.
2 https://data.riksdagen.se/data/anforanden/.

https://data.stortinget.no/om-datatjenesten/bruksvilkar/
https://data.riksdagen.se/data/anforanden/
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Table 1. Evaluation datasets summary. The numerical values represent the labels we
use in fine-tuning classifiers. For Task 1, we labelled data based on political leaning of
the party. In Task 2, data was labelled based on political party.

3.3 Experimental Setup

Pre-training Setup. To train SP-BERT3, we follow the approach by origi-
nal BERT paper [4]. Since removing Next Sentence Prediction (NSP) loss helps
improve the performance in downstream tasks [14], we only keep the Masked Lan-
guage Model (MLM) training objective. The architecture of mBERT model [4]
is similar to the original BERT. It has 12 layers, 12 attention heads, and 768
hidden dimensions. As we want to build a pre-trained LM for multi-languages,
mBERT serves as a good starting point4. This model has already been trained on
more than 100 languages including Norwegian (Bokmål and Nynorsk), Swedish,
Danish, and Icelandic. We first train the model for 1M steps on batch size 128,
sequence length 256, learning rate 1×10−4, with Adam optimizer [10] on NVIDIA
A100 80 GB GPUs. Later, we change the sequence length to 512, batch size 64
and continue the training for another 0.5M steps to learn better context.

Fine-Tuning Setup. To find the best hyper-parameters for each task, we exper-
iment with batch size of 64, learning rate ∈ {5e−5, 4e−5, 3e−5}, sequence length
of 512 for max 10 epochs. To evaluate the performance, we use Accuracy and
F1 score. Besides doing full fine-tuning the classifier, we also explore using class
weight5 when dealing with imbalanced dataset following the work done in [5].
3 https://huggingface.co/tumd/sp-bert.
4 https://huggingface.co/bert-base-multilingual-cased.
5 https://scikit-learn.org/stable/modules/generated/sklearn.utils.class_weight.

compute_class_weight.html.

https://huggingface.co/tumd/sp-bert
https://huggingface.co/bert-base-multilingual-cased
https://scikit-learn.org/stable/modules/generated/sklearn.utils.class_weight.compute_class_weight.html
https://scikit-learn.org/stable/modules/generated/sklearn.utils.class_weight.compute_class_weight.html
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3.4 Evaluation

We are interested in the performance for politics-specific tasks. Consequently,
we define two evaluation tasks to assess the model’s performance. There is no
public data set for this purpose which is why we created two datasets. One of
them is in Norwegian while the other is in Swedish. We fine-tune a classifier for
political text. Table 1 shows the distribution of speeches.

– Task 1 (Binary Classification) The task concerns classifying the speech’s
political leaning. We matched the parties to either left or right following
discussions with experts.

– Task 2 (Multi-label Classification) We define a multi-class problem in
predicting the speaker’s party affiliation. We omit parties that have very few
items in each language (see Table 1).

3.5 Results and Discussions

Table 2 shows results on both binary and multi-label task. The left column shows
the model. We consider three models for each language. First, the multilingual
BERT model serves as a baseline. Second, we use a language-specific BERT
model. Third, we present our proposed model. Besides, we illustrate a fine-tuned
version of each model which puts more weights on the minority classes. For the
binary classification, we present the accuracy for each model. SP-BERT achieves
the best accuracy for Norwegian. The Swedish BERT model performs slightly
better for Swedish.

Concerning the multi-class problem, we show the accuracy, macro F1 score,
as well as the accuracy for the best and worst class. For Norwegian, we observe
a similar picture. SP-BERT performs best. The Swedish BERT model performs
somewhat better for Swedish. Looking at the column with the worst class-specific
score, we notice that the weighting improves the performance. Either the score
for the class improves or a different class becomes the worst performing.

In our analysis, we follow the work in [6] who define a method to compare
two binary classifiers. Suppose, we compare two binary classifiers A and B.
Both supply a set of predictions for L given texts {ŷA}L

α=1 and {ŷB}L
α=1. We

distinguish three cases: ŷA = ŷB indicating that both classifiers agree; ŷA =
y, ŷB �= y indicating that classifier A predicts correctly whereas B fails; ŷA �=
y, ŷB = y indicating that classifier A fails whereas B predicts correctly. Goutte
and Gaussier [6] show that having counted the number of instances for the three
cases, we can approximate the distributions with a Dirichlet:

Pr(π|Z,α) ∼ Dirichlet(N1 + α1, N2 + α2, N3 + α3), (1)

where π refers to the probability of each case, Z refers to the counts (N1, N2, N3),
and α captures the prior information. In our evaluation, we consider α = 1

2 . We
employ Markov Chain Monte Carlo (MCMC) with NUTS [7] and four chains to
generate 100 000 samples from the posterior distributions in each comparison.
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Table 2. Results of the sequence classification for Task 1 and 2. We report the
Accuracy for both tasks, and the best and worst class performance with F1macro for
Task 2. The values are highlighted with gradient colors with incremental intensity from
low to high. Best values in the group have more intense color.

Model
Task 1 Task 2

Acc Acc (best) (worst) F1macro

Norwegian

bert-base-multilingual-cased a 0.627 0.360 0.515 (3) 0.208 (5) 0.358
nb-bert-base b 0.643 0.450 0.603 (3) 0.250 (5) 0.449
sp-bert-base (ours) 0.636 0.465 0.620 (4) 0.268 (2) 0.457

weight-bert-base-multilingual-cased 0.571 0.409 0.598 (4) 0.308 (6) 0.410
weight-nb-bert-base 0.602 0.418 0.542 (5) 0.283 (2) 0.426
weight-sp-bert-base (ours) 0.638 0.470 0.641 (4) 0.286 (1) 0.465

Swedish

bert-base-multilingual-cased a 0.822 0.651 0.825 (1) 0.440 (5) 0.593
bert-base-swedish-cased c 0.877 0.692 0.856 (1) 0.370 (6) 0.625
sp-bert-base (ours) 0.871 0.681 0.858 (1) 0.399 (6) 0.626

weight-bert-base-multilingual-cased 0.855 0.603 0.716 (1) 0.400 (6) 0.554
weight-bert-base-swedish-cased 0.882 0.664 0.728 (1) 0.516 (2) 0.630
weight-sp-bert-base (ours) 0.878 0.663 0.757 (3) 0.465 (6) 0.619

a https://github.com/google-research/bert
b https://github.com/NBAiLab/notram
c https://huggingface.co/KB/bert-base-swedish-cased

Figure 1 shows the posterior distributions for two comparisons (more com-
parisons omitted due to space limitations). Each plot presents two densities. The
densities express the probability that one language model performs better than
the other.

4 Identifying Shifts in Norwegian Politics

We investigate the shifts in the position of politicians and parties.

4.1 Politicians’ Position Shifts with SP-BERT Representations

First, we take the ToN data6 and check whether Principal Component Anal-
ysis (PCA) projects speeches into discernible sub-spaces. Concretely, we take
speeches of politicians about the same topic if they gave them both as member

6 Due to space limitation, we omit the detailed pre-processing steps.

https://github.com/google-research/bert
https://github.com/NBAiLab/notram
https://huggingface.co/KB/bert-base-swedish-cased
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of the government and opposition. Subsequently, we apply PCA to their embed-
dings obtained with SP-BERT model. Specifically, we fine-tuned SP-BERT on
classifying party position (Opposition/Cabinet) to help model learn about the
party position differences, thus, improve visualization of obtained embeddings.

Fig. 1. Exemplary comparison of SP-BERT versus mBERT (Norwegian), and weighted
SP-BERT versus SP-BERT (Swedish).

To capture the changes in political position, we filter a list of politicians with
fairly balanced number of their given speeches for specific topics per party. First,
we visualize the embeddings with PCA and then use k-means clustering to verify
whether the text representations and the clusters are aligned.

We analyze seven political parties and a number of politicians. We learn that
not all cases, there are significant shifts in the way politicians speak when they
change their political position. Fortunately, some cases show distinctions quite
well. We only show here some plots that we think are interesting (see Fig. 2). The
PCA projects all speeches onto two dimensions. Both plots show a noticeable
grouping between speeches of Cabinet or Opposition. The k-means clustering
confirms the insight from PCA with few exceptions.

4.2 Parties’ Position Shifts in Word Choices with POS Tagging

To understand politicians’ word choices better when they change political roles,
we utilize a part-of-speech (POS) tagger. We lemmatize nouns, verbs, and adjec-
tives with SpaCy7. We focus on words of more than four characters to remove less
expressive terms. We compute the frequencies with which politicians use these
words and distinguish between cabinet and opposition. We obtain two values
between 0.0 and 1.0 for each term. We plot these values onto a two-dimensional
scatter plot labelled with the term. With a log-scale, we avoid cluttering. The
diagonal line expresses that both usages are equal. In other words, the politi-
cians use the term as often in cabinet speeches as in opposition speeches. On
the other hand, terms that are far from the line are either used predominantly

7 https://spacy.io.

https://spacy.io
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Fig. 2. Visualization of speeches given by Anders Anundsen (Progress Party) about
Ministries. In (a), we notice two clusters produces by the PCA. In (b), K-Means con-
firms with clustering with a few mis-classified speeches at the intersection of both
clusters.

in cabinet (lower) or opposition (upper). Figure 3 shows two examples of politi-
cians’ word choices when changing roles. Figure 3a illustrates the usage of nouns
by members of the Center Party. The colour shows the output of a sentiment
lexicon [2]. The plot shows the 30 most frequently used nouns. We omit the plots
for the remaining parties and verbs, and adjectives due to space limitations. We
observe that terms related to infrastructure are more commonly used in cabinet
speeches. Terms related to health-care such as Hospital (sykehus) appear more
often in opposition speeches.

We also compare the usage of nouns related to health for all parties. Figure 3b
uses the same display but shows all parties for a selection of health-related terms.
Parties are colour-coded. The terms are in Norwegian. Due to space restric-
tions, we omit the plots for other topics such as transport, or education. We can
clearly see that some parties cover health-care more when they are in government
whereas others cover it in opposition. For instance, the Labour Party (Arbeider-
partiet, AP) covers health topics predominantly in government. Conversely, the
Center party (Senterpartiet, S) talks more about it in opposition.
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Fig. 3. Plots depicting the word usage by Norwegian parliamentarians in cabinet and
opposition.
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5 Conclusion and Future Work

We introduced SP-BERT, a language model for political texts in Scandina-
vian languages. The model will support political and social research in that
researchers will be able to adequately represent texts and process them more
automatically. Our investigation finds clear differences in the use of nouns con-
cerning health in Norwegian politics. Results show that the model helps classi-
fying texts more accurately. This is just one exemplary case that highlights the
use of automated text processing for political sciences using language models.
Language-specific model can perform similarly well or better in some instances.

We will add language models pre-trained for politics that can generate and
transform texts. We want to apply SP-BERT to additional problems in the scope
of politics, such as automatic viewpoints identification and sentiment analysis.

Acknowledgements. This work is done as part of the Trondheim Analytica project
and funded under Digital Transformation program at Norwegian University of Science
and Technology (NTNU), 7034 Trondheim, Norway.
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Abstract. The study of context-awareness in multi-turn generation-
based dialogue modeling is an important but relatively underexplored
topic. Prior research has employed hierarchical structures to enhance the
context-awareness of dialogue models. This paper aims to address this
issue by utilizing two extractive summarization techniques, namely the
PMI topic model and the ORACLE algorithm, to filter out unimportant
utterances within a given context. Our proposed approach is assessed
on both non-hierarchical and hierarchical models using the distracting
test, which evaluates the level of attention given to each utterance. Our
proposed methods gain significant improvement over the baselines in the
distracting test.

Keywords: Multi-Turn Response Generation · Conversational Agent ·
Summarization

1 Introduction

Although generation-based dialogue models have achieved much progress in
recent years, multi-turn dialogue models are still facing challenges. Recent works
deal with multi-turn using modified attention mechanisms and hierarchical struc-
tures. One focus of dealing with multi-turn is the ability of context-awareness
on a dialogue model, which requires a model to pay more attention to impor-
tant utterances while less attention to unimportant ones. An example of impor-
tant/unimportant utterances is given by Table 1.
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Table 1. An example of important utterances and unimportant utterances under the
same context in the Ubuntu chatlog dataset [9]. Unimportant utterances are marked
in red.

User Utterances

Taru Haha sucker.

Kuja ?

Taru Anyways, you made the changes right?

Kuja Yes.

Taru Then from the terminal type: sudo apt-get update

Kuja I did

In Table 1, the first two utterances (“Haha sucker.” and “?”) are unimportant
utterances that are irrelevant to the main topic of the context. A multi-turn dia-
logue model with good ability on context awareness should identify and ignore
these unimportant utterances and focus only on the important ones. Thus, we
propose that one way to improve the context awareness of a model is to fil-
ter out the unimportant utterances, which is a task similar to summarization:
given a reference and a source, an extractive summarization algorithm extracts
all utterances related to the reference and eliminate all others in the source. In
the case of dialogue models, we do not have a reference for the context; never-
theless, the last utterance in the context, i.e., the query, plays a crucial role in
generating the response. In most cases, responses aim to provide answers to the
query while utilizing other utterances in the context as the source for answering.
We denote all utterances in a context except for the last one as source. This
paper investigates improving context awareness for multi-turn dialogue models
by filtering out unimportant utterances from the source using extractive sum-
marization techniques with the query as the reference.

There are a few works that combine summarization with dialogue models.
One of the techniques used in these works is the topic model, where a keyword is
predicted from the query and the entire corpus to help a model generate detailed
responses. In our paper, we also use a PMI topic model to extract keywords
from the context, while instead of using the keywords to support the generation
task, we pass the keywords directly to the dialogue model. Additionally, we
explore the ORACLE algorithm, a widely-used algorithm for generating gold
labels for extractive summarization, to filter out utterances unrelated to query
before passing them to the dialogue model.

For evaluation, we use an evaluation method tailored for multi-turn dialogue
models. Since most multi-turn dialogue models have attention mechanisms and
they rely on the mechanism to assign different extents of focus to each utterance
in the context, we use the distracting test to measure if a model pays more
attention to the important utterances and less to the unimportant ones. The test
simply adds distracting utterances to each dialogue and compares the attention
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scores on these distracting (unimportant) utterances with the original (impor-
tant) utterances in the source, thus measures the ability of context awareness
for a dialogue model.

This paper is organized as follows. In Sect. 2, we introduce related works. In
Sect. 3 and Sect. 4, we introduce the model to be examined, the summarization
techniques to be integrated, and the evaluation metrics. In Sect. 5, we describe
our experiment settings, and we report the results in Sect. 6.

2 Related Work

Previous works try to improve context-awareness on dialogue modeling through
the hierarchical structure. [13,14] first introduce the hierarchical structure to
dialogue models. [17] evaluate different methods of integrating context utter-
ances in hierarchical structures, and [21] further evaluate the effectiveness of
static and dynamic attention mechanism. In our paper, we examine our context-
summarization module with both different methods of integrating context utter-
ances and two kinds of attention mechanisms.

A similar direction of combining summarization and multi-turn dialogue
modeling is the integration of topic models, though current works in this direc-
tion are all on single-turn dialogues. [6] uses a classifier to select the keyword
for a given query from a pre-generated keyword list. [10,20] use PMI to choose
a keyword for a given query from a big corpus. Similarly, [2,18] uses a topic
model to predict the keyword out from vocabulary words. In our paper, we also
examine if a topic model can improve the context-awareness of dialogue models.

As mentioned in [19], a typical way to construct labeled data for extractive
summarization is to set ROUGE. Most works including [5] construct gold label
sequences by greedily optimizing ROUGE-1, which is the algorithm ORACLE.
Further, although in this paper we stick to extractive summarization due to lack
of suitable conversational datasets for abstractive summarization, we expect the
very soon coming of this kind of dataset from [3].

3 Models to be Examined

We use an LSTM Seq2Seq model with attention [1,4,16] as the base model, since
it is a common model for conversational systems [7,12].

The basic task of conversational agents is to predict the next word given
all the past and current words of the context and response, and to make the
generated response as similar to the original response as possible. Formally, the
task can be described as follows. Probability of response Y given context X is
predicted as:

P (Y |X) =
∏n

t=1 p(yt|y1, . . . , yt−1,X), (1)

where X = x1, . . . , xm and Y = y1, . . . , yn are a context-response pair.
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3.1 LSTM Seq2Seq Model with Attention

We simplify an LSTM structure with attention mechanism as LSTM∗ since it is
well introduced in previous work [7]. We calculate the hidden vector ht at step
t as:

ht = LSTM∗(ht−1, ct, E(zt)), (2)

where ht−1 ∈ R
dim is the hidden vector at step t − 1, dim is the dimen-

sion of hidden vectors, and E(zt) is the word embedding for token zt ∈
{x1, ..., xm, y1, ..., yn−1}. The context vector ct is inputted only to the decoder
at step t.

3.2 Attention Mechanism and Utterance Integration

We examine both hierarchical and non-hierarchical structures. For hierarchi-
cal structures, following [21], we examine two attention mechanisms, namely
static and dynamic attention mechanisms. Following [17], we examine hierarchi-
cal models with or without utterance integration LSTM units.

For the non-hierarchical structured model, there are no utterance vec-
tors. Hidden vectors of all words in the encoder are concatenated and used
in the attention mechanism. Denoting the concatenated vector as H (H =
[h1, h2, ..., hm]), we calculate the context vector ct for each decoder step as

ct = H · (softmax(H� · ht−1)) . (3)

For the hierarchically structured models, we denote the last utterance of
the context as the query, and the other utterances as the source. At each step
where an utterance ends, we collect the hidden vector of its last word as the
hidden vector of the utterance, thus compared to the non-hierarchical structured
model, we have much fewer hidden vectors from the encoder. Denoting the hidden
vector of kth utterance as Hk, the hidden vector of the query as Hq, and the
concatenated vector of the source and the query as Hc (Hc = [H1,H2, ...,Hq]),
we calculate the context vector ct for static attention mechanism as

ct = Hc · (softmax(H�
c · Hq)) (4)

where it is easy to see that static attention does not change during steps in the
decoder. And we calculate ct for dynamic attention mechanism as

ct = Hc · (softmax(H�
c · ht−1)) . (5)

In the decoder, ct is input to the next step t, and each token’s hidden vector
ht−1 is combined with ct to predict the next token.

Finally, with the utterance integration LSTM unit, the hidden vector to be
put into the first step of the decoder is different from the regular hm; instead,
the vector is calculated by integrating H1, H2, ... Hq through a separate LSTM
unit.
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4 Proposed Methods

4.1 PMI-Context

The method PMI-context uses a Pointwise Mutual Information (PMI) to select
the k most relevant words in a source given a query. Given a word xc in a source,
the total PMI of xc given a query = xq1, ..., xql is calculated following [20]:

PMI(xq1, ..., xql, xc) ≈
l∑

i

PMI(xqi, xc) . (6)

The selected k keywords xc1, ..., xck and the query are combined through the
static attention mechanism described in Eq. (4) to calculate the context vector
ct. Note that here a query does not attend to itself, but only to the selected
keywords. The context vector ct, the selected k keywords, and the query are
then inputted into the LSTM unit as described in the following adapted version
of Eq. (2):

ht = LSTM∗(ht−1, ct, E(z′
t)) , (7)

where z′
t ∈ {xc1, ..., xck, xq1, ..., xql, y1, ..., yn−1}.

4.2 ORACLE-Context

The method ORACLE-context is based on an extractive summarization algo-
rithm named the ORACLE algorithm. It uses the ORACLE algorithm to extract
relevant utterances from the source by greedily optimizing ROUGE-1 using the
query as the summarization reference. The extracted k most relevant utterances
are then inputted into the LSTM unit as described in the following adapted
version of Eq. (2):

ht = LSTM∗(ht−1, ct, E(z′′
t )) , (8)

where z′′
t ∈ {x1

c1, x
1
c2, ..., x

k
c1, x

k
c2, ..., xq1, ..., xql, y1, ..., yn−1}, and Xi =

xi
c1, x

i
c2, ... (i ∈ {1, ..., k}) denotes for each of the extracted k most relevant

utterances.
This method intends to filter out irrelevant utterances from the source given

the query and delete the utterances from the inputs to the dialogue model, which
helps the model to pay attention correctly to the important utterances.

4.3 Evaluation

Since perplexity is considered not a good measure of how good a conversation
is [8], besides perplexity, we examine whether the model pays attention to the
correct utterance through a simple distracting test.

In the distracting test, for each dialogue, we insert several distracting utter-
ances into the dialogue. The distracting utterance can be anything that does
not belong to the original dialogue. Then we compare the attention scores of
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the distracting utterances with the attention scores of the original utterances. A
well-performing model should pay less attention to the distracting utterances but
more attention to the original utterances. For an utterance Hk in the context,
the score is calculated as

⎧
⎨

⎩

exp(H�
k ·Hq)∑

k exp(H�
k ·Hq)

Static attention

meant(
exp(H�

k ·ht)∑
k exp(H�

k ·ht)
) Dynamic attention

(9)

To avoid bias, we weigh the attention score with the utterance amount, or
the total word amount of source plus query divided by the word amount of
the utterance to be examined. That gives us 100% for any utterance that is
paid average attention among source plus query, i.e. 1

k attention for a total of k
utterances in source plus query.

5 Experiment Setup

5.1 Dataset

We use the Ubuntu chatlogs dataset [9], which contains dialogues about solving
technical problems of Ubuntu, as the training and testing corpus. We have about
0.48M dialogues for training, 20K dialogues for validation, and 10K dialogues
for testing. These are the original settings of the Ubuntu chatlogs dataset. We
removed all single-turn dialogues, since single-turns do not have contexts that
we need to study on. The last utterance in the context is treated as query, and
the other utterances are treated as source.

For the distracting test, we set the amount of distracting utterances for each
dialogue as 2. We have 3 distracting test datasets: 1) dataset distracted with
utterances containing frequent words, which are “why should I help you” and
“I have my right”; 2) dataset distracted with utterances containing rare words,
which are “would you have lunch?” and “I should have lunch”; 3) dataset dis-
tracted with utterances randomly picked from the training set.

5.2 Training

Our methods are built on a basic LSTM Seq2Seq model. We used Pytorch [11]
for implementation. The LSTM model has 4 layers and the dimension is 512.
The training procedure was with a batch size of 256, a learning rate of 1.0, and
a gradient clip threshold of 5. The vocabulary size is 25000 and the dropout rate
is 0.2.

5.3 Models to Be Examined

For the method PMI-context, we examine the maximum keyword amounts of
both 10-word level and 30-word level. For the method ORACLE-context, we
examine the maximum extracted utterance amounts of both 5-utterance level
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and 10-utterance level. Also, we examine ORACLE-context on 5 model variants,
namely static attention with utterance integration LSTM unit, static attention
without utterance integration LSTM unit, dynamic attention with utterance
integration LSTM unit, and dynamic attention without utterance integration
LSTM unit. Among these variants, one is non-hierarchical structured, and the
other four are hierarchical structured.

6 Results

We show the perplexity and attention scores of the models to be examined. For
comparison, we also show scores of non-hierarchical model trained on either the
whole context (source and query) or only query. The results are shown in Table 2.

For the distracting test, besides the attention scores of the distracting utter-
ances, we also show the average attention scores of the source. A lower score
indicates that more attention is paid to the query instead of the source. In
addition, we calculate the ratio between the attention scores of the distracting
utterances and those of the original utterances in the source, to show how much
attention is paid to the distracting utterances compared to the source. A lower
ratio indicates that the model is less distracted by the distracting utterances.

Table 2 shows that the non-hierarchical model with the ORACLE-context
method of 10-utterance level has the best perplexity and the lowest attention
scores’ ratio for the frequent and rare distracting datasets, which indicates that
this model is the least distracted from frequent and rare distracting utterances.
Among the four kinds of hierarchical models, the variant of static attention
mechanism with utterance integration LSTM unit (Static+UttLSTM) gets the
best performance on the random distracting dataset, and most of the other
variants manage to exceed the non-hierarchical model on the random distracting
dataset, from which we can infer that the hierarchical models are less distracted
from random distracting utterances. PMI-context method of the 30-word level
also gains a good perplexity, but since perplexity is not a good method for
evaluating responses’ quality, more evaluation is needed.

It is easy to notice that while the perplexity scores of the ORACLE-context
models show marginal improvement over the baselines, they outperform the base-
lines in the distracting test, which is a better evaluation metric for the ability
of context-awareness. To assess the efficacy of the ORACLE algorithm, we fur-
ther investigated the filtered-out and extracted utterances. Results show that
approximately 79%, 84%, and 82% of the distracting utterances were filtered
out in each of the three distracting datasets, respectively. In contrast, the algo-
rithm extracted a considerable portion of the first and second utterances closest
to the query, which are typically regarded as important utterances in a source,
and these make up 30% and 43% of the total extracted utterances, respectively.
This means that the ORACLE algorithm does filter out unimportant utterances
to some extent.

It is surprising to see that the models have the worst performance for the
distracting dataset with rare utterances. It is obvious for humans to identify



Improving Context-Awareness with Extractive Summarization 485

Table 2. Perplexity (Perp), attention score of distracting utterances (Distract, %),
attention score of average original utterances in the source (Avg., %), and their ratio
(ratio). The best attention scores of distracting utterances and the best ratios are
bolded.

(a) Results on the random distract testset

Method Model
Original Distract: random

Perp Avg. Perp Distract (ratio) Avg.

\ Non-hier (query only) 49.5 100 \ \
Non-hier 49.8 94.7 49.8 94.4 (0.99) 95.4

PMI
PMI-10 49.5 \ 49.5 \
PMI-30 47.8 \ 47.8 \

ORACLE-5

Non-hier 48.1 86.2 48.7 82.4 (0.94) 87.2

static 49.0 68.0 49.3 56.8 (0.81) 70.0

static+UttLSTM 51.3 52.8 51.6 41.2 (0.76) 54.1

dynamic 49.7 86.8 50.2 81.4 (0.93) 88.0

dynamic+UttLSTM 50.7 93.8 51.2 91.3 (0.97) 94.4

ORACLE-10

Non-hier 47.1 86.5 47.7 82.5 (0.94) 87.4

static 49.5 60.7 49.9 47.1 (0.75) 62.4

static+UttLSTM 47.7 54.1 48.0 43.5 (0.79) 55.3

dynamic 49.9 85.5 50.3 80.0 (0.92) 86.7

dynamic+UttLSTM 49.6 95.0 49.9 93.4 (0.98) 95.3

(b) Results on the frequent and rare distracting dataset

Method Model
Distract: frequent Distract: rare

Perp Distract (ratio) Avg. Perp Distract (ratio) Avg.

\ Non-hier (query only) \ \ \ \
Non-hier 49.7 94.3 (0.98) 95.8 49.8 94.4 (0.99) 95.5

PMI
PMI-10 49.5 \ 49.5 \
PMI-30 47.8 \ 47.8 \

ORACLE-5

Non-hier 48.3 74.8 (0.86) 86.9 48.4 78.1 (0.90) 86.3

static 49.1 65.1 (0.95) 68.7 49.2 63.0 (0.91) 69.3

static+UttLSTM 51.4 46.9 (0.88) 53.4 51.4 48.3 (0.90) 53.5

dynamic 49.9 79.3 (0.90) 88.3 50.0 83.0 (0.95) 87.5

dynamic+UttLSTM 50.8 89.3 (0.95) 94.6 50.9 94.3 (1.01) 93.0

ORACLE-10

Non-hier 47.3 69.9 (0.80) 87.3 47.3 74.3 (0.86) 86.8

static 49.7 51.0 (0.83) 61.7 49.7 55.3 (0.90) 61.5

static+UttLSTM 47.7 46.8 (0.86) 54.7 47.9 51.1 (0.95) 54.1

dynamic 50.1 79.3 (0.92) 86.4 50.1 87.9 (1.03) 85.0

dynamic+UttLSTM 49.7 91.1 (0.95) 95.9 49.8 94.6 (1.00) 94.3

“Would you have lunch?” and “I should have lunch” as distracting utterances,
while although the ORACLE algorithm only keeps 16% of these distracting
utterances, the model still cannot learn to pay less attention to them.
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7 Conclusions

We have integrated extractive summarization techniques with multi-turn dia-
logue models to improve their ability of context-awareness. The techniques that
we have examined are PMI topic model and ORACLE algorithm; we have
integrated them with both non-hierarchical and hierarchical dialogue models.
For evaluation, we have employed the distracting test to evaluate the context-
awareness of each model. With extractive summarization techniques integrated,
we find significant improvements in distracting tests for the multi-turn con-
versational agents. For future works, more summarization techniques can be
considered, and more evaluation metrics can be used.
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15. Själander, M., Jahre, M., Tufte, G., Reissmann, N.: EPIC: an energy-efficient,
high-performance GPGPU computing research infrastructure (2019)

16. Sutskever, I., Vinyals, O., Le, Q.V.: Sequence to sequence learning with neural net-
works. In: Ghahramani, Z., Welling, M., Cortes, C., Lawrence, N.D., Weinberger,
K.Q. (eds.) Advances in Neural Information Processing Systems 27, pp. 3104–
3112. Curran Associates, Inc. (2014). http://papers.nips.cc/paper/5346-sequence-
to-sequence-learning-with-neural-networks.pdf

17. Tian, Z., Yan, R., Mou, L., Song, Y., Feng, Y., Zhao, D.: How to make context more
useful? An empirical study on context-aware neural conversational models. In: Pro-
ceedings of the 55th Annual Meeting of the Association for Computational Linguis-
tics (Volume 2: Short Papers), pp. 231–236. Association for Computational Linguis-
tics (2017). https://doi.org/10.18653/v1/P17-2036, http://aclweb.org/anthology/
P17-2036

18. Xing, C., et al.: Topic aware neural response generation. In: 31st AAAI Confer-
ence on Artificial Intelligence (2017). https://www.aaai.org/ocs/index.php/AAAI/
AAAI17/paper/view/14563

19. Yao, J., Wan, X., Xiao, J.: Recent advances in document summarization. Knowl.
Inf. Syst. 53(2), 297–336 (2017). https://doi.org/10.1007/s10115-017-1042-4

20. Yao, L., Zhang, Y., Feng, Y., Zhao, D., Yan, R.: Towards implicit content-
introducing for generative short-text conversation systems. In: Proceedings of the

https://doi.org/10.18653/v1/P16-1094
https://doi.org/10.18653/v1/P16-1094
http://aclweb.org/anthology/P16-1094
https://doi.org/10.18653/v1/D16-1230
http://aclweb.org/anthology/D16-1230
http://aclweb.org/anthology/D16-1230
https://doi.org/10.18653/v1/W15-4640
https://doi.org/10.18653/v1/W15-4640
http://aclweb.org/anthology/W15-4640
http://aclweb.org/anthology/C16-1316
http://arxiv.org/abs/1902.08654
http://arxiv.org/abs/1902.08654
https://www.aaai.org/ocs/index.php/AAAI/AAAI16/paper/view/11957
https://www.aaai.org/ocs/index.php/AAAI/AAAI16/paper/view/11957
https://www.aaai.org/ocs/index.php/AAAI/AAAI17/paper/view/14567
https://www.aaai.org/ocs/index.php/AAAI/AAAI17/paper/view/14567
http://papers.nips.cc/paper/5346-sequence-to-sequence-learning-with-neural-networks.pdf
http://papers.nips.cc/paper/5346-sequence-to-sequence-learning-with-neural-networks.pdf
https://doi.org/10.18653/v1/P17-2036
http://aclweb.org/anthology/P17-2036
http://aclweb.org/anthology/P17-2036
https://www.aaai.org/ocs/index.php/AAAI/AAAI17/paper/view/14563
https://www.aaai.org/ocs/index.php/AAAI/AAAI17/paper/view/14563
https://doi.org/10.1007/s10115-017-1042-4


488 Y. Xing and J. A. Gulla

2017 Conference on Empirical Methods in Natural Language Processing, pp. 2190–
2199. Association for Computational Linguistics (2017). https://doi.org/10.18653/
v1/D17-1233, http://aclweb.org/anthology/D17-1233

21. Zhang, W., Cui, Y., Wang, Y., Zhu, Q., Li, L., Zhou, L., Liu, T.: Context-sensitive
generation of open-domain conversational responses. In: Proceedings of the 27th
International Conference on Computational Linguistics, pp. 2437–2447. Associa-
tion for Computational Linguistics (2018). http://aclweb.org/anthology/C18-1206

https://doi.org/10.18653/v1/D17-1233
https://doi.org/10.18653/v1/D17-1233
http://aclweb.org/anthology/D17-1233
http://aclweb.org/anthology/C18-1206


Document Knowledge Transfer
for Aspect-Based Sentiment Classification

Using a Left-Center-Right Separated
Neural Network with Rotatory Attention

Emily Fields, Gonem Lau, Robbert Rog, Alexander Sternfeld,
and Flavius Frasincar(B)

Erasmus University of Rotterdam, Burgemeester Oudlaan 50, 3062 Rotterdam, PA,
The Netherlands

{505456ef,500202gl,492751rr,492825as}@student.eur.nl,
frasincar@ese.eur.nl

Abstract. Hybrid Aspect-Based Sentiment Classification (ABSC)
methods make use of domain-specific, costly ontologies to make up for the
lack of available aspect-level data. This paper proposes two forms of trans-
fer learning to exploit the plenteous amount of available document data
for sentiment classification. Specifically, two forms of document knowledge
transfer, pretraining (PRET) and multi-task learning (MULT), are con-
sidered in various combinations to extend the state-of-the-art LCR-Rot-
hop++ model. For both the SemEval 2015 and 2016 datasets, we find an
improvement over the LCR-Rot-hop++ neural model. Overall, the pure
MULT model performs well across both datasets. Additionally, there is
an optimal amount of document knowledge that can be injected, after
which the performance deteriorates due to the extra focus on the auxiliary
task. We observe that with transfer learning and L1 and L2 loss regularisa-
tion, the LCR-Rot-hop++ model is able to outperform the HAABSA++
hybrid model on the (larger) SemEval 2016 dataset. Thus, we conclude
that transfer learning is a feasible and computationally cheap substitute
for the ontology step of hybrid ABSC models.

Keywords: LCR-Rot-hop++ · Transfer Learning · Pretraining ·
Multi-Task Learning

1 Introduction

In the pre-Web era, it was often difficult for companies to gauge the opinions
of their large customer bases. While the increasing popularity of the Web pro-
vided a virtually inexhaustible source of data, machine learning methods had
to be developed for extracting insights from this information. One particularly
interesting insight is to extract a sentiment from a segment of text, for example
a review. This is what drove the development of Sentiment Analysis in the field
of Natural Language Processing (NLP) [9].
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This paper specifically considers Aspect-Based Sentiment Analysis (ABSA).
ABSA consists of two steps: Aspect Detection (AD) and Aspect-Based Sentiment
Classification (ABSC). AD is the task of finding an aspect, such as price, quality,
or service of an entity, within a text or review. This paper will focus on ABSC
exclusively, which involves determining the sentiment of a given aspect within
a given sentence [1,14]. It is common practice to divide sentiment into three
classes: positive, neutral, and negative.

Traditionally, dictionary-based approaches such as that in [7] have been used,
but with the rise of deep learning and the ever-increasing computational power
of modern machines, a range of new techniques for ABSC have become available.
Of the basic “deep” models, the Bidirectional Long Short-Term Memory Network
(BiLSTM) at first appeared to be the most promising, as illustrated in [5]. Over
the years, however, more sophisticated BiLSTM methods have been developed.
One of these is the Left-Center-Right Separated BiLSTM with Rotatory Atten-
tion (LCR-Rot) [20], which utilises separately trained BiLSTM networks for the
context to the left of the aspect, the aspect itself, and the context to the right
of the aspect, and has been found to outperform previously proposed LSTM-
variations [20]. Even more recently, the LCR-Rot model has been extended with
respect to both the attention mechanism and the word embeddings. Namely, the
LCR-Rot-hop model presented in [19] iteratively applies the attention mecha-
nism, while the LCR-Rot-hop++ model proposed in [18] builds on this to include
hierarchical attention and deep contextual word embeddings.

Over the past years, a collection of techniques called Transfer Learning (TL)
has surged in popularity as a method to improve the performance of machine
learning methods [10]. More formally, TL involves training a model on auxiliary
tasks to improve the performance of the main task. This is particularly interest-
ing when there is few data available for our task at hand. One such method is
MULTi-task learning (MULT), where a model is trained on two tasks simultane-
ously, as applied in the widely used language model called Bidirectional Encoder
Representation from Transformers (BERT) [4]. An alternative method is PRE-
Training (PRET), which involves first learning an auxiliary task after which the
model is trained for the main task. The latter step is called Fine-Tuning (FT),
meaning a TL model is trained once more on just the main task.

A lack of training data in the same domain as the test data is a persistent issue
in machine learning [10]. In ABSC, this is reflected by the limited availability
of aspect-level data. As there is more annotated sentiment data available at
a document level, i.e., review texts with star ratings, this information can be
exploited using TL techniques. [6], for example, showed an improvement in the
performance of ABSC in BiLSTMs when PRET and MULT are utilised. We
consider four approaches for document knowledge transfer in the state-of-the-art
LCR-Rot-hop++ neural model, inspired by [6]. The first approach is PRET+FT,
in which the model is first pretrained on the document knowledge and then
fine-tuned. The second is MULT, where the sentiment of a document and of
an aspect are determined simultaneously. While the method proposed in [6]
does not include a regularisation term, we extend the approach by including
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a regularisation term in the loss function as in [19]. The third method is a
combination of both PRET and MULT, called PRET+MULT, in which the
model is first pretrained at a document level on part of the data, before MULT
is applied to the rest of the data. Last, in the fourth and fifth approaches, we
develop new methods that incorporate FT into the TL approach, in two models
called MULT+FT and PRET+MULT+FT.

The present work extends the existing literature by implementing document
knowledge transfer on the state-of-the-art LCR-Rot-hop++ neural model, with
the aim to further improve its accuracy. Moreover, different L1 and L2 regular-
isation terms are combined to improve upon the previous works. The Python
source code of our models can be found at https://github.com/Gogonemnem/
LCR-Rot-hop-plus-plus-TL.

The paper continues as follows. First, the related works and their results
are discussed in more detail in Sect. 2, after which the data is illustrated in
Sect. 3. Subsequently, the methodology is presented in Sect. 4. Thereafter, the
results are compared with those obtained in the previous literature in Sect. 5.
Last, conclusions with the main findings and suggestions for future research are
presented in Sect. 6.

2 Related Work

The performance of the LCR-Rot-hop++ model depends on the scale of the
available training data, as limited training data can lead to a lower accuracy.
Ideally, one would use aspect-level data, as the model is used for sentiment
analysis at the aspect level. However, the availability of annotated aspect-level
data is limited [6,10]. To illustrate, both [18,19] use the standard SemEval 2015
[12] and SemEval 2016 [11] datasets, which are relatively small. Due to the
limited availability of aspect-level data, the LCR-Rot-hop++ model may not
reach its full potential. To overcome this issue, one can consider coarser data,
such as document-level or sentence-level data. There is an abundance of this
type of data, for instance Yelp reviews [16].

Document knowledge transfer can be motivated from three perspectives:
human learning, pedagogy, and machine learning [13]. From the point of view
of human learning, it is clear that we frequently use knowledge acquired from
learning related tasks when learning a new task. Equally, from a pedagogical per-
spective, we often learn the foundations first, before using this knowledge to learn
more complex skills. Last, document knowledge transfer improves generalisation
by introducing an inductive bias, which creates a preference for hypotheses that
explain more than one task [2]. In this paper, we investigate which method for
document knowledge transfer performs best, specifically, we consider combina-
tions of PRETraining (PRET), MULTi-task learning (MULT), and Fine-Tuning
(FT).

PRET. Pretraining is the act of training a model on a task semantically related
to your target task, prior to training for your target task [6,13]. This technique

https://github.com/Gogonemnem/LCR-Rot-hop-plus-plus-TL
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has shown great success in language models such as BERT in [4]. BERT was
trained to perform two tasks which helped the model understand language, after
which it can be fine-tuned for a wider variety of language tasks. As shown in [6],
pretraining a BiLSTM on document-level data improved the results obtained on
an aspect level.

MULT. In contrast to PRET, when using MULT the model is trained for the
target task and the semantically related task simultaneously [13]. The purpose
of this is to improve generalisation, which might lead to more effective knowl-
edge transfer. For example, [15] demonstrated that multi-task learning is able to
produce good word embeddings.

FT. In PRET and MULT, one uses the semantically-related task to improve
performance on the target task. With FT, one only trains on the target task.
Therefore, it is necessary in combination with PRET, but optional with MULT.
To illustrate, the BERT language model is first trained using a MULT approach
on general language tasks, after which it can be trained for specific tasks using
an FT approach [4].

3 Data

The datasets used for ABSC are the SemEval 2015 [12] and SemEval 2016 [11]
datasets. Specifically, our analysis focuses on restaurant reviews. Each review
consists of one or more sentences, and each sentence contains the sentiment on
one or more aspects. The sentiment can either be positive, neutral, or negative. In
our research we focus on explicit aspects, which means that the aspect is present
in the sentence. Figure 1 shows an example sentence from the SemEval 2016
dataset in the XML markup language. This example shows that, in a review,
multiple aspects can be present and the sentiment towards different aspects
may differ. Table 1 gives the descriptive statistics of the SemEval 2015 and the
SemEval 2016 data sets. One can notice that there are relatively few neutral
reviews. Furthermore, in most data the positive class is the majority class, except
for the test data of the SemEval 2015 [12] dataset. The 2015 dataset is a subset
of the 2016 dataset, and is noticeably smaller.

We use a document-level dataset from Yelp2014 [17] for pretraining, as it
matches the domain of our aspect-level data: restaurants. However, these reviews
are classified on a 5-point scale. Therefore, the reviews will be labeled in the fol-
lowing way: reviews with ratings > 3, = 3, and < 3 are labeled as positive,
neutral, and negative, respectively. Similar to [6], a balanced sample of 30,000 is
extracted from the dataset to obtain our pretraining corpus. As Table 1 shows,
there is a significant lack of neutral examples in the aspect-level data. Therefore,
the balancing of the pretraining corpus allows the model to see an ample amount
of documents for each category. To make our data suitable for multi-task learn-
ing, each aspect-level data point is paired with a random document from our
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Fig. 1. A sentence from the SemEval 2016 dataset.

sample. As there are many more documents available than aspects, we upsam-
ple our aspect-level data with a factor of three. This value was chosen based on
intuition, as too little upsampling will not allow us to exploit many documents,
whereas too much upsampling will likely lead the model to overfit due to the
duplicates in the aspect data.

Table 1. Descriptive statistics of the SemEval 2015 and SemEval 2016 datasets, split
into training and test data.

Dataset Positive Neutral Negative Total
Freq % Freq % Freq % Freq

SemEval-2015 training data 963 75.3 36 2.8 280 21.9 1279
SemEval-2015 test data 354 34.7 38 6.3 208 59.0 600
SemEval-2016 training data 1321 70.1 73 3.9 490 26.0 1884
SemEval-2016 test data 487 74.4 32 4.9 136 20.8 655

4 Methodology

This section discusses the methodology used to obtain the results. First, the two
methods for document knowledge transfer (PRET and MULT) are elaborated
upon, along with the various combinations in which they are applied. Then, the
experimental setup for obtaining the results is given.

4.1 Knowledge Transfer

This paper considers several different approaches for document knowledge trans-
fer. Each approach consists of one or more of the following building blocks:
PRET, MULT, and FT. In this section, each building block is described sepa-
rately. Furthermore, Fig. 2 displays which compositions of PRET, MULT, and
FT are used in this work. In the notation of each building block, we consider
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two tasks τ1 and τ2. Let τ2 be our task of interest, namely ABSC. In contrast,
τ1 is sentiment classification at a document level, which is semantically related
to our main task. Therefore, teaching our model to execute τ1 will enlighten it
with knowledge that can be used for better executing τ2.

Fig. 2. An overview of the different document knowledge transfer approaches. The
target task is executed in the time interval [t3, t4], whereas the semantically related
task is executed in the time interval [t1, t2]

PRET. In the pretraining stage only τ1 is executed, which trains the model
for sentiment analysis at a document level. Specifically, the documents are put
through the left, center, and right BiLSTM, after which the final hidden layers of
all words are pooled (averaged). The pooled hidden layers of the three BiLSTMs
are concatenated and fed into a classification layer. The aim of this stage is
to pretrain the BiLSTMs, as it is expected that the BiLSTM weights obtained
in the PRET stage transfer the information from the document-level sentiment
classification to improve the accuracy at the aspect level.

MULT. During the multi-task stage, tasks τ1 and τ2 are executed simultane-
ously. In this approach, the three BiLSTMs are trained simultaneously on the
document-level data and on their corresponding part of the aspect-level data
(left, target, or right). Each aspect-level data point is paired to a document-level
data point. Thus, the embedding layer and the three BiLSTMs in the LCR-Rot-
hop++ model are shared for τ1 and τ2. The document-level data is processed
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the same as in the PRET stage. For the aspect-level data, the outputs from the
BiLSTMs are directed to the corresponding attention mechanism, which finally
leads to probabilities regarding the aspect-based sentiment.

The parameters are set by minimising the loss function below.

L = J + λU + ω‖Θ‖1 + Ω‖Θ‖2 (1)

In this loss function, J is the mean loss per training batch corresponding to our
primary task τ2. Likewise, U is the mean loss per training batch corresponding
to our secondary task τ1. The loss U is weighted with a parameter λ ∈ (0, 1),
which can be interpreted as the importance of τ1 for performing τ2. Last, ω and
Ω denote the weights of the L1 and L2 regularisation terms, respectively. The
L1 regularisation considers the absolute value of the coefficients, whereas the L2
regularisation considers the squared value of the coefficients.

FT. The fine-tuning stage can be used as the final stage for training a model.
In the FT stage, only τ2 is executed. In this context, this means that only ABSC
is performed. The goal of this stage is to tweak the model, such that it performs
best for the target task. Whereas previous stages have taught the model more
general knowledge, the FT stage aims at preparing the model solely for the target
task.

4.2 Experimental Setup

To verify the added value of the TL approaches, we test all combinations as pre-
sented in the previous section and compare their performance to the benchmark
model without document knowledge transfer. The following section describes in
more detail how we find the best models for each combination.

Hyperparameter Tuning. Hyperband is used to find the optimal hyper-
parameters [8]. As hypertuning all models over all stages is computationally
infeasible, a heuristic is used for setting the hyperparameters. Namely, for each
dataset, the optimal hyperparameters for the MULT model and the FT model
are computed. These hyperparameters are generalised over all building blocks
of the model. Models which use hyperparameters from the tuned FT model are
referred to as FT-based models. Models which use hyperparameters from the
tuned MULT model are referred to as MULT-based models. Thus, each app-
roach in Fig. 2 is executed using both the FT hyperparameters and the MULT
hyperparameters. For the FT-based PRET+MULT+FT model, λ has not been
optimised in the hypertuning. Hence, the λ from MULT tuning is generalised to
this model as well. Note that we do not run an FT-based model for MULT nor
PRET+MULT, nor a MULT-based model for PRET+FT, as these parameter
and TL approach combinations are likely to be suboptimal. We use 80% of the
training data to optimize the loss function and the remaining 20% as validation
to select the best hyperparameters.
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Model Training. Early stopping is applied to determine the number of train-
ing epochs with different levels of patience for the stages. This means that when
the performance on the validation set has not increased during the patience
epochs, the epochs after the current best epoch, training is stopped and the
optimal model weights are restored. For the PRET stage, the performance mea-
sure is the validation loss (categorical cross-entropy). The PRET corpus is large
compared to the aspect level data, so for computational efficiency a relatively
low patience of 3 is chosen here. Similarly, for the MULT stage, we use early
stopping with respect to the combined validation loss described in [6]. We allow
a higher patience of 10 as the per epoch time is considerably lower, making it
more affordable. Last, for the FT stage, early stopping is done with respect to
the validation accuracy, as this is our measure of interest. Again, a patience of
10 is used. The loss functions in all stages, including the benchmark LCR-Rot-
hop++, are regularised to prevent overfitting. Both L1 and L2 regularisation are
used, the weights of which are optimised by the aforementioned hyperband for
both FT-based and MULT-based models.

Model Evaluation. We evaluate the various approaches using the out-of-
sample accuracy measure. This measure allows us to see, after training, how
often a model correctly predicts the sentiment of an aspect. We note that this
measure weights the performance for each sentiment class according to how
many observations there are for each sentiment, meaning it does not heavily
penalise poor performance in a small sentiment class. As we observe in our data
that there are very few neutral observations compared to positive and negative
observations, we acknowledge that poor model performance when predicting a
neutral sentiment might not be strongly reflected in the accuracy.

5 Results

Table 2 shows the results of the benchmark LCR-Rot-hop++ model with differ-
ent hyperparameters and different combinations of document knowledge transfer
approaches, for the data of SemEval 2015 and SemEval 2016. All losses, includ-
ing that of the benchmark LCR-Rot-hop++ model without document knowledge
transfer, are regularised using the L1 and L2 regularisation terms, allowing for
a fair comparison. We find that several TL models outperform the benchmark
LCR-Rot-hop++ model, for both datasets, suggesting there is added value in
incorporating document knowledge transfer in the base model.

For the SemEval 2015 dataset, all models with TL outperform the benchmark
model. The largest improvement in accuracy, 6.50% points, is observed for the
MULT model. For the SemEval 2016 dataset, on the other hand, several models
with TL do not outperform the benchmark, namely FT-based MULT+FT and
PRET+MULT+FT, and MULT-based PRET+MULT and PRET+MULT+FT.
Still, the remaining models do outperform the benchmark, with the biggest
improvements observed for the PRET+FT and MULT models, which exceed
the accuracy of the benchmark model by 1.83 and 1.76% points, respectively.
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Table 2. Results of LCR-Rot-hop++ with various forms of document knowledge trans-
fer, alongside the benchmark model without document knowledge transfer, for the
SemEval 2015 and SemEval 2016 datasets.

Settings Accuracy
SemEval 2015 SemEval 2016

Benchmark model
LCR-Rot-hop++ 74.00% 86.87%
FT-based models
MULT+FT 77.00% 85.95%
PRET+FT 78.00% 88.70%
PRET+MULT+FT 79.67% 86.56%
MULT-based models
MULT 80.50% 88.63%
MULT+FT 74.50% 87.18%
PRET+MULT 76.67% 85.04%
PRET+MULT+FT 77.67% 86.87%
Note. The FT-based models are constructed using
the optimal hyperparameters from a model with only
the FT stage, as is the LCR-Rot-hop++ benchmark
model. The MULT-based models use the optimal
hyperparameters for a pure MULT model.

The differences in performance for this dataset are smaller, likely because it is
larger and more balanced. Given that TL aims to handle limited data availability
and data imbalance by supplying the model with additional examples of a simi-
lar task, it is indeed to be expected that these approaches have greater impact
in the 2015 dataset.

Based on the accuracy measures, we conclude that the analysed TL mod-
els can boost the accuracy of the existing LCR-Rot-hop++ model. Overall,
the MULT model performs best, as it leads to the greatest improvements
in accuracy across the two datasets. In comparison to the existing state-of-
the-art HAABSA++ model, we observe that our MULT model outperforms
HAABSA++ for the SemEval 2016 dataset, by 1.63% points, but performs
slightly worse for the 2015 dataset, by 1.2% points.

One plausible reason for MULT outperforming PRET approaches is catas-
trophic forgetting [3]. Knowledge learned in the PRET stage might be forgotten
when the model is retrained on the main task. In MULT, the main and aux-
iliary tasks are learned simultaneously, making the document knowledge more
recent and prevalent. As shown in [3], multi-task learning provides a solution to
catastrophic forgetting.
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6 Conclusion

ABSC models are constrained due to the limited availability of aspect-level train-
ing data. In this paper, we aim to overcome this limitation by using document-
level training data to train the state-of-the-art LCR-Rot-hop++ model. The
results show that the most successful transfer learning approach is multi-task
learning, particularly when faced with a small and imbalanced dataset such as
SemEval 2015. Likely, multi-task learning outperforms the pretraining approach
due to catastrophic forgetting; document knowledge acquired in pretraining is
partly forgotten when the model is retrained on aspects. Multi-task learning
solves this problem by fitting on the main and auxiliary task simultaneously,
preventing this type of forgetting [3].

Our best approach, the MULT model, yields a 6.5% points increase relative
to the state-of-the-art LCR-Rot-hop++ model with L1 and L2 regularisation
for the SemEval 2015 dataset, as well as a 1.76% point increase for the SemEval
2016 dataset. Furthermore, this model outperforms the HAABSA++ model for
the SemEval 2016 dataset. Therefore, we conclude that the inclusion of L1 and
L2 regularisation terms along with the MULT method of document knowledge
transfer can under certain circumstances effectively compensate for the exclusion
of an ontology reasoning. Hence, this updated model can serve as a computa-
tionally cheaper alternative to existing hybrid models, without any significant
loss in performance.

A suggestion for future research is to investigate different deep learning archi-
tectures for incorporating document knowledge transfer. One example of a differ-
ent architecture is adding a shared BiLSTM layer below the LCR-Rot-hop++
model, instead of sharing the left, middle, and right BiLSTM. Furthermore,
future research can investigate models that exploit sentence- or paragraph-level
knowledge, besides document-level knowledge.
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Abstract. Argument Generation (AG) is becoming an increasingly
active research topic in Natural Language Processing (NLP), and a large
variety of terms has been used to highlight different aspects and meth-
ods of AG such as argument construction, argument retrieval, argument
synthesis and argument summarization, producing a vast literature. This
article aims to draw a comprehensive picture of the literature concerning
argument generation and counter-argument generation (CAG). Despite
the increasing interest on this topic, no attempt has been made yet to
critically review the diverse and rich literature in AG and CAG. By con-
fronting works from the relevant subareas of NLP, we provide a holistic
vision that is essential for future works aiming to produce understand-
able, convincing and ethically sound arguments and counter-arguments.

Keywords: Argument generation · Counter-argument generation ·
Argument retrieval · Argument mining

1 Introduction

Argument Mining (AM) is a research area which aims at identifying and classify-
ing argumentative structures from text. The increasing interest in the literature
for this area, due to its applications in tacking substantial societal challenges
as propaganda detection, fact-checking and explainable Artificial Intelligence,
resulted in the publication of several surveys [13,30]. The research area of AM
has now been expanded to the generation of natural language arguments. To
this date, Argument Generation (AG) is still considered as a hard task and no
standard methods exist. To the best of our knowledge, no survey has been pub-
lished on this subject. A recent paper by Lauscher et al. [29] discussed the role
of knowledge in the general context of argumentation including AM, argument
assessment, argument reasoning and AG, without focusing on the state of the
art of this latter domain as well as the main trends and challenges faced by most
researchers. However, researches in AG are clearly on the rise and a huge vari-
ety of methods have been explored. Also, multiple research directions have been
sketched, from the perspective of generating argumentative components (e.g.,
claim, premise and enthymeme) as well as the employment of rhetorical strate-
gies [45] and users’ beliefs [1] to guide the argument generation. Applications
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
E. Métais et al. (Eds.): NLDB 2023, LNCS 13913, pp. 500–510, 2023.
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of AG are diverse and numerous, of which the most relevant are writing assis-
tance [48], legal decision making [6], collective decision making [12] and Counter
Narrative Generation [43] to fight online hate speech.

In this paper, we aim to lay out a comprehensive picture of the studies on
AG and Counter-argument Generation (CAG), where counter-arguments are in
essence arguments against other arguments. Due to the large variety of topics
and research communities covered by AG and CAG, studies published in these
two fields often fail to cite each other. It is important to underline that AG is a
complex task including multiple subtasks and it is essential to have a holistic view
of the ongoing works in all the relevant subareas in order to design reliable end-
to-end argumentative systems. With the idea of federating relevant communities
in mind, we propose the current survey with the following contributions:

1. We draw a historical view of the development of studies in AG and CAG,
providing a detailed outline of the main results and trends in various subareas
of AG and CAG, along with a summary of the main datasets for these tasks.

2. We discuss the main issues and some open challenges in AG and CAG.
3. We point out 4 most promising research directions in AG and CAG.

2 Data to Text Argument Generation

Studies on argument generation started around the 1990s in the spirit of recom-
mender systems. Considerable research has been devoted to developing computa-
tional models for automatically generating and presenting evaluative arguments.
The general idea of these studies was to design computer systems serving as
advisors to support humans in similar communicative settings. These studies
were mainly concerned with producing short texts from structured data such as
knowledge graphs representing domain knowledge as well as users. We call this
family of approaches Data to Text Generation.

The general principles of data to text generation were formalized by Care-
nini [14] and applied to their Generator of Evaluative Arguments recommending
houses to a client. The generation process first involves a deep generation phase
which is agnostic of the target language since it consists mainly in the selection
of knowledge chunks based on the comparison of a User Model and a Domain
Model (e.g., the profile of a buyer and the profile of a house), and the selection of
the argumentative strategy. The second phase, content realization, involves the
actual text generation requiring specific grammatical knowledge of the target
language such as verbal inflections and logical connectors.

Data to text generation is cumbersome since it involves a lot of manual work
to build the knowledge bases and the actual knowledge acquisition process has
to be restarted whenever a new domain is being tackled. Around the beginning
of the 2010s, a shift took place in argument generation: first, the design of debat-
ing systems started to draw the attention of researchers (a prominent event was
the Project Debater1 of IBM, started in 2012); secondly, inspired by techniques
1 https://www.research.ibm.com/artificial-intelligence/project-debater/.

https://www.research.ibm.com/artificial-intelligence/project-debater/
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in Natural Language Generation (NLG), researchers adopt a Text to Text Gen-
eration approach, which can either be further divided into several subtasks or
generate full arguments in an end-to-end fashion.

3 Text to Text Argument Generation

This section provides a complete outline of the main trends in AG and CAG
using the text to text approach, summarized in Table 1.

3.1 Generation of Argument Components

A claim forms the basis of an argument, being the assertion that the argument
aims to establish. Therefore, claim construction may be viewed as a first step in
argument generation. It should be noted that Claim Generation (CG) is different
from Claim Retrieval which consists in employing argument mining to identify
existing claims in a corpus. To retrieve arguments, Levy et al. [32] have developed
the task of Context-dependent Claim Detection whose objective is to identify
supporting and attacking claims related to a topic from a Wikipedia corpus.
The tasks of Evidence Retrieval [38] and Claim Stance Classification [7] are
also related topics for the AG task. The goal here is to retrieve pro and con
arguments for a given query. In the following sections, however, we will focus
mainly on claim generation.

In its simplest form, Claim Generation takes a debate topic as input and the
output is a concise assertion with a clear stance on this topic. To automatically
generate new claims, Bilu and Slonim [10] used traditional linguistic features
for predicting the suitability of candidate claims. Concretely, the authors drew
insights from the fact that a predicate on a certain topic can be used to other top-
ics under certain constraints. For instance, the predicate “is a violation of free
speech” can be applied both to “banning violent video games” and “Internet
censorship”. Their framework employs two stages: first, given a topic, word2vec
embeddings are used to select top k similar predicates from a Predicate Lexicon;
second, the top-k predicates are combined with new topics and a logistic regres-
sion classifier is used to predict if the new claim is valid or not, using features
such as n-grams. Gretz et al. [21] expanded this framework by leveraging GPT-2
to generate claims on topics and showed the potential of large language models
in this task. Furthermore, Alshomary et al. [1] studied how to encode specific
beliefs into generated claims.

Contrastive Claim Generation (CAG) is motivated by the observation that
negation has an important function in argumentation. Bilu et al. [9] proposed
a rule-based system to augment a set of claims by automatically suggesting a
meaningful negation, which means that an opposite claim must be grammatically
correct, semantically clear and logically valid. The authors concluded from this
study that explicit negation is not always possible. To better tackle this issue,
Hidey and McKeown [24] used a sequence to sequence model to encode the
original claim with an attention mechanism. They used a sequence of words and
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a sequence of edits as encoder representations and found that the latter is more
effective. Another line of research, initiated by Chen et al. [16], is related to
CAG. The authors proposed to use autoencoders for the task of Bias Flipping
(i.e., switch the left or right bias of an article). An encoder conditioned on the
source bias is used to encode the input text, while a decoder conditioned on the
target bias decodes the encoder representation into a new text.

Bar-Haim et al. [7] introduced the task of Premise Target Identification (PTI)
which identifies the target in a premise. Based on this task, Alshomary et al. [5]
initiated the task of Conclusion Target Inference (CTI), inspired by the obser-
vation that conclusions are not often explicitly formulated. They used a BIO
sequence labeling to detect the boundary of the target of premises, then a rank-
ing model [47] to select the premise target that is the most representative of the
conclusion target. The authors also explored the use of a triplet neural network
to select the most similar conclusion target to a premise target from a knowledge
base containing all the conclusion targets. A hybrid approach, however, yielded
the best results.

The last subtask of AG is called Enthymeme Reconstruction (ER), where
an enthymeme is an implicit premise that clarifies how a conclusion is inferred
from the given premises. Boltužić and Šnajder [11] studied how to identify such
enthymemes given the other components. Similarly, Habernal et al. [23] present
the task of identifying the correct enthymeme from two options. More recently,
a large dataset [15] studying abductive reasoning in narrative text was created
to enable the use of neural models in this line of research.

3.2 Generation of Full Arguments

Rule-Based Argument Generation. Sato et al. [40] presented the first end-
to-end rule-based retrieval system to generate argument scripts in the first round
of a debate. A user first selects a motion and a stance which agrees or disagrees
with the motion. A Motion Analysis component then extracts the target of the
motion and its stance. The Value Selection component selects the 5 most rele-
vant talking points. Then the Sentence Retrieval Component retrieves sentences
relevant to each value from the corpus, and finally, the Sentence Rephrasing
component arranges the retrieved sentences to build the final argument.

Summarization-Based Approach. Due to the complexity to maintain the
components in systems like [40], some studies proposed to use a neural summa-
rization approach. Instead of producing single-sided arguments, summarization-
based approaches also generate arguments representing both stances, which is
particularly useful for controversial topics. From the perspective of argument
generation, Alshomary et al. [2] argued that the objective of argument sum-
marization is to extract snippets containing the main claim and the support-
ing reason of an argument. This task is called Argument Snippet Generation
(ASG). The authors addressed two goals of ASG: representativeness based on
how much the core information of an argument is kept, and argumentativeness.
They modified the LexRank algorithm [19] to account for the representativeness



504 X. Wang et al.

and improved argumentativeness of sentences by using lexicons of discourse and
claim markers. One limitation of this approach is redundancy: since the sum-
marization is based on top-ranked arguments retrieved by an argument search
engine, there is no guarantee that the snippets represent different aspects. To
tackle this redundancy issue, Alshomary et al. [3] adapted an approach from
comparative summarization which was designed to answer questions like “What
is different between the coverage in NYTimes and BBC?”. The authors defined
an argument snippet as contrastive if it highlights the uniqueness of an input
argument compared to other arguments returned by an argument search engine.
They extended the graph-based approach of [2], which ranks sentences based on
their centrality and argumentativeness, by encoding an extra term to account
for the sentence’s similarity to other arguments. Their results showed a clear
improvement, with a tradeoff between representativeness and contrastiveness.

Other Research Directions in AG. One of the emerging research areas in
full argument generation is Audience-oriented Argument Generation. Alshomary
et al. [1] implemented audience-based features in AG to enhance the persuasive-
ness of the generated arguments. They trained a BERT-based classifier to iden-
tify morals such as care, fairness and loyalty in arguments and used the Project
Debater’s API to generate arguments based on morals on 6 topics. In Rhetoric-
based Argument Generation, Wachsmuth et al. [45] created a benchmark dataset
with manually synthesized arguments that follow rhetorical strategies, contain-
ing 260 argumentative texts on 10 topic-stance pairs. Based on this dataset, EI
baff et al. [18] proposed a computational model to generate arguments accord-
ing to a specific rhetorical strategy (Logos vs. Pathos) by imitating the process
of selecting, arranging, and phrasing Argumentative Discourse Units (ADUs).
Concretely, their approach viewed AG as a Language Modeling Task by consid-
ering ADUs as words and arguments as sentences. They first identified different
ADU types using clustering then learned to select unit types matching the given
strategy. The selected units are then arranged according to their argumenta-
tive roles (Thesis, Con, Pro). Finally, the argument is phrased by predicting the
best set of semantically related ADUs for the arranged structure using super-
vised regression. Finally, the dialogue aspect of AG is getting more and more
attention from researchers. Graph-based [36], rule-based [20] and retrieval-based
neural generative systems [31] have all been explored, with more or less success
and very different metrics for evaluation.

Counter-Argument Generation. Besides Sato et al. [40]’s value-based AG
system, Wachsmuth et al. [46] designed another rule-based system to retrieve a
counter-argument by identifying opposing conclusions to a given claim in the
debate pool idebate.org. Concretely, their system detects similar conclusions
with dissimilar premises and considers such arguments as counter-arguments.
However, neural CAG is by far the most investigated approach because of the
inherent overhead of maintaining rule-based systems. Hua and Wang [26] tack-
led this task in two steps: evidence retrieval and text generation. The authors
first retrieved relevant Wikipedia articles using sentences in the original argu-
ment and then re-ranked the articles’ paragraphs using TF-IDF similarity to
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the argument. The top-ranked sentences, concatenated with the input argu-
ment, were encoded and fed to the decoder producing first some keyphrases,
then the counterarguments per se by attending to the keyphrases at the same
time. Hua et al. [25]’s model further improves the previous method by extract-
ing (instead of generating) keyphrases from the input statement. Also, it ranks
evidence passages by their keyphrase overlap with the input statement and also
their sentiment toward the input statement to encourage counter-evidence. More
recently, Alshomary et al. [4] proposed to attack an argument by challenging the
validity of one of its premises on the CMV dataset [28]. Concretely, the task is
divided into two subtasks: Weak-Premise Ranking using the learn-to-rank frame-
work [35] and Premise Attack Generation. For the generation part, they used
OpenAI’s GPT [37] as a pretrained language model and a joint-learning approach
combining next-token prediction and counter-argument classification (given two
concatenated segments, decide whether the second is a counter-argument to the
first). Their approach did not outperform the baseline of [27], however, a manual
evaluation in terms of content richness, correctness and grammaticality showed
that their approach yielded better results.

Table 1. Datasets in AG and CAG classified by subareas.

Task Datasets Source Size

CG [22] Crowd annotation 30k arguments, 71 topics

[38] Wikipedia articles 2.3k claims, 58 topics

Belief-based CG [1] debate.org 51k claims, 27k topics

CCG [24] Reddit 1,083,520 pairs of contrastive

claims

Bias Flipping [16] Biased headlines from

allsides.com

6458 claim-like headlines

CG or PTI [7] Wikipedia articles 2,394 claims, 55 topics

CTI [47] idebate.org 2,259 arguments, 676 topics

ER [23] Comments section of the

New York Times

2k arguments with two

enthymemes of which one is

correct

[8] Extended from a collection

of five sentence stories

7,2k argument-hypothesis pairs

ASG [2] args.me 83 arguments along with

two-sentence snippets

AG and CAG [45] Written by experts based on

pools of ADUs representing

pros and cons

130 logos-oriented and 130

pathos-oriented arguments, 10

topics

[26] Change My View (CMV)

channel of Reddit

26,525 arguments, 305,475

counter-arguments

[4] CMV 111.9k triples of argument, weak

premise and counter-argument
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4 Challenges and Open Research Directions

Despite the rich literature produced in AG and CAG, these two fields are still
rapidly evolving and many challenges remain to be addressed. In this section,
we highlight some of the most important challenges faced in AG and CAG.

Evaluation. Most automatic evaluation metrics used in CG and CAG are some
commonly adopted metrics in machine translation and summarization such as
BLEU, ROUGE and METEOR. Although automatic metrics are necessary for
large-scale evaluation, the above-mentioned metrics are not specifically designed
for argumentation and do not capture the essential qualities of an argument
such as cogency (when an argument contains acceptable premises that are rel-
evant to the argument’s conclusion and that are sufficient to draw the conclu-
sion), and reasonableness (when an argument contributes to the resolution of
the given issue in a sufficient way that is acceptable to the target audience) [44].
In [25,26], despite some encouraging results using BLEU and ROUGE, for both
studies, human evaluation shows that the quality of fully-generated counter-
arguments is yet lower than that of a simple concatenation of evidence pas-
sages in terms of topical relevance and counterness. In fact, the simple criteria
of understandability of an argument is far from being reached. In [16], out of
200 generated headlines, only 73 were understandable. The rule-based system
of Sato et al. [40] has the same drawback (50 out of 86 sentences are judged
as non-understandable). In addition, Chen et al. [16] found that for a success-
ful flipping (CAG), the overlapping of generated and ground-truth headlines is
very low, making overlap-based metrics unreliable. As for manual evaluation,
a huge variety of author-dependent metrics is defined in the literature, making
the cross-study comparability difficult. Studies concerning automatic argument
quality evaluation [34,41] are arising and should be integrated to AG and CAG.

Argumentation Strategies Other Than Rhetoric. Argumentation strate-
gies such as hypothetical reasoning, reasoning by cases, premise-to-goal argu-
ments such as inference to the best explanation [33] have been the focus of the
earliest studies in AG [49]. Current studies are mainly focused on the computa-
tional aspects and concentrate less on these aspects, which are however impor-
tant to produce convincing arguments according to different audiences, in the
same vein of the modeling of users’ beliefs in AG and CAG systems.

Other Challenges. Although the main goal of argumentation is to convince
instead of proving the truthfulness of a thesis, the truthfulness issue must be
considered to fight against online disinformation. In the case of retrieval-based
systems, the reliability of the retrieved claims and evidences must be checked.
Recent studies have started investigating the automatic evaluation of fairness in
argument retrieval [17], the automated fact-checking of claims [39] and the auto-
matic detection of insufficiently supported arguments [42]. These dimensions are
particularly relevant to prevent the spread of disinformation, especially in view
of the increasing use of large language models such as GPT which, trained on
datasets such as CMV [28], is prone to inject bias and unreliable information in
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the generated texts. Last but not least, when the argument is not sufficiently
elaborated, clarification questions should be triggered to request additional infor-
mation to have a meaningful dialogue with the end user. This line of research
has already been introduced in question answering, but a deeper investigation
is required in AG and CAG.

Notes on Ethical Issues. As for many other NLP methods, AG has the poten-
tial of being misused, as it allows to automatically generate a variety of poten-
tially false assertions regarding a topic of interest. Also, as discussed above, cur-
rent methods in AG and CAG inherit the biases and truthfulness issues of the
underlying language models. While ethical issues must be considered when AG
systems are deployed at a large scale, two points are worth noting: i) the main
objective of AG and CAG is to generate coherent and understandable (counter-
)arguments based on a given input, which still remains the biggest challenge
to be resolved; ii) AG and CAG systems allow for arguments to be generated
on both stances towards a topic, thus if one side on a topic is misrepresented,
it would be easily uncovered and this can contribute to the discovery of the
inherent bias pertaining to large generative language models.

5 Conclusions

Studies on AG and CAG are clearly on the rise, with multiple subareas and
research directions. In this work, we draw a comprehensive outline of the subareas
of AG and CAG as well as the biggest challenges in these two research fields.
Our comparative examination of the existing literature highlights four promising
lines of future research: i) the integration of users’ beliefs and preferences in AG,
which is reminiscent of early studies on AG in recommender systems where the
user’s profile play a role; ii) the development of intelligent argument dialogue
systems, since arguments must be exchanged in a continuous fashion to reach a
consensus; iii) the design of novel evaluation metrics concerning the quality of
automatically generated arguments, and iv) the integration of fact-checking into
AG to produce consistent, verified and sound arguments. All these challenges
call for more innovative and reliable methods which would eventually allow for
applications of AG and CAG in a even larger diversity of scenarios.
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Abstract. The present paper introduces a novel benchmark data set for
automatic error detection as well as error correction in text documents
based on language models or other techniques. The data set contains a
large number of sentences from various domains annotated with various
types of errors (orthographic, grammatical, punctuation, and typography
errors). The paper presents the method used to collect and annotate the
documents, provides statistical analyses of the data set’s properties and
evaluates two preliminary baseline models for automatic error detection
on a specific benchmark task. The results show, on the one hand, the
effectiveness of the proposed data set for the evaluation of automatic
error detection systems. On the other hand, these initial analyses also
reveal that the data set contains challenging cases that are difficult to
detect. Finally, the paper discusses potential applications of the proposed
data set in the development and research of error detection and error
correction systems.

Keywords: Error Detection · Error Correction · Benchmark Data
Set · Document Analysis

1 Introduction

Current solutions for fully automated error correction often do not meet the
requirements of professional proofreading services. This is particularly true in
multilingual scenarios as it is often the case in Switzerland, where documents
typically appear in three of the four1 official Swiss languages (viz. German,
French, Italian) as well as in English. This means that, especially in the profes-
sional field, several reviewers still proofread and annotate documents manually.

1 The fourth official language of the country is Rhaeto-Romanic and is used relatively
rarely.
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With the recent advent of powerful and large-scale language models as well as
deep-learning methods in document analysis, a universally applicable proofread-
ing framework seems within reach. However, to date there are – at least in part –
unresolved challenges for automated proofreading. This comprises, for instance,
the detection of so-called real-word errors, the compliance with language-specific
typesetting rules or company-specific spelling guidelines, as well as ensuring the
use of gender-neutral language. Other areas that require further research and
better solutions are the automatic detection of subjective language or the recog-
nition of erroneous information (e.g. wrong dates or addresses).

One of the major challenges in the research of automatic proofreading sys-
tems is the lack of training data, which hinders scientific progress and maturity
of software solutions. In other words, the availability of high-quality and compre-
hensive data sets with erroneous documents (whereby these errors should also
be correctly annotated or corrected) is the crucial basis for pushing the fron-
tiers of current knowledge in this particular field. A widely used solution to this
problem is to generate artificial errors in correct sentences [1]. This can be done
automatically, for instance, by algorithms that introduce grammatical mistakes,
use wrong punctuation, or substitute one or two characters of a word. However,
without a sufficiently large number of examples of real errors, automated error
generation will not cover the broad range of possible human errors and artificial
data sets are thus ill-suited to address the above mentioned challenges.

Major contribution of the present paper is the introduction of a novel large-
scale and multilingual database of text documents. Actually, we present and
provide a unique set of more than 50,000 documents that include several hundred
thousand sentences in total. The text documents are exclusively written by native
speakers of the respective language and are thus of linguistically fairly high
quality. For each text document two versions are available – the original and
the corrected version before and after proofreading by professional editors. That
is, the corrections are made exclusively by human experts in proofreading. The
main purpose of the novel data set is to enable the research of existing and novel
techniques that automatically detect errors and correct text documents.

The remainder of this paper is organized as follows. Next, in Sect. 2, we
briefly review the related work which is important for our research project.
Eventually, in Sect. 3, we thoroughly describe the novel data set and the corre-
sponding benchmark tasks. In Sect. 4 diverse preliminary results of two existing
error detection models are provided. Finally, in Sect. 5, we draw conclusions and
outline possible future research activities.

2 Related Work

The problem of automatic error detection and error correction in text documents
has been extensively studied in the field of natural language processing [2]. Var-
ious approaches have been proposed to address this problem, and this section
provides a brief overview of some of the most relevant works.

When it comes to error detection in text documents, dictionaries play an
important role. Non-word errors may be detected by comparing all words in a
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text to dictionary entries. Obviously, this task is complicated by out-of-dictionary
words which are uncommon real words, rare proper names (e.g. product or brand
names), or words taken from other languages [3]. Detection of real-word errors is
more challenging. Usually, a model of context is used to identify words that do
not fit into a given linguistic context [4]. Often, this is achieved by using language
models which capture the probability of words appearing in the context of other
words [5]. The trigram-based model, for instance, is a popular approach that is
often applied in this context [6,7]. In [8], real-word errors are detected using the
Google Web 1T 3-gram data set in conjunction with a modified version of the
Longest Common Subsequence string matching algorithm.

Another approach to error detection is based on statistical methods. In [9],
for instance, two state-of-the-art approaches to grammatical error correction,
viz. machine learned classification and machine based translation, are researched.
In [10], the authors propose to train a compositional model for error detection
that calculates the probability of each token in a sentence being correct or incor-
rect. To this end, the full sentence is used as context and the N best hypotheses,
generated by statistical machine translation systems, are re-ranked.

Recently, with the advent of deep learning models, neural network-based
approaches have also been proposed for error detection. In [11], for instance, a
study using neural machine translation for error correction is presented. This sys-
tem applies the so-called encoder-decoder mechanism proposed by [12]. Encoders
read and encode entire source sentences into vectors, while decoders output
translations by predicting the next words based on the encoded vectors and all
the previously predicted words. In [13], it is proposed to use a multilayer con-
volutional encoder-decoder neural network for error correction. The network is
initialized with embeddings that make use of character N -gram information.

With the availability of large-scale language models such as BERT or
GPT even more sophisticated context modeling is possible [14]. Many of these
approaches, for instance [15], tackle spell checking and correction simultane-
ously by treating spelling correction as a sequence labeling or “translation” task
(translating an incorrect into a correct sentence). In [16], the authors also exam-
ine language models in grammatical error correction and show that it is entirely
possible to build a simple system that only requires minimal annotated data
(about 1,000 sentences). However, this particular system addresses only a small
selection of error types. Moreover, since this approach relies on language-specific
confusion sets created both manually and automatically, increasing the range
of errors requires additional work. In [17], the authors explore the potential of
more sophisticated language models in error correction and show that trans-
former architectures achieve consistently high performance rates.

3 Novel Data Set and Benchmark Tasks

A challenge for sophisticated methods of unrestricted error detection and error
correction is their dependence on rather large quantities of labeled data, i.e., pairs
of correct and incorrect sentences [18]. Several English data sets have become
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popular for training and evaluating error detection and error correction models,
mostly as a result of shared tasks [19]. One such data set is the NUS Corpus
of Learner English (NUCLE) [20], which consists of approximately 1,400 essays
written by mainly Asian undergraduate students at the National University of
Singapore annotated by professional English teachers. The NUCLE data set
represents a specific genre of English which makes the models prone to overfitting
and not being able to generalize well for other English levels and abilities. To
address this gap, the BEA 2019 task [21] introduced a new annotated data set,
the Cambridge English Write & Improve (W&I) and LOCNESS corpus, which
is intended to represent a much broader range of English proficiency and levels
than previous corpora. The W&I+LOCNESS test set contains 350 essays (4,477
sentences) on about 50 topics written by 334 authors around the world (including
native English speakers).

Vast majority of efforts in spell checking focus on English, but for resource-
scarce languages the research base is somewhat sparse [22]. A potential solution
for languages less represented than English can be to generate artificial train-
ing data [18]. However, this relies on another resource, namely word or letter
confusion sets, containing pairs of often confused words such as “accept” and
“except”. In [23], this problem is addressed by constructing generators introduc-
ing random insertions, deletions, replacements, or swappings of single characters
within a randomly chosen word. Another problem that arises when creating
such artificial training data is that one needs a large data set with error-free
sentences in the first place. Wikipedia (or similar) can be easily used for this
purpose (although a text that can be edited by anyone is likely to contain at
least some errors).

The novel data set of text documents presented in the present paper for the
first time comes from a professional Swiss proofreading company that has various
clients, which in turn come from many different industries, including pharma-
ceutical companies, banks, insurance companies, wholesalers, retailers, commu-
nication agencies, advertising agencies, and others. The novel corpus represents
a variety of different documents, including annual reports, letters, documenta-
tions, legal documents, advertisements, presentation slides, social media posts,
newsletters, websites, magazine articles, and many others.

Since Switzerland has multiple national languages, many documents include
a translation for each region of Switzerland. Thus, the language of the documents
includes German, French, Italian, and English, with German being the language
most used in the documents.

The corpus consists of both PDF and Word documents collected between
2019 and 2022, making it a large and unique collection of around 50,000 docu-
ments. In the present paper we focus on the Word documents only2, containing
a total of 142,449 sentences, where about 20% of the sentences are actually cor-
rected by the editors. Remember, that these corrections are exclusively made
by human experts in proofreading. The experts focus on orthography, grammar,
punctuation as well as typography.

2 Due to several technical problems currently arising on the PDF documents.
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An interesting feature of the new data set is that it includes a variety of
non-trivial errors, such as errors in the context of quotation marks, apostrophes,
dashes, hyphens, real-word errors, misspelled brands and product names, missing
or wrong punctuation marks, incorrect use of gender-neutral language, and lack-
ing consistency (e.g. in terms of handling certain compounds in German, where
both joining into one word or separating via hyphen are generally possible, but
should be applied consistently).

For illustration purposes, we give three examples of corrected partial sen-
tences3 that can be found in the novel data set.

Example 1. Removing a hyphen between two nouns.
Brunch-Angeboten → Brunchangeboten

Example 2. Replacing a dash with a comma.
Keine leichte Aufgabe - hat eine [..] → Keine leichte Aufgabe, hat eine [..]

Example 3. Replacing a word with a more suitable expression.
[..] mit einer Schiebetüre verbunden. → [..] mit einer Schiebetüre versehen.

We propose two specific tasks on the novel data set. The first task consists
of assigning a binary label to each sentence that encodes whether the sentence is
correct (0) or not (1). The models and the experimental evaluation presented in
Sect. 4 actually address this problem. The second, more difficult task, is not only
to detect, but to directly correct those words inside a sentence that are incorrect.
For the first task, classification models can be applied, while the second task
requires models that can not only analyze and classify text inputs but can also
produce well-formed sentences.

For both tasks, the 142,449 sentences are randomly shuffled and split into a
training and test set (another option would be to randomly shuffle the document
texts instead of the sentences). We define and provide two different splits, viz. a
0.6/0.4 and a 0.9/0.1 split for training and testing, respectively. Both sets for
training and testing have a proportion of about 20% corrected sentences.

The cleaned (and possibly extended) version of the data set will be made
publicly available on the Git repository of our research group4.

4 Preliminary Experimental Evaluation

In the present paper, we experimentally investigate only the first task defined
in Sect. 3, which concerns the detection of incorrect sentences in a data set of
multilingual text documents. Two suitable models for this task are evaluated
and compared with each other in the present paper in order to provide a first
benchmark result for future research activities.

The first model employed is the Multilingual Text-to-Text Transfer Trans-
former (mT5) [24]. The model mT5 is based on the transformer architecture and
3 All examples are in the German language.
4 https://github.com/Pattern-Recognition-Group-UniBe.

https://github.com/Pattern-Recognition-Group-UniBe
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is originally intended for translation tasks. The model is pre-trained on a mas-
sive multilingual corpus, enabling it to perform translation across a wide range of
languages (about 100 languages, including low-resource languages). The model
(actually, a multilingual variant of T5 [25]) can be fine-tuned for specific tasks
– in our specific case for error detection. The original model solves text-to-text
tasks. In the present case, however, we first let the model output the corrected
sequence, and if the produced output is identical to the input sequence, we clas-
sify the sentence as correct, and otherwise as incorrect. For the experimental
evaluation, we use the pre-trained base model of mT5 with both the encoder
and decoder consisting of 12 blocks, attention mechanisms with 12 heads, and a
hidden size of 768. The number of parameters is around 580M.

The second model used in the experimental evaluation is the Bidirectional
Encoder Representations from Transformers (BERT) [26]. Originally, BERT
was trained on two unsupervised tasks, masked language modeling and next
sequence prediction. For our experimental evaluation, we use multilingual BERT
(mBERT), which is a variant of BERT trained in 104 different languages. Actu-
ally, mBERT is well suited for sequence classification, and we can directly tune
the model to predict the grammatical correctness of an input sentence. In the
experimental evaluation, we use the pre-trained case-sensitive base model of
mBERT with 12 transformer blocks, a hidden size of 768, and 12 self-attention
heads. It has a total of around 110M parameters.

Preliminary evaluations show that the two models agree in their decision in
about 65% of the sentences. Hence, we decide to combine the two models mT5
and mBERT in two different ways. First, we label a sentence as incorrect if, and
only if, both mT5 and mBERT label the sentence as incorrect (we term this
combined model as mT5 && mBERT). Second, we label a sentence as incorrect
if either mT5 or mBERT detects that the sentence is incorrect (referred to as
mT5 || mBERT).

Table 1. Overview of the performance metrics precision (P), recall (R), F1, and F0.5
measure for mT5 and mBERT as well as two combinations on the test set of the
novel data set. The highest values for each metric are highlighted in bold. Prior to
the evaluation, the models are fine-tuned on the training set of the same data set. We
present results on two different training and test splits (0.6/0.4 and 0.9/0.1).

Model 0.6/0.4 Split 0.9/0.1 Split

P R F1 F0.5 P R F1 F0.5

mT5 [24] 0.32 0.65 0.43 0.35 0.33 0.66 0.44 0.36

mBERT [26] 0.71 0.48 0.57 0.68 0.72 0.54 0.62 0.68

mT5 && mBERT 0.78 0.40 0.52 0.65 0.77 0.44 0.56 0.67

mT5 || mBERT 0.33 0.74 0.46 0.38 0.35 0.76 0.47 0.39
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In Table 1 we show the precision (P), the recall (R), the F1, and the F0.5 mea-
sure achieved by all models on the novel data sets (for both training-test splits).
It is clearly observable that mT5 achieves higher recall values than mBERT,
and vice versa mBERT achieves higher precision values than mT5. Moreover,
we observe that the combination of the two models using a logical and (mT5 &&
mBERT), reaches the highest precision value, whereas the combination with a
logical or (mT5 || mBERT) achieves the highest recall value. For all configura-
tions, there is an increase in the F1 and F0.5 values for the 0.9/0.1 split, as can
be expected. However, the increase is minor, which calls for additional investiga-
tion. We assume that the precision, recall, F1, and F0.5 values achieved through
fine-tuning of the mT5 model as well as training of the mBERT model represent
current lower bounds for the accuracy of future models and configurations.

Considering the relatively low values for both precision and recall, the ques-
tion naturally arises as to how the underlying errors manifest themselves. For
this reason, we conduct a qualitative analysis, in which we manually examine
some erroneous example outputs of the mT5 model. In Table 2, we give ten
example sentences and comments, which are labeled as

– false positive (i.e., correct sentences that are mistakenly corrected by the
model)

– false negative (i.e., incorrect sentences that are mistakenly not corrected by
the model)

With regard to this early qualitative assessment we conclude that there are
several difficulties in the data set not adequately addressed yet by mT5 and
mBERT. For instance, not all sequences marked as erroneous are objectively
incorrect. With a higher proficiency level in a language, there are more pos-
sibilities for phrasing a sentence. The third false negative example in Table 2
showcases, for instance, that a sentence can be grammatically correct, but the
readability could be improved depending on the context. Also, in the first false
positive example, we see that the sentence is not grammatically wrong when we
remove the word However, but we decrease the overall quality of the text. In
addition, there is also human limitation. There is a possibility that not every
error will be captured in the end by the human proofreaders. For example, one
could argue that industry-driven can be preferred over industry driven (see the
third false positive example).
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Table 2. Qualitative analysis of false positive and false negative predictions of mT5.
For the false positive and false negative examples, the sequence the model changed
in the original sentence and the sequence that should be changed are both shown in
italics, respectively (S) and described in the comment (C).

Case Sentence (S) and Comment (C)

False Positives S: However, the same conditions apply [..]

C: The model removed the word However.

S: [..] Und wir versprechen Ihnen, [..]

C: The model removed the word Und

S: [..] through its industry driven approach, [..]

C: The model changed industry driven to
industry-driven

S: IT: Che fare dei soldi ricevuti in regalo?

C: The model removed the language identifier IT

False Negatives S: [..] Schweizer Nationalbank und der
europäischen Zentralbank [..]

C: The model missed capitalizing the word
europäischen

S: [..] , die den Weg auf den Südbalkon
freimachen

C: The model missed replacing the word
freimachen with freigeben

S: Die stilvollen zwei Nasszellen [..]

C: The model missed removing the word zwei

S: [..] über den App- oder Play Store

C: The model missed removing the dash

5 Conclusions and Future Work

In this paper, we present a novel large-scale data set of text documents with
several hundred thousand sentences in total in conjunction with high-quality
corrections made by professional proofreaders. The text documents come from
many different industries (banks, insurance companies, wholesalers, etc.) and
represent various types of texts (annual reports, letters, documentation, etc.).
The languages of the documents include German, French, Italian, and English.
Preliminary experimental evaluations show that although language models have
proved to be effective in such tasks and seem to be the most promising can-
didates for more in-depth analyses, they do not automatically produce perfect
error detection. This means that with the two models evaluated (including their
combination) we find either low values for recall or for precision, and we have to
conclude that these systems are not yet ready to be a real aid for professional
proofreaders. In a qualitative evaluation, it turns out that the errors we deal with
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are not simple orthographical or grammatical errors but of a more complex form,
such as contextual misspellings (or not even errors in the grammatical sense but
rather stylistic language issues). In summary, we observe that our novel data set
reveals some unresolved challenges for automatic error detection systems.

For future work, we see several rewarding avenues to be pursued. First, it is
our goal to further improve the language models by thoroughly optimizing the
parametrization in validation experiments. Moreover, it would also be interesting
to see how models with different architectures perform in our novel task and if
more elaborated combinations of them turn out to be beneficial. In addition,
we intend to explore strategies involving the identification of languages present
in documents, followed by the use of dedicated monolingual models for each
identified language, as opposed to multilingual models. Furthermore, we want to
research methods to tackle the second task defined in the present paper (error
correction rather than error detection). Last but not least, another objective
could be to use the data set to design algorithms for automated error generation
in order to produce an even larger variety of errors.
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Abstract. Social media platforms, e.g. Twitter, are significant sources
of information, with various users posting vast amounts of content every
day. Analyzing such content has the potential to offer valuable insights
for commercial and research purposes. To gain a comprehensive under-
standing of the information, it is crucial to consider the demographics
of users, with gender being a particularly important factor. Neverthe-
less, the gender of Twitter’s users is not usually available. Predicting
the gender of Twitter’s users from tweet data becomes more challenging.
In this paper, we introduce a weakly supervised method to automati-
cally build the supervision data. The experimental result show that our
weak supervision component could generate well-annotated data auto-
matically with an accuracy rate exceeding 85%. Furthermore, we conduct
a comparative analysis of various multimodal learning architectures to
predict the gender of Twitter users using weak supervision data. In the
study, five multimodal learning architectures: 1) Early Fusion, 2) Late
Fusion, 3) Dense Fusion, 4) Caption Fusion, and 5) Ensemble Fusion, are
proposed. The experimental results on the evaluation data indicate that
Caption Fusion outperforms the other multimodal learning architectures
and baselines.

Keywords: Gender Prediction · Multimodal Learning · Deep
Learning · Transformer-based Models · Tweet Data

1 Introduction

Twitter has become a significant communication platform that generates a vast
amount of data for both commercial and research purposes [12]. Since the con-
tent on Twitter is created by various users, understanding the characteristics
of users, such as their gender, is crucial for gaining insights into content, user
behavior, and preferences. This understanding can be particularly valuable for
companies and service providers seeking to improve their products and services
[1]. Nevertheless, since the gender is often not included in user profiles, it can
be challenging to accurately analyze differences in trends and opinions between
men and women.

Several studies [6,7,9,11,13] have investigated gender prediction for Twitter
data. The studies show that multimodal learning approaches, where texts and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
E. Métais et al. (Eds.): NLDB 2023, LNCS 13913, pp. 522–532, 2023.
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images of tweets are incorporated, could improve the accuracy of gender pre-
diction. Although many multimodal learning approaches have been studied so
far, most of them rely on the existing annotated data for supervision. Obtaining
annotated data for model training typically involves self-annotation or crowd-
sourcing methods, which is time-consuming.

To address this issue, we introduce a weakly supervised method for generat-
ing annotated supervision data to train the gender prediction model. Further-
more, we propose five multimodal learning architectures: 1) Early Fusion, 2)
Late Fusion, 3) Dense Fusion, 4) Caption Fusion and 5) Ensemble Fusion, for
the gender prediction task. To evaluate the effectiveness of our approach, we
conducted empirical experiments and compared them with various baselines.

The rest of the paper is organized as follows. In Sect. 2, we discuss the related
work. The problem definition of the task is given in Sect. 3. Section 4 presents the
methodology used for gender prediction. In Sect. 5, we describe the experiments
and results. Finally, we conclude our work in Sect. 6.

2 Related Work

Several studies have been conducted on estimating the gender of Twitter users.
Sakaki et al. improved the accuracy of gender estimation by using images of
tweets in addition to the text of tweets [11]. In their approach, representations
for images and text were learned separately and then combined to predict the
gender. Ma et al. showed that images of tweets were effective in estimating
the gender of users [7]. They constructed a dataset with 10 different labels for
the type of subject of the image corresponding to the gender of the user who
posted it. Then they trained a model on this dataset to classify the subject of
the image and a model to predict the gender of users. Liu et al. compared the
performance of classical machine learning models and deep learning models and
found that Bidirectional Encoder Representations from Transformers (BERT)
gave the best results for gender estimation [6]. Wang et al. trained a classifier that
estimates gender based on profile images, user names, user screen names, and
self description text and could achieve a high accuracy rate for gender prediction
[13]. Apart from the studies mentioned above, the Author Profiling Shared Tasks
(PAN at CLEF) [9,10] have been introduced, which involves gender prediction
from Twitter data. Numerous systems have been developed through this shared
task.

Based on our review above, we found that many studies utilized self-
annotation, crowdsourcing, or publicly available datasets to train their models.
However, constructing these datasets can be both expensive and time-consuming.
While the study [5] has employed weak supervision to extract user profiles from
Twitter, their focus has primarily been on obtaining information such as job
status, educational background, and marital status - all of which are usually
included in the user’s profile and therefore easier to obtain. In contrast, the gen-
der is typically not provided in the profile, making it more challenging to obtain
the gender label.
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Fig. 1. The flow of Weak Supervision for generating annotations for the gender of
Twitter users.

3 Problem Definition

The gender prediction on Twitter is a task to predict the gender of Twitter
users by using historical tweets. We can formally define this problem as follows:
Given the set of n users U = {U1, U2, U3, ..., Un} and the m historical tweets
of the i-th user Ui = {Ui,1, Ui,2, Ui,3, ..., Ui,m}, the goal is to predict gender of
Ui as F (Ui) → {male, female}. A tweet could include both text and images.
Note that, while a user profile could aid in predicting gender, our study merely
focuses on analyzing the user’s tweets.

4 Methodology

In our study, there are three components: 1) Weak Supervision, 2) Multimodal
Learning, and 3) Classification. The Weak Supervision component generates
supervision data, which is then utilized by the Multimodal Learning component
to train a model capable of estimating gender scores. Finally, the Classification
component determines the gender of the Twitter user by aggregating the gender
scores. We provide detailed information on each of these components below.

4.1 Weak Supervision

Weak Supervision is used to automatically generate annotations for the gender of
Twitter users, which can be used to train gender prediction models. As shown in
Fig. 1, Weak Supervision consists of three steps: 1) Seed User Selection, 2) User
Alignment, and 3) Gender Identification. The details of each step are explained
below:

Seed User Selection is the process of selecting users who are reliable and have
the potential to be annotated the gender easily. The selection of user accounts
plays an important role in achieving high-quality annotation data for training.
On Twitter, many users are not real, such as spare accounts or bots. Additionally,
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automatic labeling of the gender for unknown users might be difficult since it
is challenging to obtain their information from external resources. In Seed User
Selection, users are selected based on the number of followers. We assume that
the more followers a user has, the more famous they are, and the easier it is to
obtain their information from external resources. Therefore, we aim to select the
users with many followers as seed users.

User Alignment is the process of aligning seed users with external resources
to enhance the information relating to Twitter users. This process is essential
because Twitter does not provide users with gender information. Aligning the
users with the reliable external resource, particularly Wikipedia, aims to obtain
the information of their gender. In User Alignment, we use a search engine to
find the user on Wikipedia. Here a user is supposed to be a celebrity and there
is his/her article on Wikipedia. If we can find the user’s image on Wikipedia,
we align the user to that image. However, if we cannot find the user’s image
on Wikipedia, we utilize Google Image Search and retrieve the top five images
from the search results as the images representing the user. Note that we aim to
use an image of users to identify their gender because gender information is not
provided on Wikipedia.

Gender Identification is the process of classifying the gender of users based on
their aligned images. During Gender Identification, an existing face recognition
system is applied to classify the gender of users. If a user can be matched with
a Wikipedia image during the User Alignment process, we identify their gender
using that image alone. This is because Wikipedia images are considered as the
reliable reference. However, if a user cannot be matched with a Wikipedia image,
we use the top five images from Google Image Search and classify each one. The
results are then voted on to determine the user’s gender.

4.2 MultiModal Learning

The multimodal learning component aims to learn a model capable of predicting
the gender score for each tweet post. The gender score is a value of [0,1]. The score
closer to 1 represents male, and closer to 0 represents female. In our approach,
we aim to investigate and compare various multimodal learning architectures for
the gender prediction task. Therefore, we have proposed five multimodal learning
models: 1) Early Fusion, 2) Late Fusion, 3) Dense Fusion, 4) Caption Fusion and
5) Ensemble Fusion, for predicting the gender of a tweet, as shown in Fig. 2. The
Early Fusion, Late Fusion, and Dense Fusion models jointly learn representations
from raw texts and raw images. The Caption Fusion model converts images into
the description and combines the texts with the description of the images. The
Ensemble Fusion model combines the Early Fusion model with a pretrained
language model.

The representation of the text of a tweet, denoted as rtxt, is computed by
rtxt = PLM(U text

i,j ), where U text
i,j is the text part of the j-th tweet of the user Ui,

and PLM(·) is a pretrained language model. The representation of the image
of a tweet, denoted as rimg, is defined as rimg = PV M(U image

i,j ), where U image
i,j
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Fig. 2. The architectures of four Multimodal Learning models in our study

is the image part of the j-th tweet of the user Ui, and PV M(·) is a pretrained
vision model. The details of each model are as follows.

Early Fusion is a model that combines the representations of text rtxt and the
representations of image rimg by using a feed-forward neural network, as shown
in Fig. 2 a). The Early Fusion model is defined as follows:

ŷi,j = σ(W · [rtxt; rimg] + b), (1)

where σ(·) is the softmax function, W and b are trainable parameters of the
feed-forward neural network.

Late Fusion is designed to pass rtxt and rimg through separate feed-forward
neural networks before combining them with another feed forward neural net-
work, as shown in Fig. 2 b). The gender score of the Late Fusion model is calcu-
lated as follows:

ŷi,j = σ(W · [FF (rtxt);FF (rimg)] + b), (2)

where FF (·) is a feed-forward neural network.
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Dense Fusion combines both the Early Fusion model and the Late Fusion
model, as depicted in Fig. 2 c). The Dense Fusion model is defined as follows:

ŷi,j = σ(W · [FF (rtxt);FF (rtxt; rimg);FF (rimg)] + b) (3)

Caption Fusion is designed to convert the image into a text description, which
is then concatenated with the text and fed into a pretrained language model to
predict the gender score. The model is shown in Fig. 2 d). The Caption Fusion
model can be calculated using the following equations:

rtwt = PLM(U text
i,j 〈sep〉CPT (U image

i,j )) (4)

ŷi,j = σ(W · rtwt + b), (5)

where CPT (·) is a captioning system used to convert images into text and 〈sep〉
is the special token used to separate text and image description in the pretrained
language model.

Ensemble Fusion is designed to utilize either the Early Fusion model or the
pretrained language model, depending on the input tweet. Typically, a tweet
may contain either text only or both a text and an image. In the Caption Fusion
model, if the tweet does not include an image, the text description of the image
from the captioning system cannot be obtained, and we simply disregard the
output of the captioning system. However, the Early Fusion, Late Fusion, and
Dense Fusion models require an image as part of their architecture. When an
image is absent from a tweet, we replace its representation with a zero vector
( #»0 ). This substitution can potentially impact the effectiveness of the model. To
address this issue, we introduce the Ensemble Fusion model, which is trained
separately on tweets that contain either text and image or text only. In the
Ensemble Fusion model, the Model Selector module is responsible for determin-
ing which model to use in order to predict the gender score for a given tweet. The
Model Selector module chooses the Early Fusion model when a tweet contains
both text and image, and selects the pretrained language model when the tweet
contains only text. The Ensemble Fusion model is defined as follows.

ŷi,j =

{
σ(W · [rtxt; rimg] + b), if an image in Ui,j

σ(W · [rtxt] + b), otherwise
(6)

In the multimodal learning component, the five models are used to train
for predicting the gender score for each tweet. To optimize the five models, the
cross-entropy function is applied as follows

L = −
n∑

i=1

m∑
j=1

yi,j · log(ŷi,j), (7)

where yi,j is the gender label obtained from the weak supervision component,
ŷi,j is the gender prediction score from the Early Fusion model, the Late Fusion
model, the Dense Fusion model, the Caption Fusion model, or the Ensemble
Fusion Model.
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4.3 Classification

The Classification component is responsible for identifying the gender of Twitter
users. Through the Multimodal Learning models, we can predict the gender score
for each tweet. However, users typically have many historical tweets, making it
necessary to aggregate the gender scores of these tweets to determine the user’s
gender. We employ two aggregation methods: 1) average aggregation, and 2)
stereotype aggregation. The average aggregation method simply calculates the
mean gender score for historical tweets.

Si =
1
m

m∑
j=1

ŷi,j , (8)

where m is a number of tweets for the user Ui.
The stereotype aggregation method selects 20% of a user’s tweets - 10% with

scores closest to 1 (male) and 10% closest to 0 (female) - and then calculates
their mean. This process filters out unreliable scores, as those close to 0.5 are
difficult to interpret whether the user is male or female. We define it as follows:

Si =
1

|High(Ui)| + |Low(Ui)|
∑

j∈High(Ui)∪Low(Ui)

ŷi,j , (9)

where High(Ui) and Low(Ui) are sets of the indices of the tweets of the user Ui

with the 10% highest and lowest gender scores, respectively.

5 Experiments and Results

5.1 Evaluation Data

To assess the effectiveness of our approach, it’s crucial to have a dataset that’s
been manually labeled since the weak supervision data could contain wrong gen-
der labels assigned through the automation process. For this reason, we manually
labeled a smaller group of users to create the evaluation dataset. Our study is
focused on estimating the gender of ordinary users. Consequently, we randomly
select 500 users with fewer than 1,000 followers. We then ask three experts to
annotate the latest 20 tweets and the profiles of Twitter users. There are 3 cat-
egories in the annotation process: “Male”, “Female”, and “Unknown”. the Fleiss’
kappa coefficient [4] is calculated to determine the level of agreement among
the annotators. We obtained the coefficient of 0.747, indicating that the gender
labels were assigned with a relatively high level of agreement.

In order to create a high-quality evaluation dataset, we only included users
who were assigned the same label by two or more annotators, with “unknown”
users being excluded from the dataset. Our evaluation dataset was comprised of
459 users, consisting of 286 males and 173 females.
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5.2 Implementation

For the weak supervision component, the top 5,000 users from the public fol-
lower ranking list1 are selected as the seed users. We then utilize Face++2 to
automatically annotate images associated with users. Face++ was chosen as the
annotation tool due to its claim of achieving high accuracy in gender annotation
for human images.

In the multimodal learning component, the pre-trained language model is
Bidirectional Encoder Representations from Transformers (BERT) [2]. Given
that our tweet data is in Japanese, we utilize bert-base-japanese3. The pre-
trained vision model is Vision Transformers4 [3]. In the Caption Fusion model,
we adopt the Clip model, as the captioning system, from the study [8]. To enable
the English caption to be applied to Japanese BERT, we use a Translation service
to translate the caption into Japanese5.

The output data from the weak supervision component is split into three
parts: training, validation, and test, with a ratio of 8:1:1. The training data is
utilized to train the model, whereas the validation data is used for the hyperpa-
rameter selection. The test data is used to evaluate the models.

5.3 Experimental Setup

This study comprises two experiments. Experiment 1 assesses the effectiveness
of the weak supervision component, while Experiment 2 investigates the effec-
tiveness of our multimodal learning approach for the gender prediction task.

In Experiment 1, we evaluate the Weak Supervision component by selecting
200 users from both the most popular and least popular users in our user pool.
The annotator is then tasked with verifying the accuracy of the labels in the
weak supervision data. Our report on this experiment includes the number of
users that are misclassified, including those that are mistakenly labeled as male-
to-female, female-to-male, and non-human accounts. Additionally, we present
the total error rate obtained from the experiment.

Experiment 2 aims to evaluate the effectiveness of our multimodal learning
models by conducting the gender prediction task. To this end, we employ two
test datasets: 1) Weak Supervision Test Set and 2) Evaluation Data. The Weak
Supervision Test Set is generated from Weak Supervision, with 10% of the data
reserved for testing, as outlined in Subsect. 5.2. On the other hand, the Eval-
uation Data is a human-created dataset, as described in Subsect. 5.1. In this
experiment, we use accuracy as the evaluation metric.

1 https://meyou.jp/ranking/follower_allcat.
2 https://www.faceplusplus.com.
3 https://huggingface.co/cl-tohoku/bert-base-japanese.
4 https://pytorch.org/vision/main/models/vision_transformer.html.
5 https://pypi.org/project/googletrans/.

https://meyou.jp/ranking/follower_allcat
https://www.faceplusplus.com
https://huggingface.co/cl-tohoku/bert-base-japanese
https://pytorch.org/vision/main/models/vision_transformer.html
https://pypi.org/project/googletrans/
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Table 1. Statistical Error Report of Weak Supervision Data

A Number of Error Cases
Top Famous Users Least Famous Users

Miss Match Male To Female 11 7
Miss Match Female To Male 0 0
None Human Account 2 5
Total Error Rate 13.5% 12.5%

5.4 Baselines

In Experiment 2, we have selected three baselines for comparison: Text Only,
Image Only, and Sakaki et al. approach [11]. The Text Only model only takes
the text component of tweets into account, and we train it using Japanese BERT.
The Image Only model, on the other hand, only analyzes the image portion of
tweets, and we train it using Vision Transformers. As for Sakaki et al.’s approach,
its architecture is similar to Early Fusion, but instead of concatenating text and
image representations, they calculate the average of both representations.

5.5 Experimental Results

In Experiment 1, we check the annotations of 200 top famous users and 200 least
famous users from our list. We found that out of 200 users, 96 are labeled by our
weak supervision component for each of top famous users and least famous users.
However, some users are left unannotated because such users could not be aligned
to Wikipedia. The error report of the weak supervision component’s annotation
is presented in Table 1. Upon analyzing the results, we found that the weak
supervision component’s errors occurred due to mismatches from male to female
and non-human accounts. Non-human accounts refer to users that represent an
organization/company rather than an individual. The false alignment appears
because some organizations have the same name as an individual. Also, Table 1
presents the results, revealing that the weak supervision component generated
data with an incorrect rate of less than 15%. This means that more than 85%
of the weak supervision data are labeled correctly.

Table 2 presents the findings of Experiment 2, revealing that the Ensemble
Fusion model utilizing the stereotype classifier achieves superior performance on
the weak supervision test set. On the other hand, the Caption Fusion model
with the average classifier demonstrates the best performance on the evaluation
data. As for the aggregation technique, the average aggregation proves to be
more effective than the stereotype aggregation, with the exception of the Late
Fusion model on both test data and the Ensemble Fusion model on the weak
supervision test set. This suggests that even tweets having middle scores can aid
in determining gender in the majority of the models.

After analyzing the Text Only results, we found that it perform well on
the weak supervision test data. However, its performance significantly drops



Weakly-Supervised Multimodal Learning for Predicting the Gender 531

Table 2. Accuracy on predicting the gender of Twitter users.

Model Weak Supervision Evaluation Data
Test Set
Average Stereotype Average Stereotype

Text Only 0.852 0.845 0.667 0.624
Image Only 0.774 0.762 0.758 0.754
Baseline [11] 0.858 0.817 0.791 0.782
Early Fusion 0.791 0.786 0.739 0.721
Late Fusion 0.608 0.561 0.617 0.725
Dense Fusion 0.582 0.672 0.732 0.708
Caption Fusion 0.855 0.823 0.813 0.754
Ensemble Fusion 0.881 0.893 0.791 0.782

when tested on the evaluation data. This indicates that the text characteristics
generated from famous users in the weak supervision data are not similar to those
produced by ordinary users. On the other hand, Image Only yields comparable
results on both the weak supervision test set and evaluation data, implying
that images are robust features for gender classification. This finding further
supports the idea of using a multimodal learning approach, involving both text
and images, for the gender prediction task on Twitter.

When comparing the Baseline, Early Fusion, and Ensemble Fusion models,
all three are based on the Early Fusion architecture. Nevertheless, the Early
Fusion model lacks a mechanism for handling situations where an image in the
tweet is missing, and instead represents the image as a zero vector. On the
other hand, the Baseline model uses the average representation of both text and
image. In cases where the image is absent, the model relies solely on the text
representation, which is similar to our Ensemble Fusion model. Although our
study suggests that images are crucial, it is still necessary to address how the
model should function when the image is missing.

Of the three approaches - Early Fusion, Late Fusion, and Dense Fusion - the
results indicate that Early Fusion performed the best on both test datasets. This
suggests that building a complex network may not be necessary for the gender
prediction task.

Despite the training data from the weak supervision component achieving
around 85% accuracy, the best model achieved an accuracy of 81.3% on the
evaluation data. Therefore, weakly supervised multimodal learning is a very
promising.

6 Conclusion

This paper presented a novel approach to predicting the gender of Twitter
users using weakly supervised multimodal learning. Our approach leveraged
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weak supervision to generate sufficient training data for prediction models. We
also proposed five multimodal learning models, including Early Fusion, Late
Fusion, Dense Fusion, Caption Fusion, and Ensemble Fusion. In Experiment
1, we showed that we could automatically generate supervision data with over
85% accuracy. Moreover, we demonstrated that we could successfully train mul-
timodal learning models using this weak supervision data. Our experimental
results indicated that the Caption Fusion model outperformed other models and
baselines on the evaluation data. In the future, we plan to explore the user profile
to enhance the prediction performance further.
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Abstract. Given the dynamic nature of toxic language use, automated
methods for detecting toxic spans are likely to encounter distribu-
tional shift. To explore this phenomenon, we evaluate three approaches
for detecting toxic spans under cross-domain conditions: lexicon-based,
rationale extraction, and fine-tuned language models. Our findings indi-
cate that a simple method using off-the-shelf lexicons performs best in
the cross-domain setup. The cross-domain error analysis suggests that
(1) rationale extraction methods are prone to false negatives, while (2)
language models, despite performing best for the in-domain case, recall
fewer explicitly toxic words than lexicons and are prone to certain types
of false positives. Our code is publicly available at: https://github.com/
sfschouten/toxic-cross-domain.

1 Introduction

The rise of social media over the past decade and a half and the accompanying
increase in exposure to toxic language has motivated much research into the
automated detection of such language [6,13]. Online toxic language use is highly
dynamic and often specific to particular communities. To deal with shifts in use
of toxic language over time and to handle particular communities being under-
represented in the training data, methods for toxic language detection should
generalize outside the original data distribution. Generalization for message-level
toxic language detection was previously investigated by evaluating methods in a
cross-domain setup [22]. This has provided valuable insights into how well meth-
ods trained on data from one domain perform on data from other domains. In
this work, we investigate the detection of toxic spans [14] in a cross-domain setup.
In contrast to detecting overall toxicity, detecting spans aids the explainability of
such systems and supports moderators in deciding on appropriate interventions
sensitive to the dynamics within specific communities.

We address the following research question: how well do current methods for
toxic spans detection perform in a cross-domain setting? Our first contribution
answers this question quantitatively: we evaluate three kinds of methods using
the same metrics on the same datasets, reporting in-domain and cross-domain
performance. Two experimental settings are considered: one where the overall
toxicity of the texts is considered known a priori, and another where a binary
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
E. Métais et al. (Eds.): NLDB 2023, LNCS 13913, pp. 533–545, 2023.
https://doi.org/10.1007/978-3-031-35320-8_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35320-8_40&domain=pdf
https://github.com/sfschouten/toxic-cross-domain
https://github.com/sfschouten/toxic-cross-domain
https://doi.org/10.1007/978-3-031-35320-8_40
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toxicity classifier is used to infer the overall toxicity. The second contribution is
an in-depth error analysis of the best performing methods where we investigate
and group incorrect predictions by type.

Our experimental results indicate that off-the-shelf lexicons of toxic language
outperform all other methods in a cross-domain setup, whether the binary toxic-
ity is assumed to be known or inferred. The error analysis suggests that language
models recall fewer explicitly toxic words than lexicons, and that they are prone
to particular types of false positives, such as incorrectly predicting the target of
the toxicity as a part of the toxic span.

2 Related Work

The task of toxic spans detection originated as a shared task at SemEval 2021
[14]. From the submissions, Pavlopoulos et al. [14] identified multiple interesting
approaches, three of which are described in the following paragraphs.

Lexicon-based approaches were widely used for message-level toxicity classifi-
cation. They are based on word-matching techniques, which do not take context
into account and miss censored or altered swear words. Despite this, and although
these methods are unsupervised, they still achieve fairly good results [6]. When
lexicons were used for toxic spans detection, several approaches constructed them
from (span-annotated) toxic data [14]. The lexicon-based approaches performed
well, with F1 scores of up to 64.98% attained by Zhu et al. [24]. Using a simple
statistical strategy, Zhu et al. built their lexicon from the shared task’s training
data (see Subsect. 3.2). We include their method for constructing lexicons in our
experiments and explore its effectiveness in a cross-domain setting.

Rationale extraction techniques use Explainable Artificial Intelligence (XAI)
methods to attribute a toxicity classifier’s decision to its inputs. Performing the
detection of toxic spans using XAI approaches assumes that the inputs that are
most important to a toxicity classifier also comprise the toxic spans we aim to
detect. A big benefit is that XAI approaches are generally unsupervised and do
not require much data [15]. Different XAI methods have been used, including
model-specific attention-based methods [15,18], but also model-agnostic meth-
ods such as SHAP [15] and LIME [3]. We include the rationale extraction app-
roach in our experiments and evaluate rationales from four XAI methods under
cross-domain conditions.

Fine-tuned language models (LMs) formed the most popular category among
the shared task submissions [14]. Both the winner and the runner-up of the
shared task were based on ensembles of fine-tuned LMs [12,24]. Both submis-
sions used LMs fine-tuned for sequence labeling with the BIO (Beginning, Inside,
Outside) scheme, but Zhu et al. [24] also used an LM fine-tuned for span bound-
ary detection. Others participants, such as Chhablani et al. [4], used models
designed for extractive question answering. We also include a fine-tuned LM in
our experiments, investigating how well it performs in a cross-domain setting.

Recently, Ranasinghe & Zampieri [16] used the dataset from the SemEval
shared task to train a model with multi-lingual embeddings, evaluating on
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Danish and Greek datasets. They also evaluated their model off-domain for
document-level toxicity detection, whereas we evaluate cross-domain toxic span
detection. Previous work has also investigated message-level toxicity classi-
fiers under cross-domain conditions, reporting significant drops in performance
[8,10,13]. On the message-level task pre-trained language models show bet-
ter generalization and ability to deal with domain shift. However, combin-
ing them with either external resources such as lexicons [13] or with feature-
engineered approaches [8] can improve cross-domain prediction performance fur-
ther. Pamungkas et al. [13] note that previous works have investigated two types
of domains: topic domains (e.g., racism vs. sexism), and platform domains (e.g.,
Twitter vs. Facebook). While there may be differences in the topic distributions
of our domains, our primary focus is on toxic spans detection across platform
domains.

To the best of our knowledge, we are the first to evaluate methods for the
detection of toxic spans under cross-domain conditions. By doing so, we shed
light on which approaches are best suited to handle shifts to out-of-domain data.

3 Methodology

This section describes in detail the methods for toxic spans detection we include
in our experiments, and how we evaluate them.

3.1 Evaluation

Our evaluation metric is based on that used in SemEval-2021 Task 5, where
Pavlopoulos et al. [14] define the following metric:

F+
1 (Y, T ) =

⎧
⎪⎨

⎪⎩

F1(Y, T ) |T | > 0
1 |T | = |Y| = 0
0 otherwise

(1)

Where Y, T correspond respectively to the predicted and ground truth sets of
toxic character offsets, and with:

F1(Y, T ) =
2 · P (Y, T ) · R(Y, T )
P (Y, T ) + R(Y, T )

, P (Y, T ) =
|Y ∩ T |

|Y| , R(Y, T ) =
|Y ∩ T |

|T | . (2)

They introduce this modified F1 score to handle texts that do not include span
annotations. We further use it to evaluate performance on non-toxic texts, which
we include in our experimentation (see Sect. 4). We use the same metric, but
report the macro (instead of micro) average between toxic and non-toxic samples.
We do so because the chosen datasets differ in ratio of toxic to non-toxic (see
Table 1). By using macro averages we can compare results across datasets.

We investigate each method in two settings. The first setting assumes that
we know for each text if it is toxic or not, we call this setting ‘ToxicOracle’. This
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demonstrates the ability of each method to identify toxic spans separately from
their ability to identify overall toxicity. The second setting ‘ToxicInferred’ makes
no such assumption. Instead, it includes a binary toxicity classifier to predict
whether texts are toxic before predicting the actual toxic spans. The errors made
in the first stage are propagated to the second stage by not predicting any spans
whenever the binary classifier predicts the text as non-toxic.

3.2 Methods for Toxic Spans Detection

We perform toxic spans detection using three distinct approaches chosen based
on the results of SemEval 2021 task [14].

Lexicons. We use two varieties of lexicons: pre-existing lexicons of toxic lan-
guage and lexicons constructed from toxic spans detection training data. For
the latter we use the methodology proposed by Zhu et al. [24]: we quantify the
toxicity of a word as the frequency with which it occurs in a toxic span relative
to its overall frequency. The lexicon is constructed by only including words with
a toxicity score higher than a certain threshold.

Rationales. We extract rationales from a model (in our case, BERT [5]) trained
on binary toxicity classification (toxic vs. non-toxic) using various eXplainable
AI (XAI) methods. The XAI methods we use attribute the decision of a model to
its inputs. The result is a score for each input indicating its importance relative
to the other inputs. To obtain the toxic spans we threshold these importance
scores, thereby predicting that the toxic parts of the input are those parts which
were most important to the binary toxicity classifier.

LMs. We fine-tune an LM (BERT) for token classification using BIO labels.

4 Experimental Details

Our main experimental contribution is the systematic evaluation of methods for
the prediction of toxic spans in a cross-domain setting. Each of our methods is
evaluated both under in-domain and cross-domain conditions.

4.1 Datasets

Our experiments are carried out with two datasets annotated for toxic spans.
Their similarities and differences are described below.

SemEval-2021 Task 5 [14]. This shared task introduced a dataset of toxic sam-
ples harvested from the Civil Comments dataset, re-annotating a portion for
toxic spans. In the campaign, annotators were asked to “Extract the toxic word
sequences (spans) of the comment [. . . ], by highlighting each such span”. The
inter-annotator agreement was “moderate”, with the lowest observed Cohen’s
Kappa being 0.55.
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Table 1. Dataset statistics. Columns ‘Train’, ‘Dev’, and ‘Test’ show the distribution
of toxic (Toxic) and non-toxic (¬Toxic) spans. The rows show the fraction of data that
has spans (Span) and the fraction that does not (No span). The last column shows the
average percentage of each sample’s text that is part of a toxic span.

Train Dev Test
Span-%

Toxic ¬Toxic Toxic ¬Toxic Toxic ¬Toxic

SemEval
Span 93.9% - 93.8% - 80.3% - 13.2%
No span 6.1% - 6.2% - 19.7% - -

HateXplain
Span 57.6% - 57.4% - 57.5% - 15.7%
No span 1.8% 40.6% 2.0% 40.6% 1.9% 40.6% -

HateXplain [11]. This dataset consists of posts from the social media platforms
Twitter and Gab. Besides the message-level toxicity annotations, the annotators
were also asked to “highlight the rationales that could justify the final class.” No
inter-annotator agreement is reported for the span annotations.

In Table 1, one can see that both datasets have toxic samples annotated with
toxic spans. However, the SemEval data does not include any non-toxic samples.
Furthermore, both datasets have some toxic samples without any spans (6.1%
and 1.8%, respectively). For both datasets this could either indicate that the
annotators disagreed on which characters/tokens were toxic (final annotation
was decided by a majority vote) or that the annotators agreed that, despite the
sample being toxic, there is no specific span that is responsible for the toxicity
of the message (implicit toxicity).

In order to perform the evaluation in the ‘ToxicInferred’ setting, we train
a binary toxicity classifier. To make this possible on the SemEval dataset, we
supplemented the data with non-toxic samples from the same Civil Comments
data that the original dataset is based on. In line with the requirements used
for collecting the SemEval data, we take comments that were marked not toxic
by a majority of at least three raters. We randomly sample from the eligible
comments until we reach a 50/50 balance between toxic and non-toxic messages.

4.2 Implementation Details

We use BERT-base [5] in the following three cases. After fine-tuning for binary
toxicity classification we use it (1) as the model to which we apply rationale
extraction and (2) for the binary toxicity predictions that are required for the
‘ToxicityInferred’ setting. Finally, we also fine-tune BERT directly for toxic spans
detection, including a variant with a final Conditional Random Fields (CRF)
layer [7]. We choose BERT because Zhu et al. [24] used it to obtain state-of-the-
art performance in the Semeval 2021 shared task [14].
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4.3 Hyper-parameter Search

We first evaluate each combination of hyper-parameters using the same dataset
for training and evaluation (in-domain). The training and evaluation are done
on the canonical training and development splits, respectively. To perform the
hyper-parameter tuning, we select the set of hyper-parameter values with the
best in-domain performance. These are then used to evaluate on the test splits
of both the same dataset (in-domain) and cross-domain dataset.

Method-Agnostic. We include one hyper-parameter that influences the way in
which the predicted spans are evaluated, determining how close together different
spans are allowed to be. This process merges any two spans that are at most n
characters apart, which may be beneficial for each of the methods, since none
of them predicts white space between tokens as toxic (the lexicons just match
the words, while the other two methods use BERT tokenization which removes
white space characters). The grid-search values are n ∈ {0, 1, 9 999}. A value of
9 999 is added to join all spans together, never allowing more than one span.

Lexicons. We evaluate both constructed and existing lexicons. The existing lex-
icons we use are HurtLex [2] and the lexicon published by Wiegand et al. [23].
Both lexicons come in two differently sized variants: ‘conservative’ and ‘inclu-
sive’ for HurtLex, and ‘base’ and ‘expanded’ for Wiegand et al. [23]. We refer to
these as Hurtlex-c, Hurtlex-i, Wiegand-b, and Wiegand-e. The constructed lex-
icons have method-specific hyper-parameters. The first is the threshold θ that
sets the minimum toxicity score required for a word to enter the lexicon (see
Subsect. 3.2). The second is the minimum number of occurrences of words in the
dataset (min_occ). We thereby exclude words that occur so infrequently that
we cannot accurately measure their toxicity. Values included in the search are:
{0, 0.05, . . . , 1} for the value of θ, and {1, 3, 5, 7, 11} for the value of the minimum
number of occurrences.

Rationales. We include the following four input attribution methods in our
experiments: Saliency [19], Integrated Gradients [21], DeepLIFT [20], and LIME
[17]. Each method works by generating scores that indicate the relative impor-
tance of the input tokens. Following Pluciński & Klimczak [15], we rescale the
scores to sum up to 1. The threshold that the score must exceed in order to
be predicted as toxic is a hyper-parameter that we tune. Values included in the
search for the threshold are {−0.05,−0.025, . . . , 0.5}.

LMs. The hyper-parameters specific to the language models such as learning
rate, dropout, etc. are left to their default values1.

1 See https://huggingface.co/bert-base-cased/blob/main/config.json.

https://huggingface.co/bert-base-cased/blob/main/config.json
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Table 2. Results for setting ‘ToxicOracle’ after hyper-parameter tuning for F+
1 on the

Toxic part of each dataset. The metric columns from left to right are: F+
1 , Precision,

and Recall on the Toxic part of the datasets; the F+
1 score on the non-toxic part of the

datasets (¬Toxic); and, the macro average (harmonic mean) of the F+
1 scores between

the toxic and non-toxic parts of the dataset. The last two of which are in gray to
emphasize that in this setting these metrics are not optimized and/or tuned for. For
both tables the overall highest scores are in bold, the best scores of the second best
method are underlined.

(a) In-domain results for the SemEval and HateXplain datasets.

Toxic ¬Toxic Macro Toxic ¬Toxic Macro

F+
1 Prec. Rec. F+

1 F+
1 F+

1 Prec. Rec. F+
1 F+

1

HateXplain SemEval

L
ex

ic
on

s

Constr. 64.7 74.4 69.6 12.4 20.8 59.8 59.5 84.5 59.0 59.4
HurtLex-c 36.4 47.2 39.5 14.2 20.4 42.9 40.4 72.2 20.0 27.3
HurtLex-i 40.3 39.5 56.5 2.7 5.0 34.9 29.0 76.6 6.3 10.6
Wiegand-b 47.4 68.2 48.4 37.5 41.8 36.1 44.7 42.1 58.3 44.6
Wiegand-e 44.9 56.3 50.4 15.7 23.3 46.1 44.2 73.7 21.9 29.7

R
at

io
na

le
s Saliency 44.1 50.1 61.7 5.5 9.8 53.6 57.5 73.4 26.8 35.7

Int. Grad. 54.0 69.9 57.1 7.0 12.4 57.6 60.2 77.0 20.4 30.1
DeepLIFT 27.3 22.7 70.0 4.9 8.2 33.7 33.4 54.3 9.2 14.5
LIME 40.6 46.6 46.1 0.3 0.5 45.9 48.1 63.1 52.0 48.7

L
M

s BERT 74.9 82.3 80.4 12.3 21.1 64.4 64.7 87.4 51.0 56.9
BERT+CRF 73.5 80.8 79.3 12.1 20.9 64.1 64.5 86.7 50.4 56.4

(b) Cross-domain results for the SemEval and HateXplain datasets.
Column title X → Y indicates trained on X, evaluated on Y .

SemEval → HateXplain HateXplain → SemEval

Toxic ¬Toxic Macro Toxic ¬Toxic Macro
F+
1 Prec. Rec. F+

1 F+
1 F+

1 Prec. Rec. F+
1 F+

1

L
ex

ic
on

s

Constr. 24.6 49.7 23.1 45.0 31.8 13.6 16.7 9.1 46.5 21.0
HurtLex-c 36.4 47.2 39.5 14.2 20.4 42.9 40.4 72.2 20.0 27.3
HurtLex-i 40.3 39.5 56.5 2.7 5.0 34.9 29.0 76.6 6.3 10.6
Wiegand-b 47.4 68.2 48.4 37.5 41.8 36.1 44.7 42.1 58.3 44.6
Wiegand-e 44.9 56.3 50.4 15.7 23.3 46.1 44.2 73.7 21.9 29.7

R
at

io
na

le
s Saliency 39.0 53.8 41.2 6.8 11.5 33.2 28.3 63.8 28.7 30.8

Int. Grad. 34.2 44.0 37.6 2.7 5.0 35.0 33.1 61.1 12.8 18.7
DeepLIFT 27.2 33.6 34.6 3.1 5.5 17.5 13.9 63.5 11.7 14.0
LIME 23.5 34.4 24.8 8.2 12.1 17.6 15.4 32.4 0.9 1.6

L
M

s BERT 42.7 56.7 45.9 16.8 24.1 25.7 31.5 31.8 60.5 36.0
BERT+CRF 42.8 57.6 46.1 18.5 25.9 27.5 29.3 40.6 27.7 27.6
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Table 3. Results for the ‘ToxicInferred’ setting after hyper-parameter tuning for Macro
F+
1 . The metric columns from left to right are: F+

1 , Precision, and Recall on the Toxic
part of the datasets; the F+

1 score on the non-toxic part of the datasets (¬Toxic); and,
the macro average (harmonic mean) of the F+

1 scores between the toxic and non-toxic
parts of the dataset. In both tables, the overall highest scores are in bold, the best
scores of the second best method are underlined.

(a) In-domain results for the SemEval and HateXplain datasets.

Toxic ¬Toxic Macro Toxic ¬Toxic Macro

F+
1 Prec. Rec. F+

1 F+
1 F+

1 Prec. Rec. F+
1 F+

1

HateXplain SemEval

L
ex

ic
on

s

Constr. 53.3 81.1 53.2 82.0 64.6 60.5 61.9 81.2 95.8 74.2
HurtLex-c 30.8 48.4 31.8 82.6 44.8 43.7 41.2 70.6 95.2 59.9
HurtLex-i 33.8 40.9 45.7 81.5 47.7 35.7 29.4 74.2 94.8 51.9
Wiegand-b 42.9 72.3 42.9 84.5 56.9 37.0 45.9 41.4 97.0 53.6
Wiegand-e 41.2 61.1 44.7 82.2 54.9 46.7 45.1 71.9 95.3 62.7

R
at

io
na

le
s Saliency 36.0 53.3 46.8 82.7 50.1 53.5 58.4 70.4 94.7 68.4

Int. Grad. 46.7 80.3 45.1 81.3 59.4 57.9 61.7 74.4 94.7 71.9
DeepLIFT 21.6 21.5 54.8 81.7 34.1 34.4 33.8 52.2 94.8 50.5
LIME 37.4 59.1 37.5 81.3 51.2 47.1 49.8 61.8 94.6 62.8

L
M

s BERT 59.5 84.9 61.7 81.5 68.7 63.9 65.6 84.1 94.8 76.4
BERT+CRF 58.6 83.6 61.1 81.7 68.3 63.6 65.4 83.3 94.9 76.1

(b) Cross-domain results for the SemEval and HateXplain datasets.
Column title X → Y indicates trained on X, evaluated on Y .

SemEval → HateXplain HateXplain → SemEval

Toxic ¬Toxic Macro Toxic ¬Toxic Macro
F+
1 Prec. Rec. F+

1 F+
1 F+

1 Prec. Rec. F+
1 F+

1

L
ex

ic
on

s

Constr. 14.3 43.6 11.1 64.2 23.4 17.2 18.2 2.6 97.7 29.3
HurtLex-c 29.5 51.2 30.8 51.9 37.6 23.1 34.2 20.0 96.4 37.3
HurtLex-i 30.6 41.8 40.6 48.6 37.5 21.3 25.3 21.6 96.1 34.9
Wiegand-b 34.5 66.6 34.4 62.0 44.3 22.7 39.2 13.2 97.8 36.8
Wiegand-e 31.8 56.0 34.3 54.2 40.1 23.4 35.2 19.9 96.4 37.6

R
at

io
na

le
s Saliency 27.3 53.6 27.0 49.5 35.2 21.1 28.2 15.8 96.4 34.6

Int. Grad. 25.4 47.7 24.4 48.3 33.3 22.4 34.7 15.3 96.0 36.3
DeepLIFT 19.7 34.3 22.7 49.0 28.1 16.5 11.5 19.3 96.0 28.1
LIME 20.1 40.7 19.2 49.0 28.5 19.8 23.9 13.6 96.0 32.9

L
M

s BERT 31.6 55.7 33.3 51.3 39.1 20.3 27.0 11.8 96.4 33.5
BERT+CRF 32.1 56.7 33.8 51.7 39.6 20.1 25.9 13.1 96.2 33.2
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5 Results

In this section, we present the results of our experiments. We first report the
in-domain performance of the span detection methods. Then we report the cross-
domain performance and the relative drop compared to the in-domain results.

In-Domain. Performance of the methods can be seen in Table 2a for the ‘Toxi-
cOracle’ setting, and in Table 3a for the ‘ToxicInferred’ setting. We observe simi-
lar patterns in both settings. For example, it is clear that in both cases in-domain
performance is highest for the fine-tuned LMs, which matches results obtained
in the shared task [14]. The second best scores are achieved with the lexicons
constructed from span-annotated training data. Existing lexicons do worse and
are outperformed by the rationale extraction using Integrated Gradients.

When comparing our results (Table 2a) to those obtained by Zhu et al. [24],
we see that our fine-tuned LMs and lexicon underperform theirs by several points
(64.4 vs. 69.44 for the LMs and 59.8 vs. 65.0 for the lexicon). This could be
because we did not clean the training data as they did or due to minor differences
in training setup and lexicon construction.

Cross-Domain. The performance of the methods under cross-domain condi-
tions can be seen in Table 2b for the ‘ToxicOracle’ setting and in Table 3b for the
‘ToxicInferred’ setting. Contrary to the in-domain results, the fine-tuned LMs
are outperformed by the Wiegand et al. [23] lexicons in all cases.

We calculate the ratio of cross-domain performance to in-domain perfor-
mance (as measured by Toxic and Macro F+

1 scores for the ‘ToxicOracle’ and
‘ToxicInferred’ settings, respectively). The performance of the constructed lex-
icons drops dramatically (to 34% of the in-domain scores on average) resulting
in them being ranked last in the cross-domain setup. The LMs retain more of
their performance, but still drop to (on average) 50%. The rationale extraction
methods keep 62% of their original performance on average. Since the existing
lexicons are not related to any domain, they do not lose any performance in
the ‘ToxicOracle’ setting. In the ‘ToxicInferred’ setting the drop is small for
‘SemEval → HateXplain’ (retaining 86%) while losing substantial performance
for ‘HateXplain → SemEval’ (keeping only 56%). The only reason these lexicons
could perform worse in this setting is due to cross-domain application of the
binary toxicity classifier, suggesting that the classifier transfers much better in
one direction than the other.

6 Error Analysis

We analyse and compare the types of errors made by each of the methods. We
take inspiration from van Aken et al. [1] who perform a detailed error analysis
where they classify errors by their type. We analyse prediction errors made
by the best performing variant of each method. By selecting the best methods
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we analyse the best case scenario for each approach. The errors are sampled
such that we have guaranteed representation for every combination of high and
low precision and recall. We sample 75 errors for each method on each dataset
(225 per dataset, 450 total). We identify a number of error classes, where each
contains either false negatives (FN) or false positives (FP). Four classes and three
aggregations can be seen with their prevalence for each method and dataset in
Table 4.

Doubtful Labels. Likely due to the subjective nature of this task, the number
of errors classified as having a doubtful label was quite high. In total, 40.9% of
the sampled HateXplain errors, and 23.5% of the sampled SemEval errors had a
doubtful label. This is in line with analyses done for message-level detection [9].

False Negatives. The language model has the lowest false negative rate for Hat-
eXplain, but for the SemEval dataset the lexicon-based span prediction has the
lowest false negative rate. The FN-explicit class indicates what proportion of
false negatives involved explicitly toxic words (e.g., “nonsensical aussie retarded
babbles”). The class was applied to any prediction that involved not predicting
a word despite it being explicitly toxic. On both datasets, these kinds of errors
were most common for the rationale extraction method, and least common for
the lexicon-based predictions. The latter was expected since these lexicons are
created specifically to cover explicitly toxic words. We also tracked what we call
subword errors, which are span predictions that do not cover a word entirely.
The FN-subword-toxic class was applied to any erroneous spans from which
a morphologically relevant part was missing. For example: “. . . what stupidity
and arrogance . . . ” (predicted span in bold). These errors were most prevalent
among the lexicon-based predictions. This is due to the lexicons being applied
by finding exact matches without taking into account affixes.

False Positives. The overall false positive rate is the lowest for the rationale
extraction method on both datasets, and was high for the lexicons and LMs. A
high false positive rate for LMs is in line with previous findings on message-level
toxicity detection [8]. For the lexicon the high rate can be explained by the high
rate of FP-subword-toxic errors. That class tracks false positives where one of
the spans is an explicitly toxic word, but inside a non-toxic word, for example,
the words ‘ho’ and ‘lame’ being marked in: “. . . that I somehow blame him . . . ”.
This happens often for the lexicon predictions, because it looks for any matches
with the lexicon’s entries. We also included FP-target, which is a false positive
of a target group, for example: “. . . republican you are not welcome here . . . ”.
This error type is quite rare, but more common for the fine-tuned LMs.
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Table 4. The results of the error analysis, showing the prevalence of each class (rows)
for every method on each dataset (columns). Last three rows show aggregates, with
percentage of errors that had any of the subword classes, false negative classes, or false
positive classes.

SemEval → HateXplain HateXplain → SemEval

Lexicon Rationale LM Lexicon Rationale LM
(Wiegand-b) (Saliency) (BERT) (Wiegand-e) (Int. Grad.) (BERT)

FN-explicit 19.6% 36.5% 21.4% 1.7% 37.3% 32.3%
FN-subword-morph 34.5% 4.9% 0.0% 11.9% 4.0% 0.0%
FP-subword-toxic 5.5% 2.1% 0.8% 31.1% 0.9% 3.6%
FP-target 0.0% 3.1% 5.5% 0.7% 0.6% 2.2%

*-subword-* 16.7% 16.3% 2.5% 66.5% 10.2% 12.0%
FN-* 59.9% 56.5% 48.1% 23.6% 60.4% 52.6%
FP-* 32.5% 22.3% 48.2% 76.8% 25.9% 60.9%

7 Conclusion and Discussion

We have evaluated three kinds of methods for toxic spans predictions in a cross-
domain setting. Our results show that the performance of the fine-tuned LMs
suffers greatly when applied to out-of-domain data, thereby making off-the-shelf
lexicons of toxic language the best performing option. This suggests that fine-
tuned LMs do not handle domain shift that may occur from changes in the use
of toxic language or the relative prominence of communities in the data. This
differs from what was observed for the message-level task, where LMs showed
better generalization capabilities. The cross-domain error analysis showed that
language models are more likely to produce false positives (excluding subword
false positives). This means that tokens that are toxic in the training data are not
toxic in the test data across domains, where the learned lexical representations
do not transfer and are also not corrected in context by the models. In some
cases, we also found that targets of toxic language were falsely included in the
predicted spans. On the other hand, the spans predicted by language models also
miss more explicit toxicity than those predicted with lexicons, although rationale
extraction misses even more still.

Limitations of this work include: (a) the fine-tuning approach being evaluated
with BERT and no other LM; (b) the absence of attention-based XAI methods
among those selected for the rationale extraction approach; and (c) having no
more than two span-annotated datasets for the cross-domain evaluation.

In future work, we will focus on improving cross-domain performance by
combining approaches explored in this work within an ensemble strategy, since
our error analysis suggests that the methods make different types of errors.
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Abstract. This paper aims to investigate the feasibility of utilising
Large Language Models (LLMs) and Latent Diffusion Models (LDMs) for
automatically categorising word basicness and concreteness, i.e. two well-
known aspects of language having significant relevance on tasks such as
text simplification. To achieve this, we propose two distinct approaches:
i) a generative Transformer-based LLM, and ii) a image+text multi-
modal pipeline, referred to as stableKnowledge, which utilises a LDM to
map terms to the image level. The evaluation results indicate that while
the LLM approach is particularly well-suited for recognising word basic-
ness, stableKnowledge outperforms the former when the task shifts to
measuring concreteness.

Keywords: Large Language Models · Latent Diffusion Models ·
Language Basicness · Language Concreteness · Text Simplification

1 Introduction

Human communication and reasoning rely on lexemes and linguistic expressions
that are arranged in hierarchical structures [30]. In this context, researchers in
psycholinguistics have identified the concept of basic level of language, which
refers to the level of inclusiveness that is most efficient for human cognition,
as it strikes a balance between information richness and cognitive economy [8].
Basic terms are usually culturally common, salient, or frequently used. Moreover,
a variety of studies have consistently found that concrete concepts are easier
to identify, recall [23], and understand [33] than abstract ones, supporting the
notion that concreteness enhances linguistic processing [36].

The importance of studying and automatically detecting both basicness and
concreteness aspects of a language has a significant impact on several tasks and
applications, both of passive and transformative types such as i) text complexity
analysis [12], ii) Word Sense Disambiguation [13], iii) Text Simplification [2],
iv) Machine Translation [19] and others [7,14]. Moreover, automatic tools and
novel lexical resources may impact on the education context and/or support the
treatment of disorders such as Dyslexia [39].

In this paper, we propose two different approaches built on top of the recent
advancement in Natural Language Understanding (NLU) and Computer Vision
(CV) technologies, in the specific context of Second Language Acquisition (SLA).
SLA [9] regards language learners (LLs), i.e., adults with a complete process of
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linguistic (and cognitive) development dealing with the learning of an additional
language. While there exists a significant overlap between the two scenarios, LLs
are not learning to name new concepts, but rather to assimilate new terms for
something they already know how to lexicalise in a native language.

In the context of text simplification, one of the main applications of basic
terms, Second Language Acquisition (SLA) holds significant importance. The
necessity for simplified texts primarily stems from second language learners’
efforts to assimilate new terms for concepts they can already express in their
native language, making text simplification particularly relevant to this group. In
contrast, native speakers typically possess a more comprehensive understanding
of their language, making text simplification less interesting for them. Focusing
on SLA in our proposed approaches is thus essential to address second language
learners’ needs and enhance text simplification as an effective learning tool.

One approach leverages state-of-the-art technology in natural language
understanding (NLU), specifically, Transformer-based models known as Large
Language Models (LLMs). The hypothesis is that, given their adeptness at
processing textual data, they would excel at distinguishing between basic and
advanced terminology. The second method involves a multi-modal pipeline that
incorporates both text and image processing. The underlying assumption is that
abstract concepts are more difficult to represent visually than concrete con-
cepts [17]. Therefore, by first generating synthetic images for abstract and con-
crete concepts and then attempting to recreate their textual descriptions (using
artificially-generated text), this AI pipeline would likely struggle to reconstruct
the abstract concepts.

Given these premises, our contribution is thus four-fold:

1. A novel notion of basicness for lexical items, inspired by the existing literature
on concreteness [35] and realised through an agreement score over a large-scale
annotation involving 10 different annotators;

2. A novel resource of basic-vs-advanced lexicon for the English language (as
direct outcome of the previous contribution), composed of 500 open-domain
words which includes and extends current basic word lists;

3. A text-based and a multi-modal text+image approach for automatically cap-
turing basicness and concreteness of words by leveraging current state-of-the-
art neural architectures in the fields of NLU and CV;

4. An extensive experimentation that both i) validates the quality of the novel
resource by means of human judgements and ii) demonstrates our hypotheses
on the effectiveness of the proposed approaches.

The rest of the paper is organised as follows. Section 2 reports notions
and principles related to BL and the state of the art in the context of
text- and image automatic generation. Section 3 describes the extraction of
basic and advanced concepts and the human-in-the-loop creation of a ground
truth. Then, Sect. 4 details the technological pipeline with the obtained
results, while Sect. 5 concludes the paper with future research directions.
Our work materials and the datasets are available at the following link:
https://github.com/federicotorrielli/stableKnowledge.

https://github.com/federicotorrielli/stableKnowledge


548 F. Torrielli et al.

2 Related Work

The idea of identifying basic terms in a language dates back to Rosch et al. in
1976, followed by a large literature proposing an extensive set of names, principles
and examples. Then, after the work by Rosch, many measures and detection
strategies for BL have been proposed along the years, continuously summarised
in specific surveys over time, e.g. in [10] or in the most recent literature on
the topic [5]. At the same time, another historical niche in the literature is
represented by the work on concept concreteness, originated by [25] and later
often linked with the ease of processing concrete words in the human mind [35].

Apart from the conceptualisation of basic level (BL, from now on) and con-
creteness, a number of computational approaches for their automatic detection
have been proposed along the year. For example, [22] proposed a set of 52 rules to
identify basic level words, working on different characteristics such as the num-
ber of characters, prefixes, minimal frequency in SemCor [21] and others. In [11],
the authors started from a new set of 518 lemmas belonging to three categories
(hand tool, edible fruits and musical instruments) which have been first labelled
as basic or not by three annotators. Then, they utilised lexical, structural and
frequency-based features to feed standard classification algorithms such as Sup-
port Vector Machines and Decision Trees, obtaining an average Cohen’s k score
of 0.61 with the annotators. More recently, [6] implemented the Rosch’s principle
of cue validity on similar features as in [22], but also employing Distributional
Semantics methods and neural architectures (BART [15]), achieving an overall
classification accuracy of 75%. Conversely, fewer efforts have been spent on com-
putational methods for concreteness automatic assessment, often leaning towards
the creation of dictionaries [4]. However, the utilisation of Large Language Mod-
els (LLMs) and Latent Diffusion Models (LDMs) have not been explored in
both tasks so far. In this field, generative models like GPT3 [26], BLOOMZ
[32] and OPT [41] are considered state-of-the-art for various Language Mod-
eling [34] tasks. These are models based on the Transformer architecture [37],
pre-trained on massive text collections that achieve impressive results when gen-
erating text. In addition to LLMs, LDMs are increasingly being used for natural
language representation tasks, in addition to their traditional use in image syn-
thesis. Examples of such models include DALL-E 2 [27], Stable Diffusion [29]
and Imagen [31].

3 A Benchmark for Basic vs Advanced

While in literature there is a certain agreement over the existence of a basic lexi-
con, no unique definition actually exists. On the contrary, several notions, princi-
ples and frequently-occurring properties have been reported over time. Apart from
the proposals of basic lexicons pioneered by Ogden [24] and the many frequency-
based vocabularies available, a significant gap within BL-related studies is rep-
resented by their weak link to the conceptual level. Indeed, while it is generally
assumed to identify and collect basic level concepts or categories, all the reported
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experiments have been mostly made at the conceptual level or through vague
guidelines involving both the lexical and the conceptual areas. In this contribu-
tion, we instead manifestly focus on the lexical level, proposing an experimenta-
tion with second language learners to empirically grasp an inventory of basic level
terms for the English language. In this section, we detail the components of our
first contribution, i.e., the creation of a basicness-based ground truth.

3.1 Extraction of Seed Words

In this study, we propose a Transformer-based pipeline for the extraction of basic
and advanced words from text. The pipeline is applied to a corpus of literature
sources and raw, noisy data from the Internet to create a dataset of 500 seed
words. The performance of the pipeline is evaluated by comparing its results to
the judgements of ten human annotators who are second language learners.

The first step of the pipeline involves the creation of a corpus of probable
basic words (and associated synsets) by extracting them from literature sources
and Internet data. A generative Large Language Model is then employed to filter
them through the use of a specific Language Model-based prompt. Next, each
term is mapped to its corresponding WordNet synset [20] for a subsequent phase
of advanced (i.e., non basic) term extraction. The final annotation dataset, con-
sisting of 500 total lemmas, was then obtained through a last selection process.
All these phases are detailed in the following paragraphs.

(a) Basic raw list extraction. The extraction of basic words from the sources
follows simple but clear rules: they must be nouns, not redundant, and easy to
learn for a non-English speaker. This was achieved by selecting nouns from basic
English word lists such as Ogden’s [24] and from language-learning subreddits
on Reddit1. Then, we used SemCor [21] to map the previously selected nouns
into synsets using frequency disambiguation2. The resulting basicness raw list is
composed of more then 5000 terms, which has been used to test the proposed
approaches.

(b) Basic word selection. To select a subset of basic words that could be
employed in the manual annotation phase, we employed a state-of-the-art LLM,
i.e. OPT-6.7b [41]. In particular, we hypothesised that a LLM, trained on textual
data, would excel in distinguishing between basic and advanced terminology. Our
findings confirmed this hypothesis. Since this is a generative transformer model,
it was instructed to give a “yes/no” output at the prompt “Is this a simple, basic
and short English word that is used in everyday language?, followed by standard
examples mentioned in the literature [5]. Through prompt engineering, we tested
several possible prompts, obtaining almost overlapping results.

(c) Advanced word extraction. For the identification of advanced terms, we
instead proceeded in accordance with the existing approaches (e.g. [11]), i.e., by
1 https://www.reddit.com.
2 For each synset, we selected the noun from its lemma names with the highest fre-

quency in SemCor.

https://www.reddit.com
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exploring downwards the WordNet sense hierarchy from the selected word list of
point (b). A synset for an advanced term is evaluated using four key factors: i)
lemma-frequency relative to text occurrence, calculated using SemCor; ii) limited
path distance from the original (basic) synset, measured using path similarity
using nltk [3]; iii) absence of shared words with the hypernym; and iv) the
absence of basic synsets within the advanced list. With more details:

– (i) significant SemCor frequency: we look for a hyponym that is rare,
but only to a certain extent. An example could be the difference between
“Granny Smith” and “Cox’s Orange Pippin” - both are apples, but one is
more commonly used in texts than the other;

– (ii) path distance: since we are traversing WordNet, we used Path Distance
to evaluate the similarity instead of a non-native algorithm. The optimal
distance from the original basic concept was calculated to be 0.63 through
fine-tuning of the results. This condition is necessary since we seek a worthy
similarity distance from the basic concept - a good hyponym for “apple” must
still be an apple;

– (iii) no sharing words between the synset and the hyponym. This
was done to prevent less interesting advanced terms, e.g. as with “state”
and its hyponym “American state”, which is probably not the best advanced
counterpart among all its hyponyms;

– (iv) no basic words in the advanced list: we avoided cases where
hyponyms can be lexicalised through basic words, e.g., the hyponym of
“ocean” is “deep” which is also a candidate basic word.

We further considered an alternative advanced word extraction method, by
direct employing the LLM prompting strategy (thus by asking OPT to extract
the advanced words). However, the motivation behind pursuing the approach
described at this point (c) stemmed from the previous literature claiming that
advanced-level words are more frequently identified as hyponyms of a set of
selected basic words [11].

(d) Dataset fine-tuning. To prepare the dataset for an annotation scenario,
a subset of terms was carefully chosen from the resulting list, with a focus on
removing any potentially harmful words. This subset was generated by sorting
the seed words according to their SemCor frequency and selecting 500 terms,
comprising 250 OPT-basic and 250 OPT-advanced terms. The resulting set
was then shuffled. Our dataset of 500 words then underwent human classifica-
tion (Sect. 3.2) to establish a gold standard “super-annotator” and subsequently
assessed against the latter’s judgement (Sect. 3.4).

3.2 Setting of the Human-Based Annotation

In [11], annotators had been asked to mark basic words extracted from the
hyponyms of three WordNet synsets3. In this contribution, we tried to reshape
the experiment without limiting the semantic coverage of the candidate words.
3 hand tool.01, edible fruit.01 and musical instrument.01.
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Regarding the methodology and the annotation process through the web
interface, we ensured that the scope, method of annotation, and definition of
basic words were clearly outlined on the first page of our annotation platform.
To aid the annotators in their task, we provided examples of basic and advanced
terms on the second page, organised into categories. These examples were pre-
sented without definitions or descriptions to avoid any potential bias. Addi-
tionally, we included a video that explained the task and provided examples of
high-quality annotations from the literature. On the annotation page, we focused
on individual words rather than concepts, synsets, or definitions. This approach
allowed annotators to indicate whether a word was hard to evaluate, providing
valuable feedback for our research.

3.3 Inter-annotation Agreement

We conducted an annotation task on the resulting dataset, recruiting 10 gender-
balanced language-learner annotators. These were chosen for their English level
(from B1 to C1 in the CEFR spectrum) and with different work and study back-
grounds. By focusing on individual words and developing a new set of guidelines
(see Sect. 3.2), we were able to achieve a Cohen’s κ of 0.70 (with a Krippen-
dorff’s alpha of 0.71). The highest value of κ between each pair of annotators
was 0.89, while the lowest was 0.66. To further evaluate the reliability of our
annotation task along the entire process, we calculated the annotators agree-
ment with a sliding window of 130 words, obtaining the stable sequential values
of 0.6834, 0.6255, 0.6268 and 0.7879.

The annotation task revealed other interesting insights, e.g., the amount of
time spent by annotators evaluating a single word4 rather than specific words
that appeared difficult to evaluate, like compound nouns (e.g., “vitamin pill”),
words borrowed from other languages(e.g., “avenue”) and short words that were
abstract or conceptually complex, (e.g., “kin”).

One aspect of the annotation is that it demonstrated the existence of a basic-
ness scale. For example, only a small subset of the whole word list has been
annotated as basic or advanced by all annotators with perfect agreement. We
could call these words most basic and most advanced respectively. On the con-
trary, we identified a gray area of 21+ 14 (for basic) and 14+ 21 (for advanced)
terms for which the panel is split 5 to 5. Unsurprisingly, more than 50% of the
lexical items falling in this space were marked as hard to classify. In Table 1 we
summarised different agreements on the annotation, from the mentioned gray
area cases in the first row to the most basic/most advanced cases at the bottom.

3.4 Benchmark Dataset Evaluation

A key step in evaluating the validity of our proposed method was to assess
the agreement between human annotators and the list generated with the OPT
4 The results are depicted in this image, which shows that they spent an average of 1.4s

on a single word, with 0.9s spent on OPT -basic words and 2.0 on the OPT -advanced
ones.

https://github.com/federicotorrielli/stableKnowledge/tree/master/images/interface-1.png
https://github.com/federicotorrielli/stableKnowledge/tree/master/images/interface-2.png
https://github.com/federicotorrielli/stableKnowledge/tree/master/images/interface-3.png
https://github.com/federicotorrielli/stableKnowledge/tree/master/images/time.png
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Table 1. Our basic vs. advanced agreement distribution over the ten annotators. To
make an example (marked in bold), 48 advanced words have been classified with a
high agreement of 9-vs-1 annotators split.

method (Sect. 3.1). To this end, we created a baseline “super-annotator ” by
applying majority voting to the basic/advanced annotations. We then compared
this newly super-annotator annotation with our original OPT list and obtained
an agreement of κ = 0.63, with a Precision/Recall/F scores of 0.82/0.81/0.82.
This finding suggests that (i) large generative language models can effectively
differentiate between basic and advanced terms using simple queries, improving
the current state of the art by around six percentage F-score points with respect
to [6] for the English language, and (ii) the LLM demonstrates a strong align-
ment with the agreement among humans of κ = 0.7, as reported in Sect. 3.3 and
that could be considered as an asymptotic maximum limit for our task [38].

4 Multi-modal Text+Image Pipeline

In the previous section we focused on the basicness aspect of language, providing
i) a novel benchmark dataset for future and possibly different research objec-
tives and ii) demonstrating the capability of a state-of-the-art LLM in classifying
basic language. Our second and parallel intent regards language concreteness, a
similar and significantly overlapping aspect that, however, has been often faced
separately in the current literature. In fact, on the concreteness aspect, different
research efforts already carried to benchmark datasets and graded scores for word
lists. One of the most employed consists of 4293 nouns in the MRC Psycholin-
guistic Database [40], where each noun is accompanied by a concreteness score
ranging from 0 to 700. By directly testing the LLM-based OPT model on the
abstract/concrete classification task, and using the best performing concreteness
threshold of 380, we reached a very low Cohen’s κ of 0.27. This demonstrates
that even the most powerful language models are not capable of capturing the
hidden different shape behind language concreteness, as opposed to basicness.

Thus, as a further contribution, we introduce a second method operating at
the image level with the goal of exploring a more complete and multi-modal
perspective by taking advantage of the latest state-of-the-art image synthesis
models in conjunction with LLMs. To the best of our knowledge, this is the first
time that such an approach has been proposed and implemented for this task.
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4.1 The Multi-modal Pipeline

In this section, we introduce the pipeline architecture providing an overview of its
various components, leveraging state-of-the-art techniques in Natural Language
Processing and Computer Vision to enable accurate classification of a wide range
of visual and linguistic data. The pipeline is composed of three parts:

– Image generation step: given the lemmas, we produce images5 using Stable
Diffusion, a latent diffusion model (LDM) introduced in [29] (see Sect. 4.1);

– Interrogation step: from the images, we extract definitions using BLIP
[16], a unified model for vision-language understanding and generation (see
Sect. 4.1);

– Evaluation step: to evaluate the similarity between the description pro-
duced by the interrogation step and the lemmas in input we used Sentence
Transformers [28] embeddings, enabling the use of similarity measures (see
Sect. 4.1).

(a) Image generation using Stable Diffusion. The image generation process
uses Stable Diffusion 1.5 [29]. In order to maximise performance while simulta-
neously reducing our carbon footprint, we i) enabled the cuDNN auto-tuner
for faster convolution, ii) utilised the highly performant DPM Solver [18] for
efficient model sampling, and iii) employed attention slicing, which allows for
the computation to be performed in steps rather than all at once6. We then
generated 5 images per prompt using 30 inference steps and a guidance scale
of 7.5. Furthermore, we employ negative prompts [1], such as “writing, letters,
handwriting, words” to avoid visual clutter resulting from the model attempting
to resemble text in the generated images.

(b) BLIP Interrogator module. After generating five images for each lemma,
we converted them to RGB format and used them as input for the Interrogator
module. This module utilises the BLIP large captioning model [16]. Finally, we
generated captions using nucleus sampling and a maximum generation length of
20. The synthetic text generation approach utilised in BLIP has been shown to
produce results that are comparable to those generated by humans, as demon-
strated in various state-of-the-art experiments [16].

(c) Evaluating embeddings using SBERT. The final step involved evaluat-
ing the quality of the captions we generated by comparing them to the original
lemmas. To accomplish this, we utilised SBERT [28] to produce embeddings
where to apply cosine similarity, thus having a quantitative evaluation measure
on the generated captions. To further refine our analysis, we experimented with
both the mean and the maximum similarity value across all five captions.

5 In-depth examples of the outputs can be examined in the following link:
https://github.com/federicotorrielli/stableKnowledge/tree/master/appendix_b.pdf.

6 The total GPU hours required for image generation, captioning and evaluation was
approximately 12 h using a single consumer grade NVIDIA 2080Ti.

https://github.com/federicotorrielli/stableKnowledge/tree/master/appendix_b.pdf
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4.2 Language vs Vision Technologies: An Evaluation of the Two
Approaches on Basicness and Concreteness

By pairing the results on concreteness classification with the LLM-based app-
roach, the stableKnowledge pipeline demonstrated superior performance, achiev-
ing a Cohen’s κ of 0.57 (more than the double) with a concreteness threshold
of 520 and a cosine similarity threshold of 0.3564, as detailed in Table 2. On the
contrary, the LLM-based method outperformed the LDM-based pipeline sta-
bleKnowledge in classifying language basicness, as shown in Table 3. Thus, our
initial hypotheses are fully verified by the experiments.

Furthermore, it is worth to outline some relation between the two separate
dimensions of basicness and concreteness. By looking at the accuracy values in
Tables 2 and 3, OPT experiences a significant drop in performance uniquely on
the abstract concepts. Contrarily, it performs at best with basic, advanced but
also concrete expressions.

Table 2. Accuracy scores of OPT and stableKnowledge on the abstract/concrete task.

OPT model (k = 0.27) stableKnowledge (k = 0.57)
Precision Recall F1 Precision Recall F1

abstract 0.63 0.40 0.49 0.77 0.85 0.81
concrete 0.70 0.85 0.77 0.82 0.72 0.76

Table 3. Accuracy scores of OPT and stableKnowledge on the basic/advanced task.

OPT model (k = 0.63) stableKnowledge (k = 0.21)
Precision Recall F1 Precision Recall F1

basic 0.82 0.81 0.82 0.61 0.59 0.60
advanced 0.81 0.82 0.82 0.59 0.61 0.60

5 Conclusion and Future Work

In this paper, we aimed to build upon the existing literature and techniques
related to the classification of the basic nature of a language by developing a novel
notion of basicness, i.e. a graded representation obtained through human-in-the-
loop experiments, taking inspiration from the existing works on concreteness.
First, we generated a novel candidate word list integrating existing principles
and resources, which resulted to overcome the current state of the art in terms of
its open-domain and balanced qualities. Then, we proposed a human-in-the-loop
methodology for the realisation of the basicness idea through a 10-annotators
panel, reaching the highest human agreement scores as compared with the cur-
rent literature, up to 0.89 of Fleiss’ k. Finally, we experimented with the current
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state-of-the-art approaches in Natural Language Understanding and in Com-
puter Vision on the automatic classification of both basicness and concreteness,
establishing new standards on the topic and highlighting the power of genera-
tive models on the two tasks. Future work includes i) applying the presented
approaches to other language-oriented tasks, ii) examining the psycholinguistic
implications of basicness and iii) experimenting with models hyperparameters.
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Abstract. The advent of Large Language Models (LLMs) has led to a
surge in Natural Language Generation (NLG), aiding humans in com-
posing text for various tasks. However, there is a risk of these models
being misused. For instance, detecting artificially generated text from
original text is a concern in academia. Current research works on detec-
tion do not attempt to replicate how humans would use these models.
In our work, we address this issue by leveraging data generated by mim-
icking how humans would use LLMs in composing academic works. Our
study examines the detectability of the generated text using DetectGPT
and GLTR, and we utilize state-of-the-art classification models like SciB-
ERT, RoBERTa, DEBERTa, XLNet, and ELECTRA. Our experiments
show that the generated text is difficult to detect using existing models
when created using a LLM fine-tuned on the remainder of a paper. This
highlights the importance of using realistic and challenging datasets in
future research aimed at detecting artificially generated text.

Keywords: Automatic text generation · Detection · Academic text

1 Introduction

Current Natural Language Generation (NLG) models are competent enough to
replace humans in composing text. For instance the latest model GPT4 (Chat-
GPT plus) is a breakthrough introduced by OpenAI, which is capable of gener-
ating astounding responses for its users. Starting from ordinary-level problems
raised by the general public to advanced-level concerns put up by professionals,
ChatGPT which was GPT4’s predecessor has already been able to deliver satis-
fying solutions. While these novel technologies can undoubtedly be helpful, they
can also be used maliciously. In academia, specifically, it is essential to check the
authenticity of texts and determine whether these tools can be considered lawful
writing support or instead computer-assisted plagiarism. As a result, it is crucial
to develop mechanisms that can help to distinguish between text generated by
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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humans and that generated by machines. Various researchers have paid atten-
tion to the detectability of machine-generated text from human-written text
[2,9]. Nevertheless, not much research has focused on detecting automatically
generated academic text.

DAGPap22 [4] is a shared task targeted at detecting automatically generated
academic text. Their dataset consists of abstracts generated using summarization
and generative models. By utilizing an ensemble of the three models SciBERT,
RoBERTa and DeBERTa, Glazkova and Glazkov., 2022 [3] have gained an F1
score of 99.24% on DAGPap22 data. SynSciPass [8] is another latest approach
that facilitates the detection of automatically generated scientific content by
providing labels for the type of technology adapted for generation. They also
used the SciBERT model for detection and obtained an F1 score of 98.3% for
DAGPap22 data. Rodriguez et al.,2022 [7] experimented cross-domain applica-
bility of detectors. In their work, they have studied the detectability of tampered
(created by a mix of original and generated paragraphs) research papers using
BERT-based models and reported accuracies ranging from 86 to 95% across the
domains, depending on the configurations.

Although the aforementioned research has obtained higher results in terms
of the detectability of academic text, their considered datasets aren’t composed
in a manner that a human would possibly employ NLG models in composing a
research article. In this work, we experiment detection of automatically generated
corpora using several SOTA deep classification models and analyze how the
detectability of artificially generated data is influenced by the method adopted
in composing them. The paper is organized as follows. Section 2 provides details
of the datasets we utilized in our work. Section 3 delivers explanations of our
experiments and the corresponding results. And Sect. 4 concludes the paper.

2 Corpus Creation

For our experiments, we utilized five main corpora:

– GPT wiki intro data [1];
– Dataset published by DAGPap22 [4];
– Benchmark dataset by Liyanage et al., 2022 [5];
– A dataset of fully generated articles using a fine-tuned GPT2;
– A dataset of abstracts generated using a pre-trained GPT2 (without fine-

tuning).

“GPT wiki intro” is a dataset composed of human written Wikipedia intro-
ductions and GPT(Curie) generated introductions. For the generation, the first
seven words of the original introduction are fed to the model as the seed text.
In this task, they have considered 150k different topics from various domains
(including academia). For our experiments, we extracted 500 original introduc-
tions and their respective 500 generated introductions from the original dataset.

DAGPap22’s original data is comprised of excerpts extracted from “Micro-
processors and microsystems (MICPRO)” journal and abstracts copied from
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papers related to UN’s Sustainable Development Goals1. Its fake (generated)
content are composed of abstracts generated by GPT, GPT-neo and GPT3
models (The initial sentence of each original abstract is chosen as the prompt),
summarized abstracts produced by Longformer Encoder-Decoder (LED) text
summarization model (aforementioned original papers were used as the inputs),
abstracts paraphrased with Spinbot2 and excerpts that are taken from retracted
papers of the MICPRO journal. Altogether their training set contains 5327
records in which around 69% is fake.

Liyanage et al., 2022 corpus contains two datasets, one is composed of fully
generated papers and the other is a hybrid one that contains abstracts which
are constructed by replacing several sentences of original abstracts with gen-
erated sentences. Since the former is created in a similar way a human would
try to compose a paper, we chose it for our experiments. It was generated by
a fine-tuned GPT-2 model and the model was fine-tuned with original papers
extracted from ArXiv3. The first 50 words of each chosen original paper were
fed to the model as the seed text. This seed represents an important lead for the
generation process, therefore the generated articles contain a lot of content from
the respective original paper.

To address the aforementioned issue, we tried to introduce more randomness
in the models’ output. In language models, one way to introduce more random-
ness is to increase the temperature τ of the softmax that is used to determine
the probabilities of the following token w:

exp
(

hT ew

τ

)

∑
wi∈V exp

(
hT ewi

τ

) (1)

where hT are the outputs of a hidden layer in the LM, and ew are embeddings of
the w token in the vocabulary V . Since increasing the temperature increases the
probability of generating more variations in the text with respect to the original,
we built a new dataset of fake articles by increasing the temperature of the model
to 0.9 instead of the original temperature of 0.7). For this generation process, we
followed the same steps applied for the aforementioned research. We leveraged
BLEU and ROUGE scores to measure the novelty of the generated articles when
compared with the original ones and the respective results are provided under
Sect. 3.

Moreover, we built another dataset of abstracts using OpenAI’s pre-trained
GPT-2 English model without fine-tuning. This dataset corresponds to the way
most of the previous works have introduced the generated data in their detection
experiments. The GPT-2 model that we used has 24 layers, 1024-hidden states,
16-heads and 345M parameters. The temperature of the model at this generation
was set to 0.7. The model has been pre-trained on abstracts from the Arxiv-NLP
domain. To prevent the model from repeating the output tokens starting from
1 https://sdgs.un.org/2030agenda.
2 https://spinbot.com.
3 https://arxiv.org.

https://sdgs.un.org/2030agenda
https://spinbot.com
https://arxiv.org
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the beginning, we had to set the early stopping feature of the model to true,
which makes the generated abstracts shorter in length than the original abstract
lengths. Furthermore, when examining the generated abstracts, we could see
that they contain sentences that can be factually incorrect. This is expected
since the model is not fine-tuned. All the produced data are available at the fol-
lowing URL: https://github.com/vijini/Detection-of-Automatically-Generated-
Academic-Text.git.

3 Evaluation and Results

3.1 Experiments with GLTR

Since GLTR [2] is a visualization tool to support humans in distinguishing artifi-
cially generated text, we leveraged it to examine the detectability of the various
corpora. Figure 1 shows visualizations provided by GLTR for a few excerpts
extracted from several datasets. Here, in green it represents text that belongs
to the 10 most probable tokens produced by GPT-2, which means they are very
likely to be automatically generated. Likewise, the tool shows tokens belonging
to the 100 most probable ones in yellow, top 1, 000 in red and in violet those
who fall outside the 1, 000 most probable tokens. Therefore, according to GLTR,
the excerpt produced by the pre-trained model is highly distinguishable from
the original one. On the contrary, the other two excerpts which were generated
by fine-tuned models have similar visualizations to the original text.

Fig. 1. GLTR Outputs for Excerpts of Corpora.

https://github.com/vijini/Detection-of-Automatically-Generated-Academic-Text.git
https://github.com/vijini/Detection-of-Automatically-Generated-Academic-Text.git


562 V. Liyanage and D. Buscaldi

3.2 BLEU and ROUGE Scores

BLEU and ROUGE are n-gram based scores that measure the naturalness of the
generated text when compared with the respective original text. We computed
them on our data which were generated by the fine-tuned GPT2 (with 0.9 tem-
perature) and compared the results against the corresponding scores provided
by liyanage et al., 2022 to examine the influence of the increase in temperature
parameter of the generation model on the creativity of its outputs. The asso-
ciated Unigram Level BLEU (U-BLEU), Sentence Level BLEU (S-BLEU) and
Rouge-L scores are demonstrated in Table 1. It can be seen that the scores are
decreased when the model temperature is increased. This is justifiable since the
more the randomness is the more the differences in the generated text in com-
parison to the original. Moreover, there is a significant decrease of scores in data
produced by the pre-trained model, manifesting the fact that when a generation
model is not fine-tuned, it tends to output more random (out of the context)
content.

Table 1. Average BLEU and ROUGE Scores

Corpus U-BLEU S-BLEU Rouge-L

Fine-tuned GPT-2(temp = 0.7) 0.867 0.809 0.853

Fine-tuned GPT-2(temp = 0.9) 0.858 0.766 0.834

GPT-2 without fine-tuning(temp = 0.7) 0.467 0.356 0.533

3.3 DetectGPT Results

Since the majority of our considered data are generated using GPT models, we
leveraged the latest DetectGPT [6] to check the detectability of our generated
data. DetectGPT calculates a Z-score which is computed by considering the
difference of the original log probability of text tokens and the average perturbed
log probability as a proportion of the standard deviation of the perturbed log
probability. If the score is greater than 1, then the text is claimed to be generated,
if it is lower than 0.25, then the text is claimed to be not generated by a GPT
model. We ran the experiments with 20% of the generated data from each dataset
(due to time constraints) for 3 runs and the average score is represented in
Table 2.

The highest z-score gained by the WikiGPT dataset proves its high
detectability. Also, the abstracts generated by the GPT2 without fine-tuning
gained a low score demonstrating the likelihood of being detected. Low z-score for
DAGPap22 data, states that they are not generated by a GPT model (although
some of its data are generated so). This might be due to the reason that the
generated text in DAGPap22 dataset is produced by several other models in
addition to GPT models, thus making the average Z-score slightly lower than
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0.25. Surprisingly the two other datasets which are generated using fine-tuned
GPT2 are recognized as not containing data generated by a GPT model. There-
fore, it is important to note that when a GPT model is fine-tuned, the generated
data is difficult to be distinguished by DetectGPT itself.

Table 2. Z-scores Produced by DetectGPT

Model WikiGPT DAGPap22 Fine-tuned
GPT2 (0.7)

Fine-tuned
GPT2 (0.9)

GPT2 without
finetuning (0.7)

Z-score 1.747 0.240 −0.351 −0.192 0.911

3.4 Classification Results

We considered detection as a binary classification task for which we employed
several advanced deep classification models to experiment detectability of the
considered corpora. Table 3 shows an overview of the models that are utilized
in this task. The datasets were split into 60:20:20 for training, testing and vali-
dation. All the models were trained for 3 epochs and the average F1 scores are
presented in Table 4.

Overall WikiGPT data, DAGPap22 data, and the dataset which was gen-
erated by GPT2 without fine-tuning have better F1 scores than the other two
datasets which are generated using a fine-tuned GPT2 model. This means that
the generated data of the latter are difficult to distinguish from the original con-
tent, owing to the fact that when the model is fine-tuned with original data, the
model is capable of generating text that looks similar to the original (as exhibited
in Fig. 1). SciBERT delivers the highest classification results for the fine-tuned
data since SciBERT is pre-trained on vast amounts of scientific domain corpora.

Table 3. Hyper Parameter of the Classification Models

Model Vocab (K) Hidden Size Layers Batch Size Parameters(M)

SciBERTbase 30 768 12 16 110

RoBERTalarge 50 1024 16 16 355

DeBERTalarge 50 1024 24 16 350

Electrabase 30 768 12 16 110

XLNetbase 32 768 12 16 110
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Table 4. F1 Scores Produced by Models on Classification Task

Model WikiGPT DAGPap22 Fine-tuned
GPT2 (0.7)

Fine-tuned
GPT2 (0.9)

GPT2 without
finetuning (0.7)

SciBERT 92.97 95.02 84.65 79.16 94.99

RoBERTa 97.00 96.87 67.83 33.33 84.85

DeBERTa 98.50 97.17 67.03 48.13 95.00

Electrabase 81.95 96.64 56.16 48.13 95.00

XLNetbase 84.12 95.67 56.36 59.60 97.50

4 Conclusions and Future Work

This research work is focused on analyzing the detectability of automatically gen-
erated academic content. In this task, we have taken into account data generated
in a manner that replicates how humans leverage an LLM in composing scien-
tific articles. To examine the detectability of generated text, we employed tools
such as GLTR and models such as DetectGPT, SciBERT, DeBERTa, RoBERTa,
ELECTRA, and XLNet. The results we obtained prove that when text is gener-
ated using a fine-tuned model over part of already available content –such as in
the case of completing an existing text rather than creating a new one– the gen-
erated text fragments are quite difficult to detect, even using tools and methods
that are able to identify generated text when it is produced by a non-finetuned
model. Therefore, our experiments prove the importance of utilizing realistic and
challenging datasets in future research aimed at detecting artificially generated
text, especially if the scenario is a tampering one. In future work, we plan to fur-
ther analyze classification errors to understand and improve the detection task.
Moreover, we plan to take advantage of knowledge bases to find inconsistencies
between the original and generated content so that they can be utilized to build
better detectors.
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Abstract. Abbreviations are short forms of phrases that aid in the com-
munication of long sentences in texts and are an essential part of the
writing process. Abbreviations save a lot of time and space in writing
scientific documents such as research articles, papers, clinical notes, etc.
However, it is challenging to identify or map abbreviations to the com-
plete form in scientific documents due to the vast and dynamic range of
rules for forming an abbreviation. On the other hand, a massive increase
in scientific papers over the Web has raised the need for an automatic
abbreviation identification system by many folds. Thus, this paper pro-
poses an LSTM-based deep learning system that encodes the target word
and its context sentence using two different forms of pre-trained BERT
embeddings (Small BERT and Bio BERT). The proposed system classi-
fies whether the target word is an abbreviation or not. We experimented
with two scientific datasets, viz., MeDal and SciAI, for the abbrevia-
tion detection task. We built abbreviation detection systems with two
different settings, 1. having a lowercase module and 2. no explicit low-
ercase module. We observe that retaining the actual case of the let-
ters in the abbreviation is crucial for abbreviation detection. Our sys-
tem results in an F1-score of 90.04% on the SciAI dataset and 85.68%
on the MeDal dataset for the abbreviation detection task. To observe
the domain-specific behavior of the abbreviations, we also performed
cross-domain evaluation (trained on MeDal, tested on SciAI, and vice
versa). We obtained an F1-score of 76.50% on SciAI data and 62.72% on
MeDal data in the cross-domain settings. We compared our system with
six other statistical systems for the abbreviation detection task. Results
show that our system is able to outperform other models by a significant
margin.
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1 Introduction

An abbreviation of a word or phrase is the shortened form of the word or phrase,
which is used to save space and time while representing the word at several occur-
rences to avoid repeating words and phrases or to adhere to standard practice
[2]. Abbreviation detection is particularly useful in language technology applica-
tions such as information retrieval [1], information extraction [7], Named Entity
Recognition (NER), and anaphora resolution. According to Yu et al. (2002b)
[14], the inclusion of abbreviations in the Information Retrieval (IR) systems
enhances the number of relevant documents retrieved. In addition, Friedman et
al. (2001) [15] report that not addressing abbreviations is a major cause of the
drop in performance in many NLP applications.

Because of the inconsistent and arbitrary styling, with many conceivable vari-
ations, abbreviating identification is challenging. According to Liu et al. (2001)
[15], there are seven different types of abbreviations (mentioned in Table 1) that
are generally used in the biomedical domain, mainly found from the UMLS (Uni-
fied Medical Language System). Some abbreviations are created by leaving out
all except the initial few letters of a word; these abbreviations commonly end in
a period: Oct. for October, univ. for university, and cont. for continued. Other
abbreviations are made by leaving out letters in the middle of a word and usu-
ally ending in a period: govt. for government, Dr. for the doctor, and atty. for
an attorney. The names of states in the United States are abbreviated with two
capitalized letters, such as AR for Arkansas, ME for Maine, and TX for Texas.

Acronyms are abbreviations formed from the initial letters of an expanded
phrase and usually do not include periods. For Example-PR stands for pub-
lic relations, CEO stands for the chief executive officer, and BTW is for, by
the way. FEMA (Federal Emergency Management Agency) and NATO (North
Atlantic Treaty Organization) are two acronyms that are pronounced like words.
Although some argue that all acronyms that are not pronounced as words,
such as EPA (Environmental Protection Agency), are called initialism, the term
acronym is used to describe both.

On the other hand, the number of biomedical abbreviations is continuously
increasing due to the explosion of biomedical knowledge in all diverse fields.
The vast and dynamic range of rules in different domains for abbreviation for-
mation makes abbreviation identification a very challenging task. Abbreviation
identification in the biomedical domain has its peculiarities. For Example, the
prevalence of abbreviations in most clinical reports, such as admission notes, dif-
fer from those in the literature because they rarely appear with their extended
counterparts in clinical reports, making identification more difficult. As a result,
techniques based on abbreviation-definition patterns that work in the literature
don’t work in the medical record. On the other hand, abbreviations can often
be confusing in the biomedical domain. For Example, RA could be right atrium
or rheumatoid arthritis.

In this paper, we present an LSTM-based deep learning approach using two
different types of pre-trained Bidirectional Encoder Representations from Trans-
formers (BERT) models for abbreviation detection in scientific text documents.
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We have reported results on two scientific datasets, viz., 1. biomedical dataset,
that is, MeDal [24], and 2. SciAI [22] dataset, which deals with general scientific
text. We conducted experiments with two different settings; in the first case,
we trained the model on the lower-cased pre-processed dataset, and in the sec-
ond case, we trained the model without lower-casing the dataset. We observed
that the second setting produced significantly better results, supporting the idea
that abbreviations are case-sensitive. Hence, we have reported results without
lowering the case in this paper. We received an F1-score of 90.04% on SciAI
and 85.68% on the MeDal dataset. To observe the dominance of the domain,
we performed cross-domain experiments (trained on MeDal, predicted on SciAI,
and vice versa). We obtained an F1-score of 76.50% on SciAI data and 62.72%
on MeDal data in the cross-domain settings. Furthermore, results (Sect. 6) show
that our system outperformed the state-of-the-art model [22] for the abbreviation
detection task.

Table 1. Different types of Abbreviations used along with an example of each.

S.No. Types of Abbreviations Example

1 Truncating the end “adm” for administration or administrator

2 First letter initialization “AAA” for abdominal aortic aneurysm

3 Opening letter initialization “HeLa” for Henrietta Lacks

4 Syllabic initialization “BZD” for benzodiazepine

5 Initialization of a combination “e-mail” for electronic mail

6 Initialization by substitution “ASD I” for Primum atrial septal defect

7 Chemical Abbreviations “CXCR4” for chemokine receptor fusine

The rest of the paper is organized as follows. Section 2 provides the related
work. Section 3 describes the dataset used. Section 4 elaborates the use of BERT
model in our approach. Section 5 describes our approach. Section 6 presents the
results and Sect. 7 concludes the paper.

2 Related Work

Typically acronym definitions are discovered by employing a variety of patterns
to locate candidates in the context of the acronyms and a set of rules to choose
the most likely choice. Patterns and rules are manually defined or learned either
in supervised manner [17] or unsupervised manner [9]. Schwartz and Hearst
(2002) [19] concentrate their efforts on locating and extracting abbreviations
from medical papers by identifying short form and long-form pairs. They sug-
gested that while many abbreviations in the biomedical sector follow a pre-
dictable pattern in which the first letter of each word is a letter from the short
form, this is not always the case. As a result, they provide a simple and quick
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approach with high recall and precision for locating those combinations utilizing
string operations. This ensures that the acronym letters appear in the long-form
in the correct order. The biomedical field has done a lot of study on acronym
resolution and disambiguation [6,18,23].

Several alternative ways and resources have been presented over the last two
decades to address the two sub-tasks for acronyms. These methods range from
rule-based methods for abbreviation identification and feature-based models for
abbreviation disambiguation (i.e., SVM and Naive Bayes) [17–19,27] to the more
recent deep learning methods [3,4,8,11,12,25].

On the one hand, traditional feature-based models for abbreviation identifi-
cation are limited in their capacity to capture situations effectively and thus fall
behind in terms of accuracy compared to machine learning models [10,16]. How-
ever, several current deep learning models for abbreviation identification cannot
successfully encode the lengthy relationships between words in sentences. They
mostly rely on either language models or sentence encoders (e.g., LSTMs) to
capture contextual information which does not keep a long term memory of the
context of the words [22,26]. In this paper, we show use of the Bidirectional
Encoder Representations from Transformers (BERT) vector embeddings which
is capable of maintaining memory bidirectionally and thus resulted in better
performance. We observe a precision of 90.41% and recall of 81.42% when tested
on MeDal data and precision of 88.91% and recall of 90.17% when tested on
SciAI data, which outperformed the precision of 88.58% and recall of 86.93% by
Pouran et al., (2020) [22] for the abbreviation detection task.

3 Datasets

We used two separate datasets in this work. The first is the MeDal dataset [24],
which is related to the Bio-medical field, and the second is the SciAi Abbreviation
Identification dataset [22], which is associated with the general scientific domain.

3.1 MeDal Dataset

MeDAL [24] (Medical Dataset for Abbreviation Disambiguation for Natural
Language Understanding) is an important medical text dataset collected for
abbreviation disambiguation and developed for pre-training in natural language
understanding in the medical domain. Its data production process, particularly,
is influenced by the reverse substitution technique [6,20]. There are 14, 393, 619
articles in the MeDAL dataset, with an average of three abbreviations per item.
The MeDAL dataset is made up of abstracts from PubMed that were published
in the 2019 annual baseline. PubMed is a scientific search engine that indexes
papers in the biomedical field. The PubMed corpus contains 18, 374, 626 valid
abstracts, with an average of 80 words per abstract.

Our system transforms the MeDal dataset into a more suitable format for the
training of the abbreviation detection task. It labels all abbreviation words and
their context sentences (4 words before and 4 words after the abbreviation) as
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one (1) and then randomly adds normal words (words that are not abbreviations)
along with their context sentences and label them as zero (0). For example, in the
sentence the full form of ATP is Adenosine triphosphate, and it functions as the
energy currency for cells. It allows the cell to store energy briefly and transport it
within the cell to support endergonic chemical reactions; the abbreviation word
is ATP. The transformed representation is as follows.

– Format: (Word $$ context sentence $$ label)
– Example-1: ATP $$ the full form of ATP is Adenosine triphosphate and $$ 1
– Example-2: transport $$ store energy briefly and transport it within the cell

$$ 0.
– Example-3: endergonic $$ the cell to support endergonic chemical reactions

$$ 0.

3.2 SciAI Dataset

The SciAI dataset [22] (scientific acronym identification) contains 17, 560 phrases
annotated for acronym identification. Each sentence is tagged for short and long-
form acronym boundaries in BIO format. The SciAI data was split into train and
test in a ratio of 9:1. To build this dataset, developers used an arXiv corpus of
6, 786 publications, identified potential phrases in these papers that were likely
to contain acronyms, and recruited Amazon Mechanical Turk users to gold label
the sentences. The candidate sentences had consecutive (or almost consecutive)
word sequences. The concatenation of the first few characters from these words
could spell out another word in the document with at least 50% capital letters.
To annotate the dataset, people were asked to identify abbreviations manually.
They were asked to find all short-form acronyms in the sentence, even if the
acronym’s long-form did not appear in the statement. We used the same train-
test split of the SciAi dataset in this paper to report the results.

4 BERT for Abbreviation Detection

In this paper, we have used sentence embeddings and two different types of word
embeddings. We used small BERT [21] embeddings both as sentence embedding
(on the context sentence) and word embeddings (on the target word to be checked
for abbreviation). We also used Bio-BERT embeddings on the target word so
that our model can be used for medical and general scientific datasets with high
precision.

4.1 Small BERT Embeddings

The regular BERT formula (containing model architecture and training aim)
works over various model sizes.1 The smaller BERT models are designed for
1 Small-BERT embedding is available as a pre-trained embedding on TensorFlow hub

at https://tfhub.dev/tensorflow/small bert/bert en uncased L-2 H-128 A-2/2.

https://tfhub.dev/tensorflow/small_bert/bert_en_uncased_L-2_H-128_A-2/2
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situations when computational resources are limited. They can be fine-tuned
in the same way as the original BERT models. They work best in information
distillation, where the fine-tuning labels are created by a larger, more accurate
architecture. It uses L = 2 hidden layers (i.e., Transformer blocks), a hidden
size of H = 128, and A = 2 attention heads. Small BERT is pre-trained for
the English language on Wikipedia and Books Corpus. Text is normalized in the
uncased manner; that is, the text is lower-cased before being tokenized into word
fragments, and any accent indicators are removed. Random input masking has
been applied to word fragments independently for training (as in the original
BERT [5]).

4.2 Bio BERT Embeddings

To make the BERT model more suitable in the medical domain, Bio BERT
leverages the BERT architecture and trains it from scratch on the MED-
LINE/PubMed dataset. Hence, this is a BERT-based architecture that modifies
the initial training and export strategy based on newer learning that increases
accuracy over the original BERT base checkpoint. It provides more examples
during training with larger batch sizes and always uses the maximum sequence
length. The Bio BERT generates examples with unique masks so that an exact
example is not repeated during training, using contiguous ngram masking. It
also replaces the pooling layers with an identity matrix after training, which has
been observed to be more stable during downstream tasks.2

5 Approach

5.1 Data Preparation

The MeDal data contains about three abbreviations per sentence. To prepare
the dataset for training, we used these abbreviations and their context sentence
(4 words before and after). We also used other words (non-abbreviations) and
their context. As the number of abbreviations in a sentence is much less than
in other words, we undersampled the dataset by selecting approximately ten
normal words per abbreviation along with their context sentence. The selection
of normal words was completely random, with no filter applied. We took 22k
sentences from the MeDal dataset and assigned the first 20k sentences as a
training set and the rest 2k as the test set. For SciAI, we took the same training
and test set as Pouran et al. (2020) [22], which is in the ratio of 9:1.

5.2 Abbreviation Identification

We fed the target word (w) and its context sentence (s) as input to the model
(as shown in Fig. 1) for classifying whether the target word is an abbreviation
2 Bio-BERT embeddings are available as pretrained embeddings on TensorFlow hub

at https://tfhub.dev/google/experts/bert/pubmed/2.

https://tfhub.dev/google/experts/bert/pubmed/2


572 P. Miglani et al.

Fig. 1. Schematic Diagram of our model architecture

or not. Then the target word (w) was passed through the encoder of two models
E1 (Small BERT) and E2 (Bio BERT) and obtained e1 = E1(w) and e2 =
E2(w) as encoded output. The embedding models used are pretrained models.
The context sentence (s) was passed through Small BERT (E3) and obtained
e3 = E3(s) as encoded output. Three LSTM models (L1, L2, L3) were setup,
and each contained triple-layered LSTM with 100, 40, and 10 units in the first,
second, and third layers, respectively. Then the embeddings e1, e2, e3 were fed
through L1, L2, L3 and o1, o2, o3 were obtained as outputs where o1 = L1(e1),
o2 = L2(e2), o3 = L3(e3). Further, the outputs were concatenated and obtained
C = concatenation(o1, o2, o3) and then C was passed through a sigmoid output
activation, which makes the prediction. The pseudocode of the overall approach
is given in Algorithm 1.

Algorithm 1. Proposed approach for abbreviation identification
w ← target word s ← context sentence
E1 ← First Small Bert Encoder E2 ← Bio Bert Encoder E3 ←
Second Small Bert Encoder
e1 = E1(w) e2 = E2(w) e3 = E3(s) � e1,e2,e3 are embedding representations
L1 L2 L3 ← three triple layered stacked LSTM architectures
o1 = L1(e1) o2 = L2(e2) o3 = L3(e3)
C = concatenation(o1, o2, o3)
Output = Sigmoid(C)

We performed two different operations on the above-mentioned architecture
framework and named the models as model lower and model nolower, respec-
tively. In the first operation, we took the model lower. We trained it on a subset of
lower-cased preprocessed training data for five epochs, using adam optimizer and
binary cross-entropy as the loss function. In the second operation, we took the
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model no lower and trained it on the same subset of the MeDal dataset without
being lowercased for five epochs, using adam optimizer and binary cross-entropy
as loss function. We observed that the model nolower performed significantly
better than the model lower. Hence, the preprocessing step of converting data to
lowercase in the case of the abbreviation detection task is misleading the classi-
fier. However, lower casing boosts the performance of many NLP tasks, such as
sentiment analysis and machine translation; it is noticeable that the abbrevia-
tions and acronyms are case-sensitive. In this paper, we use two different types
of datasets, viz., SciAI, and MeDal representing different domains. We report in-
domain and cross-domain results using the SciAI and MeDal datasets, keeping
the letter case in the result section.

6 Results

We evaluate our approach on two publicly available datasets, viz., SciAI and
MeDal representing other domains. SciAI [22] represents the scientific domain,
and MeDal [24] represents the medical domain. We report in-domain as well as
cross-domain results using the two datasets. SciAI is a popularly used dataset in
literature for abbreviation detection. We compared our abbreviation detection
system with six other statistical models from the literature on the SciAI dataset.
Table 2 shows the precision, recall, and F1 score obtained on the SciAI dataset.
The first three methods are rule-based approaches, viz., NOA [3], ADE [13] and
UAD [4]. The next two models, BIOADI [10] and LNCRF [16], use a feature-
based approach to define a set of features and feed it to the machine learning
algorithms. LSTM-CRF is the state-of-the-art approach by Pouran et al., (2020)
[22] for the abbreviation detection task. Our system produced precision and a

Table 2. Accuracy on the SciAI dataset by various models

S.No. Model Precision Recall F1 Score

1 NOA [3] 80.28 19.97 31.98

2 ADE [13] 79.23 86.42 82.67

3 UAD [4] 86.14 91.48 88.73

4 BIOADI [10] 83.20 87.31 85.20

5 LNCRF [16] 85.10 90.42 87.68

6 LSTM-CRF [22] 88.58 86.93 87.75

7 Our Model 88.91 90.17 89.54

Table 3. Accuracy in cross domain setup by our approach

Train Test Precision Recall F1 Score

MeDal SciAI 79.63 73.62 76.50

SciAI MeDal 89.95 48.14 62.72
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recall of 88.91% and 90.17% (F1-score = 89.54%), respectively. Table 2 shows
that our model outperformed the LSTM-CRF model reported by Pouran et al.,
(2020) [22] along with the other five approaches. In addition, we observed the
performance of our approach with the MeDal dataset, which is a biomedical
dataset. It gives a precision of 90.41% and recall of 81.41% (F1-score = 85.6%)
on the MeDal dataset.

Further, we also performed cross-domain evaluation by training on MeDal
Dataset and testing on SciAI dataset, next training on SciAI and testing on
MeDal dataset. Table 3 shows that both the domains have domain specific fea-
tures, hence the cross-domain performance is not as good as in-domain (Table 2)
results.

7 Conclusion

Abbreviations enhance the readability and writability of text; hence they have a
significant role in scientific writing. However, the identification of abbreviations
is crucial to perform several language-processing tasks. This paper presents an
approach to identify abbreviations from scientific text automatically. Our model
leverages the Small-BERT and the Bio-BERT embeddings with a deep neural
framework to capture the abbreviations. We also confirmed that the abbrevi-
ation detection task is case-sensitive. We report in-domain and cross-domain
results on two publicly available datasets for the abbreviation identification task.
Results show that our model can outperform the various baseline and state-of-
the-art approaches for the abbreviation detection task. The automatic abbrevi-
ation detection model proposed in this paper can assist many-high level natural
language processing tasks, such as machine translation, summarization, etc.
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Abstract. Developing natural language processing (NLP) systems for
social media analysis remains an important topic in artificial intelligence
research. This article introduces RoBERTweet, the first Transformer
architecture trained on Romanian tweets. Our RoBERTweet comes in
two versions, following the base and large architectures of BERT. The
corpus used for pre-training the models represents a novelty for the
Romanian NLP community and consists of all tweets collected from 2008
to 2022. Experiments show that RoBERTweet models outperform the
previous general-domain Romanian and multilingual language models
on three NLP tasks with tweet inputs: emotion detection, sexist lan-
guage identification, and named entity recognition. We make our models
(https://huggingface.co/Iulian277/ro-bert-tweet) and the newly created
corpus (https://huggingface.co/datasets/Iulian277/romanian-tweets) of
Romanian tweets freely available.

Keywords: BERT · Twitter · Corpus · Romanian Language

1 Introduction

Over the past several years, there has been a substantial surge in interest and
enthusiasm related to natural language processing (NLP) techniques for various
social media-related tasks. These techniques may include but are not limited to
training NLP models for purposes such as sentiment analysis, identifying offen-
sive or sexist language, performing part-of-speech (POS) tagging, or conducting
named entity recognition (NER). Nguyen et al. [19] have presented a BERT [6]
language model specifically developed for analyzing English tweets. Concretely,
their model has been trained on a large corpus of 850 million English tweets
and has yielded impressive results in several NLP tasks relevant to Twitter text
analysis, such as POS tagging, NER, and text classification (i.e., irony detection
and sentiment analysis).
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Various other BERT models designed to analyze tweets have been developed,
with each model focusing on a different language. For example, Guo et al. [9] have
designed and trained a BERT model to analyze French tweets. Similarly, Koto et
al. [13] have presented their own BERT model optimized to analyze Indonesian
tweets, while Pérez et al. [22] have created a BERT model that is capable of
handling Spanish tweets. Additionally, Zhang et al. [29] have introduced a highly
sophisticated multi-lingual BERT model trained on a massive dataset of over 7
billion tweets in more than 100 languages.

This paper presents two versions of language models for the Romanian lan-
guage that were pre-trained on a novel corpus of Romanian tweets. In short, we
summarized our main contributions as follows:

– We collect and release a novel corpus of Romanian tweets from 2008 to 2022,
consisting of 65M unique tweets. It is a significant contribution to the field,
as no such resource existed for the Romanian language.

– We conduct a comprehensive set of experiments based on this newly-created
corpus, further demonstrating the usefulness of our dataset and pre-trained
models.

– We develop the first language models pre-trained on the tweet domain for the
Romanian language under the name RoBERTweet-base and RoBERTweet-
large. These models can be utilized with the Transformer library [27], and we
expect them to provide strong baselines for future research and applications
related to Romanian tweet NLP tasks.

– We obtain state-of-the-art (SOTA) results on three existing Romanian tweet
tasks: emotion detection (ED), named entity recognition, and sexist language
identification (SLI).

2 Related Work

The English BERT language model was pre-trained on two large datasets, Book-
Corpus and English Wikipedia, using two prediction tasks, masked language
model (MLM) and next sentence prediction (NSP). After pre-training, BERT
was fine-tuned on several target datasets where it learned to make inferences on
specific tasks such as NER, question answering, or natural language inference,
obtaining state-of-the-art results on the General Language Understanding Eval-
uation (GLUE) benchmark [26]. Since BERT was introduced, this mechanism of
first pre-training a language model on a large corpus and then fine-tuning the
resulting model on specific tasks has become ubiquitous in NLP. Thus, many
researchers have flocked to this area, developing larger and more complex lan-
guage models.

One important iteration in this direction is the Robustely Optimized BERT
(RoBERTa) model [15], which argues that the BERT model is sub-optimized.
Therefore, RoBERTa pre-trained the architecture on a larger corpus with a larger
batch size, applied the dynamic MLM, and removed the NSP task, achieving
state-of-the-art performance on the GLUE benchmark. A Lite version of BERT
(ALBERT) [14] is another important architecture introduced in the literature
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that addressed the issue associated with many parameters of BERT and solved
it by proposing a cross-layer parameter sharing and an embedding parameter
factorization technique. To achieve better results, the Efficiently Learning an
Encoder that Classifies Token Replacement Accurately (ELECTRA) [4] applied
a replace token detection (RTD) task in pre-training instead of employing MLM.

The first Romanian BERT models (i.e., BERT-base-cased-ro and BERT-
base-uncased-ro) were developed by Dumitrescu et al. [7]. The models were
trained on a general-domain corpus collected from diverse sources such as OPUS
[25], Wikipedia dumps1, and OSCAR [24], totalling over 15.2 GB of text data.
Since then, various BERT-like models have been introduced in the research lit-
erature, including other general variants of the Romanian BERT (i.e., RoBERT-
small, RoBERT-base, and RoBERT-large) [18], the distilled versions of Roma-
nian BERTs (i.e., Distil-BERT-base-ro, Distil-RoBERT-base, and DistilMulti-
BERT-base-ro) [1], the “judiciar”2 BERT (i.e., jurBERT-base and jurBERT-
large) [17] trained on legal data, and A Lite Romanian BERT (ALR-BERT)
[20], a monolingual language model that follows the ALBERT architecture.

3 RoBERTweet

3.1 Dataset

Figure 1 depicts the dataset generation pipeline. We crawl Romanian tweets over
an extensive period from 2008 to 2022 using the snscrape package3. When send-
ing the query, we set the RO flag to ensure the corpus contains only Romanian
text. We also employ the language identification component of fastText [11] and
the langdetect library4 to further filter out non-Romanian tweets. These are
crucial steps because of pre-processing is not handled accordingly, the resulting
corpus would contain text in other languages that introduce noise and uncer-
tainty to the model predictions while also potentially increasing the number of
[UNK] tokens.

The following pre-processing steps are inspired by the existing approach of
Nguyen et al. [19]. For each tweet, we employ the normalization technique to
convert user mentions, URL links, and hashtags into special tokens, namely
USER, HTTPURL, and HASHTAG. We further exclude tweets shorter than five or
longer than 256 words and filter out the tweets that contain more than three
mentions, three hashtags, three URLs, or three emojis, as they are considered
irrelevant or spam and may add noise to the training procedure. In addition,
to increase the language understanding and make the model stronger for future
downstream tasks (e.g., emotion detection), we translate each emoji with its
corresponding text. This is done using the emoji package5.

1 https://github.com/dumitrescustefan/wiki-ro.
2 “Judiciar” is the Romanian equivalent to the English “criminal record”.
3 https://github.com/JustAnotherArchivist/snscrape.
4 https://pypi.org/project/langdetect.
5 https://pypi.org/project/emoji.

https://github.com/dumitrescustefan/wiki-ro
https://github.com/JustAnotherArchivist/snscrape
https://pypi.org/project/langdetect
https://pypi.org/project/emoji
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Fig. 1. RoBERTweet training corpus pre-processing pipeline.

We also use the sentencizer component from spaCy6 to split the tweets into
sentences. This observation is necessary for the NSP task, which is part of the
pre-training objective of the BERT model. After each sentence of a tweet, we
introduce a new line, and after the last sentence of a tweet, we introduce two
blank lines, thus delimiting two tweets.

After performing all these data cleaning and normalization steps, we obtained
a 5GB corpus containing 65M tweets, which we open-sourced and made publicly
available. Finally, we convert the uncompressed text files to tfrecords using the
script that creates the pre-training data7. We augment the dataset using a dupe
factor of 10, meaning that each tweet is randomly masked ten times using dif-
ferent seeds. Thus, we generate a tenfold increase in the size of our pre-training
corpus, effectively performing a form of data augmentation.

3.2 Methodology

In this study, the developed RoBERTweet models use a cased tokenizer and
have the same architecture as BERT-base and BERT-large. The pre-training
procedure is also the same, which involves using MLM and NSP objectives. The
MLM objective selects 15% of the tokens for possible replacement, with 80%
of those selected being replaced by the special [MASK] token, 10% remaining
unchanged, and 10% replaced by random tokens from the vocabulary. The NSP
objective involves pairing 50% of the input sentences with the real subsequent
sentence as the second sentence. In contrast, in the other 50% of cases, a random
sentence from the corpus is selected as the second sentence.

The weights are randomly initialized, and training is initiated from scratch.
The base version (i.e., RoBERTweet-base) uses 12 layers, 768 hidden dimensions,
and 12 attention heads, resulting in 110M parameters. In comparison, the large
version (i.e., RoBERTweet-large) has 24 layers, 1024 hidden dimensions, and 16
attention heads, resulting in 345M parameters. Inspired by Zampieri et al. [28],
we depict in Table 1 more details regarding the architecture of our RoBERTweet
models compared to the other available Romanian BERT models.

6 https://spacy.io/api/sentencizer.
7 https://github.com/google-research/bert.

https://spacy.io/api/sentencizer
https://github.com/google-research/bert
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Table 1. Comparison of our RoBERTweet models and the other Romanian BERT
models available in the literature regarding their training data size, number of layers,
number of hidden units on each layer, number of heads, vocabulary dimension, and
number of parameters.

Model Train Size Layers Hidden Heads Vocab Params

BERT-base-cased-ro [7] 15.2 GB 12 768 12 50K 124M

BERT-base-uncased-ro [7] 15.2 GB 12 768 12 50K 124M

RoBERT-small [18] 12.6 GB 12 256 8 38K 19M

RoBERT-base [18] 12.6 GB 12 768 12 38K 114M

RoBERT-large [18] 12.6 GB 24 1024 16 38K 341M

Distil-BERT-base-ro [1] 25.3 GB 6 768 12 50K 81M

Distil-RoBERT-base [1] 25.3 GB 6 768 12 38K 72M

DistilMulti-BERT-base-ro [1] 25.3 GB 6 768 12 50K 81M

jurBERT-base [17] 160 GB 12 768 12 33K 111M

jurBERT-large [17] 160 GB 24 1024 16 33K 81M

ALR-BERT [20] 15.2 GB 12 768 12 50K 81M

RoBERTweet-base (ours) 5 GB 6 768 12 51K 110M

RoBERTweet-large (ours) 5 GB 6 768 12 51K 345M

In language modeling, the vocabulary plays a critical role in model perfor-
mance. Generally speaking, the better the tokenization of sentences (i.e., the fewer
pieces each word is broken into), the better the model is expected to perform.
In this study, the vocabulary used for the models is an extension of the BERT-
base-ro vocabulary, created by adding the special tweet tokens resulting from pre-
processing (i.e., USER, HTTPURL, and HASHTAG) and the most frequent 25% of emo-
jis found in the tweets. The resulting vocabulary contained 51K tokens, an incre-
ment of 1K tokens compared to the vocabulary used by BERT-base-ro.

Each RoBERTweet variant was trained using a v2-8 Tensor Processing Unit
(TPU), requiring approximately three weeks each. The RoBERTweet models
were trained using a batch size of 2048 and a total of 3M steps. However, the
pre-training process was stopped after 1.5M steps since the model ceased to
make any progress. We employed the Adam optimizer [12], together with a linear
scheduler. The first 30K steps (i.e., 1% of the total steps) are used for warming
up the learning rate.

4 Experiments and Results

Since our RoBERTweet models are the first pre-trained language models for
Romanian tweets, we compare them with the Romanian general-domain BERT
language models8: BERT-base-cased-ro, BERT-base-uncased-ro, RoBERT-small,
8 We were not able to load the ALR-BERT model from the HuggingFace repository

(available at https://huggingface.co/dragosnicolae555/ALR BERT), so we did not
include its results in our evaluation.

https://huggingface.co/dragosnicolae555/ALR_BERT
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RoBERT-base, RoBERT-large, DistilMulti-BERT-base-ro, Distil-BERT-base-ro,
and Distil-RoBERT-base. Subsequently, we fine-tune and analyze the results of
our RoBERTweet models and the other general-domain BERT language models
on three Twitter-related NLP tasks: emotion detection, sexist language identifi-
cation, and named entity recognition.

4.1 Emotion Detection

The ED task is a supervised classification task that aims to predict the emotion
of a given text. To perform this task, we use the second version of the Romanian
emotion dataset (REDv2) [2], a helpful resource designed for detecting emotions
in Romanian tweets. It is an extension of the REDv1 dataset [3] and consists
of 5,449 multi-label annotated tweets with seven types of emotions: anger, fear,
happiness, sadness, surprise, trust, and neutral. We present the results of the
evaluated models treating this task as either classification or regression.

Following the methodology proposed by Devlin et al. [6], we append a linear
prediction layer on top of the mean output of the pre-trained language model
and include a dropout rate of 10% for regularization. For the fine-tuning process,
we utilize the AdamW optimizer [16] with a fixed learning rate of 2e-5 and a
batch size of 16. To prevent overfitting, we implement early stopping, which
stops the training procedure when no performance improvement happens on
the validation set in 3 consecutive epochs. We compute accuracy (Acc), the
Hamming loss (Ham), the F1-score (F1), and the mean squared error (MSE)
score on the test set for each model.

The classification and regression results for ED are depicted in Table 2.
Except for MSE, the highest scores were obtained by RoBERTweet-large, achiev-
ing a Hamming loss of 0.085, an accuracy of 58.6%, and an F1-score of 69.6%
when the ED task was treated as classification, and a Hamming loss of 0.088, an
accuracy of 57.6%, and an F1-score of 70.0% when the ED task was treated as
regression. It outperforms its general domain counter-part, RoBERT-large, on
all these metrics, improving the classification Hamming loss by 0.003, accuracy
by 0.8%, and F1-score by 0.5%, as well as the regression Hamming loss by 0.007,
accuracy by 2.4%, and F1-score by 1.3%.

The lowest MSE scores were obtained by Distil-RoBERT-base, with a 6.85
MSE for classification ED and 6.41 MSE for regression ED. To the best of our
knowledge, we do not have a clear justification of why this model specifically
performed so well on this metric, and a detailed analysis would be outside the
scope of this paper. Our only observations are: (1) the classification MSE scores
have a high variance ranging from 6.85 to 26.79 with no consistent pattern in
the results, and (2) the MSE regression scores are lower than the classification
MSE scores. These two observations are expected since, compared to regression,
we do not try to minimize the MSE loss in classification directly.
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Table 2. Emotion detection scores in the classification and regression setting. The
baseline models in the paper that introduced the dataset are depicted in italics.

Model Classification Regression

Ham Acc F1 MSE Ham Acc F1 MSE

BERT-base-cased-ro [2] 0.104 0.541 0.668 26.74 0.970 0.542 0.670 10.06

XLM-RoBERTa [2] 0.121 0.504 0.619 18.40 0.104 0.522 0.649 9.56

BERT-base-cased-ro [7] 0.105 0.549 0.675 20.87 0.098 0.541 0.664 10.33

BERT-base-uncased-ro [7] 0.097 0.547 0.669 9.83 0.097 0.546 0.679 9.92

RoBERT-small [18] 0.106 0.524 0.642 9.93 0.102 0.529 0.645 7.62

RoBERT-base [18] 0.106 0.550 0.666 26.79 0.094 0.566 0.684 9.67

RoBERT-large [18] 0.098 0.578 0.691 18.49 0.095 0.552 0.687 9.50

Distil-BERT-base-ro [1] 0.113 0.502 0.623 14.47 0.106 0.488 0.627 8.81

Distil-RoBERT-base [1] 0.101 0.550 0.659 6.85 0.096 0.570 0.653 6.41

DistilMulti-BERT-base-ro [1] 0.107 0.552 0.661 15.55 0.105 0.550 0.648 7.82

RoBERTweet-base (ours) 0.102 0.556 0.677 22.60 0.096 0.557 0.673 9.92

RoBERTweet-large (ours) 0.095 0.586 0.696 24.43 0.088 0.576 0.700 9.67

4.2 Sexist Language Identification

The CoRoSeOf corpus [10] is a manually annotated resource that aims to identify
the sexist and offensive language in Romanian tweets. The dataset contains
approximately 40K tweets and five labels: sexist direct, sexist descriptive, sexist
reporting, non-sexist offensive, and non-sexist non-offensive. Using these labels,
two evaluation tasks were derived from this dataset: binary classification, where
a model has to predict whether a tweet is a sexist or non-sexist, and three-
way classification, where a model has to predict the kind of sexism in a tweet
identified as such (i.e., direct, descriptive, and reporting).

For this experiment, we adopt the same fine-tuning strategy as in the previous
task, but our target is to maximize the F1-score in this task. We compute the
precision, recall, and F1-scores of our RoBERTweet variants and compare them
with the scores achieved by the other general-domain Romanian BERT models
available in the literature. In addition, we outline the results of the Support
Vector Machine (SVM) [5] baseline model introduced in the dataset paper [10].

Table 3 depicts our binary and three-way classification task results. The high-
est F1-scores for both binary and three-way SLI were obtained by RoBERTweet-
large with 85.5% and 78.0%, respectively. It outperformed the second best model,
RoBERT-large9, by 1.2% and 0.3% on the binary and three-way SLI, respectively.
RoBERTweet-base also performed well on this task, achieving a higher F1-score
than all the other base and smaller Romanian models on binary SLI. However, the
same does not hold on the three-way SLI classification, and it fell behind BERT-
base-cased-ro, BERT-base-uncased-ro, and RoBERTweet-base on this subtask.
9 Distil-RoBERT-base achieves the same F1-score on three-way SLI as RoBERTweet-

large.
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Table 3. Sexist language identification results for both the binary and three-way clas-
sification tasks. The baseline models in the paper that introduced the dataset are
depicted in italics.

Model Binary Three-way

P R F1 P R F1

SVM [10] 0.830 0.832 0.831 0.693 0.700 0.716

BERT-base-cased-ro [7] 0.844 0.812 0.836 0.821 0.753 0.778

BERT-base-uncased-ro [7] 0.846 0.814 0.829 0.878 0.732 0.771

RoBERT-small [18] 0.855 0.811 0.831 0.840 0.662 0.677

RoBERT-base [18] 0.849 0.784 0.812 0.812 0.710 0.736

RoBERT-large [18] 0.853 0.833 0.842 0.894 0.740 0.777

Distil-BERT-base-ro [1] 0.828 0.795 0.810 0.730 0.654 0.673

Distil-RoBERT-base [1] 0.855 0.753 0.793 0.795 0.763 0.777

DistilMulti-BERT-base-ro [1] 0.860 0.747 0.790 0.708 0.610 0.655

RoBERTweet-base (ours) 0.866 0.821 0.841 0.798 0.724 0.749

RoBERTweet-large (ours) 0.837 0.878 0.855 0.823 0.754 0.780

4.3 Named Entity Recognition

Păis, et al. [21] have constructed a NER dataset from microblogging texts sourced
from social media platforms (i.e., Twitter, Reddit, and Gab). The dataset con-
tains high-quality annotations for nine entity types as follows: persons (PER),
locations (LOC), organizations (ORG), time expressions (TM), legal references
(LEG), disorders (DIS), chemicals (CHM), medical devices (MD), and anatomi-
cal parts (ANT). A total of 7,800 messages have been manually annotated in the
dataset, which in turn contains 11K annotations. We use this dataset to train
our models to perform NER on Romanian microblogging.

Fine-tuning follows the supervised token classification method proposed by
Devlin et al. in [6]. Specifically, we employ a fully-connected layer on top of the
embeddings produced by BERT that correspond to the first subword token of each
word. The models are trained using the AdamW optimizer with a fixed learning
rate of 2e−5 and a batch size of 16, to which we add the weight decay. We compute
performance scores for each entity class and the overall F1-score. The baselines
used for comparison are those reported in the literature [21] and consist of three
systems: Neuroner CoRoLa, Neuroner MB, and Neuroner CoRoLa + MB.

Table 4 depicts our results of the evaluated models on NER. The highest F1-
score was obtained by the RoBERTweet-base model with 74.43%, RoBERTweet-
large occupying the second place with an F1-score of 74.26%. An interesting
result of this evaluation is that except for the LOC entity, RoBERTweet-base
and RoBERTweet-large do not obtain the best F1-score on individual entities.
However, the two models get the first two best average F1-scores. This may
indicate that general language models pay too much attention to certain enti-
ties due to their lack of domain-specific knowledge. In contrast, the performance
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Table 4. NER performance for each entity class and the overall F1-score. The baseline
models in the paper that introduced the dataset are depicted in italics.

Model ANT CHM DIS LEG LOC MD ORG PER TM Total

Neuroner CoRoLa [21] 42.96 60.47 75.47 45.71 77.69 72.73 66.21 84.14 63.96 72.03

Neuroner MB [21] 22.54 58.82 71.43 47.37 81.27 61.54 65.95 80.95 63.64 71.26

Neuroner CoRoLa + MB [21] 21.43 82.87 73.47 36.36 81.21 66.67 62.00 83.51 61.50 70.75

BERT-base-cased-ro [7] 50.01 58.42 74.61 47.61 83.43 66.66 71.19 84.17 64.02 74.14

BERT-base-uncased-ro [7] 61.11 60.21 79.59 43.24 82.22 46.15 69.19 85.57 61.89 74.16

RoBERT-small [18] 38.85 58.82 74.14 32.65 79.38 18.18 67.09 79.04 59.91 69.54

RoBERT-base [18] 50.21 66.39 76.35 54.00 82.55 41.28 69.44 85.70 63.40 74.14

RoBERT-large [18] 55.20 63.01 80.73 47.38 82.42 60.03 69.91 85.04 66.62 74.22

Distil-BERT-base-ro [1] 42.85 60.21 70.46 47.61 77.02 30.76 63.17 75.28 62.97 68.51

Distil-RoBERT-base [1] 36.11 53.33 68.65 40.90 75.00 30.76 60.37 75.52 60.30 66.31

DistilMulti-BERT-base-ro [1] 41.77 33.45 46.61 51.22 72.22 60.03 44.77 72.47 56.91 65.69

RoBERTweet-base (ours) 45.33 69.66 77.94 50.00 83.84 57.14 70.29 83.31 64.90 74.43

RoBERTweet-large (ours) 44.73 65.90 76.09 51.28 82.80 61.53 71.08 85.43 62.97 74.26

of domain-specific language models is more evenly distributed between enti-
ties. However, further analysis is necessary to confirm this observation for other
domains, models, and languages, which would be outside the scope of this paper.

5 Conclusions

In this work, we presented the first pre-trained language models for Romanian
tweets on a large scale: RoBERTweet-base and RoBERTweet-large, together
with the novel corpus on which they were trained. This corpus comprises 65M
Romanian tweets which have been carefully filtered and normalized. Our exper-
imental results demonstrated the usefulness of both RoBERTweet variants by
outperforming the baselines, while also showing superior performance compared
to the previous SOTA Romanian BERT models on three downstream Twitter
NLP tasks: emotion detection, sexual language identification, and named entity
recognition.

Possible future work directions of this paper involve creating new kinds of
Romanian language models using our novel dataset, such as GPT-2 [23] for
tweet generation. In addition, we intend to add the results obtained by our
RoBERTweet models in LiRO [8], a Romanian benchmark for NLP models.
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Abstract. Letter case information can impact named entity recogni-
tion (NER) by affecting the way entities are represented in the text. For
instance, if proper nouns are capitalized, NER models can utilize this
information to identify named entities. Although studies have analyzed
the performance drop of NER models without capitalization informa-
tion, it is not clear how different letter-case scenarios affect the NER
performance for different types of data and domains. In this study, we
examine the impact of different letter-case features on NER and inves-
tigate their effectiveness in improving NER system performance and
robustness. The analysis of the effect of different letter-case scenarios
on NER performance is performed for one domain and across multi-
ple domains. The experimental results demonstrate that capitalization
errors significantly affect the NER performance in both in- and cross-
domain evaluation. The case-insensitive (BERT-base-uncased) model is
more robust to inconsistencies in capitalization that may occur in noisy
text data, whereas the case-sensitive (BERT-base-cased) model performs
better on well-written text that provides clear case information. How-
ever, when the case-sensitive model is required in the application, we
propose a simple data augmentation heuristic based on a letter case that
improves the model’s robustness against capitalization errors commonly
observed in user-generated text. Overall, our findings suggest that chang-
ing the style of the source domain to match that of the target domain
can lead to better domain adaptation for NER and that the choice of
the BERT model should consider the nature of the text data being ana-
lyzed. Our code and data for reproducing this work are available at
https://github.com/daotuanan/Letter-case-NER.

Keywords: named entity recognition · letter case · robustness

1 Introduction

Named entity recognition (NER) is a sub-task of information extraction, the
goal of which is to classify text spans into redefined categories [1]. Letter case
information can impact NER by affecting the way entities are represented in the
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text. In general, the capitalization of proper names is a convention for most lan-
guages that use the Latin alphabet (e.g. English, French, German, and so on).
This capitalization acts as a clue for NER models to identify entities. However,
NER models need to be able to handle variations in capitalization, such as all
uppercase or all lowercase text, as well as inconsistent capitalization, to accu-
rately recognize entities. NER models need to be trained on a diverse corpus of
text to be robust to different writing styles and capitalization conventions.

In traditional NER systems, statistical approaches were used to train classi-
fiers based on features such as capitalization patterns, the context of the entity,
and the words contained within the entity [2–4]. In a recent study, the problem of
performing NER in languages where capitalization is not used was addressed by
systematically analyzing solutions to lowercased text in English [5]. The results of
the study demonstrated that model performance drops significantly in scenarios
where capitalization is not used, such as in noisy web text or machine transla-
tion outputs. It has been shown that NER models are vulnerable to adversarial
attacks related to letter-case, with significant drops in performance for all models
compared to their performance on the original datasets [6]. Simple data augmen-
tation that combines the training set’s original sentences, lower-cased sentences,
and upper-cased sentences may improve the models’ generalizability and robust-
ness against the noisy text [7]. However, there is a lack of a comprehensive study
that evaluates the effectiveness of different capitalization features and their com-
binations in improving the performance of NER systems. Although there have
been studies that analyze the performance drop of NER models without capital-
ization information [6,7], it is not clear how different letter-case scenarios affect
NER performance for different types of data and domains. Therefore, a com-
prehensive study that systematically evaluates different capitalization features
and their combinations and investigates their impact on the performance and
robustness of NER systems could fill this knowledge gap.

In this paper, we explore the following research question: “How do different
letter-case scenarios and their combinations affect the performance and robust-
ness of NER systems in one domain or across different domains”. The results
demonstrated that capitalization errors significantly affect the performance of
both in- and cross-domain evaluation. The best performance is achieved when
the letter case of the testing data is similar to that of the training data. Moreover,
BERT models process lower-cased entities better than upper-cased ones. In the
case of popular pretrained language models (BERT [8], BioBERT [9]), we have to
train two different versions: cased and uncased models. This pretraining process
is time-consuming and resource-intensive, which limits the scalability of these
models. We want to answer the question “Which version is better for NER task?”
so that we can choose the model that is suitable for the downstream applications.
Our experimental results indicate that the BERT-base-uncased model is more
robust to inconsistencies in capitalization that may occur in noisy text data,
whereas the BERT-base-cased model performs better on the well-written text
that provides clear case information. Therefore, there is a need for techniques
that can improve the performance of cased models against capitalization errors
in noisy text data. In this paper, we propose an augmentation technique that can
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enhance the robustness of the BERT-cased model against capitalization errors
commonly observed in user-generated text. Our experimental results reveal that
the proposed technique can improve the performance of the BERT-cased model,
reducing the need for training both cased and uncased models.

2 Methodology

2.1 NER Model

Pre-training of deep bidirectional transformers (BERT) [8] is prevalent owing to
its easily applicable pipeline: (1) pre-training on extensive corpora and (2) fine-
tuning the model for only a few epochs with the downstream tasks. Although it
requires only a few epochs for fine-tuning, the BERT model exhibits state-of-the-
art or comparable performance in various tasks, including text classification and
NER [8]. There are some advanced pretrained models for NER problems, such
as FLAIR [10] and Electra [11]. However, owing to the BERT model’s high per-
formance and popularity, we decided to use it in our analysis. We implement our
NER models, based on BERT, with the Transformer library of Hugging Face [12].
We used two BERT variants: BERT-base-cased and BERT-base-uncased mod-
els pre-trained on English Wikipedia and BooksCorpus as our base model. We
fine-tuned the model for three epochs using the batch size of 32, the learning
rate of 5e− 05, and the random seed set at 42. The other hyper-parameters are
set by default. Figure 1 shows the architecture of BERT-based models used in
our experiments.

Fig. 1. BERT-based NER model.

2.2 Data Augmentation Based on Letter-Case for NER

Data augmentation helps extend training data by applying transformations that
do not change the label of the original data [13]. For NER, the intuition to
use data augmentation is model generalized because the letter case of the aug-
mented version better matches the target domain when data augmentation is
applied for domain adaptation. For instance, named entities in tweets could
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appear without letter-case information “I love la la land,” but with a letter-case
for a domain such as news the form, “I live in Tokyo” is standard. Two com-
mon strategies are used to improve robustness to capitalization errors in natural
language processing. The first is to ignore capitalization information by using
case-agnostic models or lower-casing every input in deep learning models. The
second is to explicitly correct capitalization by using another model trained for
this purpose, called “truecasing”. Both methods have the limitation of discard-
ing orthographic information in the target text, which can lead to degradation
of performance on well-formed text. Simple data augmentation that combines
the training set’s original sentences, lower-cased sentences, and upper-cased sen-
tences may improve the models’ generalizability and robustness against noisy
text [7]. This simple rule-based method can be seen as transformations 1 and
2 in Table 1, which are sentence-level transformations. In this study, we explore
the entity-level transformations that apply lowercase, uppercase, or capitalize
only the first character of the named entities. Table 1 lists examples of all trans-
formations used in this study. Transformations can be combined to extend the
training dataset. The final training data is concatenated from the original train-
ing and the augmented training sets (with one or multiple transformations).
Because these transformations preserve labels, the original label is assigned to
the augmented versions of the data. To create a large and diverse training set
that better represents the target domain with more inconsistencies of letter case,
we choose our augmentation by combining all of the transformations in Table 1.

Table 1. Examples of different transformations based on letter-case.

ID Label Level O O O B-LOC O

0 Original I live in Tokyo .

1 Lower-cased Sentence i live in tokyo .

2 Upper-cased Sentence I LIVE IN TOKYO .

3 Lower-cased Entity I live in tokyo .

4 Upper-cased Entity I live in TOKYO .

5 Capitalize first char Entity I live in Tokyo .

3 Experiment

3.1 Experiment Settings

For evaluation, following the CoNLL 2003 shared task [14], we use the classic
entity-level precision (P), recall (R), and F1-score metrics to compare the models.
Regarding the total performance, we use the micro average for all metrics. For
true-casing, we use the framework truecase1 inspired by the previous work [15].
1 https://pypi.org/project/truecase/.

https://pypi.org/project/truecase/
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3.2 Benchmark Datasets

We use the CoNLL 2003 dataset [14] for in-domain evaluation and the PLONER
dataset [16] for cross-domain evaluation.

3.2.1 CoNLL 2003
To explore the effect of letter case on NER performance in one domain, we use the
standard dataset CoNLL 2003 [14], which has been widely used for NER. Owing
to this popularity, we can compare our results with several previous studies that
also used this dataset. This corpus comprises 1393 news stories from Reuters
from August 1996 to August 1997. The CoNLL03 contains four types of entities:
PER (person), LOC (location), ORG (organization), and MISC (miscellaneous).

3.2.2 PLONER
Following a previous study [16], the PLONER dataset is used to evaluate cross-
domain generalization. The dataset contains texts from various sources and
domains, making it suitable for evaluating the robustness and generalizability
of NER models across different domains and text types. This is a combination
of CoNLL03 [17] (news domain), WNUT16 [18] (tweet domain), and OntoNotes
5.0 [19] (various domains). The PLONER dataset contains three types of entities:
PER (person), LOC (location), ORG (organization).

3.3 Experiment Scenarios for Letter-Case

To simulate a scenario where the model is trained on data containing named enti-
ties that are not capitalized, which could occur in text that has been automat-
ically transcribed or extracted from unstructured sources such as social media
posts or online articles, we compare different settings of data for the models. The
settings are as follows: Original (orig.): The sentence is the original CoNLL03
dataset without any modifications; Truecase (tc): The sentence is truecased using
the truecaser; LowerSent (loS): The sentence is converted to a lowercase sen-
tence; UpperSent (upS): The sentence is converted to an uppercase sentence;
LowerEnt (loE): The entities (such as person, location, and organization names)
in the data are converted to lowercase while the remainder of the sentence is
unchanged; UpperEnt (upE): The entities in the data are converted to upper-
case while the remainder of the sentence is unchanged; RandomSent (rS): Each
word in the sentence can change its letter case randomly with a probability of
0.5; and RandomEnt (rE): Entities in the sentence can change its letter case
randomly with a probability of 0.5.

4 Result

4.1 Effect of Letter Case for NER in One Domain

In this experiment, we focus on in-domain evaluation for the standard NER
dataset (CoNLL03) to explore the effect of casing on NER performance in one
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domain. In the first part, we explore the effect of different training and testing
scenarios on the normal NER (BERT-base-cased) model. We use the BERT-
base-cased model [8] because the BERT-base-uncased model will lowercase the
input data, thus we can’t access the effect of various letter-case scenarios on
NER performance. After that, we compare two versions of the BERT models,
the BERT-base-cased and BERT-base-uncased, and analyze the effect of different
test scenarios on these models.

Table 2. Performance (F1-scores) of different models on the CoNLL03 dataset under
different training and testing data scenarios. The rows represent the training data
scenarios, while columns represent the testing data scenarios. The last column shows
the average F1 score of the model for all testing scenarios. The results in bold are the
highest among the same version of test data.

(a) Performance (F1-scores) of BERT-base-cased model on the CoNLL03
dataset under different scenarios for the training and testing data.

Train Data
Test Data

AVG
orig. tc loS upS loE upE rS rE

orig. 90.43 80.07 24.61 42.11 24.30 55.25 27.07 40.58 48.05

tc 85.79 88.94 60.24 29.79 59.81 45.61 24.53 41.10 54.48

loS 54.16 55.53 85.15 32.76 83.26 46.65 20.83 47.56 53.24

upS 56.11 50.32 48.17 75.45 48.42 73.98 44.40 60.33 57.15

loE 4.09 10.70 78.94 0.07 85.80 0.10 11.00 25.34 27.01

upE 26.35 9.60 0.84 52.52 0.89 85.10 27.13 49.83 31.53

loS + upS [7] 90.47 86.52 86.73 79.02 85.34 83.98 44.51 73.45 78.75

Our AUG 90.42 87.15 87.21 79.97 86.88 87.35 48.54 78.36 80.73

(b) Performance (F1-scores) of BERT-base-cased and BERT-base-uncased on
the CoNLL03 dataset under different testing data scenarios.

Bert Model
Test Data

AVG
orig. tc loS upS loE upE rS rE

BERT-cased 90.43 80.07 24.61 42.11 24.3 55.25 27.07 40.58 48.05

BERT-uncased 89.81 89.81 89.81 89.81 89.81 89.81 89.81 89.81 89.81

Abbreviations: orig. = original, tc = truecase, loS = lowerSent, upS = upperSent,
loE = lowerEnt, upE = upperEnt, rS = randomSent, rE = randomEnt, AUG = Data
Augmentation.

4.1.1 NER Performance
The performance (F1-score) of BERT-base-cased model on CoNLL03 with
different scenarios for training and testing data is summarized in Table 2a. The
results demonstrate that the model’s performance varies significantly depend-
ing on the training and testing letter case. When the training and testing data
are the same, the model achieves the highest F1-score (90.43% for the original).
When the testing data is from different scenarios (lowercase sentences, uppercase
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Table 3. Average F1 scores of the BERT-base-cased model trained on the original
data and tested on different test scenarios of the PLONER dataset subdomains. The
last column shows the average F1 score of the model across all subdomains.

Test data CoNLL03 OnBC OnBN OnMZ OnNW OnWB WNUT16 AVG

Original 73.56 78.21 78.86 78.38 71.20 67.50 57.08 72.11

lowerSent 25.83 22.03 27.13 41.63 34.90 26.78 14.13 27.49

upperSent 23.61 14.03 14.46 12.96 1.84 0.60 12.91 11.49

Table 4. Performance (F1-score) of different BERT models on original test data on
the PLONER

Model CoNLL03 OnBC OnBN OnMZ OnNW OnWB WNUT16 AVG

BERT-cased 73.56 78.21 78.86 78.38 71.20 67.50 57.08 72.11

BERT-uncased 50.17 54.06 51.40 60.28 51. 56 46.08 39.89 50.78

BERT-cased+ AUG 72.74 76.32 77.43 80.41 71.29 70.99 56.50 72.24

sentences, lowercase entities, uppercase entities, random sentences, and random
entities), the model’s performance decreases significantly. It can be observed that
the highest F1 scores are achieved when the letter case settings of the training
and testing data are the same. Additionally, the table includes the results of two
different data augmentation methods: lowercase sentence (loS) + uppercase sen-
tence (upS) from previous work [7] and our proposed augmentation (AUG). We
observe that the data augmentation technique (AUG) has significantly improved
the performance of the model in most scenarios. Moreover, our proposed method
outperforms the loS + upS method from previous work in terms of the average
F1-score (80.73% vs. 78.75%) which indicates the effectiveness of entity-level
transformations. The average F1-score of the model trained on the augmented
data is the highest among all scenarios, indicating that data augmentation has
helped the model learn more generalizable patterns.

4.1.2 Comparison of the BERT-Cased and BERT-Uncased
In Table 2a, we use the BERT-base-cased model to analyze the effect of letter-
case information on NER performance. However, there are two versions of the
BERT models: BERT-base-cased and BERT-base-uncased. BERT-base-uncased
is the version that does not rely on letter-case information. Previous studies
have revealed that current NER models suffer significant performance losses (up
to 40% in terms of F1-score) when missing letter-case information [6,7]. Thus,
we can expect the NER performance of the BERT-base-uncased model to be
much worse than that of the BERT-base-cased model. The performance of the
BERT-base-cased model and the BERT-base-uncased model on the CoNLL03
dataset are compared in Table 2b. Contrary to our expectations and the result of
previous studies, with the original testing data, there is no significant reduction
in the performance of the BERT-base-uncased compared to that of the BERT-
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base-cased model. Moreover, the performance of the BERT-base-uncased model
appeared to be unaffected by the removal of letter-case information. The BERT-
base-uncased model outperforms the BERT-base-cased model in most scenar-
ios. This is surprising considering the previous study showing that letter-case
information is important for NER performance. It is possible that the BERT-
base-uncased model is able to capture semantic information that compensates
for the loss of letter-case information. These results further support the idea that
the BERT-base-uncased model is more robust than the BERT-base-cased model
when handling letter-case noise from input text at inference time.

4.2 Effect of Letter Case for NER Across Domains

Similar to the in-domain evaluation (see Sect. 4.1), the objective of this exper-
iment was to explore the effect of letter-case, but for cross-domain settings, on
the PLONER dataset.

4.2.1 NER Performance
The average F1 scores of the BERT-base-cased model on different test scenarios
(original, lowerSent, upperSent) are listed in Table 3. Overall, the performance
is highest for the original data, lower for the lower-cased data, and lowest for the
upper-case data. This evidence suggests that letter-case information is crucial
for cross-domain transfer. The significant drop in performance on the lowerSent
and upperSent scenarios highlights the model’s sensitivity to changes in letter
case. Moreover, it is much harder to train models on the original data to detect
uppercase entities than lower-case ones. This is consistent with the results of the
in-domain evaluation.

BERT-base-cased test on the original test data (see Table 5a): the diagonal
elements are the highest because the model has learned the specific patterns
and characteristics of the named entities in that particular subdomain during
training. In contrast, the off-diagonal elements represent the performance of
the model when tested on a subdomain that it was not specifically trained on.
This can be more challenging because named entities in different subdomains
may have different patterns and characteristics, making it more difficult for the
model to recognize them accurately. The highest F1-score is 90.50, which is
achieved when the model is trained on the CoNLL03 subdomain and tested on
the same subdomain; however, on average, training on OnBN provides the best
generalizability (76.80%). The lowest F1-score is 50.83% (tested on the WNUT16
subdomain), indicating that WNUT16 is extremely different (tweets) from other
subdomains (news). The average F1 score across all subdomains is 72.11.

BERT-base-cased test on original test data with data augmentation on train-
ing data (see Table 5b): similar to Table 5a, the diagonal elements are the high-
est. The results suggest that the BERT-base-cased model still performs relatively
well on the off-diagonal elements, indicating that it is able to generalize to some
extent across different subdomains of the PLONER dataset. When looking at
the improvement with data augmentation compared to the original training data
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Table 5. Performance (F1-score) of the original testing data on PLONER of the BERT-
base-cased model with and without data augmentation. The AVG row shows the aver-
age F1 score of the model tested on one subdomain. The AVG column shows the
average F1 score of the model trained on one subdomain and tested on all subdomains.
The bold value is the highest when testing the same test set (same column).

(a) BERT-base-cased without data augmentation.

train

test
CoNLL03 OnBC OnBN OnMZ OnNW OnWB WNUT16 AVG

CoNLL03 90.50 72.89 72.95 74.89 61.29 60.84 56.49 69.98

OnBC 71.68 87.51 83.72 80.33 72.66 72.32 51.82 74.29

OnBN 74.46 85.65 89.74 81.45 77.04 72.50 56.79 76.80

OnMZ 71.03 77.25 77.26 90.07 77.54 60.41 51.15 72.10

OnNW 69.63 79.63 80.29 82.40 84.87 70.05 52.67 74.22

OnWB 63.25 80.24 80.02 79.20 74.21 77.09 57.25 73.04

WNUT16 74.34 64.28 68.03 60.34 50.83 59.29 73.39 64.36

AVG 73.56 78.21 78.86 78.38 71.20 67.50 57.08 72.11

(b) BERT-base-cased with data augmentation.

train

test
CoNLL03 OnBC OnBN OnMZ OnNW OnWB WNUT16 AVG

CoNLL03 93.82 69.71 71.83 73.92 58.12 62.3 57.37 69.58

OnBC 68.79 88.6 82.15 82.6 77.13 73.58 50.58 74.78

OnBN 74.21 81.94 90.73 83.21 76.66 74.69 55.75 76.74

OnMZ 68.82 71.58 75.26 90.95 77.89 68.32 49.81 71.80

OnNW 62.29 75.05 77.28 82.03 87.78 72.35 47.84 72.09

OnWB 63.15 77.61 79.34 80.4 73.72 82.49 57.92 73.52

WNUT16 78.09 69.74 65.41 69.78 47.74 63.17 76.24 67.17

AVG 72.74 76.32 77.43 80.41 71.29 70.99 56.50 72.24

(c) Improvement of augmented training data over the original training data.

train

test
CoNLL03 OnBC OnBN OnMZ OnNW OnWB WNUT16 AVG

CoNLL03 3.32 -3.18 -1.12 -0.97 -3.17 1.46 0.88 -0.40

OnBC -2.89 1.09 -1.57 2.27 4.47 1.26 -1.24 0.48

OnBN -0.25 -3.71 1.00 1.76 -0.38 2.19 -1.04 -0.06

OnMZ -2.21 -5.67 -2.00 0.88 0.35 7.91 -1.34 -0.30

OnNW -7.34 -4.58 -3.01 -0.37 3.91 2.30 -4.83 -1.99

OnWB -0.10 -2.63 -0.68 1.20 -0.49 5.40 0.67 0.48

WNUT16 3.75 5.46 -2.62 9.44 -3.09 3.88 2.85 2.81

AVG -0.82 -1.89 1.43 2.03 0.23 3.49 -0.58 0.15
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(see Table 5c), the results indicate that data augmentation improves the perfor-
mance of the model on most of the target datasets, with an average improvement
of 0.15%. The largest improvements are observed for training on the WNUT16
(2.81%), OnWB (0.48%), and OnBC datasets (0.48%). However, there are some
target datasets where the performance decreases after data augmentation, such
as the OnBC (−1.89%), CoNLL03 (−0.82%), and WNUT16 datasets (−0.58%).

4.2.2 Comparison of BERT-Cased and BERT-Uncased for Cross-
Domain NER
Similar to Sect. 4.1.2, we intend to compare the BERT-base-cased (see Table 5a)
and BERT-base-uncased models across domains using the PLONER dataset as
described in Sect. 3.2. Table 4 compares the NER performance obtained from the
two BERT models and BERT-base-cased with augmentation in the PLONER
test set. The performance of the BERT-base-cased model outperforms that of the
BERT-base-uncased model in all sub-domains of the PLONER dataset. These
results suggest that the cased model is better for transferring entity information
across domains and that letter-case information is crucial for cross-domain trans-
fer. Our augmentation (BERT-cased +AUG) slightly outperforms BERT-cased
model for average results indicating the effectiveness of the data augmentation
for cross-domain transfer.

5 Conclusion

This study investigated how changing the name regularity of entities improves
domain adaptation for NER. Overall, letter cases significantly affect the perfor-
mance of NER models in both in- and cross-domain transfers. The best perfor-
mance was achieved when the letter case of the testing data was similar to that of
the training data. The experimental results indicate the robustness of the BERT-
base-uncased over the BERT-base-cased model when handling noisy text data. In
contrast, the BERT-base-cased model is more effective when transferring NER
output across domains. For well-written text such as Wikipedia or news, let-
ter case information gives the case sensitive model (BERT-cased) an advantage
for pure performance. However, the case-insensitive model (BERT-uncased) can
explore other linguistic features in addition to letter case, which makes it more
robust to inconsistencies in capitalization that may occur in noisy text data. If
the case sensitive model is required in the application, our proposed augmen-
tation technique improves the robustness of the BERT-cased model against the
capitalization errors commonly observed in user-generated text. These findings
may lead to better domain adaptation for NER by changing the style of the
source domain to match the target domain.
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