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Preface 

Topics in Modal Analysis and Parameter Identification represents one of ten volumes of technical papers presented at the 
41st IMAC, a Conference and Exposition on Structural Dynamics, organized by the Society for Experimental Mechanics, 
held February 13–16, 2023. The full proceedings also include volumes on Nonlinear Structures and Systems; Dynamics 
of Civil Structures; Model Validation and Uncertainty Quantification; Dynamic Substructures; Special Topics in Structural 
Dynamics and Experimental Techniques; Computer Vision and Laser Vibrometry; Dynamic Environments Testing; Sensors 
and Instrumentation and Aircraft/Aerospace Testing Techniques; and Data Science in Engineering. 

Each collection presents early findings from experimental and computational investigations on an important area within 
structural dynamics. Topics in Modal Analysis and Parameter Identification represents papers on enabling technologies for 
dynamic systems and applications of modal analysis in specific application areas. 

The organizers would like to thank the authors, presenters, session organizers, and session chairs for their participation in 
this track. 

Lexington, MA, USA Brandon J. Dilworth 
San Diego, CA, USA Timothy Marinone 
Cincinnati, OH, USA Michael Mains
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Chapter 1 
Automated Operational Modal Analysis on a Full-Scale Wind 
Turbine Tower 

Jens Kristian Mikkelsen, Esben Orlowitz, and Peter Møller Juhl 

Abstract This chapter is concerned with the automated extraction of modal parameters (frequency and damping estimates) 
from accelerometer data measured on a full-scale wind turbine tower without its nacelle and blades installed. The proposed 
algorithm is based on an existing Operational Modal Analysis research software employing the Stochastic Subspace 
Identification algorithm for manual selection and extraction of modal parameters. The automatization of the algorithm is 
discussed in terms of the choices made and their consequences with respect to sensitivity and robustness. The algorithm is 
finally tested on a large experimental dataset consisting of 10 days of signals sampled at 25 Hz from two accelerometers 
mounted at the top of the tower in orthogonal directions. The automated algorithm is successful in time tracking the 
development of the first two modes with respect to frequency and damping despite the challenge posed by the fact that 
due to the high degree of symmetry in the setup the frequencies of the two modes are very similar. 

Keywords Operational Modal Analysis · Modal parameter estimation · Automated method · Tracking of modes · Large 
structures 

1.1 Introduction 

In an experimental modal analysis, also including Operational Modal Analysis (OMA), a frequently used step for the Modal 
Parameter Estimation (MPE) is the utilization of the so-called stabilization diagram or consistency diagram. The stabilization 
diagram is a user-interactive tool used to sort out real/physical modes of the structure under test from the unavoidable 
computational/noise modes that will be present in most MPE methods (e.g., Stochastic Subspace Identification (SSI)). The 
basic idea of the stabilization diagram is to track mode estimates as a function of model order allowed in the MPE method. 
The modes of a real physical system will be unaffected by the model order, and they are stable. Computational/noise modes, 
however, will change as the model order changes, and they will be unstable. Via the stabilization diagram, an experienced user 
manually selects an estimate of the modes being observable to him/her, and hence this is a subjective decision which depends 
on the users experience and training. In addition, it is a time-consuming process which is too cumbersome for tracking modal 
parameters of a structure over long periods of time. Tracking the modal parameters of a structure over time could be relevant 
for several reasons like model validation, structural health monitoring, etc. Therefore, an automation of the MPE avoiding 
the manual step of inspecting the stabilization diagram is desirable. The aim of this chapter is to track the modal parameters 
of the two first-order bending modes of a wind turbine tower over a time period of 10 days. To accomplish this, a method 
for automatic OMA is proposed that removes the need for a user-interactive stabilization diagram. The method is as such 
independent of the MPE method employed as long as results for a stabilization diagram are produced. For the present work, 
the Stochastic Subspace Identification (SSI) method has been chosen [1] as implemented in Ref. [2]. The proposed method 
is finally tested on 10 days experimental data set from a full-scale wind turbine tower. 

J. K. Mikkelsen · P. M. Juhl (�) 
The Faculty of Engineering, University of Southern Denmark, Odense, Denmark 
e-mail: pmjuhl@sdu.dk; pmjuhl@sdu.dk 
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1.2 Background 

1.2.1 The Tower and Acceleration Data 

During the erection of a wind turbine prototype in Denmark,1 the . 116m tower (without nacelle and rotor) was standing alone 
for 10 days. A sketch of the tower dimensions is presented in Fig. 1.1a. In this period, two accelerometers were mounted 
orthogonally at the top of the tower and measured the acceleration at a sampling frequency of 25 Hz. Figure 1.1b shows  the  
root mean square (RMS) values of the acceleration in the two directions in 30 minutes averages. The data are presented in 
its raw format in Ref. [3]. 

1.2.2 COMSOL Model Tower 

Before developing the automation algorithm, a simplified version of the wind turbine tower was set up in COMSOL 
Multiphysics 5.6 to obtain simulated values for the expected eigenfrequencies of the two first-order bending modes. The 
simplified model is based on a technical drawing and is illustrated in Fig. 1.1a. The tower is fixed at the base and free at the 
top, mimicking a cantilever problem. An eigenfrequency study of the tower was computed [4] and the eigenfrequencies of 
the two first-order bending modes, . f1, in both directions were found as .f1,x = f1,y = 0.57123Hz [5]. These two orthogonal 
modes are identical in frequency in this simulation since the tower has axial symmetry. In practice, there are imperfections 
in the tower and other effects leading to a separation of the eigenfrequencies of the modes. The shapes of the two bending 
modes are identical but in orthogonal direction. Because of this symmetry in the COMSOL model, it is expected that the two 
bending modes found in the data will be closely spaced in the frequency domain. 

Fig. 1.1 (a) Illustrated overview of the wind turbine tower showing the longitudinal sections. (b) Averaged RMS acceleration data in both x- and 
y-direction. Each point shows the RMS average of the succeeding 30 minutes

1 Danish National Test Center Østerild https://wind.dtu.dk/Facilities/oesterild. 

https://wind.dtu.dk/Facilities/oesterild
https://wind.dtu.dk/Facilities/oesterild
https://wind.dtu.dk/Facilities/oesterild
https://wind.dtu.dk/Facilities/oesterild
https://wind.dtu.dk/Facilities/oesterild
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1.2.3 Manual OMA algorithm 

The input to the SSI algorithm employed [2] is a block of continuously sampled data from two accelerometers placed in 
the top of the tower in perpendicular directions. This allows for the identification of the two first-order modes of the tower 
only. Furthermore, the SSI algorithm requires user-set parameters such as the number of time lags and the maximum allowed 
model order, see, e.g., Ref. [6]. The SSI algorithm can result in a stabilization diagram. The stabilization diagram shows a 
graphical representation of the estimated modes by indicating the stable or unstable poles as a function of modal frequency 
and model order. Figure 1.2 shows a stabilization diagram of 30 minutes worth of data started at 40 hours into the time series. 
The range of the stabilization diagram has been truncated between .0.55 Hz and .0.65 Hz to better visualize the two closely 
spaced modes. In an earlier work [3], some damping estimates were found based on manually picked stable poles around 
the two first-order modes. One of the primary issues in picking poles manually is the consistency from the user as well as the 
time consumption. The supplied data set is about 240 hours long, and picking a data block length of 30 minutes for analysis 
purposes effectively results in 480 different frequency stabilization diagrams to manually sort and store. The two frequencies 
that can be extracted from the green stable poles in the stabilization diagram are .f2 = 0.59614Hz and .f1 = 0.59519Hz, 
which are quite close to the eigenfrequencies found in COMSOL. Furthermore, the two modes are very closely spaced as 
seen in Fig. 1.2, where the difference in the two chosen frequencies is 

.Δfmodes = 0.00095Hz. (1.1) 

Thus, the frequency resolution needs to be finer than this resolution for the algorithm to properly discern the two modes. 
One of the main purposes of this work is to automate this process, so a person does not have to manually interact with 

the graphical interface of the stabilization diagram 480 times, as mentioned. Instead of picking the poles manually and 
subjectively by the visual aid of the stabilization diagram, this work aims at automating the procedure by utilizing the Modal 
Assurance Criterion (MAC) to pick the optimal pole and mode shape for each 30-minute interval of data. The MAC is 
used to quantitatively compare modal vectors of mode shapes. It essentially compares the likeliness between modal vectors 
by calculating the normalized dot product of two complex modal vectors [7]. The MAC value evaluates between 0 and 
1 wherein an indication of likeliness between modal vectors is given with 0 being a low likeliness and 1 being a high 
likeliness. 

Fig. 1.2 Stabilization diagram of 30 minutes of data starting 40 hours into the acceleration data. The underlying blue line is a Power Spectral 
Density (PSD) estimate to visually identify the physical poles, the green points are the stable poles, the red points are all unstable poles, the blue 
point is a stable frequency, and the pink points are stable frequency and damping estimate
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1.3 Analysis 

1.3.1 Development of the Automated OMA 

As mentioned by the input for the SSI algorithm, the Automated OMA (AOMA) algorithm uses similar inputs but a few 
additions for automation, herein an optional frequency range where in which the first mode is expected to be found and lastly 
an Auto MAC (AMAC) threshold for finding the most consistent model order. The output parameters of the method are two 
poles and two modal vectors for the first two modes, respectively. This algorithm is shown in the flowchart in Fig. 1.3. The  
flowchart shows when certain inputs are used throughout the algorithm and what processes are performed. 

1.3.2 Algorithm Review and Choice of Thresholds 

The list of poles and mode shapes from the SSI algorithm is extracted, circumventing the stabilization diagram graphical 
user interface, while the model order for each pole and the corresponding mode shapes are kept for later use. The complete 
list of poles is then converted to vectors of natural frequencies. 

Next, the two modes need to be isolated in a histogram. Since the first modes are already expected inside the frequency 
range of .0.55 − 0.6 Hz, a full histogram will not be created, only a truncated version. The width of histogram bins is 
determined by the frequency resolution which needs to be better than the difference between the two modes shown in 
Eq. (1.1) and is based on the frequency resolution which is dependent on the length of the signal as 

.Δfres = 1

T30minutes
= 0.00056Hz. (1.2) 

The first modes of the wind turbine tower will most often occur around .0.59 Hz in practice [3], so the algorithm will pick the 
two maximum bins inside this area. This is seen in Fig. 1.4. As in the flowchart, if the difference between the two bin counts 

Fig. 1.3 Flowchart of the developed automation algorithm that illustrates picking a set of poles and modal vectors for a 30-minute long time series
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Fig. 1.4 Histogram of the frequencies inside the area of interest. Time series start point is 40 hours into the data and the time series length is 30 
minutes 

Fig. 1.5 Model order of each extracted natural frequency of the two closely spaced modes. Here, the time instance of 40 hours into the signal is 
still used 

is larger than 50 in the case of this algorithm, the current time series is skipped as two modes cannot be discerned inside the 
frequency resolution. If two suspected physical modes can be discerned, the two bins of natural frequencies are isolated. 

Optimally, there will now be two bins from the histogram, each with 100 natural frequencies of similar values because of 
the maximum chosen model order of 100, but in practice because of noise and frequency resolution there will be fewer poles 
left. The optimal two poles and two modal vectors have to be chosen, a set from the bin with the lowest frequency and a set 
from the bin with the highest frequency. Each model order corresponding to a pole is plotted against the natural frequency to 
visualize the two closely spaced modes in frequency. This is shown in Fig. 1.5. 

To find the optimal pole and modal vector, an AMAC calculation is performed. In Fig. 1.5, each model order indicates 
a different pole and modal vector, and ideally all the blue points are the same mode shape and all the orange points are the 
same mode shape. Figure 1.6a shows each modal vector of the blue points in Fig. 1.5 compared to each other in the AMAC. 
This results in a contour plot where the color bar indicates the MAC value of each modal vector compared with the other 
modal vectors. The diagonal is unity since this is when a modal vector is compared to itself. To find the optimal modal 
vector—which determines the choice of the set of extracted poles and modal vectors—an acceptance threshold for the MAC 
value must be set where the number of model order’s corresponding modal vectors in Fig. 1.6a that fulfill the threshold is 
summed for each model order. The acceptance threshold is set at 

.MACthreshold ≥ 0.9. (1.3) 

The model order with the most modal vectors that comply with the acceptance threshold is the most consistent model order 
and determines the set which is picked by the algorithm. The consistency plot of the model orders in Fig. 1.6a is shown  in  
Fig. 1.6b. For this particular example, the most consistent model order is found to be 26, which is consistent with 24 other 
modes at the threshold set in Eq. (1.3).
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Fig. 1.6 (a) Contour plot where each modal vector from the blue points in Fig. 1.5 is compared to itself and all other modal vectors. The contour 
indicates the value of each MAC calculation of one model order’s corresponding modal vector with the next. The diagonal is thus unity as expected. 
(b) Plot of consistent model orders. The MAC value threshold is set at . 0.9, the value where a model order is accepted. For each model order, the 
number of accepted MAC checks between the modal vectors above the threshold is summed. The figure shows how consistently the model orders 
adhere to the MAC threshold. Here, the time series of 40 hours into the signal is still used 

The MAC contour plot and the consistency check are to be performed for the orange points in Fig. 1.5 as well to get the 
second set of poles and modal vectors. Thus, the algorithm can continue to the next time increment where all the routines 
start over to pick the optimal poles and mode shapes. 

1.3.3 Test of Thresholds 

The developed algorithm has several criteria and thresholds throughout that discards or includes certain data based on the 
specific case of the wind turbine tower and the chosen OMA method. These choices are fitted to this case and should be 
refitted to other use cases where different frequency ranges, frequency resolutions, or MAC thresholds could be optimal 
instead. The most important of these choices and their effect on the algorithm will now be discussed. 

In the case of this wind turbine tower, a threshold for the histogram of all extracted frequencies is chosen as to only include 
frequencies inside the area of .0.55Hz to . 0.6Hz as this is where the first modes are expected to be found in this specific data 
set. This can be changed based on other use cases. 

The frequency resolution is proportional to the reciprocal of the time series data length and is fixed in this case as the 
data length is constantly 30 minutes long. If the frequency resolution is worse than the difference in Eq. (1.1), the two 
modes cannot be separated which can lead to faulty damping estimates. However, the time series data length cannot be too 
long either since the SSI method assumes time-invariant data, and over longer time spans the recorded signal can become 
time dependent, a periodicity also observed in Fig. 1.1b. Thus, choosing between time dependency in the signal or greater 
frequency resolution is a fine balance. 

In Fig. 1.4, two closely spaced modes in frequency were observed. If a large difference between the two most prominent 
bins is observed, the algorithm concludes that it cannot identify two excited modes and thus skips the time series. Several 
factors can result in the algorithm not being able to identify two excited modes: the first factor is the frequency resolution 
since a better resolution can discern bins better and a second reason can be MATLAB’s histogram function that decides 
where the lines between histogram bins are drawn. Essentially, the algorithm cannot directly determine if a mode is excited 
in the data, but it can determine if two modes are insufficiently consistently present. The result of not being able the discern 
between the two modes can finally result in a wrong estimation of the damping if some frequencies are placed incorrectly in 
the histogram bins. The choice of a bin count difference of 50 being the threshold is based on the amount of extracted poles 
as well as the model order since a physical pole would ideally have 100 poles inside the bin if the maximum model order is 
chosen to be 100 as well. If the time series is shorter or the model order lower, one would have to change this bin difference 
threshold. 

The AMAC acceptance threshold for picking the modal vector most frequently like the other modal vectors is set at the 
threshold value in Eq. (1.3) but can be changed based on the specific use case. In Ref. [5], the value was not picked at 
random, and a sweep of values were analyzed to showcase the optimal value by changing the MAC threshold value from . 0.5
to 1. It was concluded that choosing a looser threshold value in the MAC essentially allows for the modal vectors to differ 
more from each other and that choosing a stricter threshold allows little change in the modal vectors.
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Fig. 1.7 Extracted natural frequencies of the first two modes as a function of time indicated by date. Each point indicates a 30-minute time series. 
Each vertical date line indicates midnight 

Fig. 1.8 CMAC values of modal vectors compared to succeeding modal vectors for the low frequency mode (blue dots), their median value 
(orange dashed line), CMAC values of modal vectors compared to succeeding modal vectors for the high frequency mode (orange dots), and lastly, 
their median value (purple dashed line) 

1.4 Results of the Algorithm 

The acceleration data seen in Fig. 1.1b in its raw format are used in the AOMA algorithm with the purpose of monitoring 
the change in the natural frequencies of the two closely spaced modes over time. The natural frequencies extracted for each 
30 minutes of data over the 10 days of total data are shown as a function of time in Fig. 1.7. Here, a slight periodicity 
with respect to the time of day is observed, essentially showing an increase in the natural frequencies during midday and a 
decrease during the night. This is analyzed further in Ref. [5] but is not further relevant for this chapter. 

One of the main challenges for this method is to circumvent the risk of two closely spaced modes overlapping in frequency 
or swapping places, so identification of individual modes becomes difficult. To potentially identify this, a Cross MAC 
(CMAC) check between the modal vector of the extracted mode shape from the current time instance is compared to the 
modal vector of the extracted mode shape from the succeeding time instance. This is performed for both modes and is 
plotted in Fig. 1.8 as a function of time with dates indicating time on the horizontal axis. The median value of the CMAC 
values is plotted as two overlaying lines on the plot indicating a strong congruence between the modal vectors over time, 
meaning a potential swap in mode shapes is unlikely, but still inconclusive. 

1.5 Conclusion 

The main purpose of the chapter was to develop an automation of the modal parameter estimation by operational modal 
analysis of a wind turbine tower. The automation is needed to avoid the time-consuming and subjective manual picking 
of modes from a stabilization diagram. Thus, the developed algorithm overall extracts two sets of poles and mode shapes 
for each time series serving as input to the program. The length of the time series and the sampling frequency can be 
altered by the user. The main use of the algorithm is monitoring of closely spaced modes over a lengthy period of time.
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Thus, the use of the algorithm extends beyond an individual 30-minute measurement period. The primary way the algorithm 
has been developed is by analyzing the closely spaced natural frequencies as well as the similarity between modal vectors to 
determine the validity of two closely spaced modes being two different mode shapes. As a result of developing the algorithm, 
the measured acceleration data has been further analyzed after extraction, and the natural frequencies were plotted against 
the recorded time of day. 

The change in the mode shapes has also been monitored over time where a cross-modal assurance criterion check has 
been performed between two modes with 30-minute increments between them with the purpose of checking if the modes 
swap at any instances in time. This analysis was deemed inconclusive, but the median of the cross-modal assurance criterion 
values indicate good conformity between the extracted mode shapes over time. 
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Chapter 2 
Combining Nontraditional Response Variables with Acceleration 
Data for Experimental Modal Analysis 

P. M. Vinze, R. J. Allemang, A. W. Phillips, and R. N. Coppolino 

Abstract Accelerometer data is the most commonly used data for experimental modal analysis of structures. Together with 
measuring applied force, it provides the basis for FRF estimation and subsequent modal parameter estimation and validation. 
As discussed in the paper by Dr. Coppolino (Experimental modal analysis using non-traditional response variables. In: IMAC 
Proceedings, 2021), there are situations where test analysis cross orthogonality is difficult to determine on inaccessible key 
regions of a test article. In that chapter, it is contended that it is in theory possible to augment data from accelerometers 
with data from other sensor sources at these key regions that have a proportionality to acceleration or displacement. This is 
important as strain and pressure have been shown to be useful measurements for modal analysis (Zienkiewicz et al., The 
finite element method: its basis and fundamentals, 6th edn. Butterworth-Heinemann, Oxford, p 563–584, 2005; Kranjc 
et al., J Sound Vib 332:6968, 2013; Kranjc et al., J Vib Control 22(2):371–381, 2016; Dos Santos et al., Strain-based 
experimental modal analysis: new concepts and practical aspects. In: Proceedings of ISMA. IEEE, Piscataway, p 2263– 
2277, 2016; Dos Santos et al., An overview of experimental strain-based modal analysis methods. In: Proceedings of the 
international conference on noise and vibration engineering (ISMA), Leuven, p 2453–2468, 2014). But they have not been 
used in augmentation with acceleration. Two specific examples discussed are fluid pressure and strain. Experimentally, 
this presents several problems. For example, in the most simple structures it is expected to have maximum acceleration at 
locations of 0 strain and vice versa. This makes it difficult to relate the modal information contained in acceleration variable 
to the strain variable at the location of maximum acceleration. Given that the FRF information will have to be uniform 
in units, this is another cause of concern when combining pressure, strain, and acceleration. Use of strain, pressure, and 
acceleration data all together for modal analysis purposes would reduce the need to place accelerometers in locations that 
are difficult to access. This chapter aims to present experimental results of strain and pressure FRF-based modal analysis on 
a rectangular steel plate and attempts to propose ways to combine these variables in the modal parameter estimation process. 

Keywords Experimental modal analysis · Strain · Pressure · Augmentation · Non traditional variables 

2.1 Introduction 

In this research, two experiments were conducted on a rectangular steel place. The first experiment was an impact 
test with accelerometer and strain gauges as response measurements. The second experiment was another impact test 
with accelerometer, strain gauges, and microphones as the response measurements. Different ways of augmenting partial 
accelerometer data/results from partial accelerometer data were tried and MAC [2] values with full experimental data 
were checked. FRF synthesis from the modal vectors of the augmented data was also done and compared with measured 
acceleration FRF. Strain and pressure have been shown to be useful measurements for modal analysis [3–6] and [7]. But they 
have not been used in augmentation with acceleration. The aim of the MAC values and FRF synthesis comparisons was to 
show that augmenting accelerometer, pressure and strain data can give results that are close to results from accelerometer 
data. 
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In the paper by Coppolino [1], the case that was considered was that of a rod that is modeled as a MDOF mass spring 
system. One of the major changes from that model to a system like a rectangular steel plate is that the strain (for all the modes 
in the frequency range of interest) is no longer due to extension and compression but due to bending. Another difference that 
is important to point out is that strain cannot be modeled as the ratio of difference of displacement at two neighboring points 
of response measurements and the length. The reason this does not work is that the plate is a continuous system, and the 
experimental strain measured will be the local measurement at the given point. In this way if measurements are made on n 
points, there will be n strain measurements, whereas in the theoretical model there will be n − 1 strains. These two factors are 
a big deviation from the model discussed in the referred paper but the general idea that measurements like strained pressure 
should give similar modal results is what served as motivation to attempt this work 

2.2 Experimental Setup 

The rectangular plate is rested on four rubber ball supports 6–8 inches inside of the four corners that approximate a free-free 
condition. The setup for the second experiment is shown in Fig. 2.1. For the first experiment, the setup was without the 
microphones and microphone stands. The strain gauges are placed next to the accelerometers and aluminum cubes were 
placed very close to provide a surface for X direction (along the long edge) impact (along the long edge on the plate). 
Figure 2.2 shows an image of the sensor placement. The numbers and circles etched on the plate are 160 equally spaced 
impact locations, a subset (40) of which have been used. 

Fig. 2.1 Test setup 

Fig. 2.2 Sensors on a plate
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2.3 Analysis 

A subset of the data gathered was used to get modal parameters. The idea was to work with several combinations of subsets 
to simulate a situation where different combinations of sensors on the structure could be worked with. This sieving of the 
full 9 × 40 FRF matrix was done in two ways: 

1. Sieving by references only. This could be done before modal parameter estimation to create a new 3 × 40 FRF matrix 
that would contain one or two accelerometer reference points and the remaining reference points could be taken from the 
strain or pressure data for that reference points. When including pressure, it was important to scale the pressure in some 
way to a similar level of strain and acceleration. 

2. Sieving by response as well as references. This means a subset of response points were chosen for acceleration references 
and another subset of response points for strain and in one case another subset of response points for pressure references. 
The choices are always made such that none of the 3 references or 40 response locations are completely missed out. 
Also some (3–5) response points are kept in common for all 3 reference locations. A composite modal vector is created 
by scaling the strain and pressure modal vectors based on the common response locations on the modal vectors and 
combining the scaled response at the locations that are not common between all three sensors. 

These two methods were followed in different combination of selections and checked with a full set of accelerometer 
FRF-based results. 

2.4 Sieving by References Only 

The MACs were evaluated for strain and acoustic pressure-based modal vectors against the accelerometer-based modal 
vectors. The two MACs are shown in Figs. 2.3 and 2.4. This confirmed that pressure and strain data had the same 
modal information as acceleration data. Table 2.1 shows the modal frequencies and damping results for strain gauge and 
accelerometer-based modal analysis results and the percent difference between them. As can be seen the results agree expect 
for one damping result. 

Fig. 2.3 Accelerometer-based versus strain-based modal vectors MACs
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Fig. 2.4 Accelerometer-based versus microphone-based modal vectors MACs 

Table 2.1 Accelerometer-based versus strain-based modal frequencies and damping results 

S.No. Strain frequency (Hz) Strain damping (%) Accelerometer frequency (Hz) 
Accelerometer 
damping (%) % diff frequency % diff damping 

1 40.2441 0.2488 40.255 0.2563 0.027077382 2.926258291 
2 −40.2441 0.2488 −40.255 0.2563 0.027077382 2.926258291 
3 43.0117 0.1258 43.0198 0.1401 0.018828539 10.206995 
4 −43.0117 0.1258 −43.0198 0.1401 0.018828539 10.206995 
5 92.931 0.0983 92.931 0.098 0 0.306122449 
6 −92.931 0.0983 −92.931 0.098 0 0.306122449 
7 103.679 0.029 103.6783 0.0284 0.000675165 2.112676056 
8 −103.679 0.029 −103.6783 0.0284 0.000675165 2.112676056 
9 115.5573 0.0274 115.5576 0.0275 0.000259611 0.363636364 
10 −115.5573 0.0274 −115.5576 0.0275 0.000259611 0.363636364 
11 138.3034 0.0331 138.2977 0.031 0.004121544 6.774193548 
12 −138.3034 0.0331 −138.2977 0.031 0.004121544 6.774193548 
13 172.9429 0.0206 172.9427 0.0199 0.000115645 3.51758794 
14 −172.9429 0.0206 −172.9427 0.0199 0.000115645 3.51758794 
15 200.731 0.0143 200.7539 0.0114 0.011407001 25.43859649 
16 −200.731 0.0143 −200.7539 0.0114 0.011407001 25.43859649 
17 244.1445 0.0264 244.1497 0.0246 0.002129841 7.317073171 
18 −244.1445 0.0264 −244.1497 0.0246 0.002129841 7.317073171 
19 277.0993 0.0257 277.0931 0.0265 0.002237515 3.018867925 
20 −277.0933 0.0257 −277.0931 0.0265 7.21779E-05 3.018867925 
21 297.2717 0.0353 297.2719 0.0351 6.72785E-05 0.56980057 
22 −297.2717 0.0353 −297.2719 0.0351 6.72785E-05 0.56980057 
23 300.9256 0.0148 300.9265 0.016 0.000299076 7.5 
24 −300.9256 0.0148 −300.9265 0.016 0.000299076 7.5 
25 308.9535 0.0356 308.9542 0.0351 0.000226571 1.424501425 
26 −308.9535 0.0356 −308.9542 0.0351 0.000226571 1.424501425 
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Fig. 2.5 MAC between 2 accelerometer and 1 strain versus 3 accelerometer 

2.5 Accelerometers and One Strain Gauge 

Modal vectors for data with two acceleration and one strain reference were compared with three acceleration modal vectors. 
The MAC comes out completely diagonal indicating that the modes are similar. MAC is shown in Fig. 2.5. 

2.6 Accelerometer and Two Strain Gauges 

Modal vectors for data with one acceleration and two strain references were compared with three acceleration modal vectors. 
The MAC comes out completely diagonal indicating that the modes are similar. MAC is shown in Figs. 2.6 and 2.7 for the 
two different acceleration references. 

Another comparison that was done was to compare the density of pole estimates. There were differences in the density 
of the scatter plots, but it was different for different modes. There was not one set of data that gave better clusters of 
damping ratio values for all modes. This suggested that there was not any improvement in damping results from replacing 
accelerometers with strain gauges at some measurement locations. 

2.7 Accelerometer and Microphones 

To combine accelerometer data with microphone data, it was important to consider the fact that there was a large difference 
in their magnitudes. The microphone data was observed to be around 6 orders of magnitude larger. An equation was set up 
such that modified pressure FRF data was expressed as 

. Hpm = R3 ∗ Hp + R2/ω2 + R1 

where Hpm is the modified pressure data, Hp is measured pressure FRF, and R1, R2 and R3 are the terms determined in the 
least square sense by comparing Hpm to the displacement FRF on the same location. The average of all R3 values for all 
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Fig. 2.6 MAC between 1 accelerometer (location14) and 2 strain versus 3 accelerometer 

Fig. 2.7 MAC between 1 accelerometer (location99) and 2 strain versus 3 accelerometer 

FRFs is calculated and used as the multiplier. The combining of pressure and displacement FRFs is only possible with the 
modified pressure because of the significant difference of scale of pressure and displacement data. Figures 2.8 and 2.9 show 
that the modal vectors obtained from combining pressure with acceleration measurements result in diagonal MAC values. 
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Fig. 2.8 MAC for 2 accelerometer 1 pressure modes versus 3 accelerometer modes 

Fig. 2.9 MAC for 1 accelerometer 2 pressure modes versus 3 accelerometer modes 
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2.8 Sieving by References and Responses 

2.8.1 Acceleration and Strain 

Two different modal parameter estimation processes were carried out on two different sets of sieved FRF data. Seventeen 
response locations with 3 acceleration references were selected and modal vectors were extracted for first 13 modes. Twenty-
eight response locations with 3 strain references were selected and modal vectors were extracted for first 13 modes. The 28 
locations selected were such that there were exactly 5 locations in common with the 13 points selected for accelerometer 
data. Three out of these 5 locations on the two modal vectors (strain based and accelerometer based) were used to scale 
the strain modal vector upto the accelerometer modal vector. This was done by taking the point-by-point ratio of each of 
the 3 locations for the 13 modal vectors and averaging this value across the 3 ratio values. This yielded one multiplier for 
each strain based modal vector. Except for the 2 entries (corresponding to the 5th mode) in column 2, the ratio values are 
consistent across the three columns. 

The MAC between the composite vectors and modal vectors found from 40 × 3 accelerometer data also comes diagonal 
showing that the sets of vectors match. The crossMAC is shown in Fig. 2.10. Residuals were calculated for these modal 
vectors based on the Modal A values obtained from X-Modal and synthesized displacement FRFs were compared to 
measured FRFs. Some example comparisons are shown in Fig. 2.11 in magnitude and phase format. It can be seen that 
the FRFs compare well. Another variation tried was when doing the acceleration MPE, and one of the references were 
removed. The FRF data for this reference was then synthesized from the composite modal vector. The results obtained were 
also consistent with the measured acceleration FRF of the selected reference. 

2.8.2 Acceleration, Strain, and Pressure 

Three different modal parameter estimation processes were carried out on three different sets of sieved FRF data. Seventeen 
responses with 3 acceleration references, 17 responses with 3 strain references, and 16 responses with 3 pressure references 
were taken such that 5 of the response locations were common. The acceleration response from these locations was used 
to scale the other two modal vectors to the acceleration modal vector magnitude. Similar to the data in Table 2.1, a ratio 
was evaluated between the common location modal vectors elements strain and acceleration and pressure and acceleration. 
The ratios were found to be generally consistent across 5 locations. This ratio was averaged and used to scale the strain and 
pressure-based modal vectors. A composite modal vector was then assembled using the three partial modal vectors. MAC 
was evaluated for the composite modal vector versus a full accelerometer-based modal vector. This MAC is shown in Fig. 
2.12. Synthesized FRFs from these composite modal vectors were compared with measured FRFS and were observed to 
compare well as shown in Fig. 2.13. Synthesis of an absent reference has not been tried in this combined method yet. 

Fig. 2.10 MAC composite 
(acceleration and strain) modal 
vector versus normal modal 
vector 
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Fig. 2.11 Experimental (solid orange) versus synthesized (dotted blue) FRFs from composite vector (acceleration and strain) 

2.9 Conclusion 

Substituting acceleration reference with strain yielded close modal vector results as well as modal frequencies and damping. 
The difference in modal frequencies and damping is close to what is shown in Table 2.1 in all cases. There is variation in 
terms of how much of a scatter is observed in the damping estimates. But no consistent improvement due to adding strain data 
was observed across all modes. Substituting acceleration reference with acoustic pressure was not as simple. The pressure 
data had to be modified to bring it to a similar scale as the acceleration and strain data. Once that was done, the modal vector 
results did have a good MAC with full acceleration-based modal vectors. 

When data was filtered through references as well as responses, it was done post modal parameter estimation of both strain 
and acceleration reference subsets. The ratio of modal contributions at the common locations for strain and acceleration came 
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Fig. 2.12 MAC composite 
(acceleration, strain and pressure) 
modal vector versus normal 
modal vector 

Fig. 2.13 Experimental (solid orange) versus synthesized (dotted blue) FRFs from composite vector (acceleration, strain and pressure) 
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out very close to −1 and 1 except for the 5th mode. The composite modal vector MAC with accelerometer-based modal vector 
came out diagonal. FRF data synthesized based on the composite modal vector compared generally well with the measured 
FRF. Composite modal vector evaluated with pressure data included with acceleration and strain also had a good MAC with 
accelerometer-based modal vectors. FRF synthesized compared well with acceleration-based modal vector. 

The modal parameters obtained are the same or very close to what was obtained with the same amount of accelerometers, 
which brings up the question of whether replacing accelerometer data with other sensor data has yielded any improvements. It 
may be that due to its simplicity three accelerometers prove to be enough for the modal analysis of a rectangular plate. In that 
case, it might be useful to have a similar experiment of a structure that does not yield great results with three accelerometers. 
It will be worthwhile to also test a cylindrical container as originally discussed in the paper by Coppolino [1]. 
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Chapter 3 
A Somewhat Comprehensive Critique of Experimental Modal 
Analysis 

Robert N. Coppolino 

Abstract Over the past 70 years, the US aerospace community has maintained a standard for verification and validation of 
experimentally determined, real structural dynamic modes and mathematical models based on mass-weighted orthogonality 
criteria. This standard fundamentally contradicts observable physical aspects associated with the mechanical behavior of 
structures. Specifically, (a) energy dissipation (damping) forces are most often concentrated in joints, rather than nearly 
uniformly distributed throughout the structure; (b) structural modes are mathematically complex, yet often approximately 
real except when successive modal frequencies are closely spaced; and (c) complex structural modes, while often are 
approximately real, do not strictly satisfy mass-weighted orthogonality criteria. A bottom-up approach, based on the 
Simultaneous Frequency Domain Technique (SFD-2018), employs left-hand eigenvectors to (1) isolate individual complex 
measured modes and (2) guarantee mathematical orthogonality of complex measured modes (completely independent of a 
theoretical mass matrix and model expectations). In addition, (3) complex modes deduced from virtually all experimental 
modal analysis techniques are classified in terms of a complex mode index parameter that indicates each mode’s level 
of “complexity,” and (4) conventional experimental mode orthogonality and experimental-to-theoretical mode cross-
orthogonality metrics are adapted via replacement of the transform operator with the Hermitian operator permitting direct 
employment of complex experimental modes. A welcome surprise, due to review of a specific real experimental mode 
approximation extends the useful life of established US aerospace community standards for verification and validation of 
modal test data and correlation and reconciliation of modal test results and mathematical model predictions. 

Keywords Complex · Modes · Verification · Validation · Standards 

3.1 Nomenclature 

[A] State-space plant matrix 
[B] Damping matrix 
COH Coherence 
[COR] Cross-orthogonality matrix 
{Fe} Applied force array 
K Stiffness matrix 
[M] Mass matrix 
[OR] Orthogonality matrix 
[V] SVD orthogonal that vector matrix 
f Frequency (Hz) 
fn Natural frequency (Hz) 
{q} Modal displacement array 
{u} Displacement array 
{v} Velocity array 
[Ф] Modal (eigenvector) matrix 
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[ФL] Left-hand eigenvector matrix 
[Γe] Applied force allocation matrix 
[I] Identity matrix 
[ϕu] Displacement partition of state-space modal matrix 
[ϕuL] Displacement partition of left hand state-space modal matrix 
[ϕv] Velocity partition of state-space modal matrix 
[ϕvL] Velocity partition of left-hand state-space modal matrix 
λ Eigenvalue 
ω Frequency (radian/s) 
ωn Natural frequency (radian/s) 
{ξ} SVD generated displacement array 
ζ n Modal damping 

3.2 Introduction 

Over the past 60+ years, the US aerospace community has developed, refined, and standardized an integrated approach to 
structural dynamic model verification and validation. One name for this overall approach is the Integrated Test Analysis 
Process (ITAP) for structural dynamic systems. ITAP consists of seven sequential steps, namely, (1) development of a 
system dynamic model, (2) development of a modal test plan, (3) measured data acquisition, (4) measured data analysis, 
(5) experimental modal analysis, (6) test-analysis correlation, and (7) model updating (reconciliation). Steps (1) and (2) 
focus primarily on finite element modeling and specialized matrix analysis techniques. Steps (3) and (4) employ time history 
data and correlation and spectral analysis techniques that ultimately provide estimated frequency response data required for 
Step (5) experimental modal analysis operations (the primary focus of this paper). 

Experimental modal analysis, as viewed by the US aerospace community, consists of two sub-components, namely, (5a) 
estimation of test modes, natural frequencies, and modal damping factors associated with a subject modal test article, and 
(5b) verification and validation of estimated test modes employing modal orthogonality criteria. Established US aerospace 
community standards presently require satisfaction of real mode based orthogonality goals, which presents a challenge in 
situations involving test modes that are strongly complex (typically occurring when modal frequencies are closely spaced). 
Moreover, test mode orthogonality is always dependent on accuracy of a theoretical test-analysis model (TAM) mass matrix. 
The established approach to satisfaction of orthogonality goals involves conversion of mathematically complex test modes 
to an approximate real form; one particularly reliable approach to that conversion has been in use by several US aerospace 
organizations for many years. That being said, effectiveness of test mode verification and validation is dependent on accuracy 
of the TAM mass matrix, rendering the process a blend of theoretical FEM and laboratory efforts. Relief to the “blend” 
issue is uniquely offered by an experimental modal analysis procedure, namely SFD-2018, which estimates automatically 
orthogonal state-space experimental modes that are completely independent of a FEM-based TAM mass matrix. Reliance on 
SFD-2018 completely separates experimental mode estimation and verification and validation from FEM inaccuracies. 

Getting back to the “post-test” challenges associated with (6) test-analysis correlation and (7) model updating 
(reconciliation), it appears that application of the Aerospace Corporation’s technique for approximation of real test modes 
permits effective use of procedures that operate on undamped test article modal characteristics. In many modal test situations, 
this extends utility of established techniques for generation of high-quality post-test dynamic models. 

It should be noted here that this chapter’s title adjective “somewhat comprehensive” alludes to a deliberately limited class 
of test articles that behave as linear systems. Nonlinearity is the subject of future “comprehensive” studies. 

3.3 Overview of the Integrated Test-Analysis Process 

Over the past 60+ years, the US aerospace community has developed, refined, and standardized an integrated approach to 
structural dynamic model verification and validation. One name for this overall approach is the Integrated Test Analysis 
Process (ITAP) for structural dynamic systems, which is summarized in Fig. 3.1. 

The yellow colored steps are associated with analytical-centric disciplines, while the aqua colored steps are associated 
with laboratory-centric disciplines. The mixed colored steps involve a blend of analytical and laboratory disciplines. Within 
the US aerospace community, two particular standards [1, 2] provide specifications related to the ITAP process.
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Fig. 3.1 Overview of the 
integrated test analysis process 

3.3.1 System Dynamic Model 

An appropriate finite element system dynamic model (FEM) requires adherence to several practical, well-documented 
guidelines [3, 4]. In summary, the most important guidelines that are sometimes missed in practice are as follows: 

1. Strictly enforced consistency of the FEM with engineering drawings (CAD). 
2. Selection of component sufficiently refined grid spacing to appropriately capture relevant frequency band dynamics. 
3. Inclusion of quasi-static effects (differential stiffness) due to gravity or steady acceleration and hydrostatic pressure loads. 
4. Provision for localized joint flexibilities to permit subsequent model updating (reconciliation). 
5. Inclusion of nonlinear features, when significant, especially at component interfaces (early Space Shuttle experiences) 

[5–7]. 

3.3.2 Modal Test Plan 

The commonly accepted practice for modal test planning focuses on development of a test-analysis model (TAM) employing 
Guyan reduction [8] of a detailed FEM that is consistent with a selected set of test accelerometer degrees of freedom (DOF). 
Moreover, “residual kinetic energy” strategies for selection of appropriate TAM degrees of freedom [9, 10] are widely 
accepted today. The most important products of the modal test planning step are the TAM mass matrix, which is used for 
validation of experimental modes through an orthogonality check [1, 2], FEM natural frequencies, and (real) mode shapes 
(in particular, the TAM DOF order partition). 

3.3.3 Measured Data Acquisition and Measured Data Analysis 

Measured data acquisition, the technical discipline of highly experienced laboratory personnel, involves selection and 
verification and validation of excitation and response measurement resources to be used in a modal test. On the other 
hand, measured data analysis is a discipline that requires both (a) measured data acquisition expertise and (b) utilization 
of advanced mathematical tools [4, 11, 12] and associated personnel (who are ideally experienced in both data acquisition 
and analysis). Key products of these ITAP steps are as follows: 

1. Determination of linear or nonlinear modal test article behavior (nonlinear behavior is beyond the scope of this chapter). 
2. Estimation of MI/MO frequency response arrays and associated coherence arrays required for experimental modal 

analysis.
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Close attention must be paid to coherence array data to establish high signal-to-noise qualities of estimated frequency 
response arrays and accurate experimentally determined system modes. 

3.3.4 Experimental Modal Analysis 

The discipline of experimental modal analysis, from the viewpoint of this chapter, may be divided into three distinct eras: 

(a) The “analog” era (pre-1970 and later), which focused on experimental techniques to isolate individual (real) modes often 
employing multi-shaker sine-dwell tuning [13]. 

(b) The “digital” era (1970-present), which focuses primarily on mathematical techniques to estimate real or complex modes 
from MI/MO frequency response arrays [14, 15]. 

(c) The Simultaneous Frequency Domain or “SFD” era (1979-present), a subdivision of the “digital” era, which focuses on 
mathematical techniques employing singular value decomposition (SFD) and linear least-squares tools to estimate real 
or complex modes from MI/MO frequency response arrays [3, 4]. 

Across all three above noted eras, the dominant emphasis in the US aerospace community has focused on “real” 
experimental modes [13] in spite of strong evidence beyond the “analog” era indicating the actuality of “complex” 
experimental modes [3, 4, 15]. As a result, NASA [1] and the US Air Force Space Command [2] established standardized 
(TAM mass matrix weighted) orthogonality criteria for validation of “real” experimental modes. Since the TAM mass matrix 
is based on a theoretical finite element model, the US aerospace community’s experimental mode validation criteria are 
not entirely objective; that is, failure to satisfy standardized orthogonality criteria may be due to inaccuracies in the test 
article’s FEM, “real” experimental modes, or both sources. More recently developed methodology [4], to be discussed in 
a later section of this chapter, defines a more objective (experimental data based) approach for validation of “complex” 
experimental modes. 

3.3.5 Test-Analysis Correlation 

Correlation of the results of experimental modal analysis with a test article’s FEM is necessarily a process straddling 
experimental and analytical data sources. Within the US aerospace community, NASA [1], and the US Air Force Space 
Command [2] established standardized (TAM mass matrix weighted) cross-orthogonality criteria for comparison of “real” 
experimental modes and natural frequencies and FEM undamped modes and natural frequencies. Effectiveness and relevance 
of the standardized cross-orthogonality criteria are legitimately challenged by the actuality of (sometimes strongly) complex 
experimental modes and widely employed “real” experimental mode approximations. 

3.3.6 Test-Analysis Reconciliation 

Reconciliation of the test article’s FEM with experimental modal analysis results focuses on parametric alteration of 
the pre-test FEM to minimize differences between corresponding modal test and FEM modal characteristics. Within 
the US aerospace community, reconciliation is typically governed by satisfaction of (a) “real” test mode mass-weighted 
orthogonality, and (b) “real” test mode to FEM undamped mode mass-weighted cross-orthogonality including “real” test 
mode to FEM undamped mode natural frequency correspondence criteria [1, 2]. The variety of algorithms currently employed 
to achieve reconciliation include (a) efficient FEM parametric sensitivity analysis via residual mode augmentation [16], (b) 
minimization (optimization) of defined cost functions employing Simplex [17], Monte-Carlo [18], and genetic [19] strategies. 

3.4 Damping and Parametric Uncertainties in Structural Assemblies 

It appears that enduring misconceptions regarding damping are based on Lord Rayleigh’s 1877 statement [20], “The first case 
occurs frequently, in books at any rate, when motion of each part of the system is resisted by a retarding force, proportional
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both to the mass and velocity of the part. The same exceptional reduction is possible when F (the dissipation force) is a linear 
function of T (kinetic energy) and V (strain energy).” This statement is believed responsible for the concept of “proportional 
damping,” which is described by the symmetric damping matrix for a damped linear structural dynamic system, 

. [M] {ü} + [B] {u̇} + [K] {u} = [Γe ] {Fe} , (3.1) 

where following Lord Rayleigh’s 1877 speculation, 

. [B] = α [M] + β [K] , (3.2a) 

or based on Caughey and O’Kelly’s extension [21], 

. [B] = [M]
N−1∑

j=0

⎡
M−1K

⎤j

(3.2b) 

Employing unit mass normalized system modes, [Ф], defined by, 

. [K] [Ф] = [M] [Ф] [λ] , [Ф]T [M] [Ф] = [I] , (3.3) 

The modal damping matrix (based on either Eqs. 3.2a or 3.2b) is uncoupled, that is, 

.[Ф]T [B] [Ф] = ⎡
diagonal

⎤
(3.4) 

While the concept of proportional damping is mathematically elegant and widely employed in structural dynamics 
practice, a wealth of empirical data [22] indicates that damping in many structural assemblies is non-proportional and 
concentrated in joints. Moreover, (difficult to predict and model) localized flexibility appears to be concentrated in structural 
joints and other discontinuities [23]. Two uncomfortably clear facts result from the above empirical evidence (supported by 
extensive results of experimental modal analyses [14, 15]) specifically, 

1. Parametric stiffness and damping uncertainties in appropriately modeled structural assemblies tend to be localized in 
joints and other discontinuities. 

2. Vibration modes for (linearly behaving) structural assemblies are mathematically complex (although often approximately 
real). 

3.5 Real and Complex Structural Dynamic Modes 

The matrix equations describing dynamics of a linearly behaving structural dynamic system (see Eq. 3.1), that is not 
strongly interacting with other media (e.g., flowing fluids, propulsion systems, rotating turbo-machinery, control systems), 
are described by symmetric, positive-definite mass, and positive-semi-definite damping and stiffness matrices. It is instructive 
at this point to review and summarize modal relationships for two general situations, specifically (a) real normal modes and 
(b) complex modes. 

3.5.1 Real Modes 

Modes associated with the undamped, symmetric matrix system satisfy the following algebraic eigenvalue problem, 

. [K] [Ф] = [M] [Ф]
⎡
ω2

n

⎤
, (3.5)
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where the matrix of eigenvalues, [. ω2
n], is real and diagonal. In addition, the real modes, [Ф] (when they are unit modal mass 

normalized) satisfy the following orthogonality conditions: 

.[Ф]T [M] [Ф] = [I ] , [Ф]T [K] [Ф] =
⎡
ω2

n

⎤
. (3.6) 

Employing the real mode displacement transformation, 

. {u} = [Ф] {q} , (3.7) 

the system’s dynamic response may be described in terms of the uncoupled modal equations, 

.q̈n + 2ζnωnq̇n + ω2
nqn =

⎡
ФT

nΓe

⎤
{Fe} , (3.8a) 

where, 

.2ζnωn = {Фn}T [B] {Фn} . (3.8b) 

An important additional (theoretical) decoupling transformation resulting from the Eq. 3.6 orthogonality property is 

. {q̈} =
⎡
ФTM

⎤
{ü} . (3.9) 

The above relationship forms the basis of the SMAC algorithm [24]; however, it does not satisfactorily decouple 
experimentally estimated modal responses when the measured system dynamics are more consistent with empirically 
estimated complex modes. 

3.5.2 Complex Modes 

The matrix equations describing dynamics of a linearly behaving structural dynamic system (see Eq. 3.1) are now described 
in state-space form by introduction of the velocity array, 

. {v} = {u̇} , (3.10) 

ultimately resulting in the (unsymmetric) state-space matrix equation set, 

.

⎡
v̇

u̇

⎤
=

⎡−M−1B −M−1K

I 0

⎤⎡
v

u

⎤
+

⎡
M−1Γe

0

⎤
{Fe} . (3.11) 

It should be noted here that various (two coefficient matrix) symmetric forms of the state-space equations are possible [3]; 
however, the above single coefficient matrix form suits the purposes of the present discussion. Complex state-space modes 
associated with the algebraic eigenvalue problem [25], 

.

⎡−M−1B −M−1K

I 0

⎤ ⎡
ϕv

ϕu

⎤
+

⎡
ϕv

ϕu

⎤
[λ] ⇒ [A] [Ф] = [Ф] [λ] , (3.12) 

are mutually orthogonal via definition of the left-hand eigenvectors (employing the full set of state-space eigenvectors or 
modes), 

.[Ф]−1 = [ФL] = [ϕvL ϕuL] . (3.13) 

Therefore, the “left-hand” and “right-hand” eigenvectors satisfy the following orthogonality conditions:
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. [ФL] [Ф] = [ϕvLϕv + ϕuLϕu] = [I] (3.14a) 

. [ФL] [A] [Ф] = [λ] . (3.14b) 

Note that the above state-space orthogonality conditions are neither mass-weighted nor necessarily “normalized.” 
Employing the state-space modal transformation, 

.

⎡
v

u

⎤
= [Ф] {q} , (3.15) 

and the above orthogonality relationships, the state-space orthogonality conditions to Eq. 3.11 results in the uncoupled modal 
state-space dynamic equations, 

.q̇n − λnqn =
⎡
ϕvLM−1Γe

⎤
{Fe} . (3.16) 

Finally, employing state-space orthogonality a more general (theoretical) decoupling transformation, 

. {q̇} = [ФL]

⎡
v̇

u̇

⎤
= [ϕvL] {v̇} + [ϕuL] {u̇} , (3.17) 

that is not compromised by the presence of complex modes (as is the case for Eq. 3.9) is realized. 

3.6 Experimental Modal Analysis with a Focus on the SFD Method 

Challenges associated with experimental modal analysis within the context of the integrated test-analysis process (ITAP) 
and established US aerospace community standards [1, 2] were the topic of two recent IMAC papers [26, 27] and a book 
[4]. Those same publications offer a complete discussion on the topic experimental modal analysis and SFD, which will be 
outlined in the following sections. 

3.6.1 Experimental Modal Analysis Overview 

Continuing the discussion initiated in Sect. 3.4 of this chapter, the experimental modal analysis process associated with the 
“digital” era (1970-present), of which the “SFD” era (1979-present) is a sub-category, can be summarized in the flow chart 
provided in Fig. 3.2. 

Excepting the important category of ambient or operational modal analysis [28–30], “digital” era experimental modal 
analysis (identification) involves processing of frequency response function (FRF) arrays associated with quality (high signal-
to-noise), linear dynamic system measured data. It is important to note that quality and linearity of FRFs are verified by 
established data acquisition and data analysis practices and procedures [4]; questionable quality and linearity of FRF data 
often produces misleading experimental modal analysis results. 

A wide variety of techniques have been developed for estimation of modal parameters (mode shapes, natural frequencies, 
damping parameters) from FRF data [14, 15]. The vast majority of experimental modal analysis techniques produce complex 
(rather than real) modes, which are “inconvenient” with respect to generally accepted US aerospace community standards 
[1, 2] that rely on TAM mass-weighted orthogonality criteria for experimental mode validation. An alternative approach to 
experimental mode validation, specifically computation of uncoupled modal frequency responses, reminiscent of “analog” 
era (pre-1970 and later) techniques [13], circumvents inconveniences associated with complex experimental modes. The 
alternative validation approach, however, is a unique capability of the SFD-2018 technique that is summarized in the next 
section.
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Fig. 3.2 Experimental modal analysis (1970-present) overview 

3.6.2 Overview of the Simultaneous Frequency Domain (SFD-2018) Method 

A thorough exposition of the SFD method [4, 26, 27] is not repeated in this chapter. Instead, an overview of the features, 
options, and new opportunities offered by the latest version of the method, namely SFD-2018, is provided herein. 

The SFD method assumes that FRFs associated with a series of “N” excitations may be expressed in terms of the “Ritz 
natural condensation” (RNC) transformation described by 

.
⎡
Ü1(f ) Ü2(f ) . . . ÜN (f )

⎤ = [V ]
⎡
ξ̈1(f ) ξ̈2(f ) . . . ξ̈N (f )

⎤ ⇒ ⎡
Ü (f )

⎤ = [V ]
⎡
ξ̈ (f )

⎤
, (3.18) 

By performing singular value decomposition (SVD) analysis [31] of the FRF collection, a dominant set of RNC vectors, 
[V], and complex generalized FRFs, .

⎡
ξ̈ (f )

⎤
, is obtained. Unit normalization of the SVD trial vectors is expressed as 

.[V ]T [V ] = [I ] . (3.19) 

Theoretically, the generalized FRF array describes the following dynamic system equations associated with the individual 
applied forces, 

.
⎡
ξ̈ (f )

⎤ +
⎡
B̃

⎤ ⎡
ξ̇ (f )

⎤ +
⎡
K̃

⎤
[ξ(f )] =

⎡
Γ̃

⎤
[F(f )] ,where

⎡
B̃

⎤
=

⎡
M−1

⎤
[B] and

⎡
K̃

⎤
=

⎡
M−1

⎤
[K] . (3.20) 

The real, effective dynamic system matrices, .
⎡
B̃

⎤
, .
⎡
K̃

⎤
, and . 

⎡
Γ̃

⎤
, are estimated by linear least-squares analysis [32]. 

Estimation of experimental modal parameters is performed by complex eigenvalue analysis of the state variable form of 
the effective dynamic system, 

.

⎡
ξ̈ (f )

ξ̇ (f )

⎤
=

⎡−B̃ −K̃

I 0

⎤ ⎡
ξ̇ (f )

ξ(f )

⎤
+

⎡
Γ̃

0

⎤
{F(f )} . (3.21) 

The effective dynamic system is of the same type described previously in Sect. 5.2 of this chapter. And its complex modal 
solution possesses the same orthogonality properties, specifically, 

.

⎡−B̃ −K̃

I 0

⎤ ⎡
ϕξ̇

ϕξ

⎤
=

⎡
ϕξ̇

ϕξ

⎤
[λ] ⇒

⎡
Ã

⎤ ⎡
Ф̃

⎤
=

⎡
Ф̃

⎤
[λ] , (3.22)
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.

⎡
Ф̃

⎤−1 =
⎡
Ф̃L

⎤
=

⎡
ϕξ̇L ϕξL

⎤
,
⎡
Ф̃L

⎤ ⎡
Ф̃

⎤
=

|
ϕξ̇Lϕξ̇ + ϕξLϕξ

|
= [I ] ,

⎡
Ф̃L

⎤ ⎡
Ã

⎤ ⎡
Ф̃

⎤
= [λ] . (3.23) 

. {q̇(f )} =
|
ϕξ̇L

| {
ξ̇ (f )

} + ⎡
ϕξL

⎤ {ξ(f )} (uncoupled modal frequency responses) . (3.24) 

An important experimental modal analysis “modal coherence” metric [4, 26, 27] is defined based on comparison of 
uncoupled modal responses based on Eq. 3.24 and direct analytical solutions of Eq. 3.20. 

Recovery of (analytically orthogonal, complex) state-space experimental modes in terms of the physical DOFs involves 
back transformation employing the trial vector matrix, [V], specifically, 

. [Ф] =
⎡

ϕv

ϕu

⎤
=

⎡
V 0
0 V

⎤ ⎡
ϕξ̇

ϕξ

⎤
, [ФL] = ⎡

ϕvL ϕuL
⎤ =

⎡
ϕξ̇L ϕξL

⎤
·
⎡

V T 0
0 V T

⎤
, [OR] = [ФL] [Ф] ≡ [I ] . (3.25) 

3.6.3 Linear Least-Squares Refitting of Experimental Modes 

A widely used strategy for estimation of experimental modes, regardless of the specific technique employed to estimate 
a modal test article’s complex eigenvalues, involves linear least-square fitting of measured frequency response functions, 
.
⎡
Ü (f )

⎤
. Two strategies appear to be employed for (a) constrained estimation of mathematically real experimental modes and 

(b) unconstrained estimation of mathematically complex experimental modes. 
Constrained estimation of real experimental modes operates on the relationship, 

.
⎡
Ü (f )

⎤ = [ϕv]
⎡
ξ̈ (f )

⎤
, (3.26) 

where for each mode, 

.ξ̈n(f ) = −(f/fn)
2

1 + 2iζn (f/fn) − (f/fn)
2 . (3.27) 

Unconstrained estimation of complex experimental modes operates on the relationship, 

.
⎡
Ü (f )

⎤ = − (2π · f ) ·
N∑

n=1

(
ϕvn

λn − i (2π · f )
+ ϕ∗

vn

λ∗
n − i (2π · f )

)
, (3.28) 

where for each positive frequency mode, 

.λn = −ζnωn + iωn (ωn = 2πfn) (3.29) 

3.6.4 Experimental Mode Rectification and the Complex Mode Index Metric 

Complex experimental mode estimates possess characteristics that require an understanding that extends beyond more 
familiar real experimental mode estimates. Note that all references to experimental modes in the present context refer to the 
“velocity” partition, {ϕV}, of the complex state-space mode, {Ф} (see Eq. 3.25). Specifically, similar to the case of real modes, 
complex modes may be expressed in terms of arbitrary phase in the complex plane (note that real modes are expressible with 
arbitrary “±” phase in the real plane). An effective rectification method for complex modes involves minimization of the 
mean phase angle of a complex mode’s real and imaginary components using a linear least-squares algorithm [32]. Typical 
complex experimental mode rectification results associated with the ISPE (SFD-2018) experimental mode 26 [26, 27], rotated 
by ~25◦, are  shown in Fig.  3.3.
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Fig. 3.3 Illustrative example of ISPE complex mode rectification results 

Fig. 3.4 Illustrative example of ISPE complex mode scatter plots and complex mode indices 

Two (unit length normalized) estimates for the rectified experimental mode are now formed, specifically (a) normalized 
rectified complex mode, {ϕV, CN}, and (b) normalized real mode, {ϕV, RN} (from real part of the rectified experimental mode). 
Further consideration of the collection of normalized real modes, [ϕV, RN], is the subject of the next section of this chapter. 

The complex mode index for each experimental mode is defined in percentage units as 

.Index = 100 ·
(
1 −

|||
{
ϕV,RN

}T · {
ϕV,CN

}|||
2
)

. (3.30) 

When Index ~ 0, an experimental mode is approximately real; increased magnitudes indicate an increased level of “mode 
complexity.” Typical ISPE rectified complex experimental mode scatter plots, shown in Fig. 3.4, illustrate the role played by 
the complex mode index metric. 

3.7 Experimental Mode Validation 

As indicated in Fig. 3.2, there are two options for experimental mode validation, specifically (a) a novel SFD-2018-specific 
uncoupled complex modal frequency response coherence metric [26, 27], which is objective since it does not require a TAM 
mass matrix and (b) the established US aerospace industry standard [1, 2], which is not entirely objective due to the need for
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Fig. 3.5 Performance of 
SFD-2018 and SMAC FRF 
decoupling transformations 

an analytical TAM mass matrix. Regarding the second case, an extension of the established standard to account for complex 
experimental modes is useful. 

3.7.1 Uncoupled SFD-2018 Modal Frequency Responses and the Modal Coherence Metric 

The superior FRF uncoupling properties of SFD-2018 (blue curves), following Eqs. 3.17 and 3.24, over the SMAC [24] based 
uncoupling attempt (red curves) based on real experimental modes (rectified real part of the SFD-2018 modes), following 
Eq. 3.9, are illustrated in results of ISPE test data analyses for modes 2 and 26, respectively, in Fig. 3.5. 

Both SFD-2018 and SMAC decoupling transformations for ISPE mode 2 appear to be effective, since that complex 
experimental mode is approximately real (Index ~ 0%). However for the case of ISPE mode 26, the SMAC decoupling 
transformation is not effective, while the SFD-2018 transformation is quite effective, due to the prominent complexity (Index 
~ 22%) of that experimental mode. It should be pointed out that the SFD-2018 decoupling transformation achieves a key 
goal associated with “analog” era techniques [13], without their associated mode-by-mode laboratory tuning inefficiencies. 

A reality of all modal testing techniques is the fact that not all test article modes (especially for structures with many 
closely spaced modes) are well excited. The level of clarity and quality of estimated test modes, identified by SFD-2018, has 
been found to be judged on the basis of comparison of uncoupled FRF approximations (based on Eq. 3.24 and exact FRF 
solution of Eq. 3.21), which are used to define the modal coherence metric [4, 26], 

.cohn =
||[q̇n(f )]∗A · [q̇n(f )]E

||2
||[q̇n(f )]∗A · [q̇n(f )]A

|| · ||[q̇n(f )]∗E · [q̇n(f )]E
|| , (3.31) 

where the “A” subscript designates the Eq. 3.21 modal FRF and the “E” subscript designates the Eq. 3.24 modal FRF for 
experimental mode “n.” 

A useful tabular summary of SFD-2018 estimated ISPE test modes in the base frequency band up to 40 Hz is provided in 
Table 3.1 (note in the table that “h” refers to .[q̇n(f )]E functions). 

The rows colored in light blue are judged to be predominantly “real” based on a value of complex index < 5%, and the 
rows colored in yellow are judged to be “complex” based on a value of complex index ≥ 5%. The rows colored in gray are 
subjectively judged to be of questionable quality based on a number of considerations including modal coherence, reduced 
modal FRF magnitude, and interpretation of uncoupled modal FRF graphics (illustrated in Figs. 3.6, 3.7, and 3.8). 

It should be noted that all of the SFD-2018 estimated complex modes are perfectly orthogonal based on the fact that they 
were computed for an estimated state-space dynamic system (see Eqs. 3.22 and 23).
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Table 3.1 Summary of SFD-2018 estimated ISPE experimental modes 

Fig. 3.6 SFD-2018 estimated 
ISPE Mode 1 (complex index 
~0%) 

Fig. 3.7 SFD-2018 estimated 
ISPE Mode 6 (complex index ~ 
19%) 

Fig. 3.8 SFD-2018 estimated 
ISPE Mode 26 (complex index ~ 
22 %) 

3.7.2 Extension of Mass-Weighted Orthogonality and Cross-Orthogonality Definitions 

Due to the fact that modal test article experimental modes (and theoretical modes for the case of non-proportional 
damping) are sometimes substantially complex (see Table 3.1), the well-established mass-weighted orthogonality and cross-
orthogonality definitions may be modified by substitution of the complex “Hermitian” operator for the real “transpose” 
operator. Therefore, the following modified quantities are defined: 

. [OR11] = [ϕV 1]
∗ [M] [ϕV 1] (Self-orthogonality, [ϕV 1] = unit mass normalized complex or real modes) (3.32a)
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Table 3.2 Mass-weighted self-orthogonality (absolute values) of SFD-2018 complex experimental modes 

Table 3.3 Mass-weighted self-orthogonality (absolute values) of SFD-2018 “Rectified, Real” experimental modes 

. [COR21] = [ϕV 2]
∗ [M] [ϕV 1] (Cross-orthogonality, [ϕV 1] & [ϕV 2] = unit mass normalized complex or real modes)

(3.32b) 

Employing the modified definition for self-orthogonality, the mass-weighted (using the ISPE TAM mass matrix) self-
orthogonality of the SFD-2018 “credible” complex experimental modes (previously summarized in Table 3.1) is provided in 
Table 3.2. 

It is interesting to note that the predominantly real experimental modes (colored in light blue) satisfy US aerospace 
community orthogonality criteria [1, 2], that is, off-diagonal term magnitudes ≤ 10%. 

Employing the real part of rectified SFD-2018 modes, following a practice adopted by several US aerospace organizations 
for “real test mode” approximation (RTMA) [3], the orthogonality matrix (originally complex mode) terms exhibit closer 
compliance with respect to orthogonality criteria, as shown in Table 3.3. 

Finally, orthogonality of linear least-squares refitted (real) SFD-2018 modes, computed according to Eqs. 3.26 and 3.27, 
a common practice in many experimental modal analysis applications, regardless of particular modal estimation technique 
[15], is provided in Table 3.4.
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Table 3.4 Mass-weighted self-orthogonality (absolute values) of linear least-squares refitted (Real) SFD-2018 modes 

Orthogonality of the linear least-squares refitted test modes does not exhibit the overall level of improvement noted for 
the case of modes approximated by the Aerospace Corporation practice (particularly for test modes 26 and 27). This issue 
warrants further examination in the next section of this chapter. 

3.7.3 Further Analysis of the Aerospace Corporation Real Test Mode Approximation 

The practice adopted by the Aerospace Corporation for “real test mode” approximation warrants further analysis through 
study of analytically simulated modal test data for which exact, unreduced modal solutions are known. The simulated data 
selected for further examination relates to the 5616 DOF shell structure FEM (and simulated test mode summary) depicted 
in Fig. 3.9. 

The blue and green colored grid points denote locations associated with axisymmetric shell (mass and stiffness) elements, 
the green colored grid points denote locations associated with localized damping elements, and the red colored grid points 
denote locations associated with localized non-axisymmetric added mass coefficients. Three separate applied excitation 
forces, denoted in Fig. 3.9, are intended to stimulate lateral and axial responses. 

The (a) complex mode self-orthogonality and (b) RTMA self-orthogonality summaries are provided in Tables 3.5 and 3.6, 
respectively. 

Cross-orthogonality between real, undamped FEM modes and (a) complex test modes and (b) RTMA results are provided 
in Tables 3.7 and 3.8, respectively. 

The results summarized in Tables 3.5, 3.6, 3.7, and 3.8 indicate that the Aerospace Corporation real test mode 
approximation yields (a) the self-orthogonality matrix that satisfies US aerospace community orthogonality criteria, and 
(b) improved cross-orthogonality between simulated test and undamped FEM modes with respect to the simulated complex 
test mode results. The fact that the Aerospace Corporation method’s real test modes do not produce an “identity” cross-
orthogonality matrix indicates that the approximation does not exactly correspond to the “true” real modes. Moreover, while 
the approximation improves test-FEM cross-orthogonality, complete reliance on the approximation may not be universally 
appropriate for model updating and reconciliation operations. 

3.7.4 Why the Real Test Mode Approximation (RTMA) Works (A Heuristic Reliability Proof) 

While RTMA has been employed by that organization for many years, an analytical “proof” of its appropriateness is 
unavailable in a key reference document [3]. This section of this chapter offers a heuristic proof of the approximation’s 
accuracy.
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Fig. 3.9 Simulated shell modal test structure 

Table 3.5 Shell complex mode self-orthogonality (absolute values) summary 

The algebraic Eigenvalue problem described in Eq. 3.22 may be recast into the second-order form (for each mode, 
dropping brackets) 

.ϕξ̇λ
2 + B̃ϕξ̇ λ + K̃ϕξ̇ = 0. (3.33) 

Explicit description of the complex eigenvalues and eigenvectors in terms of real and imaginary components 

.ϕξ̇ = ϕR + iϕI , λ = λR + iλI , λ2 =
(
λ2R − λ2I

)
+ i (2λRλI ) (3.34) 

results in the following real part of Eq. 3.33: 

.

|
ϕR

(
λ2R − λ2I

)
+ K̃ϕR

|
+

|
B̃ϕRλR − B̃ϕI λI − 2ϕRλRλI

|
= 0. (3.35)
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Table 3.6 Shell Aerospace Corporation real test mode self-orthogonality (absolute values) summary 

Table 3.7 Shell undamped FEM mode to complex “Test” mode cross-orthogonality (absolute values) summary 

Table 3.8 Shell undamped FEM mode to Aerospace Corporation real test mode cross-orthogonality (absolute values) summary
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In the case of a lightly damped system, the eigenvalues are expressed as 

.λI =
/

λ2I − λ2R ≈ ωn, λR ≈ −ζnωn. (3.36) 

Substitution of the above result into Eq. 3.35 results in 

.

|
−ω2

nϕR + K̃ϕR

|
+

|
−B̃ϕRξnωn − B̃ϕIωn + 2ϕRξnω

2
n

|
≈ 0. (3.37) 

Investigation of Euclidian norms of the coefficient matrices and numerical analysis of the above matrix terms associated 
with ISPE experimental data and shell simulated data indicates that the Eq. 3.37 terms are in the following order of magnitude 
relationship: 

.

|
−ω2

nϕR + K̃ϕR

|
+ 0

(
ζnK̃ϕR, ζnK̃ϕI

)
→

|
−ω2

nϕR + K̃ϕR

|
≈ 0. (3.38) 

This completes the heuristic reliability proof of RTMA. That being said, it must be emphasized that the real mode 
approximation does not amount to exact replication of undamped system modes. 

3.8 Recapitulation and Conclusions 

The recapitulation and conclusions to this “somewhat comprehensive” critique of experimental modal analysis are stated 
with respect to the seven key steps of the Integrated Test Analysis Process (ITAP) for structural dynamic systems. 

3.8.1 System Dynamic Model (Covered in Previous Publications) 

An appropriate finite element (FEM) system dynamic model requires adherence to several practical, well-documented 
guidelines, specifically: 

(a) Strictly enforced consistency of the FEM with engineering drawings (CAD). 
(b) Selection of component sufficiently refined grid spacing to appropriately capture relevant frequency band dynamics. 
(c) Inclusion of quasi-static effects (differential stiffness) due to gravity or steady acceleration and hydrostatic pressure 

loads. 
(d) Provision for localized joint flexibilities to permit subsequent model updating (reconciliation). 
(e) Inclusion of nonlinear features, when significant, especially at component interfaces (early Space Shuttle experiences). 

3.8.2 Modal Test Plan (Covered in Previous Publications) 

The commonly accepted practice for modal test planning focuses on development of a test-analysis model (TAM) employing 
Guyan reduction of a detailed FEM that is consistent with a selected set of test accelerometer degrees of freedom (DOF). 
Moreover, “residual kinetic energy” strategies for selection of appropriate selection of TAM degrees of freedom are widely 
accepted today. The most important products of the modal test planning step are the TAM mass matrix, which is used for 
validation of experimental modes through an orthogonality check, FEM natural frequencies, and (real) mode shapes (in 
particular, the TAM DOF order partition).
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3.8.3 Measured Data Acquisition and Measured Data Analysis (Covered in Previous 
Publications) 

Measured data acquisition, the technical discipline of highly experienced laboratory personnel, involves selection and 
verification and validation of excitation and response measurement resources to be used in a modal test. On the other 
hand, measured data analysis is a discipline that requires both (a) measured data acquisition expertise and (b) utilization of 
advanced mathematical tools and associated personnel (who are ideally experienced in both data acquisition and analysis). 
Key products of these ITAP steps are as follows: 

(a) Determination of linear or nonlinear modal test article behavior (nonlinear behavior is beyond the scope of this chapter). 
(b) Estimation of MI/MO frequency response arrays and associated coherence arrays required for experimental modal 

analysis. 

Close attention must be paid to coherence array data to establish high signal-to-noise qualities of estimated frequency 
response arrays and accurate experimentally determined system modes. 

3.8.4 Experimental Modal Analysis 

(a) Estimated modes based on virtually all “digital” era experimental modal analysis algorithms are sometimes highly 
complex. 

(b) The SFD-2018 technique produces “analog” era type decoupled modal FRFs (without the burden of an excessive 
laboratory timeline, a unique feature of SFD-2018). 

(c) The SFD-2018 technique produces state-space complex experimental modes that automatically satisfy US aerospace 
community orthogonality standards, independent of an analytical TAM mass matrix. 

(d) The Aerospace Corporation’s approximate real modes (formed by the real part of “rectified” complex experimental 
modes) produce a mass-weighted orthogonality matrix that produces generally acceptable satisfaction of US aerospace 
community standards (provided the TAM mass matrix is based on an appropriately defined system dynamic model). 

3.8.5 Test-Analysis Correlation 

The RTMA modes (formed by the real part of “rectified” complex experimental modes) produce a mass-weighted cross-
orthogonality matrix (correlating analytical and experimental modes) that produces generally acceptable satisfaction of 
US aerospace community standards (provided the TAM mass matrix is based on an appropriately defined system dynamic 
model). 

3.8.6 Test-Analysis Reconciliation 

(a) Reconciliation of the test article’s FEM with experimental modal analysis results may be accomplished on the basis 
of the RTMA technique and parametrically varied system dynamic modes. This is the basis for virtually all modern 
test-analysis reconciliation strategies. 

(b) In exceptional situations, for example, high modal damping and highly complex modes, it may become necessary to 
perform test-analysis reconciliation using complex experimental and analytical modes. 

It is finally noted that this chapter represents yet another step toward establishment of an improved ITAP process. 
Continued efforts in the academic and industry communities are absolutely encouraged.
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Chapter 4 
OMA of a High-Rise TV Tower Using the Novel Poly-reference 
Complex Frequency Modal Identification Technique Formulated 
in Modal Model 

Sandro D. R. Amador, Liga Gaile, Emmanouil Lydakis, and Rune Brincker 

Abstract When it comes to multi-dataset Operational Modal Analysis (OMA) of large civil structures, the main goal is to 
clearly identify the global vibration modes in a very accurate and robust manner. In this chapter, a new frequency domain 
identification technique is applied to the vibration responses of an outstanding 363-m high television and radio transmission 
tower, i.e., the Riga TV Tower located at the city of Riga, Latvia. The vibration data was collected during a 3-day testing 
campaign where a total of 6 datasets were collected at different storeys of the structure by means of two independent 
measurement systems consisting of two 3D vibration sensors each. The main advantage of the identification technique 
applied to the tower’s vibration data with regard to the existing approaches is that the former provides clearer stabilization 
diagrams, facilitating the identification of the physical modes of the tested structures. The application of the novel modal 
identification technique to tower’s response records led to a clear diagram, from which the most important global vibration 
modes were easily identified. 

Keywords OMA · Multi-dataset · Modal identification · TV tower · Clear stabilization 

4.1 Introduction 

When it comes to multi-patch vibration test of large civil engineering structures, the main challenge is to merge the 
different datasets acquired over course of output-only vibration test campaigns and extract the global modal properties of 
the tested structure from the merged data. The modal properties’ extraction can be carried out by means of non-parametric 
or parametric modal identification techniques’ single dataset identification. The former comprise the so-called Frequency 
Domain Decomposition (FDD) [1], whereas the latter category consists of time and frequency domain techniques such as 
the poly-reference Least Squares Complex Exponential (pLSCE) [2, 3], the Ibrahim Time Domain (ITD) [4, 5, 6, 7], and 
the poly-reference Least Squares Complex Frequency (pLSCF) [8, 9]. 

The key step in extracting the global modal properties from the various recorded datasets consists of merging these 
data together. This can be carried either before or after the modal parameter extraction takes place, as described, for instance, 
in [10, 11]. The accuracy of the extracted global modal properties from the merged vibration data depends on the performance 
and robustness of the used modal identification technique. In this chapter, the new poly-reference Complex Frequency 
technique formulated in Modal Modal (pCF-MM) is applied to the data acquired in a multi-dataset vibration test. The 
underlying idea behind the formulation of the pCF-MM approach is to consider two adjacent samples of the frequency 
domain function, i.e., the Frequency Response Function (FRF) of the  Half Spectrum (HS) to formulate an eigenvalue 
problem, which can then be subsequently solved to yield the experimental modal properties of the tested structural systems. 
In this chapter, the pCF-MM is applied to the vibration data of the Riga TV Transmission Tower shown in Fig. 4.1. 
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Fig. 4.1 Riga TV and Radio Transmission Tower: whole tower viewed from a distance (a) and detail of one of the boxed legs (b) 

The structure is located at the City of Riga, Latvia, and it was built between 1979 and 1989 during the occupation of Latvia 
(one of the three Baltic states, alongside with Lithuanian and Estonia) by the then Soviet Union. Nowadays, the structure is 
owned and maintained by a State Joint Stock Company, the “Latvian State Radio and Television Center” (LVRTC). The 
Tower is the tallest civil structure in the European Union and the third tallest in the whole Europe, measuring 368.5 m high 
from the ground level to the highest point of the antenna. In addition to being regarded as Riga’s most prominent landmark, 
the structure plays an important role to the Latvian cultural identity and society since it is used as an antenna by Riga Radio 
and TV station to broadcast several TV and radio channels locally and nation-wise. 

The vibration data of the Riga Tower is used to assess the accuracy and robustness of the novel pCF-MM technique when 
it is applied to a multi-dataset OMA. In the first part of the chapter, a brief description of the technique is made, whereas in 
the second part, the key steps undertaken to analyze the tower’s vibration data and the results in terms of modal properties 
estimates are presented. 

4.2 Background Theory 

In an experimental modal analysis, the main goal is to extract the modal properties from the vibration measurements collected 
in vibration tests of structural systems. The modal properties extraction (or modal identification) can be carried out either in 
the time domain or in the frequency domain. In the former, a free decay function is normally used as primary data. In this 
case, the modal properties are computed basically by fitting an analytical model to the free decay measurements. The free 
decay matrix of a structural system with general viscous damping in discrete time containing the information of . Ni inputs 
and . No outputs and sampled with sampling interval . Δt can be modeled by the so-called time domain modal model as 

.Yk =
nc∑

i=1

φiγ
T
i eλikΔt + φ∗

i γ
H
i eλ∗

i kΔt (4.1) 

where .(•)T and .(•)H denote the transpose and the complex conjugate transpose (Hermitian), respectively, and .(•)∗ the 
complex conjugate; .k ∈ N denotes a discrete time instant .t = kΔt ; . nc is the number of vibration modes occurring in 
complex conjugate pairs, .φr ∈ C

No×1 and .γ r ∈ C
Ni×1 are, respectively, the mode shape and the modal participation factor 

vectors, and .λr ∈ C the continuous-time poles, which are related to the natural frequencies in rads/s, . ωi , and damping ratios, 
. ξi as
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.λi, λ
∗
i = −ξiωi ± j

/
1 − ξ2i ωi (4.2) 

with .j = √−1 designating the imaginary unit, and .ωi = 2πfi the circular natural frequency in rad/s as function of the 
natural frequency in hertz (cycles/s) . fi . Equation (4.1) can be rewritten in matrix form as 

.Yk = ФΛkΓT (4.3) 

where .Ф ∈ C
No×2nc is the mode shape matrix, .Λ ∈ C

2nc×2nc is a diagonal matrix containing the discreet time poles, 
.μi = eλiΔt ∈ C, and .Γ ∈ C

Ni×2nc is the modal participation matrix. By comparing (4.1) and (4.3), it is straightforward to 
prove that such matrices are given by 

.

Ф = ⎡
φ1 φ∗

1 · · · φn φ∗
n

⎤ ∈ C
No×2nc

Γ = ⎡
γ 1 γ ∗

1 · · · γ n γ ∗
n

⎤ ∈ C
Ni×2nc

Λ = diag
(⎡

μ1 μ∗
1(t) · · · μnc μ∗

nc

⎤)
∈ C

2nc×2nc

(4.4) 

where .diag (•) denotes the diagonal matrix operator. The free decay (4.3) in discrete time can be written in a more general 
form, for an arbitrary time advance .τ ≥ 0 as 

.Yk+r = ФΛrΛkΓT (4.5) 

where .r ∈ N denotes an arbitrary forward time shift (.τ = rΔt) in continuous time. The free decay model in discrete time 
with an arbitrary time advance as in Eq. (4.5) can be converted from time to frequency domain by means of the Laplace 
Transform or Z-Transform. Though both transforms can be used in the formulation of the pCF-MM described in the next 
section, the derivation of the system matrices becomes more obvious if the latter is used. Taking the Z-Transform of Eq. (4.5) 
gives 

.H(z)zr = ФΛr [Iz − Λ]−1 ΓT (4.6) 

where . I is the identity matrix and .zr = ejrωΔt ∈ C is the Z-domain variable, with .ω = 2πf standing for the angular 
frequency in radians/s which is expressed as function of the frequency, f , in cycles/s (Hz). 

4.3 The New Poly-Reference Complex Frequency formulated in Model Model (pCF-MM) 

Equation (4.6) can be written down for a set of time shifts, r , ranging from 0 to n, and combining the obtained equations into 
a single matrix expression, giving 

.H0(z) = Ф (Iz − Λ)−1 ΨT (4.7) 

with 

.H0(z) = ⎡
H(z) zH(z) · · · znH(z)

⎤ ∈ C
No×(n+1)Ni (4.8) 

and 

.ΨT = ⎡
ΓT ΛΓT · · · ΛnΓT

⎤ ∈ C
(n+1)Ni×(n+1)Ni (4.9) 

Equation (4.7) can be written for two discrete consecutive frequency lines . ωa and . ωb (.∀ωb > ωa) spaced from each other 
by a single discrete frequency step .Δω as
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.

H0(za) = Ф (Iza − Λ)−1 ΨT

H0(zb) = Ф (Izb − Λ)−1 ΨT
(4.10) 

Isolating . ФT in both equations and combining the obtained expressions yield 

.Ψ−1 [H1(zb) − H1(za)]
T = ΛΨ−1 [H0(zb) − H0(za)]

T (4.11) 

with 

.H1(z) = ⎡
zH(z) z2H(z) · · · zn+1H(z)

⎤ ∈ C
No×(n+1)Ni (4.12) 

Writing down (4.11) for all the . Nf discrete frequency lines available in the frequency band, i.e., for . ωa and . ωb ranging, 
respectively, from . ω0 to .ωNf −1 and from . ω1 to .ωNf

, and combining the equations corresponding to each pair of evaluated 
frequency values in a single matrix equation yield 

.Ψ−1BT = ΛΨ−1AT (4.13) 

where 

.

A =

⎡

⎢⎢⎢⎣

H0(z1) − H0(z0)

H0(z2) − H0(z1)
...

H0(zNf
) − H0(zNf −1)

⎤

⎥⎥⎥⎦ ∈ C
No(Nf −1)×(n+1)Ni

B =

⎡

⎢⎢⎢⎣

H1(z1) − H1(z0)

H1(z2) − H1(z1)
...

H1(zNf
) − H1(zNf −1)

⎤

⎥⎥⎥⎦ ∈ C
No(Nf −1)×(n+1)Ni

(4.14) 

An eigenvalue problem can be formulated from (4.13) using the Double Least Squares approach (DLS) [6, 1], giving 

.
1

2

(
BT A∗ (

AT A∗)−1 + BT B∗ (
AT B∗)−1

)
= ΨΛΨ−1 (4.15) 

Once the eigenvalue problem Eq. (4.15) is solved, the modal participation factors can be retrieved as the 1st . No rows of . Ψ, 
and the natural frequencies and damping ratios are computed from diagonal elements of . Λ. The eigenvalue problem as in 
Eq. (4.15) gives eigenvalues and eigenvectors not occurring in complex conjugate pairs. If modal participation factor vectors 
and continuous time poles occurring in conjugate pairs are desired, the following eigenvalue problem should be used instead. 

.
1

2

(
Re

(
BT A∗) (

Re

(
AT A∗))−1 + Re

(
BT B∗) (

Re

(
AT B∗))−1

)
= ΨΛΨ−1 (4.16) 

where .Re (•) stands for the real part of a complex number. 

4.4 Application to the Multi-dataset Vibration Test of the Riga TV and Radio Broadcast 
Tower 

In order to illustrate the practical application of the pCF-MM described in the previous section, a case study consisting of the 
multi-dataset output-only vibration test of the Riga TV and Radio Broadcast Tower is presented. The vibration test campaign 
to measure the vibration responses in 6 different datasets was carried out over the course of two days, a period within which 
mild wind velocities were observed. The acceleration response time series of each dataset were acquired for one hour and
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Fig. 4.2 Sensors’ locations and directions: measured DOFs (a) and position of each dataset (b). The blue arrows indicate the reference sensors, 
whereas the red ones denote the moving sensors 

thirty minutes due to the very low fundamental frequency suited around 0.2 Hz. The acquisition of such responses was done 
with a sampling rate, . fs , of 10 Hz.  

Due to the dimensions of the tower, two independent (un-synchronized) acquisition systems were used to record the 
vibration responses: one used as reference and the other as roving system, being both comprising two 3D nodes with each 
node consisting of three geophone sensors. The sensors’ locations and directions of each dataset are shown in Fig. 4.2. 
Figure 4.2a shows all Degrees Of Freedoms (DOFs) measured in the test campaign, whereas Fig. 4.2b indicates the locations 
and measurement directions of the sensors in each measured dataset, with the blue arrows designating the reference and red 
arrows the moving sensors. During the testing campaign, a total of 6 datasets were measured along the height of the tower, 
being the 1st five measured at the tower itself, whereas the sixth and last dataset was measured at the bottom part of the 
antenna, as indicated in Fig. 4.2b. 

Since the reference and roving acceleration responses were acquired with two independent systems, the acceleration 
time series recorded with the roving system had to be synchronized with regard to those of the reference system. The 
synchronization of each dataset was accomplished by, first, calculating the average phase angle of the transfer function 
between the 1st reference and 1st roving channel and subsequently by removing the time shift corresponding this phase from 
all the roving channels. Afterward, the synchronized times series were de-trended and decimated with a factor of 4, leading to 
time series with a sampling frequency of 2.5 Hz. Once synchronized, filtered, de-trended, and down-sampled, the time series 
of each dataset was used to compute the HS matrix with a resolution of 513 frequency lines. Afterward, the HS matrix of 
each dataset was prescaled and stacked on the top of each other to form a global spectrum following the approach described 
in [11, 10]. 

Finally, the formed global HS matrix was used as primary data by the pCF-MM technique from which the natural 
frequencies, damping rations, and operational factor vectors were extracted with the aid of a stabilization diagram. Figure 4.3 
shows the stabilization diagram constructed with pCF-MM by identifying models with order ranging from 1 to 70. The 
vertical red lines in such diagram indicate the natural frequencies of the physical vibration modes automatically identified by 
means of a Hierarchical Cluster Algorithm [10]. It is worth highlighting that the peak suited to around 0.7 Hz corresponds 
to poorly excited modes and, therefore, could not be clearly identified as physical. The details of the closed–spaced modes 
around 0.2, 0.5, and 0.82 Hz are shown in Fig. 4.3b, c, and d, respectively.
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Fig. 4.3 Stabilization diagram constructed with the novel pCF-MM by the identifying models with order ranging from 1 to 70 (a), and details of 
the closed spaced modes automatically identified with HC algorithm around 0.2 Hz (b), 0.5 Hz (c), and 0.82 Hz (d) 

After automatically identifying the operation factor vectors, the mode shape vectors were estimated in a subsequent step 
by means of the so-called Least Squares Complex Frequency (LSFD) algorithm [12]. The summary of the identification 
results obtained for the TV tower with the novel pCF-MM technique is shown in Fig. 4.4. 

4.5 Conclusion 

This chapter shows the results of a multi-dataset modal identification performed on the Riga TV and Radio transmission 
tower to the estimate the global modal properties of the structure. The vibration responses of the tower measured at different 
storeys underwent a comprehensive signal processing to (i) remove the phase between reference and roving responses and 
(ii) estimate the global HS matrix used as primary data in the identification process. The novel pCF-MM was then applied 
to the prescaled global HS matrix to estimate the tower’s natural frequencies, damping ratios, and operational factor vectors 
in the frequency range of 0.0 to 2.5 Hz in a first step of the identification process. In a subsequent step, the mode shape 
vectors were estimated by making use of the so-called LSFD algorithm. The application of the pCF-MM to the Riga TV 
Tower vibration data led to the construction of a clear stabilization diagram from which eleven vibration modes were clearly 
and accurately identified. The accuracy and robustness provided by the pCF-MM algorithm were particularly observed in 
the estimation of the very closed–spaced modes around 0.2, 0.5, and 0.82 Hz.
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Fig. 4.4 Global mode shapes of the Riga TV and Radio Transmission Tower identified with the novel pCF-MM technique
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Chapter 5 
The New Poly-reference Complex Frequency Formulated in 
Modal Model (pCF-MM): A New Trend in Experimental 
Modal Analysis 

Sandro D. R. Amador and Rune Brincker 

Abstract In Experimental and Operational Modal Analysis (EMA and OMA), the main challenge is to extract the 
experimental modal properties of the tested structures from the vibration measurements in a very accurate and robust manner. 
The EMA and OMA can be carried out in time or frequency domain by fitting a parametric model to time or frequency 
domain measurements, so that the modal properties can be subsequently extracted for the obtained normal matrices. In 
this chapter, a novel poly-reference modal identification technique formulated in the frequency domain is proposed. The 
advantage of the proposed approach with regard to the existing techniques is that it yields numerical (non-physical) modes 
with negative damping, making it easier to distinguish the physical modes. The accuracy and robustness of such an approach 
is demonstrated by means of an application example at last part of the chapter. 

Keywords OMA · Modal analysis · System identification · Vibrations 

5.1 Introduction 

Over the last five decades, there have been ground breaking advancements in modern experimental structural dynamics, 
namely in EMA and OMA. In the late 70s, the Ibrahim Time Domain (ITD) [1, 2] was introduced to the modal analysis 
community as the first single-reference Least Squares (LS) modal identification technique capable of handling multiple 
output measurements at once. Later on, the poly-reference LS Complex Exponential (pLSCE) [3, 4] was proposed to 
estimate the modal properties by fitting an Auto-Regressive (AR) model to the measured free decay functions. 

The pLSCE algorithm consists of a poly-reference LS modal identification technique, meaning that it is capable of taking 
into account multiple input and multiple output measurements at once in the identification process. Shortly after the invention 
of the pLSCE, the  ITD was reformulated into a poly-reference LS technique [5]. Though the ITD and the pLSCE were the 
first poly-reference modal analysis algorithms ever invented, to this day, they are still regarded by many as some of the most 
robust modal analysis algorithms available. In the 90s, other model identification techniques like the Stochastic Subspace 
Identification (SSI) technique [6, 7] and the Frequency Domain Decomposition (FDD) [8] were proposed, entailing a 
revolution in OMA. 

Recently, around the mid-2000s, the frequency domain poly-reference technique known as poly-reference Least 
Squares Complex Frequency domain (pLSCF) [9, 10, 11] was proposed to perform broadband frequency domain modal 
identification. In this chapter, a novel poly-reference modal identification technique is proposed. Such an approach is 
formulated in the frequency domain using the z-domain modal model, hence the name poly-reference Complex Frequency 
formulated in Modal Model (pCF-MM). Similar to the ITD technique, the idea behind the pCF-MM is to formulate an 
eigenvalue problem by comparing the two different samples of the measured vibration data. 

The advantages of the pCF-MMwith regard to the existing techniques include, for instance, increased robustness in sorting 
the physical modal properties from the numerical ones. In order to illustrate these benefits from a practical perspective, the 
performance of the novel pCF-MM technique is assessed by means of a real OMA of two steel platform specimens. 
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5.2 Background Theory 

In an experimental modal analysis, the main goal is to extract the modal properties from the vibration measurements collected 
in vibration tests of structural systems. The modal properties extraction (or modal identification) can be carried out in either 
time domain or frequency domain. In the former, a free decay function is normally used as primary data. In this case, the 
modal properties are computed basically by fitting an analytical model to the free decay measurements. The free decay matrix 
of a structural system with general viscous damping in discrete time containing the information of . Ni inputs and . No outputs 
and sampled with sampling interval . Δt can be modeled by the so-called time domain modal model as 

.Yk =
nc∑

i=1

φiγ
T
i eλikΔt + φ∗

i γ
H
i eλ∗

i kΔt (5.1) 

where .(•)T and .(•)H denote the transpose and the complex conjugate transpose (Hermitian), respectively, and .(•)∗ the 
complex conjugate; .k ∈ N denotes a discrete time instant .t = kΔt ; . nc is the number of vibration modes occurring in 
complex conjugate pairs, .φr ∈ C

No×1 and .γ r ∈ C
Ni×1 are, respectively, the mode shape and the modal participation factor 

vectors, and .λr ∈ C the continuous-time poles, which are related to the natural frequencies in rads/sec, . ωi , and damping 
ratios, . ξi as 

.λi, λ
∗
i = −ξiωi ± j

√
1 − ξ2i ωi (5.2) 

with .j = √−1 designating the imaginary unit, and .ωi = 2πfi the circular natural frequency in rad/sec as function of the 
natural frequency in hertz (cycles/sec) . fi . Equation (5.1) can be rewritten in matrix form as 

.Yk = ФΛkΓT (5.3) 

where .Ф ∈ C
No×2nc is the mode shape matrix, .Λ ∈ C

2nc×2nc is a diagonal matrix containing the discreet time poles, 
.μi = eλiΔt ∈ C, and .Γ ∈ C

Ni×2nc is the modal participation matrix. By comparing (5.1) and (5.3), it is straightforward to 
prove that such matrices are given by 

.

Ф = [
φ1 φ∗

1 · · · φn φ∗
n

] ∈ C
No×2nc

Γ = [
γ 1 γ ∗

1 · · · γ n γ ∗
n

] ∈ C
Ni×2nc

Λ = diag
([

μ1 μ∗
1(t) · · · μnc μ∗

nc

])
∈ C

2nc×2nc

(5.4) 

where .diag (•) denotes the diagonal matrix operator. The free decay (5.3) in discrete time can be written in a more general 
form, for an arbitrary time advance .τ ≥ 0 as 

.Yk+r = ФΛrΛkΓT (5.5) 

where .r ∈ N denotes an arbitrary forward time shift (.τ = rΔt) in continuous time. The free decay model in discrete time 
with an arbitrary time advance as in Eq. (5.5) can be converted from time to frequency domain by means of the Laplace 
Transform or Z-Transform. Though both transforms can be used in the formulation of the pCF-MM described in the next 
section, the derivation of the system matrices becomes more obvious if the latter is used. Taking the Z-Transform of Eq. (5.5) 
gives 

.H(z)zr = ФΛr [Iz − Λ]−1 ΓT (5.6) 

where . I is the identity matrix and .zr = ejωΔt ∈ C is the Z-domain variable, with .ω = 2πf standing for the angular 
frequency in radians/sec which is expressed as function of the frequency, f , in cycles/sec (hertz).
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5.3 The New Poly-Reference Complex Frequency formulated in Model Model (pCF-MM) 

Equation (5.6) can be written down for a set of time shifts, r , ranging from 0 to n, and combining the obtained equations into 
a single matrix expression, giving 

.H0(z) = Ψ (Iz − Λ)−1 ΓT (5.7) 

with 

.H0(z) =

⎡

⎢⎢⎢⎣

H(z)

zH(z)
...

znH(z)

⎤

⎥⎥⎥⎦ ∈ C
No(n+1)×Ni (5.8) 

and 

.Ψ =

⎡

⎢⎢⎢⎣

Ф

ФΛ
...

ФΛn

⎤

⎥⎥⎥⎦ ∈ C
(n+1)No×(n+1)No (5.9) 

Equation (5.7) can be written for two discrete consecutive frequency lines . ωa and . ωb (.∀ωb > ωa) spaced from each other 
by a single discrete frequency step .Δω as 

.

H0(za) = Ψ (Iza − Λ)−1 ΓT

H0(zb) = Ψ (Izb − Λ)−1 ΓT
(5.10) 

Isolating . ΓT in both equations and combining the obtained expressions yield 

.Ψ−1 [H0(zb) − H0(zb)] = ΛΨ−1 [H1(zb) − H1(zb)] (5.11) 

with 

.H1(z) =

⎡

⎢⎢⎢⎣

zH(z)

z2H(z)
...

zn+1H(z)

⎤

⎥⎥⎥⎦ ∈ C
No(n+1)×Ni (5.12) 

Writing down (5.11) for all the . Nf discrete frequency lines available in the frequency band, i.e., for . ωa and . ωb ranging, 
respectively, from . ω0 to .ωNf −1 and from . ω1 to .ωNf

, and combining the equations corresponding to each pair of evaluated 
frequency values in a single matrix equation yield 

.Ψ−1B = ΛΨ−1A (5.13) 

where 

.

A =
[
H0(z1) − H0(z0) H0(z2) − H0(z1) · · · H0(zNf

) − H0(zNf −1)

]
∈ C

No(n+1)×Ni(Nf −1)

B =
[
H1(z1) − H1(z0) H1(z2) − H1(z1) · · · H1(zNf

) − H1(zNf −1)

]
∈ C

No(n+1)×Ni(Nf −1)
(5.14)
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An eigenvalue problem can be formulated from (5.13) using the Double Least Squares approach (DLS) [12, 8], giving 

.
1

2

(
BAH

(
AAH

)−1 + BBH
(
ABH

)−1
)

= ΨΛΨ−1 (5.15) 

Once the eigenvalue problem (5.15) is solved, the modal shape vectors can be retrieved as the 1st . No rows of . Ψ, and 
the natural frequencies and damping ratios are computed from the diagonal elements of . Λ. The eigenvalue problem as in 
Eq. (5.15) gives eigenvalues and eigenvectors not occurring in complex conjugate pairs. If mode shape vectors and continuous 
time poles occurring in conjugate pairs are desired, the following eigenvalue problem should be used: 

.
1

2

(
Re

(
BAH

) (
Re

(
AAH

))−1 + Re

(
BBH

) (
Re

(
ABH

))−1
)

= ΨΛΨ−1 (5.16) 

where .Re (•) stands for the real part of a complex number. 

5.4 Application to the Output-only Modal Analysis of the Steel Platform Specimen 

In order to illustrate the practical application of the pCF-MM described in the previous section, a case study consisting of two 
independent steel platforms is considered. The specimens were used in a previous study to investigate the coupled dynamic 
behavior of offshore oil platforms when they are connected by a bridge [13]. A photo of the platform specimens is shown in 
Fig. 5.1a. The platform specimens consist of 0.0025 m thick steel plates, which are supported by four steel columns placed 
0.05 m from the edges of the top steel plates. The steel plates are square with dimensions of .0.3 × 0.3 and .0.4 × 0.4 m, 
respectively. The columns, which are clamped to the steel plates at the top and to a stiff wooden box at the bottom, have a 
square cross section of 0.005 m and are 0.6 m high. The vibration responses in acceleration were measured at a total of 6 
Degrees Of Freedoms (DOFs), three of which measured on the platform with smaller plate and three on the bigger one as 
indicated in Fig 5.1b. 

The two steel platforms were randomly excited at six different positions by a pneumatic actuator whose air flow was 
instantaneously adjusted by valves actively controlled by an algorithm. The excitation signal used to control each valve 
independently in the algorithm was designed with flat spectral density ranging from 2 up to 20 Hz to secure the excitation 
of the first five modes. The vibration responses due to the air flow excitation were measured in acceleration with HBK 
accelerometers (piezoelectric CCLD with TEDS, with a sensitivity of 100 mV/g) with a sampling rate of 1652.9 Hz. A total 
of 164,993 time samples were acquired in the output-only vibration test, which corresponds to a measurement duration of, 
approximately, 1 min and 40 seconds. Afterward, the acceleration time series underwent a signal processing step to estimate 
the HS matrix . S+

yy . To achieve this goal, they were de-trended, filtered with an eighth-order lowpass Chebyshev Type I filter, 

Fig. 5.1 Steel platform specimen: (a) photo of the real platform specimen and (b) dimensions (in millimeters) of the top site of the steel platform 
specimens, sensors’ positions, and measurement directions (b)
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and resampled with a sampling frequency of 68.8705 Hz. Finally, the HS matrix was computed with a frequency resolution, 
. Nf , of 513 frequency lines. Once computed, the HS matrix with dimension .6 × 6 × 513 was used as primary data by the 
pCF-MM algorithm. 

In order to facilitate the identification of the physical modes of the platforms, a stabilization diagram was constructed with 
the pCF-MM by identifying models with order, n, ranging from 1 to 80. Fig. 5.2 shows the stabilization diagram constructed 
with the pCF-MM and details of the close–spaced modes around 6.7 and 8.5 Hz. The identification of the physical poles in 
such a diagram was carried out by using a Hierarchical Clustering (HC) algorithm [14, 15]. The physical modes identified 
with such an approach are indicated by vertical red solid lines in Fig. 5.2. After automatically identifying the mode shape 
vectors, the operational factor vectors were estimated in a subsequent step by means of the so-called Least Squares Complex 
Frequency (LSFD) algorithm [14] and then used to synthesize the HS matrix from the estimated modal properties. 

As seen in Fig. 5.2, the pCF-MM provided clear stable poles that matched precisely the peaks of the Power Spectral 
Density singular values (estimated with the FDD technique) shown in the background of the diagram solely for comparison 
purposes. Aiming at assessing the accuracy of the modal parameter estimation obtained with the pCF-MM, the trace of 
synthesized HS matrix is compared to that of the measured HS in Fig. 5.3. By comparing the synthesized trace with its 
measured counterpart in such a figure, it is clear that the pCF-MM provided very accurate estimates for the modal properties 
of the platform specimens. 

The summary of the identification results obtained with the novel pCF-MM technique is shown in Fig. 5.4. The mode 
shapes represented in such a figure were the plotted with the aid of slave DOFs under the assumption that the top plates on 
both platforms behave as rigid bodies. 
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Fig. 5.2 Stabilization diagram constructed with the novel pCF-MM by the identifying models with order ranging from 1 to 80 (a) and  the details  
of the closed spaced modes automatically identified with HC algorithm around 6.7 Hz (b) and 8.5 Hz (c)
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Fig. 5.3 Trace of the measured (black solid line) and pCF-MM synthesized HS matrix .S+
yy (red solid line): the top plot shows the magnitude, 

whereas the bottom shows the phase of the trace of the HS matrix
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Fig. 5.4 Natural frequencies, damping ratios, and mode shapes of the two platforms identified with the novel pCF-MM technique
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5.5 Conclusion 

This chapter introduces and describes a new modal identification technique formulated in z-domain modal model. The 
underlying idea behind this novel approach is to formulate a high-order eigenvalue problem by comparing the measured 
frequency domain function (FRF or HS) at two adjacent spectral lines and by using different forward time shifts. The 
formulation of the pCF-MM herein described is meant for estimating the continuous-time poles and modal shape vectors but 
can be modified to estimate the modal participation factors, making it more suitable for classic EMA. In order to assess the 
performance of the proposed pCF-MM, the technique was applied to a practical OMA example. The results obtained from 
this analysis showed that the novel pCF-MM was capable of accurately and clearly identifying the first five vibration modes 
of the tested specimens. The accuracy and robustness provided by the pCF-MM algorithm was particularly observed in the 
estimation of the very closed–spaced vibration modes around 6.7 and 8.5 Hz. 
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Chapter 6 
Mode Shape Identification Using Drive-by Monitoring: 
A Comparative Study 

Kultigin Demirlioglu, Semih Gonen, and Emrah Erduran 

Abstract The structural system identification technique referred to as drive-by health monitoring has recently become 
popular for the dynamic investigation of bridges. Drive-by monitoring enables extracting dynamic characteristics of bridges 
such as modal frequencies, damping, and mode shapes by using vibration responses measured on sensors mounted on a 
passing vehicle. Due to the mobility of the vehicle, the sensor receives the dynamic information of each point along the 
bridge and allows for acquiring higher resolution in the mode shapes compared to the conventional direct monitoring where 
a limited number of sensors can be mounted on a bridge. Therefore, theoretically, drive-by monitoring systems promise 
better resolution in constructing mode shapes, which will, in turn, yield better accuracy in many engineering applications 
such as damage detection, model updating, and calibration. To this end, this chapter aims at investigating two of the most 
used drive-by identification methodologies to obtain mode shapes of bridges. In this numerical study, the mode shapes 
of a single-span bridge are computed from the dynamic response of the instrumented vehicle by applying (i) variational 
mode decomposition together with the amplitude histories of the Hilbert transform and (ii) a system identification algorithm, 
namely, the reference-based Stochastic Subspace Identification. The efficacy of the two methods in mode shape identification 
is investigated using a parametric study, where the sensitivity of the results to different vehicle speeds, sampling rates, and 
road surface roughness is evaluated. 

Keywords Bridge · Drive-by monitoring · Mode shapes · Variational mode decomposition · Reference-based SSI · 
Hilbert transform 

6.1 Introduction 

Bridge infrastructures are continuously exposed to various environmental conditions, natural hazards, and excessive loads. 
This exposure can lead to structural degradation and failure, as evidenced by recent bridge collapses. Therefore, bridge health 
monitoring is crucial for maintaining and evaluating transportation infrastructure. The conventional bridge health monitoring 
requires numerous sensors directly mounted on the structure to identify its modal parameters [1–5]. However, when it comes 
to the need to monitor the entire transportation network, the conventional approach leads to very high costs. Yang et al. [6] 
introduced a novel idea for extracting the dynamic parameters of the bridge indirectly from the acceleration response of a 
moving vehicle. The indirect approach, which is recently referred to as drive-by monitoring or indirect monitoring, promises 
efficient and low-cost inspection for the condition assessment of bridges without the requirement of instrumentation of each 
bridge. 

Several researchers worked on mode shape identification using indirect measurements as bridge mode shapes are 
particularly useful for structural engineering purposes such as Finite Element (FE) modal updating and damage detection 
[7]. Zhang et al. [8] proposed an approach for constructing the mode shapes of bridges by the amplitude history of the 
Short-time Fourier transform (STFT) applied to the acceleration response of the vehicle. To make the vibration amplitudes 
larger, the vehicle was excited by tapping force with different frequencies close to the natural frequency of the bridge. Yang 
et al. [9] introduced a method using a signal decomposition technique to extract the bridge’s modal components from the 
vehicle’s acceleration response and determine the mode shapes by applying the Hilbert transform (HT) to the obtained 
components. Several researchers employed STFT [10, 11] and HT [7, 12, 13] to extract the mode shapes from the response 

K. Demirlioglu (�) · S. Gonen · E. Erduran 
Department of Civil Engineering and Energy Technology, Oslo Metropolitan University, Oslo, Norway 
e-mail: kultigin@oslomet.no 

© The Society for Experimental Mechanics, Inc. 2024 
B. J. Dilworth et al. (eds.), Topics in Modal Analysis & Parameter Identification, Volume 9, Conference 
Proceedings of the Society for Experimental Mechanics Series, https://doi.org/10.1007/978-3-031-34942-3_6

57

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34942-3protect T1	extunderscore 6&domain=pdf

 570
70613 a 570 70613 a
 
mailto:kultigin@oslomet.no
mailto:kultigin@oslomet.no


58 K. Demirlioglu et al.

of vehicle. In addition to these, Yang et al. [14] revealed that the contact-point (CP) response does not contain vehicle 
frequencies that hamper identifying the bridge frequencies. This observation was verified by numerical simulations [14] and 
later by conducting an in-situ test [15]. Yang et al. [16] indicated that using the CP response enables extracting more bridge 
frequencies and constructing mode shapes more accurately than the ones obtained from the vehicle response. Also, some 
researchers have developed a different concept for mode shape identification [17–20]. In their approach, the acceleration 
signal measured on the vehicle is separated into a number of equal segments along the bridge deck to form a data set at each 
segment that carries information on the mode shapes of that segment. Then, the mode shapes of the bridge can be obtained 
by applying an Operational Modal Analysis (OMA) to each data record. These studies made substantial contributions to the 
mode shape identification of bridges using indirect measurements. However, there is still a lack of studies that objectively 
evaluate the accuracy of these methodologies under varying conditions. This article aims at assessing the efficacy of two of 
the most commonly employed methods that apply (i) variational mode decomposition together with the amplitude histories 
of the Hilbert transform [16] and (ii) the reference-based Stochastic Subspace Identification (SSI) [19] in extracting bridge 
mode shapes. These methods will be referred to as Method 1 [16] and Method 2 [19], respectively, for brevity. They could 
be considered representatives of two different approaches in drive-by monitoring. In order to investigate their performance 
in estimating the bridge mode shapes, this chapter uses the application of these two distinct methods on the same single-span 
bridge that has similar properties to the ones used in [9, 16, 19]. For a proper comparison, the same quarter-car is employed 
in the numerical simulations of both methods. However, the CP response is adopted for Method 1 as proposed by [16], 
while the vehicle response is utilized for Method 2 [19]. Finally, their sensitivity to different parameters is evaluated using 
a parametric study that considers the effects of vehicle speed, sampling rate, and road roughness profile on constructing the 
mode shapes of the bridge. 

6.2 Numerical Simulations 

A simply supported bridge with a total span length of 25 m is modeled using ABAQUS software and Euler-Bernoulli beam 
elements as shown in Fig. 6.1. The bridge is discretized into 50 equal-length elements of 0.5 m. The elasticity modulus 
of the bridge is assumed to be E = 30 GPa, the moment of inertia of its cross-section is I = 0.20 m4, and its mass per 
length ρ = 2000 kg/m. The first three vertical modal frequencies of the bridge are computed as 4.35, 17.23, and 38.06 Hz, 
respectively, through Eigen-value analysis. The vehicle moving over the bridge is simulated with a quarter-car model, i.e., 
using a lumped-mass spring model as shown in Fig. 6.1. The vehicle’s characteristic mass, stiffness coefficient, and damping 
coefficient are adopted as mv =2000 kg, kv =550,000 N/m, and cv = 2000 N.s/m, respectively. The frequency of the vehicle 
is 2.63 Hz. 

The acceleration responses of the vehicle and the contact point (CP) are obtained during the crossing of the vehicle 
over the bridge with a velocity of 5 m/s using a sampling rate of 1000 Hz (Fig. 6.2a, b). The measured responses are 
processed using the Fast Fourier transform (FFT) to obtain the frequency spectra; see Fig. 6.2c, d. Figure 6.2c indicates that 
the spectrum obtained from the vehicle response consists of four main frequencies: the vehicle frequency fv =2.63 Hz; the 
driving frequency fd =0.2 Hz, which is computed as the ratio of the vehicle velocity to the length of the bridge; and the two 
frequencies for each modal frequency of the bridge which are shifted (fb ± fd/2) due to the Doppler’s effect [21]. As a result, 
the first, second, and third frequencies of the bridge are identified as 4.40, 17.20, and 37.80 Hz, respectively, by taking the 
average of their corresponding shifted frequencies [21]. Moreover, Fig. 6.2c also demonstrates that the bridge frequencies 
become less visible in the FFT spectrum for the higher modes [16]. However, using the CP’s response completely eliminates 
the vehicle frequency from the FFT spectrum, as demonstrated in Fig. 6.2d. It significantly enhances the amplitudes of the 
second and third modal frequencies of the bridge and make them more detectable in the FFT spectrum, as seen in Fig. 6.2d. 

Fig. 6.1 The single-span bridge
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Fig. 6.2 (a) Vehicle response; (b) CP response; (c) FFT spectrum of vehicle response; (d) FFT spectrum of CP response 

Regarding the slight differences observed between the identified and numerical bridge frequencies, it should be noted that 
the actual modal frequencies of bridges can be obtained under ambient vibrations. However, the dynamic response of the 
vehicle-bridge interaction (VBI) system is a nonstationary problem due to the moving vehicle that causes the bridge to behave 
under the forced vibrations [22]. Therefore, observing the variation between the identified bridge frequencies extracted from 
the nonstationary response and the theoretical ones is reasonable. 

The configurations used to describe the system and the moving vehicle analysis, which are explained above, are referred 
to as the benchmark model in the rest of this chapter. In the following sections, various simulations are carried out with the 
same bridge and vehicle properties to investigate the effects of vehicle speeds, sampling rates, and road surface roughness 
on mode shape identification using two approaches proposed by Yang et al. [9, 16] and Li et al. [19], respectively. These 
two methods are briefly introduced in the following sections. For further details, the readers are recommended to refer to the 
Refs. [9, 16, 19]. 

6.2.1 Method 1 

Method 1 proposed by Yang et al. [9, 16] utilizes the same VBI system as presented in Fig. 6.1. This method is principally 
based on signal decomposition to identify the modal information of the bridge and processing the decomposed signals to 
construct the mode shapes. First, the vertical acceleration response of CP recorded during the passage of the vehicle over the 
bridge at a constant velocity is used to filter the vehicle frequency out as described [16] and depicted in Fig. 6.2d. Second, 
the component responses associated with the modal frequencies of the bridge can be extracted by implementing a feasible 
signal decomposition tool to the recorded signal, such as the band-pass filter, singular spectrum analysis, and empirical modal 
decomposition. In this study, the variational mode decomposition (VMD) method is applied as a signal decomposition tool 
to extract the first three modal components [23]. Finally, the obtained components are processed by the Hilbert transform 
(HT) to provide the instantaneous amplitude history for constructing the mode shape of the given mode [24]. For instance, 
when the acceleration response of CP in Fig. 6.2b is processed by VMD and HT, the components related to the first three 
modes and their amplitude histories are plotted in Fig. 6.3.
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Fig. 6.3 The first three modal components obtained from the CP response in the benchmark model at 5 m/s 

Fig. 6.4 Method 2’s VBI model 

6.2.2 Method 2 

Method 2 proposed by Li et al. [19] uses the acceleration responses measured on two cars, one stationary (reference) and 
one moving (see Fig. 6.4). The reference car is positioned at a fixed location, while the other drives over the deck at a 
constant velocity. The reference car is stationed at the mid-span and the quarter-span to identify the first and second mode 
shapes, respectively, to capture the maximum modal amplitudes. The measurements from the two cars for each analysis are 
separated into ten equal segments based on the time range of the moving car corresponding to that segment. Therefore, the 
two acceleration responses in each segment form one pair of the data record. The local mode shape values at the mid-point 
of each segment are obtained by applying the reference-based SSI method to each data record [25], such that each segment 
is individually processed by the SSI algorithm. Finally, a progressive rescaling procedure in Eq. 6.1 is applied to the local 
mode shape values to obtain the global mode shape. 

.Фi = Фref

ϕi,ref
ϕi,i , (i = 1, 2 . . . 10) (6.1)
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Fig. 6.5 (a) The  first  and (b) the second mode shapes of the bridge 

where ·i is the global mode shape value for the ith segment, ·ref is the mode shape value obtained from the response of the 
reference car during the passage of moving car over the same segment where the reference car is stationed, ϕi, i is the local 
mode shape value obtained from the response of the moving car measured in the ith segment, and ϕi, ref  is the local mode 
shape value obtained from the response of the reference car during the passage of the moving car over the ith segment. When 
the procedure is applied using a sampling rate of 1000 Hz and the moving car speed of 2.5 m/s, the first two mode shapes of 
the bridge are constructed, as shown in Fig. 6.5. 

6.3 Parametric Study 

The accuracy of the methods in estimating the mode shapes for varying vehicle speed, sampling rate, and road surface 
roughness is investigated using a parametric study. 

6.3.1 Effect of Vehicle Speed 

The effect of the vehicle speed on the extracted mode shapes of the bridge employing the two methods is evaluated using 
a sampling rate of 1000 Hz and three different vehicle speeds: 2.5 m/s, 5 m/s, and 10 m/s. The first two mode shapes of 
the bridge are constructed using both methods (Fig. 6.6). On the other hand, the third mode shape of the bridge could only 
be retrieved by Method 1, as presented in Fig. 6.7. It can be seen from Fig. 6.6a, c that the first two mode shapes can be 
identified with good precision using Method 1. The results show that increasing the vehicle velocity from 2.5 to 10 m/s 
improves the accuracy of mode shapes gradually since the vehicle traversing at higher speeds can induce larger excitation 
on the bridge [16]. Note that this statement is valid for the maximum speed limit of 10 m/s in this study and cannot be 
generalized for the use of speeds higher than 10 m/s, which may result in insufficient data for mode shape identification 
due to the relatively short travel time of the vehicle. It is also observed that as velocity increases, the edge effects of HT, 
which result from insufficient signal information, cause the HT amplitudes to fluctuate more at the locations near the bridge 
boundaries [12, 26]. Therefore, the edge effects worsen the mode shape estimation close to the bridge ends. In addition to 
these, Fig. 6.7 shows that the accuracy in extracting the third mode shape using Method 1 visibly decreases with decreasing 
speed. Particularly, the amplitudes of the mode shape along final two-thirds of the bridge length, i.e., the last two peaks of 
the mode shape, reduce, and remarkably become distanced from the theoretical mode shape with a decrease in the vehicle 
speed. 

The mode shapes obtained using Method 2 (Fig. 6.6b, d) demonstrate that the performance of the method in extracting 
mode shapes is highly sensitive to the vehicle speed. The accuracy of mode shapes obtained at 2.5 m/s considerably reduces 
when the velocity is set as 5 m/s. As the vehicle speed increases, the travel time of the vehicle at each segment (see Fig. 6.4) 
relatively shortens. This influences the amount of data collected on the vehicle and leads to less dynamic information about 
the vibrations of the deck. Therefore, the SSI algorithm does not yield any stable modes in the stabilization diagram to recover 
mode shapes at 10 m/s due to insufficient amount of input signal measured at each segment. Additionally, to identify the third 
mode shape from the vehicle response using Method 2, a third configuration where the reference car is stationed at one-sixth
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Fig. 6.6 At the range of vehicle speeds (a) the first mode shape of the bridge by Method 1; (b) the first mode shape of the bridge by Method 2; 
(c) the second mode shape of the bridge by Method 1; (d) the second mode shape of the bridge by Method 2 

Fig. 6.7 Third mode shape of the bridge at the range of vehicle speeds 

of the bridge length, where the third mode shape has its maximum amplitude, is performed for capturing the maximum 
modal amplitudes of the third mode. However, the SSI algorithm does not provide sufficient stable modes to recover the third 
mode shape in all three cases considered where the reference car is placed at the one-sixth bridge length, quarter-span, and 
mid-span. When the efficacy of the methods is considered for mode shape identification, it can be concluded that Method 2 
outperforms Method 1 in constructing the mode shapes at 2.5 m/s; however, Method 1 is more robust to the velocity change. 

6.3.2 Effect of Sampling Rates 

The effect of sampling rate on the mode shape identification is assessed by employing three sampling rates of data acquisition: 
250, 500, and 1000 Hz. In all the numerical simulations, the vehicle velocity is set as 2.5 m/s. The constructed mode shapes



6 Mode Shape Identification Using Drive-by Monitoring: A Comparative Study 63

Fig. 6.8 Using the range of sampling rates (a) the first mode shape of the bridge by Method 1; (b) the first mode shape of the bridge by Method 
2; (c) the second mode shape of the bridge by Method 1; (d) the second mode shape of the bridge by Method 2 

of the bridge are presented in Fig. 6.8. The results show that Method 1 yields the mode shapes with almost the same accuracy 
at all sampling rates. However, the obtained mode shapes using Method 2 have been substantially distorted as the sampling 
rate decreases from 1000 Hz to 250 Hz. That stems from the fact that the effectiveness of the SSI algorithm is directly 
associated with the length of the acquired data, which is influenced by the sampling rate. As a result, Method 1 is highly 
robust to a decrease in the sampling rate of the signal, whereas the efficacy of Method 2 in estimating the mode shapes is 
significantly affected. 

6.3.3 Effect of Road Roughness 

Finally, the impact of road roughness on the FFT spectrum and the extracted mode shapes of the bridge is evaluated. The 
roughness profile is generated by the power spectral density (PSD) function of ISO-8608 for Class A [27] using the one-sided 
power spectral densities for the reference spatial frequency (0.1 m−1), 16 × 10−6 m3, which accounts for a good profile in 
the road classification. In generating this road profile, the lower and upper limits for spatial frequency are set as 0.01 m−1 

and 10 m−1, respectively. The road surface irregularity is simulated in the FE model at 0.1 m intervals along the bridge, as 
shown in Fig. 6.9. 

The acceleration responses of the vehicle and the CP are processed using FFT. The obtained frequency spectra are 
presented in Fig. 6.10 as three subfigures for separate frequency ranges to account for the significant variation in the 
amplitudes. Figure 6.10a reveals that the road surface roughness significantly affects the dynamic response of the vehicle, 
amplifying the vehicle’s frequency in the FFT spectrum at 2.63 Hz. Since using the CP response eliminates the vehicle-
related frequency content, it makes the first modal frequency of the bridge more visible. It is also observed from Fig. 6.10b, 
c that the amplified vehicle response due to the roughness completely masks the visibility of the bridge-related dynamic 
information for higher modes. However, the second and third frequencies of the bridge can be clearly detected in the FFT 
spectrum when the CP response is used. 

The performance of both methods in mode shape identification is also evaluated for Class A road roughness, setting the 
velocity of vehicles as 2.5 m/s and using a sampling rate of 1000 Hz in all the numerical simulations. The constructed mode 
shapes of the bridge are presented in Fig. 6.11. The results show that Method 2 performs better than Method 1 in extracting
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Fig. 6.9 The road roughness profile generated for Class A 

Fig. 6.10 FFT spectra of the benchmark model, including the road roughness profile (a) 0–10 Hz; (b) 15–20 Hz; (c) 35–40 Hz 

Fig. 6.11 Comparison of mode shapes in the presence of road surface roughness (a) 1 st mode; (b) 2 nd mode



6 Mode Shape Identification Using Drive-by Monitoring: A Comparative Study 65

the mode shapes. It is observed that the bridge components extracted in Method 1 are highly polluted due to the roughness 
effect. However, the stationary reference car used in Method 2 is not influenced by road roughness. Thus, it enables yielding 
stable modes in the stabilization diagram of the reference-based SSI and helps construct mode shapes better compared to 
Method 1. 

6.4 Conclusions 

This work investigated the efficacy of the modal identification of bridges using drive-by monitoring methods and their 
sensitivity to different parameters via a numerical study. Two of the most commonly employed methods in the literature to 
extract bridge modal frequencies and mode shapes through drive-by monitoring were used. Method 1 [9, 16] and Method 2 
[19] were investigated in detail, and the results were compared to each other with the aim of providing guidance in their use. 
Based on the results of this study, the following conclusions are drawn: 

• The accuracy of Method 1 in estimating mode shapes improves gradually as the vehicle velocity increases since the 
vehicle traversing at higher speeds can induce larger excitation on the bridge. 

• Method 2 is highly affected by the length of the input signal, which is directly associated with the variations in sampling 
rates and vehicle speeds. This method provides the best results for lower vehicle speeds and high sampling frequencies. 

• Method 2 is robust against the effect of road roughness in retrieving mode shapes, while the accuracy of the first method 
decreases significantly once road roughness is introduced. 

The results presented in this study highlight the need for further research to develop a methodology that is more 
robust against changing parameters and conditions such as the vehicle speed and road roughness. In addition, the accuracy 
of methods should be investigated by a comparative study in different road roughness classes applying road roughness 
elimination approaches. 
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Chapter 7 
Tips, Tricks, and Obscure Features for Modal Parameter 
Estimation 

William Fladung and Kevin Napolitano 

Abstract A good piece of advice for those who engage in modal parameter estimation is “Don’t use data that doesn’t help 
your cause.” Selecting the frequency range of interest and down-selecting the references and responses are common features 
in all commercial modal analysis software packages. While these procedures are usually sufficient for producing acceptable 
results, there are some supplemental techniques available that go beyond just defining the temporal and spatial boundaries 
of the dataset. This chapter discusses some of these more obscure features that could be helpful in improving your modal 
parameter estimation results. 

Keywords Modal parameter estimation · Normal modes · Orthogonality 

Nomenclature 

CMIF Complex mode indicator function 
FRF Frequency response function 
PSMIF Power spectral mode indicator function 
QMIF Quadrature mode indicator function 
ZDOP Z-domain orthogonal polynomial 

7.1 Introduction 

In the early days of modal testing, measurement channels were precious and few, and often the data had to be acquired in 
subsets of channels (or “patches” in the parlance of the time), which was a time-consuming process. Collecting a complete 
dataset could take several hours, and over this extended test duration, inconsistencies might creep into the data, which could 
cause troubles for the modal parameter estimation results. Nowadays, we have data acquisition systems with hundreds of 
channels at a reasonable price that allows us to acquire all of the measurements together, which takes much less time and 
produces more-consistent datasets. 

Having all of these consistently acquired frequency response functions (FRFs), the general consensus is to use all of 
them in the parameter estimation process, and often this en masse approach produces acceptable results in one pass through 
the software. Of course, you can redefine the temporal and spatial boundaries of the dataset by narrowing the frequency 
range of interest and sieving the references and responses to concentrate on a particular component or subset of modes. 
However, there are some less common techniques that can be utilized to further segregate and prioritize the data within 
the dataset boundaries that can have beneficial effects on the results. These novelties can be particularly relevant when test 
self-orthogonality metrics are part of the requirements for a successful modal test. A goal of many aerospace modal tests is 
to ensure that the off-diagonal terms of the test self-orthogonality matrix are less than or equal to 10%. High off-diagonal 
terms can signify testing errors, which could have been caused by nonfunctional sensors, mislabeling of the channel table, 
analysis model errors, or modal extraction errors. 
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Fig. 7.1 Idealized representation 
of two orthogonal shapes and an 
imperfectly extracted shape that 
is a mass-weighted linear 
combination of the two exact 
shapes 
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Fig. 7.2 Off-diagonals of test self-orthogonality matrix are very sensitive to small errors in modal extraction 

Test self-orthogonality is defined as .Oij = ФT
i MФj , where M is the mass matrix and the magnitudes of the shapes are 

defined such that .ФT
i MФi = 1.In an idealized case with a perfect mass matrix, .ФT

i MФj = 1 for i = j, and . ФT
i MФj = 0

for i /=j. Thus, orthogonality can be thought of as a mass-weighted dot product used to calculate the projection of one shape 
onto another. In the ideal case, as shown in Fig. 7.1, two “exact” shapes, ФE1 and ФE2, can be represented on a unit circle as 
being perpendicular to each other. Assume that an “imperfect” shape, ФT1,can be represented as being rotated from the exact 
shape ФE1 and that ФT2 is a perfect modal extraction for ФE2. The orthogonality between ФT2 and ФT1, OT1 − T2, is the  
projection of ФT2 onto ФT1. The orthogonality between ФT1 and ФE1 is OT1 − E1, which would be 1 if the modal extraction 
of ФT1 had been perfect, but is less than 1 by the amount ΔOT1 − E1. 

The error for the first shape (ΔOT1 − E1) versus the orthogonality for the second shape (OT1 − T2) is depicted graphically 
as 1 − cos �1 and cos�2 in Fig. 7.2, which shows that small percentage errors in modal extraction can lead to large 
off-diagonals in orthogonality. For example, a 1% error in a test mode (ФT1) can lead to an off-diagonal term of 14%.
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7.2 Excluding Frequency Ranges 

In a selected frequency range of interest (as indicated by the vertical cursors with triangular end-markers in Fig. 7.3), there 
will typically be several hundred to a few thousand spectral lines, which is plenty to generate an overdetermined least-squares 
solution for the matrix polynomial coefficients from which the poles are computed. By default, all of the spectral lines are 
used, and some software packages may allow the user to decimate the spectral lines to alleviate the computational burden 
(but this may just be a remnant of a past when computers were slower and had less memory). Rather, what we are advocating 
here is instead of using some evenly spaced subset of spectral lines, is to exclude certain spectral lines or frequency ranges, 
as indicated by the pink regions in Fig. 7.3, that may be detrimental to the estimation process—to exclude “data that doesn’t 
help your cause.” 

In the conceptual examples in Fig. 7.3, there are no modes in the noisy region between 310 and 420 Hz, and that data 
will not contribute anything constructive to the parameter estimation. To omit this region, you could do one frequency range 
for all the modes below 310 Hz and a second frequency range for the one mode above 420 Hz, or you could do the entire 
frequency range from 30 to 450 Hz and just exclude all of the spectral lines between 310 and 420 Hz. Electrical line noise 
relentlessly shows up in our measurements at predictable spectral lines and can usually be ignored, but if it happens to 
interfere with mode identification (e.g., as at 240 Hz in Fig. 7.3), those specific frequencies could be excluded. A more 
serious noise problem is leakage, which can split a peak, as evident for the 50 Hz mode in Fig. 7.3, where it is known that 
there is only one mode. In this case, the parameter estimation algorithm is not going to be able to provide a reliable solution. 
However, the leakage error is localized to a few spectral lines near the peak, which can be excluded to get a better estimate 
of the pole for that mode. 

In the example shown in Fig. 7.4, leakage was induced in the FRFs (green) by extending the burst length such that the 
response did not decay within the time period while the FRFs without leakage (blue) were measured using a more appropriate 
burst length. The estimated poles for these two modes from the baseline without leakage, leakage without excluded frequency 
ranges, and leakage with excluded frequency ranges are listed in Table 7.1. Also plotted in Fig. 7.4 are the synthesized FRFs 
for the two leakage cases, and the excluded frequency ranges are designated by the gray patches. Even though the split peaks 
in the FRF may give the appearance of more than one mode at both of these peaks, the z-domain orthogonal polynomial 
(ZDOP) algorithm [1] found only one mode for each of them. The leakage had little effect on the frequency estimates but 
caused an overestimation of the damping due to the apparent broadening of the peak, as evident by the synthesized FRFs. 

Fig. 7.3 Power spectral mode indicator function (PSMIF) showing excluded frequency ranges
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Fig. 7.4 Measured and synthesized FRFs with and without excluding frequency ranges at peaks with leakage 

Table 7.1 Frequency and damping estimates for the FRFs in Fig. 7.4 

No leakage Leakage—no excluded frequency ranges Leakage—two excluded frequency ranges 
Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) Frequency (Hz) Damping (%) 

5.31 0.70 5.30 1.07 5.32 0.84 
7.40 1.38 7.40 1.60 7.41 1.29 

While not a panacea for all of the ills caused by leakage, excluding the leakage-contaminated spectral lines at these two 
peaks can at least make the best out of a bad situation. 

The derivation of the rational fraction polynomial algorithm, which is the base model of the frequency-domain methods, 
arrives at a matrix form for generating an overdetermined least-squares solution for the polynomial coefficients as something 
similar to Eq. (7.1), which is valid for all frequencies—for all frequencies, with no conditions that they must be contiguous, 
which means we are free to choose the frequencies that are included in or excluded from the algorithm. This is also true 
for orthogonal polynomial algorithms [1, 2], which place no restrictions on the evenness of the frequency spacing when 
constructing the basis functions. However, for discrete-time-domain algorithms, which rely on the inverse Fourier transform, 
evenly spaced frequencies are required, and excluding frequency ranges or spectral lines is not a viable option. 

.

[
H (ω) jωH (ω) · · · (jω)m−1 H (ω) |−1 − (jω) · · · − (jω)m−2]

⎡

⎢⎢
⎢⎢⎢
⎢⎢
⎢
⎢
⎢⎢
⎣

α0

α1
...

αm−1
β0

β1
...

βm−2

⎤

⎥⎥
⎥⎥
⎥⎥⎥⎥
⎥⎥
⎥
⎦

= −(jω)mH (ω)

(7.1) 

7.3 Selecting Frequency Bands for Residues 

Modern modal parameter estimation is a two-step process, with estimation of the poles being the first step and estimation of 
the residues being the second step. Expert and novice curve-fitters alike spend most of their time on the first step selecting
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Fig. 7.5 Complex mode indicator function (CMIF) showing constant frequency bands for residue estimation 

a good group of poles from a stability, or consistency, diagram, while the second step is generally considered the easy part 
with not much more to do except sometimes moving the frequency range cursors and maybe changing the default selection 
for the residuals to include in the solution for the residues. However, there are some other, obscure features available that 
may lead to better results in the residue-estimation process. 

The frequency range to include in the residue-estimation process should naturally encompass the span of the frequencies 
of the selected poles, (e.g., from 10% below the lowest frequency to 10% above the highest frequency). Of course, any 
frequency ranges or spectral lines excluded from the pole estimation should also be excluded from the residue estimation. 
While the default might be to include all other spectral lines between the frequency range cursors, there may be wide valleys 
between the peaks not containing any modes (i.e., not containing any response that would help the cause of estimating 
residues). Several of these regions can be found in Fig. 7.3, and at least two more in Figs. 7.5 and 7.6. So instead of using 
everything, a more judicious approach might be to use only frequency bands in the vicinity of the selected poles, which are 
designated by the triangular markers in Fig. 7.6. There are several ways to define these bands: as a number of spectral lines, 
as a frequency bandwidth in Hz, or as a percentage of the frequency of each pole. For the first two options, the frequency 
band will have a constant width, but for the third, the frequency band will be wider for higher-frequency modes, which are 
typically less densely spaced, and will be narrower for lower-frequency modes, which may yield too few spectral lines. In 
this case, there needs to be some minimum number of spectral lines to ensure a credible solution. In the example shown in 
Fig. 7.5, the gray patches represent the ±0.5 Hz (±10 spectral lines) frequency bands, where for closely spaced modes the 
bands may overlap. In the example shown in Fig. 7.6, the gray patches represent the ±5% frequency bands, where there is 
more overlap of the higher-frequency bands. 

In the example shown in Fig. 7.7, the mode at 7 Hz and the modes between 11 and 14 Hz were not well excited by 
whatever set of inputs were chosen for this dataset. While these frequency ranges do not necessarily contain “bad data” that 
should be excluded entirely, no viable modes are found in them, so including those spectral lines is not going to help get 
better estimates of the residues for the four selected modes designated by the triangular markers. In this case, an alternative 
would be to use the 5% frequency bands represented by the gray patches. 

7.4 Solving for Normal Modes 

Residue estimation starts with the partial fraction form of a displacement-over-force FRF as in Eq. (7.2), where H is the 
FRF, Ar are the residues, λr are the poles, 2N in the upper limit of the summation indicates conjugate pairs of modes, 
and the standard, single-term upper and lower residuals (RL and RU) have been added to account for out-of-band modes.
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Fig. 7.6 CMIF showing proportional frequency bands for residue estimation 

Fig. 7.7 PSMIF showing when to use frequency bands to ignore regions without selected modes 

The summation is reassembled into matrix form, and a least-squares solution for the residues and residuals is generated by 
evaluating Eq. (7.3) with any and all frequencies we choose. 

.

H (ω) =
2N∑

r=1

Ar

jω−λr
− RL

ω2 + RU = [
Λ1 (ω) · · · Λ2N (ω) −ω−2 1

] ⎡

⎢
⎢⎢⎢⎢
⎣

A1
...

A2N

RL

RU

⎤

⎥
⎥⎥⎥⎥
⎦

, where Λr (ω) = 1
jω−λr

(7.2)
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or Ax = b
(7.3) 

In general, the residues are (or can be) complex, but for many structures and for some end uses, real (or normal) mode 
shapes are expected. In this case, we could solve for the general, complex residues and normalize them to be real vectors, or 
we could separate the complex parts of Ax = b into what is known as a phase-constrained least-squares solution. This starts 
with partitioning Eq. (7.3) as  

.Âx̂ + cLRL + cURU = b, where x̂ = {
A1 · · · A2N

}T
, cL = −1

ω2
, cU = 1, (7.4) 

. Â is the left partition of A, b is the FRF, and RL and RU are real such that the residual terms are purely real. Then expand 
the complex terms into their real and imaginary parts as 

.

(
Âr + jÂi

) (
x̂r + j x̂i

) + cLRL + cURU = br + jbi, where Âr = Re
(
Â

)
, Âi = Im

(
Â

)
, (7.5) 

and likewise for . x̂ and b. Next, expand the product of the two complex terms and collect the real and imaginary components 
into separate equations as 

.
Âr x̂r − Âi x̂i + cLRL + cURU = br

Âi x̂r + Âr x̂i = bi

(7.6) 

For a normal mode, the residue is purely imaginary, which means that .x̂r = 0. Removing those terms and combining 
into matrix form gives the phase-constrained least-squares solution for the imaginary part of the residues and the real-valued 
residuals as 

.

[−Âi cL cU

Âr 0 0

]
⎧
⎨

⎩

x̂i

RL

RU

⎫
⎬

⎭
=

{
br

bi

}
(7.7) 

Thus by an algebraic manipulation of the complex data, a real solution for the residues can be formulated directly. Of 
course, the formulation above can be extrapolated for multiple references and multiple responses and generalized for velocity-
and acceleration-over-force FRFs. 

7.5 Ignoring Residual Effects in Residue Estimation 

One method of removing residual effects of out-of-band modes is to use just the quadrature part of the FRF (i.e., the imaginary 
part of an acceleration-over-force FRF) since the quadrature part of a mode is active over a much smaller frequency range than 
its coincident part. Figure 7.8 compares the singular values of an FRF matrix using the complex values, i.e., the complex mode 
indicator function (CMIF), to the singular values of the quadrature part of the FRF matrix, which is called the quadrature 
mode indicator function (QMIF). Note that the residual terms associated with the coincident part of the FRF matrix are 
activate across the entire frequency band, whereas the quadrature part is activate mainly at just the resonant frequencies. For 
example, there are some resonant frequencies, such as those near 65 Hz, that are barely noticeable in the CMIF but clearly 
observable in the QMIF. 

To ignore the residual effects embedded in the complex FRFs and estimate the residues from only the imaginary part of 
the FRF, br = 0 in Eq. (7.7) and no residuals are included in the model since those terms are purely real, which leaves the 
nontrivial solution as .Âr x̂i = bi .
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Fig. 7.8 Singular values of the imaginary part of an FRF matrix (QMIF) versus singular values of the complex FRF matrix (CMIF) 

7.6 Conclusions 

With the current state of data acquisition and computer capabilities, we can acquire and process large volumes of data 
without waiting too long for the results. And while it might be tempting to use all the data all the time for parameter 
estimation, a recurring theme in this chapter has been “Don’t use data that doesn’t help your cause.” Excluding frequency 
ranges containing noise (be it of the variance, periodic, or bias variety) is a simple yet effective way to heed this advice. 
In addition, selecting frequency bands around the poles that only use data that constructively contributes to estimating their 
residues is another. Although residues are, in their most general form, complex—and some software packages may use vector 
complexity as a quality-of-fit metric—you can also solve directly for normal modes using the quadrature part of the FRF. In 
doing so, modal parameters can oftentimes be more accurately estimated. 

The tips, tricks, and obscure features described in this chapter are based on actual events that necessitated their 
development over the years for real-world test data. However, due to the nature of the authors’ business, these data belong 
to our customers and cannot readily be shared in an open forum (at least not without a lot of paperwork). Although the data 
presented herein are taken from nonproprietary laboratory test articles (e.g., “iron birds”), the contrived examples are meant 
to be representative of the types of situations in which these techniques have proven useful. 
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Chapter 8 
Modal Analysis Using a UAV-Deployable Wireless Sensor 
Network 

Joud N. Satme, Ryan Yount, Jacob Vaught, Jason Smith, and Austin R. J. Downey 

Abstract In structural health monitoring, wireless sensor networks are favorable for their minimal invasiveness, ease of 
deployment, and passive monitoring capabilities. Wireless vibration sensor nodes have been implemented successfully 
for frequency domain analysis in ambient vibration detection. To leverage advances in structural damage quantification 
techniques, which require modal information, nodes in a wireless sensor network must operate with a near-synchronous 
clock to enable the collection of the signal phase. The non-deterministic timing nature of wireless systems raises a significant 
challenge when trying to accurately determine the phase of a signal. In particular, the trigger time delay of the various 
nodes on the structure cannot be differentiated from a true phase caused by the examined system. This study investigates 
the reliability and error-handling capabilities of the ShockBurst 2.4 GHz wireless protocol in triggering and data transfer. 
Building on an open-source UAV-deployable sensor node, mode shapes from a 2-meter test specimen are experimentally 
determined. An optimization technique that enhances time domain accuracy for non-deterministic wireless triggers is 
presented. This work quantifies latency and error management effects that contribute to enhancing the modal extraction 
capabilities of wireless systems in structural health monitoring applications. 

Keywords SHM · Sensors · Modal analysis · Vibrations · Dynamic 

8.1 Introduction 

Structural Health Monitoring (SHM) is a Nondestructive Inspection process carried out by measuring the parameters of a 
given system to infer the current structural state. This process relies on damage identification and quantification algorithms 
[1]. Furthermore, SHM is used to monitor changes (i.e., damage) in the system through its life cycle to make actionable 
decisions such as structural repairs. SHM is crucial in extending infrastructures’ operational lifespan and maintaining safety 
following extreme weather conditions. Its purpose is highly dependent on the system in question. For example, the goal 
for SHM is drastically different between a railroad bridge and a naval ship. Continuing, SHM for infrastructure primarily 
assesses changes that take place on a long timescale (i.e., fatigue) while SHM for naval ships is used for various damage 
types that occur on short and long time scales such as impact, fatigue, and corrosion. While SHM for both structures assesses 
fatigue damage, the actionable decisions conducted for each structure are different. 

Vibration-oriented damage detection for structural components is used to evaluate the dynamic and structural property 
changes as damage indicators. A common vibration-based damage detection technique is modal analysis, where the modes 
of the structure’s ground truth state are analytically and experimentally determined. These modes are then compared to future 
states in the structure’s life cycle to quantify differences between each state, and any differences detected signify damage in 
the structure. 

Damage detection methods such as acoustic emission analysis are a passive Non-Destructive Testing Techniques (NDTs) 
that have been successively used on structures such as bridges, tunnels, pipes, and buildings. This method is superior at 
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detecting and localizing damage such as cracking, deformation, and crushing. However, its downside is that the energy 
emitted by the acoustic emission is very small in comparison to the structure and ambient noise conditions. This leads to 
interference between the Acoustic Emission and noise signals. Another approach would be numerical modeling. FEA is a 
good alternative when the system is expensive or difficult to test. However, it is limited by the user’s experience, modeling 
accuracy, and computational resources. If the model is extremely accurate, then the analysis time and computational resources 
will be high or realistically unachievable, so a middle ground should be found. 

8.2 Background 

A single vibration sensor can provide information about a structure’s vibration signature, and however, in structural health 
monitoring and experimental modal analysis, a single sensor fails to provide the adequate information required to carry out 
such processes. Sensor networks are typically used in this case to offer more observation points. Using multiple points on 
the structure gives information on how vibrations propagate through the material and where mode shapes lie [2]. Using 
a small number of high-mobility compact sensing nodes, which can be spread throughout a given structure, offers the 
flexibility needed for rapid modal analysis [3]. Moving sensor packages to scan across a given structure can be done easily 
and with minimal invasiveness. With strides in computer vision, autonomous aerial vehicles, and swarm algorithms, such 
systems can offer high-mobility rapid infrastructure assessment capability [4]. In this work, an improvement on a previously 
designed UAV-deployable sensing node will be covered. Utilizing electropermanent magnets (EPMs) and radio frequency 
(RF) communication, this sensing node demonstrated the ability to gather vibration signatures from remote infrastructures 
in inaccessible terrain, given an external excitation. Via a drone, those standalone sensors can be rapidly deployed across a 
structure where the accelerometer onboard collects data according to a preset schedule to later be sent back for analysis. The 
developed open-source sensing system breakdown is made available in a public repository [5]. When deploying a network 
of those sensors across a large structure certain challenges arise, one of the most significant is trigger synchronization [3]. 
Without the ability to start collecting data simultaneously, phase data, or the measure of how vibration propagates is hindered 
useless as differentiating between trigger delay and vibration phase cannot be done. With the addition of a real-time clock, 
an accurate time reference can be set between all sensors, and the trigger delay can be minimized to an acceptable tolerance 
dictated by the sampling rate and a structure’s natural frequencies. 

The sensor package utilized in this work is an embedded system-based device with the processing core being an ARM 
Cortex-M7 onboard a Teensy 4.0 microcontroller (Fig. 8.1). With the goal being long-term deployment, the sensor package 
is fitted with a 1500 mAh 2-cell lithium polymer battery and a power management board to regulate the voltage to the 
various subsystems. The sensor onboard is a Murata SCA 3300-d01 high-performance MEMS accelerometer on the Serial 
Peripheral Interface (SPI) protocol to enable high sampling rates. For deployment with minimal invasiveness, an EPM 
V3R5C NicaDrone electropermanent magnet is used. Electropermanent magnets are favorable for such applications for 
their low power consumption. A one-second pulse of approximately 5 W is required only when switching the magnet’s state 
which is typically done twice per deployment. For data transfer and IO commands, a Nordic Semiconductors NRF24L01 
module is used. Operating at 2.4 GHz ShockBurst protocol, connection with multiple sensor nodes at once is made possible 
which is desirable for sensor triggering applications. Additionally, a real-time clock is included for data logging and trigger 
time reference as those devices are reliable and have minimal drift. Finally, nonvolatile memory (SD card module) is added 
to the sensor package, so data is not lost in case of low power or shutdown. The system is fitted into a protective 3D-printed 
PLA shell to shield delicate electronics from harsh conditions during field deployments. The footprint and weight of the 
sensor package were optimized for UAV deployment [6]. Shown in Fig. 8.2 is a high-level block diagram of the various 
subsystems onboard. 

To validate the sensor network’s ability to determine the mode shapes of a given structure, a model of a simple square beam 
pinned at each end is adopted. The goal of the modeling phase is to provide an estimate of the optimal location to position 
the sensing nodes. In an experimental modal analysis, the sensors should be mounted at the antinodes of the mode desired 
to be measured which ensures the highest signal strength. In SHM, this can be a challenge as structures can have complex 
geometries where using a model can significantly aid in the process [7]. For this work, the model was constructed using 
a finite-element modal analysis where the output of the model was the mode shapes and their accompanying frequencies. 
Utilizing this information, the sampling rate and sensors’ location are determined. The model determined the first three modal 
frequencies of the structure to be 46.2 Hz, 133.7 Hz, and 316.3 Hz, respectively, with the mode shapes shown in Fig. 8.3.
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Fig. 8.1 Vibration sensor package with key components annotated along with a field deployment on a test bridge 

Fig. 8.2 Block diagram of sensor package with the various modules onboard 

8.3 Analysis 

The goal of this section is to characterize the sensor package parameters. Experiments are constructed to quantify the power 
consumption of the various subsystems onboard. Additionally, an investigation into the length of deployment is reported.
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Fig. 8.3 FEA modal simulation results indicating the first three mode shapes of the bench top experimental beam 

Fig. 8.4 Power consumption of the various modules onboard the sensor package 

For the wireless system, the latency of triggering between two deployed packages is presented along with an experimental 
modal analysis test to measure the first three mode shapes of a beam. 

With longer deployment periods in mind, a standalone power subsystem is used. A lithium polymer battery was chosen 
as it has desirable power density per footprint, optimal for areal deployment applications where the payload is a significant 
concern. Solid-state voltage regulators and a power conditioning circuit are also added to step down voltage and deliver it to 
the various subsystems onboard. An experiment is constructed to measure each module’s power consumption. As indicated in 
Fig. 8.4, the Teensy 4.0 microcontroller has the highest steady-state power consumption at 0.52 W. For extended deployment 
(. >10 hours), a strict power-saving mode can be deployed where the microcontroller along with non-vital modules is turned 
off, when not in use, further preserving power. Temperature dependencies were observed in this phase as lithium polymer’s 
charge output can degrade in low temperatures causing voltage drops. This problem was partially rectified by adding 
conditioning capacitors to the package to compensate for the temperature-related voltage swings. furthermore, increasing 
the number of cells in the battery can ensure the voltage regulators receive adequate voltage regardless of temperature. 

As for battery life, the capacity of the battery chosen for this work was a 1500 mAh 2-cell lithium polymer, and this 
was chosen for medium-length deployment (. <10 hours). An experiment is constructed to measure the possible deployment 
period before the battery voltage gets critical. A safety system with an alarm is added during this stage to prevent the battery 
from over draining which can decrease the lifespan and cause deformation to the battery itself. The experiment was run at 
a constant room temperature to construct a linear model of the power system. Temperature variations can introduce high 
nonlinearities in the battery’s state of charge making it challenging to model. In this case, only the voltage of the battery was 
observed as an indicator of the discharge rate. As shown in Fig. 8.5, the experiment ran for over 8.3 hours with the voltage
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Fig. 8.5 Voltage decay of lithium polymer battery during sensor package deployment 

Fig. 8.6 Timing instance of trigger latency between wireless receivers onboard two sensor packages 

decay linear model shown in Eq. 8.1. 

.V = −2 ∗ 10−5(t) + 8.19 (8.1) 

To investigate trigger latency, an experimental setup was constructed to measure the time it takes for two packages to 
receive a wireless trigger and initiate data collection. A high-resolution oscilloscope is connected to a digital pin of both 
packages, and a transmitter is then used to send a wireless trigger command. The time difference (trigger latency) between 
the two sensor packages is recorded over multiple iterations with the data normalized as a percentage. While varying the 
distance between the transmitter (TX) and the two receiver sensor packages (RX1, RX2), a better understanding of how 
antenna orientation and distance influence the sensor delay is deduced. As shown in Fig. 8.6, the system’s latency lies mainly 
below 10 microseconds. 

In this experiment, the simulated beam from the finite element analysis is constructed. The structure of choice was adopted 
for its simplicity and well-known behavior. Three sensor nodes were used as shown in Fig. 8.7. A wireless transmitter was
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Fig. 8.7 Benchtop experimental setup for the sensor package network deployment 

Fig. 8.8 Frequency domain analysis of the beam impulse response test with the first three modes annotated 

used to initiate all sensors within an acceptable tolerance. The beam was then excited with an impulse response using a 
hammer at various positions on the beam. This ensured that all mode shapes are excited. With the data of interest being 
the frequencies of the first three mode shapes, the time domain data extracted from the test is converted to the frequency 
domain using the Fast Fourier Transform (FFT). In Fig. 8.8, the first three frequency peaks are observed. The peaks at 32.74 
Hz, 126.62 Hz, and 281.50 Hz are of the first three modes, respectively. This was compared to the FEA model presented 
prior. A maximum error margin of 11% was found between modal frequencies extracted from the model when compared 
to experimental results. This is attributed to boundary conditions and material property inconsistencies. Using mode shapes 
from the simulation, the sensor packages were positioned at the mode’s antinodes where the vibration signal was at its 
highest. For mode 1, it was shown that the three sensors peak together as they all experience vibration in the same direction 
at 32.7 Hz. When observing mode 2 at 126.6 Hz, it is shown that sensor node 2 (middle package) does not detect any peak 
which correlates to a node of mode 2. Finally, peaks are observed as mode 3 at a frequency of 281.5 Hz indicating that all 
three sensors are on antinodes of the third mode. 

8.4 Conclusion 

In this work, an embedded system-based high-mobility sensor network is examined. During system characterization tests, 
the network has shown the potential to be a reliable tool in structural health monitoring and experimental modal analysis 
applications. The ease of use and compact footprint, along with the magnetic mounting capability, makes these sensors 
optimal for UAV deployment where human access is challenging or dangerous. For rapid assessment of infrastructure 
following extreme weather conditions, such systems can be widely deployed in a very short time providing the first
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responders with preliminary data about the infrastructure state. Experimentation has also shed the light on some system 
limitations. Although the wireless system ensures relatively low latency, the time non-determinism of the latency makes it 
challenging to accurately determine the phase. This will be further rectified by basing the trigger not only on a wireless 
signal but also on a real-time clock onboard the package, where all sensors would collect data on a preset schedule. That 
will enable all sensors to have an accurate time reference further minimizing latency-related error. The future work will also 
include error-handling capabilities with the wireless system to allow rapid data transfer and real-time monitoring capabilities. 
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Chapter 9 
Vibration-Based Approach for Identifying Closely Spaced Modes 
in Space Frame Structures and Derivation of Member Axial 
Forces 

Mena Abdelnour and Volkmar Zabel 

Abstract It has become evident that climate change is an escalating situation requiring societies to act to prevent a nearby 
climate crisis. Preservation of existing infrastructures to withstand material deterioration and the current increase in loadings 
does not lead only to reducing dismantling debris but also less consumption of resources, leading to the protection of the 
environment. Space frame structures were and are still a widely used structural solution for many infrastructures due to 
their considerable lightweight and ease of erection. The structural stress status of space frame structures is an important step 
in the preservation process. Assessing the load-bearing capacity of space frame structures gives an insight into the stress 
status, which is possible through identifying axial forces inside various members. The determination of axial forces of a 
single tension cable has been intensively investigated based on vibration methods. In addition, as a part of a two-dimensional 
truss, the identification of stress status in tension members has been studied. However, far less attention has been put so 
far on the consideration of compression members and more complex systems. This chapter adopts a previously developed 
methodology to identify tension forces in a two-dimensional truss and extends it to include compression forces identification 
and application to three-dimensional systems. The approach includes the identification of members’ axial forces based on a 
numerical model and experimentally determined modal parameters, particularly natural frequencies and mode shapes. This 
chapter uses a relatively simple space frame structure as a case study. Numerical models of the simple space frame structure 
give an insight into the natural frequencies and mode shapes to be expected from the physical model. The closely spaced local 
and global modes of vibration obtained from the numerical model are discussed and explained, and a criterion to distinguish 
between them is introduced. From the experimental side, applying parametric modal identification is a reliable tool to extract 
modal parameters by considering different model orders concerning the identification of local and global modes. With the 
help of experimental results, axial forces are derived based on a numerical model of the structure. The numerical model 
does not give only a priori information about the modal parameters but also about the minimal model order needed for the 
identification of global and local modes. 

Keywords Force estimation · Local/global modes · Space truss 

9.1 Introduction 

The determination of the actual load-bearing capacity of space frame structures is a challenging task. Because accurate 
information about external loads, characteristics of the structure skeleton, connections and supports are usually unknown. 
Over the past decades, space frame structures have been suitable as lightweight structural solutions especially for long-span 
roof structures. Not only due to their low weight-to-area ratio but also because of the production of standardized cross-
sections and connecting nodes, which promoted the ease of erection concerning cost and time, space frame structures can be 
found all over the world today. Due to the increase of design loads in previous years and the modification of further criteria, 
such as serviceability limits, in the codes of practice also existing structural systems have to be re-assessed by engineers 
with respect to their load-bearing capacity. In case that the proofs cannot be satisfied by means of common calculations, 
experimental investigations can be performed to identify the current stress state of structural members. 

A traditional method to obtain the actual load-bearing capacity of a space frame structure is static load tests. An alternative 
approach to determine the axial forces of single members of a truss system, which then gives information about the actual 
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load-bearing capacity of critical elements, is related to the identification of the local modal behavior. The derivation of axial 
forces inside a single rod/cable, based on vibration methods has been intensively considered in literature [1–3]. The actual 
axial forces are obtained by analytical derivations, using identified modal parameters. So far, the identification of axial tension 
forces in members of a two-dimensional truss structure of average complexity could be achieved with reliable accuracy [4]. 
This chapter presents the determination of modal parameters for space frame structures as the first step toward actual force 
derivation. 

9.2 Background 

In [5], the authors investigated local and global vibrations of space frame structures. Local vibrations are usually referred to 
a single or member members’ vibrations while the rest of the system is almost at rest. On the other hand, global vibrations 
represent the dynamic behavior of the complete structure similar to beam or surface systems. To distinguish between local 
and global vibrations of a truss structure, the authors of [5] proposed an approach that is based on the calculation of modal 
strain energies. According to their definition, a mode with high axial strain energies correlates to global structure vibration. 
For local member vibrations, the bending strain energy is supposed to be a dominant component in the total modal strain 
energy of the mode. 

Another aspect in the context discussed here is the correct automatic pairing of numerical and experimental mode shapes 
during the model updating procedure, in which the calculation of the modal assurance criterion (MAC) is insufficient. To 
tackle this issue, an energy-based modal assurance criterion (EMAC) has been introduced in [6]. The EMAC uses the modal 
strain energy for a selected cluster of degrees of freedom as a weighting factor multiplied by the MAC values. 

From the experimental point of view, identifying modal parameters of a space frame structure using a parametric 
identification technique such as the stochastic subspace identification (SSI) requires the exploration of chosen analysis 
parameters for the respective method. Due to the high number of degrees of freedom and the fact that not all modes are excited 
equally, an examination of different model orders in stabilization diagrams is necessary to identify the modal parameters of 
solutions related to physical modes. As suggested in [7], the model order and the number of block rows influence the 
identified accuracy of the modes. Yet, in the case of a space frame structure, underestimating these parameters leads to fewer 
modes after analyzing the measurements. 

9.3 Methodology 

In the following, a procedure is suggested that allows for a correct identification of modal parameters of a space frame 
structure in steps: (1) creation of a numerical model using beam elements to describe the dynamic behavior of the members; 
(2) selection of degrees of freedom to be chosen in the experimental modal analyses, based on the numerical modal 
parameters; (3) performance of modal tests and acquisition of measurement data; (4) analysis of the SSI analysis parameters 
in particular the required minimal model order to identify all desired modes; (5) system and modal identification; and finally 
(6) correct pairing of experimentally identified and numerical mode shapes using the EMAC criterion, followed by the 
calculation of the MAC values. 

This procedure has been implemented and tested on the relatively simple space frame structure, shown in Fig. 9.1. The  
laboratory structure contains standardized elements with circular-cross sections of 0.5 and 0.7 m lengths. For the connections, 
standardized spherical steel nodes were applied. Finally, a tension rod (shown in red in Fig. 9.1) connects the two nodes at 
the inverted pyramids of the structure, to allow for the application of different levels of pre-stressing in the members. 

9.4 Numerical Analysis 

To prepare the experimental investigations, first the space frame structure shown in Fig. 9.1 has been modeled numerically. 
The truss members were modeled by means of finite beam elements based on Timoshenko beam theory. Each of the members 
was divided into six beam elements, such that in the numerical model always five intermediate nodes occur between the 
structural connection nodes. To avoid undesired effects during the tests due to uncertain boundary conditions at the supports,
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Fig. 9.1 Physical model of a space frame structure with circular cross-section and MERO connecting nodes, threaded tension rod in red 

Mode 1: Torsion 92.40 Hz Mode 2: Lateral bending 126.12 Hz Mode 3: Vertical bending 143.59 Hz 

Mode 4: Local member bending and 
torsion 162.44 Hz 

Mode 5: Local member bending 
173.84 Hz 

Mode 6: Local member bending and 
vertical bending 191.20 Hz 

Fig. 9.2 First six numerical mode shapes with their corresponding frequencies 

Table 9.1 Quantification of percentages of axial and bending strain energies to the total modal strain energy of the first six modes 

Type of vibration 
Mode Axial modal strain energy [%] Bending modal strain energy [%] Local Global 

1 90.7 5.9 x 
2 93.3 4.5 x 
3 85.3 13.1 x 
4 5.3 75.7 x 
5 2.2 62.5 x 
6 47.3 43.7 x 

it was decided to simulate free-free support conditions what has also been taken into account, respectively, in the numerical 
model. Figure 9.2 shows the first six mode shapes of the numerical model with their frequencies. 

The numerical results show two types of modes indication: both global and local vibrations in conjunction with the 
results presented in [5]. A mode shape is considered as global if the complete structure is deforming in a way comparable to 
a continuum structure. For instance, the first three mode shapes in Fig. 9.2 are classified as global: torsion, lateral bending, 
and vertical bending. In other words, the global displacement is higher than any local member displacement. On the other 
hand, local modes show member vibrations with no or minimal global deformation. In other words, the deformations of 
vibrating members are dominating the respective mode shape. Furthermore, it is in some cases difficult to distinguish clearly 
between only these two types of vibration, as also mentioned in [5]. For example, mode shape six is a combination between 
global vibration and local member vibration. 

Considering that the global vibration of a space frame structure, one can conclude that they are related to longitudinal 
deformations of the members, while in the case of local member vibration, the bending deformation of the members is 
dominant. Thus, a distinction between these two types of vibration is possible based on the percentage of participation of the 
axial and bending strain energies to the total modal strain energy of the structure, as illustrated in Table 9.1.



86 M. Abdelnour and V. Zabel

9.5 Experimental Analyses 

For the sake of a better distinction of global and local member modes in the identification, the sensors were arranged in 
respective setups. In the first setup, the sensors were only placed at the structural connection nodes of the structure for the 
identification of global vibration modes. The second and third setups aimed to capture local member vibration, one for tension 
members and another for compression members. The sensors were arranged such that accelerations could be measured 
simultaneously in vertical and lateral directions. The acquired time series were analyzed by means of the covariance-driven 
stochastic subspace identification (SSI-COV). 

To investigate the influence of different analysis parameters for the SSI-COV, in particular, the maximum model order and 
the number of block rows of the block Hankel or Toeplitz matrix, an analysis according to the approach proposed in [7] was  
performed. In a parametric modal analysis, the order of a system to be identified is usually unknown. Underestimating the 
model order leads to failure to capture actual modal parameters for a given structure. Yet, an overestimation would result in 
spurious modes: (1) noise modes, (2) mathematical modes, and (3) vibration modes of other single members that were not 
instrumented. The last type can be also considered as noise modes. Further problems may arise in the case that the natural 
frequencies of local member modes interfere with the frequency range of global modes of the space frame structure, as it is 
also the case in the study described here. 

The common tool for the selection of solutions within a parametric modal identification that are related to physical modes 
is the stabilization diagram. As the mathematical system to be identified in the first step of the analysis is related not only 
to a modal model but also to a model of a mechanical system with a certain number of physical degrees of freedom, there 
is a dependency between the identifiable modes on the order or dimension of the system model. In case of this study, 
this means, for example, that a model that is able to represent also modes that include deformations of the truss members 
requires the inclusion of degrees of freedom between the connection nodes. In consequence, the minimal model order for 
the identification of local modes of space frame structures is considerably higher than the one that is needed to represent 
the global modal behavior for which only degrees of freedom at the structural connection nodes would be sufficient. At the 
same time, of course, the different modal contributions to the analyzed signals have the well-known influence on the minimal 
model order necessary to identify modes that are hardly contributing to the response at the instrumented degrees of freedom. 
The relation between the required system model order and the number of identifiable modes is illustrated in Fig. 9.3. 

As illustrated in Fig. 9.3, the use of a higher model order leads to more identifiable modes in this case study as expected. 
In the modal identification of civil engineering structures, the maximal model order is commonly limited to 100 or 200. 
However, for the space frame structure considered here, this would not be sufficient as shown in Fig. 9.4. There one can well 
extract that one can only identify five or six modes in a frequency range up to 300 Hz if the maximal model order is chosen 
to be 100. If higher model orders are included in the analyses, the number of identifiable modes increases significantly as can 
be seen in Fig. 9.4 as well. The additional stable poles appearing in the stabilization diagram at model orders greater than 
100 are almost all related to physical modes in this case. This is an observation that is different from the situation one usually 
faces in the modal identification of continuous structures such as bridges, towers, or floor where it is sufficient to consider a 
smaller maximal model order within the frequency range of interest. 

Fig. 9.3 Parameter study on the relation between maximal model order and number of identifiable modes
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Fig. 9.4 Stabilization diagrams of the identified modal parameters: (a) using 300 number of block rows and model order of 800, (b) 50 block  
rows is used and a model order of 100 

Torsion (93.30 Hz, num.: 92.40 Hz) Lateral bending (126.42 Hz, num.: 
126.12 Hz) 

Vertical bending (139.41 Hz, num.:  
143.59 Hz) 

Vertical bending (185.04 Hz, num.: 
191.20 Hz) 

Fig. 9.5 Identified global mode shapes and corresponding frequencies 

Figure 9.5 shows the first four identified global mode shapes and respective natural frequencies that show good agreement 
with the numerical results. These mode shapes were obtained by using data that was exclusively measured at the structural 
nodes. From the tests with instrumented truss members, also the local behavior related to these modes could be identified 
well as indicated in Figs. 9.6 and 9.7. In this study, the data acquired with sensors installed at the connection nodes and 
those that were placed on selected truss elements were analyzed separately. This procedure made the modal identification in 
this case by far more feasible compared to a combined analysis including a mixed instrumentation both on the connection 
nodes and on truss members. Close natural frequencies of modes related to global and local vibrations made this approach 
necessary. 

9.6 Conclusion 

For identifying global and local modal parameters of a space frame structure, numerical modeling is vital to have information 
about the expected frequencies and mode shapes. Additionally, the calculation of modal strain energies helps in the distinction 
between global and local vibrations. Moreover, to select relevant degrees of freedom for identifying the mode shapes of
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Lateral member bending of the bottom chord related to 
global lateral bending (125.93 Hz, num. 126.12 Hz) 

Vertical member bending of the bottom chord related to 
global vertical bending (140.75 Hz, num.: 143.59 Hz) 

Fig. 9.6 Identified local vibrations that are coupled to global mode shapes of selected compression members and corresponding frequencies 

Lateral member bending of the top chord related to global 
lateral bending (127.46 Hz, num. 126.12 Hz) 

Vertical member bending of the top chord related to global 
vertical bending (139.72 Hz, num.: 143.59 Hz) 

Fig. 9.7 Identified local vibrations that are coupled to global mode shapes of selected tension members and corresponding frequencies 

local members, the modal strain energy is used to choose which frequencies to consider where the bending deformation is 
activated. The high number of degrees of freedom of a space frame structure, reflected in the numerical model, indicates 
that a higher maximal model order should be considered in a parametric modal identification than commonly necessary if 
continuous systems such as bridges, towers, or floors are investigated. 
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Chapter 10 
A Technique for Minimizing Robot-Induced Modal Excitations 
for On-Orbit Servicing, Assembly, and Manufacturing Structures 

Cory J. Rupp 

Abstract Robot-driven on-orbit servicing, assembly, and manufacturing (OSAM) promises to enable and enhance a wide 
range of space technologies in the coming decades. Supporting technologies, however, are still nascent and must still be 
developed to manage the unique characteristics of this upcoming construction paradigm. Robotic operation on OSAM 
structures will introduce modal excitations that, if not controlled, may damage or fatigue the structure. This chapter develops 
a method for planning robot motions such that modal excitations are minimized, thereby reducing induced loads and risk to 
the structure. An example is presented using a relevant exemplary OSAM structure. 

Keywords Structural dynamics · Vibration · OSAM · Robotics · Path planning 

10.1 Introduction 

On-orbit servicing, assembly, and manufacturing (OSAM) is an upcoming in-space operation and construction paradigm 
enabled by autonomous and semi-autonomous robotic systems. It offers significant advantages for both government and 
commercial entities over current single-launch solutions in terms of lower risk and cost as well as enabling missions with 
repairability, life extension, and larger structures. Examples of structures that would benefit from this technology include 
very large diameter space telescopes and antennas and persistent space platforms [1, 2]. Although the concept of OSAM 
is decades old, relevant technologies in robotic autonomy have only recently matured to the point where extensive use of 
OSAM is possible. Nevertheless, several technological needs must still be developed in order to fully realize the promise 
of OSAM. Among these needs are techniques for performing in-space modal testing to capture the varying nature of the 
mode shapes and frequencies as an under-construction OSAM structure changes in size and shape [3], new adaptive control 
architectures for robotic and spacecraft stationkeeping systems that will take into account such modal changes [4], and, 
as to be described in this chapter, a way of minimizing modal excitations of the structure (which may cause damage or 
fatigue) during robotic operations. While this chapter focuses on OSAM structures, the technique described herein is equally 
applicable to terrestrial, lunar, or other gravity-bound situations in which a robot is operating while attached to a flexible 
structure. 

Many different types of robotic systems are envisioned for OSAM, including free-flyers, long-reach robotic arms, and 
traversing robots. Regardless of design, a robotic system attached to an OSAM structure will necessarily introduce structural 
dynamic excitations as the robot performs its tasks. As described in Ref. [3], there exists an intricate relationship between 
a robot’s design, how it is actuated, its attachment location on the OSAM structure, and the OSAM structure’s modal 
response. With this in mind, it is natural to conclude that the manner in which the robot moves (i.e., the motions it makes 
during operations) will affect the manner in which the modal response is manifest. In most cases, and in particular for robotic 
arms, some form of path planning is necessary to define such motions. It is in this activity that we have the opportunity to 
tailor the robot motion with the intent of minimizing modal excitations. 

The generic robot path-planning or trajectory-planning problem can be described as defining the motions of the actuated 
robot degrees of freedom that will move the robot from one pose (or combination of joint angles) to another. Standard 
practice for solving this problem for robotic arms is to formulate an optimization problem that minimizes the duration of the 
motion under the constraints of the joint actuation limits. In some situations, it is beneficial to minimize a different quantity, 
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Fig. 10.1 If a robot needs to move from pose (a) to pose (c), there are many different paths it could take, some better than others, as shown in (b), 
where high modal transmissibility (for a single mode) can be avoided through different motions, as conceptually depicted in (d) 

such as peak jerk, power, or even energy [5]. Constraints on the motion can be further added to the problem to enable 
considerations such as collision avoidance, which can be implemented using a variety of methods [6, 7]. Unexplored to date 
is the consideration of how to design robot trajectories that minimize dynamic excitations external to the robotic system 
itself (i.e., excitations generated by the robot through interactions with its environment). This consideration is of particular 
concern for robots operating while attached to flexible structures (as opposed to the more typical scenario of robots operating 
while hard-mounted to ground). While the use of specialized controllers for OSAM structures that reduce modal excitation 
has been shown [4], it is arguably more prudent to avoid excessive excitation in the first place, and for this, an excitation 
minimization technique is needed. 

The idea of designing motion paths for robotic systems that also minimize modal excitations is conceptualized in Fig. 
10.1. For a two-degree-of-freedom robot starting at pose (a) and tasked with moving to pose (c), there are a number of paths 
that would suffice. By overlaying the robot configuration or pose-space with a map of modal transmissibility as a function 
of robot pose (Fig. 10.1b), we can see that while a straight-line path is most expedient, it would inadvertently pass through 
a high-transmissibility region and excite the structure to which it is attached more than necessary. By instead choosing a 
path that avoids high-transmissibility regions, the modal excitation can be reduced. It is the goal of this chapter to develop 
a method and demonstrate that excitation reduction can be achieved by considering the relationship between the robot pose 
and modal transmissibility.
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Fig. 10.2 Partially assembled OSAM telescope example model with attached notional assembly robot; each different-colored hexagonal 
backplane segment represents an assembly unit 

Table 10.1 Frequencies of the first eight flexible modes of the partially assembled OSAM telescope 

# Mode description Frequency (Hz) # Mode description Frequency (Hz) 

1 Forward bend 3.18 5 System yaw twist 8.42 
2 Base truss roll twist 3.43 6 Second roll twist 9.48 
3 Fwd bend w/ storage 3.49 7 Truss bend + backplane yaw 10.8 
4 Mixed backplane twist and fwd bend 7.07 8 Backplane yaw 12.1 

10.2 Demonstration Model 

For evaluation and demonstration purposes, a mobile robot arm based on those found on the International Space Station 
and envisioned for the lunar gateway [8] is used in conjunction with an exemplary OSAM structure based on the in-space 
astronomical telescope (iSAT) reference design [9]. A partially assembled version of the iSAT telescope was developed and 
consists of a space platform and several hexagonal truss segments that constitute the telescope mirror backplane (Fig. 10.2). 
During construction, the robotic arm will assemble the backplane segments before mounting mirror segments. Analytical 
modal characteristics of this model obtained via Nastran and substructuring routines within IMAT™ [10] are provided in 
Table 10.1. Modal damping of 1% is applied to the assembled structure. The robotic arm is modeled as a set of three rigid 
bodies and simulated via a multibody dynamics solver coupled to the iSAT model within IMAT. The angle of two joints 
of the robotic arm (one elbow joint and one shoulder joint near the connection to the iSAT structure) are independently 
controlled to follow defined trajectory profiles via PD controllers implemented within MathWorks’ Simulink. More details 
about this combination of iSAT and robotic arm models can be found in Refs. [3, 4]. 

10.3 Selection of Minimal Excitation Poses 

Our goal in this chapter is to define a technique that allows for selecting robot poses and trajectory motions that minimize 
robot-induced modal excitations. We start by exploring the relationship between modal excitation and robot actuation. Then 
we develop a metric that can be used to guide robot path and trajectory planning. Finally, we verify our findings through an 
analytical demonstration of two otherwise equivalent robotic motions that induce different modal responses, with one clearly 
preferred over the other. 

As discussed in detail in Ref. [3], there exists an intricate relationship between robot pose and transmissibility between 
the robot actuator torque and the structural modes. In short, as the robot arm changes orientation, its ability to excite a given
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Fig. 10.3 Actuator-to-modal acceleration transfer functions as a function of robot arm pose; red indicates high in-phase excitation, blue indicates 
high out-of-phase excitation, and green indicates low excitation (all plots have the same color scale) 

mode will change in a deterministic but nontrivial way. We explore this relationship for our demonstration model by varying 
the actuator angles throughout the entire pose- or configuration-space of the robot and solving for the modal amplitude 
excited by a unit torque on an actuator. Figure 10.3 shows this relationship via parameter sweeps of joint angles for motor 
torque-to-modal acceleration amplitude transfer functions (evaluated at the modal frequency). One plot for each combination 
of actuator joint and the first three modes of the structure is shown. These data show that mode 2 is generally more excitable 
at the robot attachment location and actuator 1 excites the structure differently than actuator 2 such that it is not necessarily 
clear how combined motion will excite the structure. With these data at our disposal, we must now combine it into a useful 
metric for designing robot motion paths that minimize modal excitations. 

In the general case, we may be interested in capturing specific effects, such as stress concentrations or joint forces, that 
would be relevant to engineered structures. These responses are calculated by weighting the transfer function by the relevant 
stress or force mode shape coefficients for a given location of interest on the structure and summing the response over the 
modes. However, since we do not know the phasing between the modal responses, we must use a conservative measure to 
ensure that we capture the worst-case scenario. As such, we choose as our excitation metric to take the root-sum-square 
(RSS) of the transfer function data on a pose-by-pose basis (i.e., RSSing among the plots above). Since stress, force, and 
other mode shape coefficients vary throughout the structure, we can use arbitrary weighting to perform the following analysis 
without losing generality. We thus choose equal weighting, focusing on the magnitude of the modal acceleration rather than 
any specific response quantity. 

Figure 10.4 shows the results of RSSing between modes for each actuator and then further RSSing across the actuated 
responses (with equal weighting between the actuation magnitudes) to define a metric for combined actuation response. Also 
depicted in this figure is a pair of arm motion paths starting at a common point equidistant from two poses that result in the 
same position in space for the end effector at the tip of the second arm link. The starting pose and two final poses are shown 
in Fig. 10.5. As robot path planning is almost always concerned with placement of the end effector, these two paths and final 
poses represent equivalent solutions to the path-planning problem. We chose these paths in particular because they end at 
distinctly different response magnitudes, as shown in Fig. 10.4c. As such, we expect that the modal responses of the structure 
will be different, with the leftward path exhibiting lower response than the rightward path. 

To evaluate our hypothesis, a transient simulation of the robotic arm traversing the described paths is performed. The 
actuator trajectories are defined as straight-line paths between the starting and ending joint angles. The simulation is
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Fig. 10.4 RSS of modal acceleration responses to unit actuator torque for the (a) elbow and (b) shoulder actuators and (c) RSS of (a) and (b) 
to provide a metric of combined actuation response (all plots have the same color scale with blue showing low response and red showing high 
response) 

Fig. 10.5 (a) Starting pose for the robotic arm motion, which ends at the final pose for the leftward (b) and rightward (c) paths; the final poses 
achieve the same placement of the end effector 
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Fig. 10.6 Modal responses of the structure due to robotic motion for the leftward (a) and rightward (b) paths  

performed for 30 s, with the actuation starting at 1 s and ending 20 s later. Note that due to the final poses being equidistant 
from the starting pose, the two motion profiles and resulting actuator torques are identical apart from sign. This is important 
so that differences between the dynamic responses can be attributed to dynamic coupling with the structure and not to 
differences in actuator output. 

Modal responses induced by the two robotic arm motion paths are shown in Fig. 10.6. As expected, initial transients at 
the start and end of motion, which coincide with significant engagement of the actuators, are present. The relatively quiet
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response during traversal is also expected for the specifically applied motion profile, as the motors are effectively coasting 
without introducing much torque; this may not be the case for other motion profiles. The response during motion start 
is largely similar between the two cases, although there are some minor differences that reflect how the combination of 
actuator torque signs comes into play. The response at motion stop, however, is of most interest, and we see that the leftward 
path exhibits a lower response magnitude than the rightward path, both overall and particularly in the response of mode 2. 
These results confirm our hypothesis and our use of a modal response metric to identify optimal poses and path plans that 
reduce modal excitations under robotic motion. 

10.4 Conclusions 

This chapter has developed and demonstrated a technique for identifying robotic motion paths and trajectories that reduce 
robot-induced modal excitations of structures. We find that not all robot poses are created equal when it comes to modal 
excitation, since movement to/from one pose may induce more excitation than another. Extension of the technique to robotic 
systems with more degrees of freedom is straightforward, but it will produce more complex multidimensional response spaces 
that may require the development of new techniques for them to be efficiently explored. Direct application of the technique 
within path-planning algorithms is possible, wherein the identified modal response metric could be used to augment the 
associated optimization problem. This technique continues paving the way toward the use of robots for construction and 
operation on OSAM structures by providing a means to minimize robot-induced structural vibrations. 
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Chapter 11 
Design Optimization of 3D Printed Chiral Metamaterials 
with Simultaneous High Stiffness and High Damping 

Wei-Chun Lu, Othman Oudghiri-Idrissi, Hrishikesh Danawe, and Serife Tol 

Abstract For vibration mitigation and impact resistance, energy dissipation is desired in mechanical and aerospace 
structures to ensure their required loading capacity and dynamic performance. However, designing a structure with 
simultaneously high dissipation and high stiffness simultaneously is challenging due to the inherent tie between the material 
damping and stiffness. In this work, a tetra-chiral metamaterial beam design, which possesses enhanced damping thanks 
to local resonance, is proposed and optimized for simultaneously high stiffness, high dissipation, and high mass efficiency. 
Various designs with different geometric configurations are explored, and a design optimization framework is developed with 
stiffness, damping, and mass as the main metrics. Finally, the optimized dissipative tetra-chiral metamaterial beam designs 
that achieve high dissipation performance with consistent stiffness and mass efficiency are presented and compared to the 
initial one. 

Keywords Elastic metamaterials · Metadamping · Chirality · Design optimization · Neural network 

11.1 Background and Motivation 

The traditional design of mechanical and aerospace structures requires a careful selection of materials to ensure their 
load-bearing capacity and desired dynamic performance. In general, material damping is desired in the structural system 
for vibration attenuation and stabilization. However, a trade-off between the material damping and stiffness should be 
achieved [1]. Designing a structure with high dissipation and high stiffness is a challenge in the field of vibration 
mitigation and precision control of lightweight structures. Locally resonant metamaterials (LRMs) can remedy this problem 
by exploiting their unconventional behavior. Locally resonant metamaterials are periodic structures that include locally 
resonating substructures on the subwavelength scale. “Metadamping,” the unconventional damping property of LRM, is 
the phenomenon of enhanced damping due to the local resonance of the unit cells, which also manifests in stiff periodic 
structures [2, 3]. Researchers proposed different types of locally resonant metamaterial designs, such as phononic resonators 
that present high metadamping by combining features of acoustic metamaterials and phononic crystals [4], and the scissor-
like electromechanical metamaterial that possesses high dissipation and tunable metadamping [5]. On the other hand, chiral 
metamaterials are a class of metastructures commonly adopted in vibration absorption [6]. For instance, a beam design 
composed of an aluminum frame and chiral rubber inclusions with heavy mass resonators was designed and proved to have 
significant vibration mitigation compared to a baseline aluminum frame [7]. The optimization of the chiral metamaterial 
bandgap was also investigated by varying the design parameters of the chiral substructure [8]. 

Most of the studies on chiral metamaterials mainly focus on bandgaps and seldom consider the viscoelastic material in 
the design or explore their damping, stiffness, and mass efficiency properties. Furthermore, metadamping studies mostly 
investigate local resonators of LRM with simple lumped mass models. This work proposes a tetra-chiral metamaterial beam 
design with 3D printable viscoelastic materials and chiral substructures and analyzes its dissipation property along with its 
stiffness and mass efficiency using the finite element method (FEM). The chiral beam design is then optimized to achieve 
high stiffness, high dissipation, and high mass efficiency simultaneously, with the ultimate goal of integrating the proposed 
chiral designs into a high-precision and lightweight space structures. 
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11.2 Analysis and Discussion 

In our work, chiral designs with local rotation and deformation of internally resonating elements are leveraged along with 
viscoelastic materials to dissipate energy. The proposed tetra-chiral metamaterial beam made of 3D printable materials is 
shown in Fig. 11.1a. The stiff material, VeroClear, forms the main chiral structure, and a viscoelastic coating material, 
Agilus30, is introduced for passive dissipation. The ring radius rc, ligament angle φ, thickness of VeroClear ligament tvc, 
and thickness of Agilus30 ligament tag, are the main four parameters that characterize the geometry of the unit cell design. 
For a stiff, highly damped, and lightweight beam structural element, (a) the fundamental frequency f1 of the beam (in a 
cantilever setting) that characterizes its stiffness to mass ratio, (b) the corresponding damping ratio ξ1, and (c) the mass m 
of the beam are the three selected metrics to assess the performance of the beam design. By conducting a parametric study 
of the tetra-chiral beam design via FEM, it is noted that: (i) the fundamental frequency and mass of the beam increase and 
damping decreases as the internal ring radius, ligament angle, and VeroClear thickness increase in the design, and (ii) the 
damping and mass of the beam increase and the fundamental frequency decreases with the thickness of Agilus30 ligament. 
It is concluded from the preliminary study that the variation of the internal ring radius and ligament angle has a relatively 
larger effect on the fundamental frequency and damping of the beam, while the change of the ligament thicknesses affects 
mainly the beam’s mass. 

Next, an optimization framework is constructed to achieve a highly stiff, highly damped, and mass-efficient chiral beam 
design. To this end, a design parameter space is defined with consistent parameter ranges and geometrical constraints. 
Additionally, in order to improve the processing time of the optimization, neural networks are leveraged as a surrogate 
model, which maps the design parameters to the three metrics. Four thousand various designs are randomly sampled from 
the design space, and FEM is used to evaluate the fundamental frequency and corresponding damping ratio of the beam 
designs. The results are then collected as the dataset for network training, with 85% of the data for training and 15% of the 
data for validation. The regression factors of the FEM results and predictions from the trained neural nets are evaluated at 
0.99, indicating a good accuracy for the surrogate model. In the second stage, two approaches for multi-objective optimization 
are considered. First, a scalarization of the three metrics into a single combined objective function F is considered, such that 

.F = −w1
f1

f0
− w2ξ1 + w3

m

m0
(11.1) 

where w1, w2, and w3 are the weights, and f0 and m0 are the fundamental frequency and mass of a reference VeroClear 
solid beam of the same outer dimensions. By minimizing the composite objective function, an optimal design based on the 
user-defined weights can be obtained. In this work, the weights are set to an equal value (1/3), and 100 random designs with 
the lowest objective function values are chosen as initial designs for optimization to avoid convergence to a local optimum. 
The second approach optimizes the three metrics simultaneously by identifying a set of optimal solutions called the Pareto-
optimal set. In this setting, the three objective functions are defined as 

.F1 = −f1

f0
, F2 = −ξ1, F3 = m

m0
(11.2) 

Fig. 11.1 (a) Tetra-chiral viscoelastic metamaterial beam and its unit cell with four design parameters. (b) Comparison of the initial, optimal 
design 1, and optimal design 2 of the tetra-chiral beam
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Fig. 11.2 Dispersion plots for the unit cells of (a) initial, (b) optimal design 1, and (c) optimal design 2 of the tetra-chiral beam. The color of the 
markers represents damping ratios. The masses of the chiral beams formed by the three unit cells are 0.101, 0.083, and 0.076 kg, respectively 

The solution that has the closest distance from the Pareto front (the hypersurface in the criteria (metric/objective) space 
mapped from the Pareto-optimal set) to the Utopia point (whose coordinates are the respective minima of all the metrics in 
the criteria space) is chosen as the second optimal solution. The optimal designs of the two approaches are compared in Figs. 
11.1b and 11.2 to the initial chiral beam design. It is noted that the two optimal designs have a larger internal ring radius 
and thinner thickness of the ligaments (including VeroClear and Agilus 30 materials). The optimal design obtained from the 
first method has a similar fundamental frequency to the initial design, with a damping increase of 69% and a mass reduction 
of 18%. On the other hand, the optimal design obtained from the second approach presents a damping increase of 156% 
and a mass reduction of 25%, with a reduction of the fundamental frequency of 18% compared to the initial design. It is 
also noted that the design parameters of the two optimal designs are close to each other, indicating that designs with similar 
configurations present a good performance by satisfying high stiffness, high damping, and high mass efficiency. 

11.3 Conclusion 

A tetra-chiral beam design with viscoelastic material is proposed and optimized for simultaneously high stiffness, high 
dissipation, and high mass efficiency. A proper design space is defined, and two approaches are adopted for multi-objective 
optimization. The optimal designs present significant improvement compared to the initial design. The optimal design from 
the first method shows 69% increase in damping and 18% reduction in mass, and the second optimal design presents a 
damping increase of 156% and a mass reduction of 25% with 18% reduction of the fundamental frequency. Our goal is 
to integrate the optimal chiral metamaterial beams into the structural design of next-generation space structures with high 
precision, high damping, and lightweight. 
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Chapter 12 
Modal Analysis of a Coilable Composite Tape Spring Boom 
with Parabolic Cross Section 

Deven Mhadgut, Sheyda Davaria, Minzhen Du, Rob Engebretson, Gustavo Gargioni, Tyler Rhodes, 
and Jonathan Black 

Abstract The need for using extendable booms to deploy payloads, solar sails, and antennas is ever increasing. Their 
inclusion in future space missions can provide a viable alternative to massive truss-like structures as well as significantly 
reduce fuel mass requirements for attitude control systems. Over the last few decades, various designs of these have been 
developed and studied. However, at the present, flight heritage booms are considered inadequate in terms of both bending and 
torsional stiffness. Booms with conic cross sections have not been studied in the past and we believe they might have certain 
advantages in these aspects in their deployed configuration. This chapter aims to investigate the dynamic characterization of a 
composite tape spring boom with a parabolic cross section. This boom sample is also planned to be the primary payload on a 
3 U cubesat at Virginia Tech, Ut ProSat-1. The cubesat mission aims to collect acceleration data from the tip of the deployed 
boom. This data will then be validated using the test data from the ground experiments. Finally, this chapter discusses the 
setup of a finite element analysis in Abaqus as well as future plans for the ground vibration experiments. 

Keywords Tapespring boom · Modal · Acceleration · Deployable · Cubesat 

12.1 Introduction 

Coilable composite booms serve as the prominent structural element of many large deployable structures in space. These 
structures have played an important role in a large number of NASA missions over the past several decades due to their 
high reliability and low costs. Not only are they ultra lightweight, but they also provide high packaging efficiencies for 
the launch vehicles. Because of all these advantages, they have been used in a plethora of applications from massive solar 
sails for spacecraft propulsion and precision antennas for communication satellites to payload isolation mechanisms for 
cubesats. Various designs of these booms have been developed and studied in the past. The basic tape spring with uniform 
curvature is the simplest one of them all. More examples of booms with open cross sections include the Storable Tubular 
Extensible Member (STEM) [1] and the Triangular Rollable and Collapsible (TRAC) [2] boom. These are usually very cheap 
to manufacture and exhibit good mechanical performance. However, closed cross section booms such as the Collapsible 
Tubular Mast (CTM) [3] are preferred due to their increased axial and torsional stiffness. With the advent of large-scale 
structures such as the James Webb Space Telescope and projects such as the Starshade, the need for more robust booms is 
ever increasing. 

Here, we will be talking about the dynamic analysis of a bistable composite tape spring boom with a parabolic cross 
section [4]. Also, it is to be noted that the terms, tape spring and boom, will be used interchangeably henceforth. The 
geometry and material properties are based on the boom sample that will fly as the primary payload on a 3 U cubesat at 
Virginia Tech, Ut ProSat-1 [5]. This tapespring boom was manufactured at the NASA Langley Research Center and will 
be coiled inside a novel deployer [6] designed by the student team. The boom can be deployed passively via its own strain 
energy and then retracted actively using a stepper motor. It also exhibits bistability by virtue of the specific layup geometry 
and materials of the composite, allowing for a more controllable self-deployment. It is widely accepted that modal analysis 
is a powerful tool for improving the reliability of a system at its design stage. Here, we talk about the modal analysis of this 
boom using the PSV-400 scanning laser vibrometer from Polytec. We also talk about some finite element analysis that we 
did in order to validate the experimental results. 
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This chapter is organized as follows. The importance of modal analysis as a test as well as the literature review has been 
presented in Sect. 12.2. Then, the design and material properties of the parabolic composite boom are presented in Sect. 
12.3. The results and discussions on the modal analysis experiments, finite element analysis, and preliminary on-ground 
deployment experiments are introduced in Sect. 12.4. This chapter is concluded in Sects. 12.5 and 12.6, where the plan for 
future work is discussed. 

12.2 Background 

Experimental modal analysis can be used to determine parameters such as the natural frequencies, modal damping effects as 
well as the mode shapes of a structure. This technique predicts potential issues and can help engineers address them early in 
the design process. Apart from this, the most important application of modal analysis is that it helps to validate any future 
finite element analyses and ground test experiments for more complex phenomenon such as buckling and full deployment. 
Therefore, it was decided to start with modal analysis as a first step toward dynamic characterization of the boom sample 
under study. 

Previously, Seffen and Pellegrino [7] have discussed the behavior of these tape springs in terms of predicting the motion 
of folds during their self-actuated deployment. Further, Kwok and Pellegrino [8] investigated the effect of viscoelasticity on 
the folding and deployment behavior of composite tape springs. The bistability phenomenon was further explored by Lee 
and Fernandez [9], where they developed an analytical model for bending of two-shelled composite booms and devised the 
criterion for inducing bistability in them. Recently, Mallol et al. [10] carried out experiments, focusing on the deployment 
of these bistable booms suspended in gravity off-loaded systems. They report the deployment times and the strain energy 
values. However, not much work has been done on studying the effect of deployment shock on the spacecraft chassis. Also, 
there is a knowledge gap between the acceleration prediction from ground tests and actual on-orbit measurements. We intend 
to fill that gap via repeated deployment tests in the lab while simulating on-orbit conditions and then comparing the data. 

As mentioned earlier, this tape spring boom will fly on a 3 U cubesat, Ut ProSat-1(UPS-1) onboard the NG-19 flight 
mission of the Cygnus spacecraft in February 2023 (tentative). UPS-1 aims to collect dynamic characteristic data of the 
payload boom through the use of Inertial Measurement Units (IMUs). The tip of the boom will have an enclosed IMU 
attached to it. A second IMU will be fastened to the cubesat chassis near the root of the boom. These will measure the 
acceleration at these specific locations and will help compute the overall frequency response function (FRF) of the boom. 
The boom will not be excited by any active vibration source but the IMUs will essentially measure the effect of the tape 
spring deployment on the cubesat chassis. The boom tip IMU will be oriented so as to measure the transverse vibrations 
generated due to the shock wave at the end of the boom deployment. The experimental data presented here, will help validate 
and verify the data that we get on-board during and at the end of deployment (Fig. 12.1). 

The boom is 1.22 m long and 70 mm wide in the coiled configuration. The thickness of the boom is 0.16 mm. The tape 
spring has a symmetric composite laminate, and it consists of three plies oriented in the [45PWc/0c/45PWc] configuration. 
The layup is as follows: two carbon fiber/epoxy (M30S/PMT-F7) plain weave (PWc) plies (at ±45

◦ 
) on the outside and one 

carbon fiber/epoxy (MR60H/PMT-F7) unidirectional (UD) ply (0
◦ 
) in the middle. It is noted that this design of the laminate 

gives it sufficient strain energy for self-extension through bistability even after the development of creep effects. This boom 
also has four embedded copper traces [11] co-located with the central UD layer on one side of the parabolic cross section 
(shown in Fig. 12.2). However, it is to be noted that the final version of the boom will have eight traces on each side of the 
parabola. These traces run along the entire length of the boom and carry power and data to and from the tip of the boom. 
An IMU is mounted on a flexible circuit (shown in Fig. 12.2 and this circuit collects and transmits the end-of-deployment 
acceleration data back to the payload control module (PCM) board located inside the cubesat chassis. 

12.3 Experimental Setup 

The modal analysis tests were performed by exciting the boom using an impulse hammer and a shaker. Three strips of 
reflective tape were adhered to the convex surface of the boom through its full length, one along the centerline of the boom 
and two on the “arms” of the parabola. The boom was suspended vertically downward by fixing the deployer system to a 
rigid stand and the laser was directed perpendicular to the boom axis (shown in Fig. 12.3).
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Fig. 12.1 CAD model of Ut ProSat-1 showing the fully deployed boom 

Fig. 12.2 Boom profile with embedded cables (left), first specimen of the boom (right) 

First, the velocity and force response of the boom was measured at different locations along the boom by hitting it with 
an impulse hammer. The hammer has a load cell attached to its tip, which generates a voltage signal proportional to the 
excitation force. Multiple points were selected for obtaining the frequency response function (FRF) of the boom and then the 
fast Fourier transform (FFT) of the FRF was plotted in the Polytec data acquisition software, giving us the mode shapes and 
the natural frequencies of the boom (shown in Fig. 12.5). 

A similar setup was created for exciting the boom with a modal shaker (Fig. 12.4). A nylon stinger was used to connect 
the shaker to the boom surface. A load cell was placed at the point of excitation at one end of this stinger. This load cell 
would report the input force for calculating the transfer function. The shaker is driven by a digital to analog converter (DAC)
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Fig. 12.3 Setup for the impulse 
hammer test 

Fig. 12.4 Setup for the modal shaker test 

and a burst chirp signal is used to excite the boom. Burst chirp is basically a sine signal starting at low frequency and then 
quickly sweeping to a high frequency in a time period of less than a second. The DAC is programmed to produce this signal 
repeatedly to collect data at all points of interest on the boom surface.
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We also performed some deployment tests in the same vertically suspended configuration where we rolled up the boom 
inside the deployer and released it. The acceleration of the boom was measured using an accelerometer attached to the tip of 
the boom. Data was collected at the end of each deployment sequence. 

12.4 Analysis and Results 

12.4.1 Experimental Results 

The relative velocity/force frequency response function (measured in dB) has been plotted against the frequency for both the 
impact hammer and modal shaker tests in Figs. 12.5 and 12.6, respectively. Theoretically, it is expected that there should be 
no difference between the results of the two tests. However, this is only true if we assume that the force transducers used in 
the experiment are massless and there is no interaction between the applied periodic force and the structure itself. This is 
definitely not true in practice and therefore, we see a clear shift in the modes of the tapespring boom between the two tests. 

The acceleration profile obtained from the accelerometer attached to the boom tip has been shown in Fig. 12.7. Two  
separate measurements were reported, one where we collect data throughout the deployment (blue) and then one at the very 
end of deployment (orange). One can notice the pattern in the orange curve repeating at the end of the blue curve. A peak 
transverse acceleration value of −11.7 m/s2 was noted. 

12.4.2 Finite Element Analysis 

An implicit finite element analysis (FEA) was conducted in Abaqus/Standard 2022 to verify the results from the modal 
analysis tests presented in Figs. 12.5 and 12.6. The boom profile was measured at different locations along the boom to make 
a CAD part that could be imported directly into Abaqus as a 3D deformable shell part. The material properties were defined 
and inserted via the material manager, based on the paper from Lee and Fernandez [4] on parabolic booms. The composite 
layup editor was then used to enter the ply information for the boom. The discrete option was selected for defining the 

Fig. 12.5 Modal analysis of boom using impulse hammer
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Fig. 12.6 Modal analysis of boom using shaker 

Fig. 12.7 Measurement of deployment acceleration during (blue) and at the end of deployment (orange) 

layup orientation and the appropriate shell normal and primary axes were chosen accordingly. The next step was setting up a 
linear perturbation/frequency analysis to output the first six frequency modes based on the Lanczos eigensolver. Finally, the 
tape spring part was meshed with conventional 4-node thin shell elements (S4R). Preliminary modal analysis results show 
promising results for the first few frequency modes. Non-linear behavior of the boom was not considered in this model but 
will be examined in the subsequent studies.
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Fig. 12.8 Gravity off-loading system with single-point suspension 

12.5 Future Work 

Although vertical suspension of the boom mitigates the effect of gravity on its transverse vibrations at the end of each 
deployment sequence, an innovative gravity off-loading system (GOLS) would be necessary in order to simulate the on-orbit 
conditions. Previously, Mallol and Tibert [12] have done this using single point suspension based on the marionette paradigm 
[13]. Single point suspension of the boom-deployer system (shown in Fig. 12.8) allows for rotation in both the vertical and 
horizontal planes. Furthermore, soft extensional springs attached to the boom tip result in a smooth deployment. Suspension 
is done using nylon strings which also reduces the overall mass of the GOLS, reducing its inertia and any obstruction to 
the free movement of the boom during the deployment process. The same setup could also be used to observe the vibration 
modes using a laser vibrometer based on the procedure described earlier. 

12.6 Conclusion 

Modal analysis was performed using both an impulse hammer and a shaker and the results were compared. The preliminary 
setup for the finite element analysis in Abaqus was also discussed. Second, the next steps for the ground testing were 
mentioned. It was noted that during these tests using the laser vibrometer, we were not able to capture the surface curvature 
of the tape spring. Therefore, an important step in this direction would be scanning the boom using three laser heads aligned 
along three different directions. Apart from that, future studies would involve suspension of the boom using a gravity off-
loading system so as to simulate on-orbit conditions. It would also involve the use of the IMUs for measuring the deployment 
acceleration. Finally, it is noted that temperature will play an important role in the deployment dynamics of the boom, and, 
therefore, thermal vacuum tests will play an integral role in the future. 

Acknowledgments Mr. Deven Mhadgut and Dr. Sheyda Davaria gratefully acknowledge the support from the Center for Space Science and 
Engineering Research at Virginia Tech. We would like to thank NASA Langley Research Center and Dr. Juan M. Fernandez for providing us the 
boom samples for testing.



106 D. Mhadgut et al.

References 

1. Groskopfs, E.: Storable tubular extensible member device. Patent US3434674A, registered (1967) 
2. Murphey, T.W., Turse, D.E., Adams, L.G.: TRACT M  Boom structural mechanics. In: 4th AIAA Spacecraft Structures Conference, 2017, pp. 

1–13 (2017). https://doi.org/10.2514/6.2017-0171 
3. Fernandez, J.M.: Bistable Collapsible Tubular Mast Boom. US Patent 201916503663 (2020) 
4. Lee, A.J., Fernandez, J.M.: Bistable Deployable Composite Booms with Parabolic Cross-Sections, pp. 1–16 (1840) 
5. Whited, D., Angle, N., Engebretson, R., Gargioni, G., Kenyon, S., Black, J.: Ut ProSat-1: a platform for testing lightweight deployable 

composite structures. In: 36th Annual Small Satellite Conference (2023) 
6. Engebretson, R., Du, M., Mhadgut, D., Rhodes, T., Spinetta, A., Gargioni, G., Whited, D., Black, J.: A Hybrid Deployer Mechanism for Active 

and Passive Deployment of a Parabolic Bistable Tape Spring for Space Deployable Structures, pp. 1–9 (2022). https://doi.org/10.2514/6.2022-
4338 

7. Seffen, K.A., Pellegrino, S.: Deployment dynamics of Tape Springs. Proc. R. Soc. A: Math. Phys. Eng. Sci. 455(1983), 1003–1048 (1999). 
https://doi.org/10.1098/rspa.1999.0347 

8. Kwok, K., Pellegrino, S.: Folding, stowage, and deployment of viscoelastic tape springs. AIAA J. 51(8), 1908–1918 (2013). https://doi.org/ 
10.2514/1.J052269 

9. Lee, A.J., Fernandez, J.M.: Mechanics of bistable two-shelled composite booms. In: AIAA Spacecraft Structures Conference, 2018, vol. 
210019, pp. 1–24 (2018). https://doi.org/10.2514/6.2018-0938 

10. Mallol, P., Mao, H., Tibert, G.: Experiments and simulations of the deployment of a bistable composite boom. J. Spacecr. Rocket. 55(2), 
292–302 (2018). https://doi.org/10.2514/1.A33906 

11. Yao, Y., Ambruso, A., Fernandez, J.M., Bilén, S.G., Ning, X.: A Multifunctional Bistable Ultrathin Composite Boom for In-Space Monitoring 
of Deployment Dynamics, pp. 1–10. AIAA Scitech (2023). https://doi.org/10.2514/6.2023-2400 

12. Mallol, P., Tibert, G.: Deployment modeling and experimental testing of a bi-stable composite boom for small satellites. In: 54th 
AIAA/ASME/ASCE/AHS/ASC Structures, Structural Dynamics, and Materials Conference, pp. 1–23 (2013). https://doi.org/10.2514/6.2013-
1672 

13. Greschik, G.: Marionette suspension in the testing of long light structures. In: Collection of Technical Papers – AIAA/ASME/ASCE/AHS/ASC 
Structures, Structural Dynamics and Materials Conference, vol. 2, pp. 1419–1430 (2007). https://doi.org/10.2514/6.2007-1821


 4218
4929 a 4218 4929 a
 

 40701 11571 a 40701
11571 a
 
http://doi.org/10.2514/6.2022-4338

 -878 14892 a -878 14892 a
 

 46921 15999 a 46921 15999
a
 
http://doi.org/10.2514/1.J052269

 8923 19320 a 8923 19320 a
 

 5630
21534 a 5630 21534 a
 

 21639 23748 a 21639
23748 a
 

 40701 25961 a 40701 25961 a
 
http://doi.org/10.2514/6.2013-1672

 33050 29282 a 33050
29282 a
 


Chapter 13 
On the Behavior of Superimposed Orthogonal Structure-Borne 
Traveling Waves in Two-Dimensional Finite Surfaces 

William C. Rogers and Mohammad I. Albakri 

Abstract Wave-driven motion is a phenomenon that has been observed in nature as a method for propulsion. Earlier studies 
replicated these traveling waves in finite structures to propel the structures itself or particles across the surface of the structure. 
Two-mode excitation has been introduced as an effective method to generate steady-state structure-borne traveling waves 
(SBTW). Two-mode excitation generates SBTW in finite structures by superimposing two standing waves in a structure with 
a prescribed phase offset. While the generation of STBW for propulsion and particle motion has been a topic of study for 
some time, most research has examined SBTW propagating along a single axis. 

This chapter expands on this method by using two pairs of actuators to simultaneously excite two SBTW orthogonal to 
one another. The superposition of these orthogonal waves results in a net SBTW that propagates in any desired direction. 
By controlling the direction of SBTW using only two pairs of actuators, an active surface could be made to drive motion in 
any direction without the need for a large number of actuators. It is shown that while the excitation frequency will determine 
the mode shapes that dominate the behavior of the SBTW, it is the geometry, boundary conditions, and the locations of 
actuators that will determine the possible combinations of SBTW that can be excited in the plate. It is found that adjusting 
the relative amplitude and phase between the two SBTW will influence the quality of the wave, in addition to affecting the 
overall direction of the superimposed SBTW. This motion is studied using simulations in a 2D Finite Element model that 
represents a plate using first-order shear deformation theory. The quality of the SBTW is calculated using a traveling index 
defined by the complex orthogonal decomposition of the wavefront. The direction of the wavefront in this study is interpreted 
by calculating a weighted average of the structural intensity (SI) field over the plate. 

Keywords Traveling waves · Finite element · Two-mode excitation · Structural intensity · Two-dimensional traveling 
waves 

13.1 Introduction 

In nature traveling waves are used as a form of locomotion. This characteristic is seen on land in the case of snakes and 
snails, but also in the ocean in the case of rays or eels [1–3]. Traveling waves are a low-profile method of driving the motion 
of a structure using the structure itself. These traveling waves have been studied by researchers and have been replicated 
to generate wave-driven motion in cylinders, beams, and plates [4–7]. Previous research has examined wave propagation 
behavior in structures and their ability to drive particle motion on the surface of structures [8–10]. One method of generating 
wave-driven motion uses an active sink which requires two actuators. One actuator would be used to initiate a wave on a 
structure and another actuator to cancel out the propagating wave by working as an active sink [11]. Another method uses 
an actuator to excite a traveling wave and another to match the impedance of the beam. In this case, the beam to behaves 
as though it were semi-infinite with a wave being initiated and passing through the boundary without reflection [12]. The 
method used in this work is referred to as two-mode excitation. This method uses the modal properties of the structure to 

W. C. Rogers (�) 
Fusion of Analysis, Simulation, and Testing Laboratory (FAST), Department of Mechanical Engineering, Texas A&M University, College 
Station, TX, USA 
e-mail: wcrogers42@tamu.edu 

M. I. Albakri 
Smart Materials and Structures Laboratory (SMSL), Department of Mechanical Engineering, Texas A&M University, Education City, Doha, 
Qatar 

© The Society for Experimental Mechanics, Inc. 2024 
B. J. Dilworth et al. (eds.), Topics in Modal Analysis & Parameter Identification, Volume 9, Conference 
Proceedings of the Society for Experimental Mechanics Series, https://doi.org/10.1007/978-3-031-34942-3_13

107

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34942-3protect T1	extunderscore 13&domain=pdf

 570 66739
a 570 66739 a
 
mailto:wcrogers42@tamu.edu
mailto:wcrogers42@tamu.edu


108 W. C. Rogers and M. I. Albakri

generate a SBTW by exciting the structure with two actuators excited at the same frequency but with a phase offset between 
them [13–17]. While the individual excitation of the actuators will generate standing waves, selecting a suitable phase offset 
will cause the operating deflection shapes of the standing waves to become complex, and this is what drives the traveling wave 
behavior. If the phase offset between actuators is non-ideal or the excitation frequency is a natural frequency of the structure, 
then two-mode excitation will produce either a combination of standing and traveling waves or pure standing waves. To find 
the ideal phase offset, metrics have been developed that look at the complexity of the wave motion. This Method utilizes a 
circle-fit approach where the SBTW is plotted on the complex plane and fitted to a circle using the Fourier transform [14, 
18]. On the complex plane, pure traveling waves will appear as a circle, a combination of standing and traveling waves will 
appear as an ellipse, and a pure standing wave will appear as a line or a disordered scattered set of points. For 2D SBTW, a 
method referred to as complex orthogonal decomposition (COD) can be used to evaluate the quality without the need for a 
line fit [19]. Feeny’s COD compares the real and imaginary parts of the complex mode that contributes to the wave motion 
over time. Musgrave presented a procedure for the generation of high-quality 2D SBTW in finite plates [17]. The focus of 
this work was concentrated on the generation of high-quality SBTW, but this work was focused on exciting only one SBTW. 
Later work by Musgrave showed empirically that superimposing the excitation conditions related to two separate SBTW 
will generate a SBTW that is the superposition of the constituent SBTW [20]. Rogers noted that waves described by COD as 
high quality can have inconsistent quality in local regions on the surface of the plate and showed that the quality of SBTW 
in local regions can be improved by superimposing SBTW [21]. 

While earlier work has shown several methods for the generation of SBTW that are suited for wave-driven motion, 
controlling wave propagation direction has not yet been investigated. This work examines the potential for combining SBTW 
to drive wave motion in a prescribed direction. The SBTW behavior is examined using a finite element model that has been 
validated experimentally in previous work by Musgrave [17]. The direction of wave propagation is a difficult metric to define 
for these superimposed cases and for different applications such as driving particle motion or propulsion, the operating force 
that would drive motion will be different. For particle motion applications, the trajectory of the particle would be dependent 
on the motion of the plate in the region where the particle is located. When a SBTW is used to drive the motion of a plate 
suspended in a fluid, the overall waveform would need to be under consideration to determine the trajectory of the plate. A 
method of approximating the direction of wave propagation using a single constant value would be useful in predicting the 
trajectory of a plate suspended in fluid. Calculation of a single constant value representing the propagation direction of a 
SBTW requires a compromise. Information will be lost in averaging over time and space, but this is necessary to condense 
the overall wave motion into a single constant. The direction of wave propagation has been approximated using a heuristic 
method, wherein a weighted average of the SI field over the plate is used. In the literature, SI is typically used to examine 
the wave flow based on the direction of energy propagation in a structure to study wave localization in plates [22–26]. This 
work uses SI as a tool to determine the overall direction of wave propagation, using the magnitude of the SI to determine 
the weight of the SI vectors. This is important because the direction of wave propagation is a local phenomenon, which can 
appear to change over time. By using the SI, the direction the overall waveform can be determined without potential error 
that can arise from attempting to determine the direction visually. 

13.2 Background 

In this section, the model and boundary conditions for this work will be described. Following this, the methods for defining 
the quality of the SBTW using COD and the direction of the SBTW with SI will be described. 

13.2.1 Finite Element Model and Boundary Conditions 

The finite element model for this work approximates a thin plate using first-order shear deformation theory. The piezo-
actuators are assumed to be perfectly bonded on the surface of the plate and are included in the model using classical 
lamination theory, ignoring bending-extensional coupling. The model used in this work has been validated in previous work 
by Musgrave. For a full derivation of the model, interested readers are directed to [17]. Fixed boundary conditions are used in 
this study because this focuses the energy of the wave to the middle of the plate. A free boundary will cause large deflections 
away from the center of the plate and reduce the ability for the wave propagation to be adjusted. Malladi noted that when all 
boundaries of the plate are free then waves can be generated that rotate around the edges of the plate [15]. While this wave 
behavior would be useful for driving the motion of a plate suspended in fluid, this behavior would not be as useful for particle 
motion applications where a larger active area is more useful. Fixed boundary conditions are also more convenient for the



13 On the Behavior of Superimposed Orthogonal Structure-Borne Traveling Waves in Two-Dimensional Finite Surfaces 109

weighted average SI method to be representative of the wave propagation behavior. A square plate is used because of the 
convenient nodal line locations. This is explained in detail in Sect. 2.3. Figure 13.1 shows the spatially averaged frequency 
response function (FRF) of the plate and the mode shapes associated with the natural frequencies of the plate. Mode 4 does 
not have a peak in the FRF because both pairs of actuators lie on nodal lines of this mode. The regions (R1, R2, . . . , R5) 
shown in Fig. 13.1 are bounded by the natural frequencies. SBTW generated using frequencies within each region will have 
the same mode shapes making up the SBTW, but different frequencies will have different optimal phase offsets between 
actuators [17]. The excitation used in this study will use an excitation frequency f = 225.8 Hz. The primary mode shapes 
that are excited when the x and y SBTW are excited separately are modes 2 and 5 for the x-SBTW and modes 3 and 5 for the 
y-SBTW. When both pairs of actuators are excited, the mode shapes that are combined are modes 2 and 6 for the x-SBTW 
and modes 3 and 6 for the y-SBTW. This change is due to the peaks in mode 5 that are out of phase, leading it to be canceled 
out when both actuator pairs are excited. 

13.2.2 Complex Orthogonal Decomposition 

The excitation frequency used for the individual SBTW have been identified using complex orthogonal decomposition 
(COD), which was developed by Feeny and was first used to evaluate the quality of 2D SBTW by Musgrave [19, 27]. The 
reader is referred to [16, 19, 27] for procedures related to identifying high-quality SBTW using COD. COD quantifies the 
quality of a traveling wave by comparing the real and complex parts of the first complex eigenvector of a complex correlation 
matrix that is developed using the time history of the SBTW. This complex eigenvector is used to calculate a traveling index, 
Ti. A traveling index Ti ≈ 1 is indicative of a pure traveling wave, while Ti ≈ 0 is indicative of a pure standing wave. Any 
value of 0 < Ti < 1 corresponds to a combination of standing and traveling waves. The traveling index is included in Table 
13.1 for each of the cases under study. 

Fig. 13.1 Spatially averaged FRF for the plate with the dominant mode shapes of the SBTW in this study highlighted 

Table 13.1 Excitation 
conditions for the cases 

Case λx φA [◦] .θ [◦] Ti 
x-STBW – – 180 0.95 
y-STBW – – 270 0.95 
(1) 1 0 225 0.87 
(2) 0.53 0 258.2 0.90 
(3) 1 95 250.8 0.84
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13.2.3 Relative Amplitude and Relative Phase 

The equation of motion is defined for the k-th actuator in Eq. (13.1). 

.Mz̈k + Kzk = F ke
jωt (13.1) 

where M and K are the mass and stiffness matrices and dk and Fk are the k-th displacement field and forcing vector where 
k = 1, 2, 3, 4. Assuming zk(t) = dkejωt, the operating deflection shapes dk is used to define the SBTW in Eqs. (13.2) and 
(13.3). 

.zy(t) =
(
d1 + d2e

jφy

)
ejωyt (13.2) 

.zx(t) =
(
d3 + d4e

jφx

)
ejωxt (13.3) 

Where φx and φy are phase offsets between actuators within each pair. The actuators corresponding to the dk ’s are identified 
in Fig. 13.2. The vectors zy and zx are the y and x propagating SBTW, respectively. In the next section, the SI will require the 
out-of-plane velocity. This is calculated as the time derivative of Eqs. (13.2) and (13.3) and is given in (13.4) and (13.5). 

.vy(t) = jωy

(
d1 + d2e

jφy

)
ejωyt (13.4) 

.vx(t) = jωx

(
d3 + d4e

jφx

)
ejωxt (13.5) 

The direction of wave propagation can be influenced by the excitation frequencies, the relative amplitude of the two 
SBTWs, and the relative phase between the two SBTWs. Adjusting the excitation frequencies (ωx, ωy) will change what 
mode shapes of the plate will dominate the individual SBTW. An excitation frequency ωx can be selected such that nodal 
lines of its most dominant mode shapes align with the positions of the actuators associated with the y-SBTW. Additionally, the 
excitation frequency has been chosen such that the dominant mode shapes of the SBTW propagating in the x direction have 
nodal lines along the horizontal and vertical midlines of the plate. This allows the actuators acting in the y direction to drive 
an SBTW without affecting the x-SBTW behavior that the y actuators are unable to affect the SBTW in the x direction and 
vice versa. Square plate chosen for this study has symmetric dimensions along the two directions of wave travel; hence, the 
same SBTW can be excited orthogonal to one another. For all three cases considered in this study, the excitation frequencies 

Fig. 13.2 (a) Directions of the SBTW and the definition of . θ , (b) Region of interest defined on the plate
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will be the same, and the analysis will be focused on the effect of the relative amplitude and phase. Table 13.1 shows the 
cases of relative amplitude and phase considered in this study. The excitation conditions of each of the actuators will have 
fx = fy = 225.8 Hz and φx = φy = 50.56◦. The relative amplitude can be thought of physically as adjusting the relative peak 
voltage used to excite the pairs of actuators. The relative amplitude will be adjusted with a scalar factor λx ∈ [0, 1]. Because 
the geometry and SBTW in the examples presented here are symmetrical, adjusting the relative amplitude of the x and y 
SBTW would yield the same results. 

While the relative amplitude affects the direction of wave propagation by directly influencing which of the constituent 
SBTW dominates the superposition, adjusting the phase between SBTW adjusts how the two superimposed SBTW interact 
over time. This additional phase offset is represented by φA. Including the scale factor λx and φA in the SBTW expressions 
is shown in Eq. (13.6). In the analysis of this work, the relative amplitude (λx) and phase (φA) will be adjusted separately. 

.vx(t) = jωxλx

(
d3 + d4e

jφx

)
ej(ωx t+φA) (13.6) 

13.2.4 Structural Intensity 

One of the problems associated with superimposed orthogonal SBTW is the difficulty of determining the overall direction 
of wave propagation. Often the superimposed orthogonal SBTW propagation behavior is intricate, and the direction of 
propagation behavior appears to change over time depending on the predominant mode shapes and the phase offset between 
the consultant SBTW. In the interest of describing the direction of wave propagation with a single direction, a heuristic 
method using a weighted temporal and spatial average of the SI has been developed. SI has been used in previous research to 
study the behavior of wave propagation and how the energy flows through a structure. SI is a vector that shows the direction 
of energy flow in a structure over time [22–26]. Based on this, the SI is calculated at M locations within the region of interest 
on the plate. To give a visual representation of the wave propagation with a single image, the SI will be averaged over a 
period T. Equation (13.7) is the definition of the i-th component of the SI at the m-th point on the plate. 

.[Ii(t)]m = −1

2

∑3

l=1
[σil(t)vl(xm, ym, t)]m (13.7) 

Where σ il and vl are the il-th component of the stress tensor and the l-th component of the velocity, respectively. To 
account for the contribution, all four actuators (13.7) will be rewritten in terms of the model. To rewrite the equation 
in terms of the model, let the velocity of the k-th actuator at the m-th point on the plate be defined . (vl(xm, ym, t))k =
(vl(xm, ym))ke

j(ωkt+φk). The SI is then summed for the four actuators at the m-th point considered on the surface of the 
plate. The plate has been modeled as thin; hence, the SI in the z direction has been ignored. Structural intensity at the point 
(xm, ym) in the  x direction is given in Eq. (13.8) and in the y direction is given in Eq. (13.9). 

.Ix(xm, ym, t) = −1

2

∑4

k=1

∑3

l=1
(σxl)k(vl(xm, ym))ke

j(ωkt+φk) (13.8) 

.Iy(xm, ym, t) = −1

2

∑4

k=1

∑3

l=1

(
σyl

)
k
(vl(xm, ym))ke

j(ωkt+φk) (13.9) 

To get the temporal average of the SI, Eqs. (13.8) and (13.9) are average for N points, which account for two periods of 
excitation. The temporal average renditions of Eqs. (13.8) and (13.9) are written in Eqs. (13.10) and (13.11), respectively. 

.[Ixt ]m =
∑N

i=1
Re

[
[Ix (ti)]m

N

]
(13.10) 

.
[
Iyt

]
m

=
∑N

i=1
Re

[[
Iy (ti)

]
m

N

]
(13.11) 

The SI field of a plate generated with these SBTW will often have regions (see Fig. 13.4) where the direction of the SI 
does not appear to follow the direction of wave propagation based on visual inspection. To prevent these outlier SI vectors
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from corrupting the average SI, the spatial average will be weighted by the magnitude of the SI at these locations. For this 
calculation, the magnitude of the SI at the m-th point is calculated in Eq. (13.12). The spatially weighted average of the SI in 
the x and y directions is then calculated in Eqs. (13.13) and (13.14), respectively. The approximate average direction of wave 
propagation is then defined as the angle between . I x and . I y in Eq. (13.15). 

.|I |m =
(
(Ixt )

2
m + (

Iyt

)2
m

)1/2
(13.12) 

.I x =
∑M

m=1 (|I |mIxt )

M
∑M

m=1|I |m
(13.13) 

.I y =
∑M

m=1 (|I |kIxt )

M
∑M

m=1|I |m
(13.14) 

.θ = tan−1

(
I y

I x

)
(13.15) 

The directions of the SBTW without adjustment of the relative amplitude or phase are shown in Fig. 13.2a. The region 
where the SI field is calculated is shown in Fig. 13.2b. The direction of SI for the average is only considered for a region 
in the middle of the plate that does not include the actuators. This is because for fixed boundary conditions most of the 
energy of the SBTW will be focused in the middle of the plate; hence, the behavior in these outer regions is not of interest. 
Additionally, the direction of have propagation around the piezo-actuators and the fixed edges of the SBTW are ignored 
because SI values in these regions can influence the . θ value and cause it to deviate from the value at the middle of the 
plate, which is of primary interest. By defining this spatially and temporally averaged SI, a single direction can be used 
to approximately describe the direction of wave propagation in these complex overall waveforms. Because this method 
describes the direction of propagation using a single angle, this method is only useful when examining SBTW that appear 
to propagate in a single direction. For example, in [15, 17] it was shown that a single SBTW can be generated such that the 
wave propagates in opposite directions on either side of the nodal lines. In such cases, this . θ value would fail to accurately 
represent the direction of wave propagation. This method is best used for cases where the overall SBTW is expected to 
propagate in a single direction; otherwise, the structure needs to be divided into separate regions where a local propagation 
direction is calculated. The time-averaged SI can be shown as a vector field over the surface of the plate. 

13.3 Analysis and Discussion 

13.3.1 Case 1 

When the two SBTWs are combined with equal amplitude and phase, the resulting waveform propagates at an angle exactly 
between the constituent SBTW. Figure 13.3c shows the wave propagation behavior over fourths of a period. This SBTW has 
been chosen to show that when the constituent SBTW has been carefully selected, the resulting SBTW appears to propagate 
in a direction that is different from the propagation direction of the separate SBTW. The weighted SI average is applied 
to the superimposed SBTW. The approximate direction of wave propagation is calculated to be .θ1 = 225◦, which shows 
the time-averaged SI field over the plate. The complete SI field is plotted, but only the SI values within the boxed region 
were used in the calculation of the weighted SI average. In the SI field, the magnitude of the SI has been normalized by the 
maximum value so that values appearing more in red are larger while values in blue correspond to smaller values. 

The SI values have been normalized because in presenting this plot only the relative values are important in understanding 
the energy flow in the SBTW. The plot of the SI shows that there are many regions in the SI field where the magnitude of 
the SI is small, and the direction of SI appears to be spreading outward radially (circled in black dotted lines). These are the 
regions where the amplitude of the wave is small. The SI magnitude in these regions is notably small; hence, the contribution 
to . θ is low. From Fig. 13.3c, we can surmise that the SBTW’s overall propagation direction is accurately represented by . θ . 
It is worth noting that the SI field shown in Fig. 13.4c is symmetrical along the diagonal path that the SBTW travels, but not 
along the diagonal perpendicular to the propagation direction. This is related to the phase offset between pairs of actuators
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Fig. 13.3 Wave propagation patterns for (a) x-SBTW, (b) y-SBTW, (c) Case 1, (d) Case 2, (e) Case 3  

Fig. 13.4 SI field individual for (a) x-SBTW,  (b) y-SBTW,  (c) Case 1, (d) Case 2, (e) Case 3. Regions where SI appears to emanate from are 
circled
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and the excitation frequency. We can also note that mode 5 does not contribute to the Case 1 motion because the actuator 
pairs are in phase, leading to the SBTW being dominated by modes 2, 3, and 6. 

The traveling index of the SBTW for this case is Ti = 0.87,which indicates a slightly larger standing wave component 
to the SBTW than the individual x and y SBTWs that have Ti = 0.95. This lower quality is likely due to the change in 
the contributing mode shapes to the overall SBTW. As is the case with all excitation configurations, excluding excitation 
frequencies equal to natural frequencies, there are some phase offsets .φx = φ′

x and .φy = φ′
y that would optimize the quality 

of the Case 1 SBTW. Adjusting the phase offset to optimize the quality of Case 1, would then change the quality of the 
constituent SBTW. For this reason, the phase offset between actuators has been left at φx = φy = 50.56◦ for all three cases 
despite the reduction in quality. 

13.3.2 Case 2 

Case 1 is encouraging for wave-driven motion applications because of the consistent wave propagation direction and the 
intuitive way that the SBTW combines. Case 2 examines the effect of adjusting the relative amplitude, λx = 0.53, on the 
wave propagation direction. Figure 13.3d shows the wave propagation behavior over fourths of a period for Case 2. The 
constituent SBTWs have not changed leading to the Case 2 superimposed SBTW to still be composed of the same mode 
shapes, but due to the change in relative amplitude, they have not combined symmetrically. Figure 13.4d shows the time-
averaged SI field and the approximate propagation direction for this case is .θ = 258.2◦. The traveling index for Case 2 is 
Ti = 0.90 which is slightly higher than Case 1. This is expected because by reducing the magnitude of the x-SBTW, the 
y-SBTW is able to contribute more to the overall waveform. Figure 13.4d shows that the direction of the wave motion is 
more consistent in direction although the regions with the greatest amplitude are similar in size. The SI field in Fig. 13.4d 
has three locations where wave motion appears to emanate from, while Fig. 13.4c shows that the SI field for Case 1 only 
has two of these emanation points. When the STBW is redirected by adjusting the relative amplitude (λx), a new emanation 
point is introduced which in effect pushes the wave into the prescribed direction. 

13.3.3 Case 3 

While the resulting propagation behavior of Case 2 is intuitive, Case 3 shows that the relative phase between the SBTW 
can also affect the overall propagation direction of the waveform. Figure 13.3e shows the wave propagation behavior of the 
SBTW when φA = 95◦. While in the other cases, the dominant mode shapes in the SBTW were modes 2, 3, and 6, the 
adjusted phase of the x-SBTW has caused mode 5 to be more prominent in the overall waveform. While it is not initially 
clear from Fig. 13.3e, the averaged SI field yields .θ = 250.8. Figure 13.4e shows the time averages SI field, which is not 
as consistent as the SI fields shown in Fig. 13.4c, d. Because adjusting the phase offset introduces a timing lag between the 
constituent SBTW, the peaks of each SBTW coincide at contrasting times than when the pairs of actuators are in phase. 
This causes the maximum energy of the SBTW to occur while the SBTW is propagating in different directions depending 
on φA. The traveling index for this case is Ti = 0.84,which is the lowest of the cases considered here. The additional phase 
offset does not affect the x-SBTW’s quality, but the superimposed case does have a slightly lower quality traveling wave. 
This low quality is from the additional phase offset introducing standing wave components to the overall SBTW by causing 
a disruptive interaction between the x and y SBTW. Figure 13.4e shows that the SI field like in Case 2 has three points that 
appear to function as sources. 

13.4 Conclusion 

This work has shown that the orthogonal SBTW can be superimposed to generate an overall SBTW that propagates in 
a different direction. A method for approximating the direction of complex waveforms using a weighted average of the 
SI field is presented. It was further shown that the propagation direction of these superimposed SBTW can be redirected 
by adjusting the relative amplitude or the relative phase of the constituent SBTW. With the propagation direction being 
adjusted by superposition, the motion is driven with only two pairs of actuators. This is more convenient than alternative 
methods where a large array of actuators would be needed to generate a SBTW to travel in each desired direction. This
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work introduces an additional dimension to current wave-driven motion applications. Where previous work has focused on 
wave-driven motion along a single axis or rotational waves traveling along the boundaries of a structure, this is the first 
investigation into quantifying these two-dimensional traveling waves by defining a dominant direction of wave propagation 
in a complex traveling wave. 

While the superposition of orthogonal SBTW shows promise as a method for generating controlled wave-driven motion 
in 2D, there are several factors in the SBTW combination that have not been considered in this work. The geometry of the 
plate and the boundary conditions will present more possibilities by introducing different mode shapes and introducing a new 
order of appearance for the mode shapes of the plate. Because of the vast potential of SBTW combinations possible, a set 
of metrics need to be developed to evaluate the effectiveness of SBTW combinations so that combinations can be compared. 
Additionally, it can be seen from the SI plots that the direction of the wave is not completely propagating in the approximate 
direction decided by the SI. This indicates a need for quantifying the accuracy of the approximate propagation direction. 
Metrics for comparing SBTW pairs and the quality of the approximate propagation direction will be investigated in future 
work. 
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Chapter 14 
Comparative Assessment of Force Estimation in MIMO Tests 

Odey Yousef, Fernando Moreu, and Arup Maji 

Abstract Dynamic testing of systems is most realistic of real-world conditions when multiple input and multiple output 
(MIMO) techniques are used. To replicate measured environmental conditions, a series of desired outputs on the system 
must be realized by inverting the frequency response functions (FRF) matrix for force estimation. Depending on the number 
of inputs and outputs, the type and number of solutions can vary significantly. Depending on the objective of the test, defining 
the target response can also vary, such as matching accelerations, stresses, or strains at various locations. In MIMO testing, 
both the auto spectra and cross spectra of the outputs affect the auto spectra of the inputs. Defining the most relevant outputs 
and the optimal input spectra is an ongoing challenge and has attracted recent attention. 

This research evaluates the errors associated with these variables on a linear multi-story frame fixed at the base. Three 
inputs are provided uniaxially with the use of suspended electrodynamic shakers, and up to nine output locations are 
instrumented with accelerometers. Results of tests are analyzed to guide improved MIMO testing. 

Keywords MIMO · Vibration testing · Structural dynamics 

14.1 Introduction 

Recreating target responses on a test article is desirable to understand its behavior under other conditions, such as different 
boundary conditions, loads, or changes in the system. To do so, the system frequency response functions (FRFs) must be 
inverted using the Moore-Penrose pseudoinverse. The FRF matrix may then be used for force estimation, then iterated on 
using measured error to the reference spectrum. This process is described in Fig. 14.1. This work deals with the quantification 
of system uncertainty and its implications on the convergence of errors in the iterative force estimation. Challenges are 
encountered throughout the entire process, with some listed here. 

– System identification may be uncertain, and measured FRFs may deviate from the true FRFs in terms of magnitude, phase, 
and frequency [1]. 

– Filling in the reference matrix is difficult. Popular methods include extreme inputs/outputs and independent drives [2]. 
The cross terms are selected to optimize an objective according to each method. 

– Generating a random multivariate time series from a cross-spectral density is known to be imprecise [3]. 
– FRF matrix inversion is strongly dependent on system ID and choice of regularization parameters [4]. 
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Fig. 14.1 FRF inversion and iterative force estimation process 

Fig. 14.2 System and 
instrumentation 

Table 14.1 Absolute average 3 
standard deviations as a 
percentage of mean of FRFs, 
20–200 Hz 

Out1 Out2 Out3 Out4 

In2 magnitude 9.63% 5.84% 11.20% 3.66% 
In2 phase 0.63% 0.29% 18.64% 0.95% 
In4 magnitude 27.56% 15.69% 59.56% 100.78% 
In4 phase 1.79% 1.64% 1.30% 2.08% 

14.2 Analysis 

The system analyzed is shown in Fig. 14.2. It is a 3-story frame fixed at its base with inputs applied at each floor level with 
suspended electrodynamic shakers. A total of 9 accelerometers are distributed throughout the structure, although not all are 
used for target response replication. 

Test-to-test variation in FRF magnitude and phase was quantified as 3 standard deviations of the mean, based off of 
multiple tests for system ID. Average values from 20 to 200 Hz for input locations 2 and 4 with outputs locations 1–4 are 
given in Table 14.1.
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Fig. 14.3 Autospectral density (ASD) error over 3 iterations. Left: Location 2. Right: Location 4 

The process in Fig. 14.1 was followed to generate the desired reference spectrum for a 2 × 2 system (inputs and outputs 
at locations 2 and 4), with frequency content at each modal frequency. FRF matrix inversion was done with a Tikhonov 
regularization parameter of 10−5. Three iterations were conducted to attempt error convergence. Results are shown in Fig. 
14.3 with the ASD error at locations 2 and 4. 

14.3 Conclusion 

Convergence of the 2 × 2 case was effective at certain modes, but not over the entire spectrum. Test-to-test variation in FRFs 
was found to be at a maximum at antiresonances, but also higher at certain resonances than others. Closely spaced, highly 
local modes were observed due to the symmetry of the structure, and their interaction may cause some error. 

Further research should be conducted to assess the issues with test-to-test variation in modal analysis, namely, mode 
shapes and damping factors. Continued work will quantify the uncertainty and attribute associated errors for the remaining 
steps in the inverse process and a greater variety in the number of input and output locations used in the system. 
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Chapter 15 
Online Implementation of the Local Eigenvalue Modification 
Procedure for High-Rate Model Assimilation 

Alexander B. Vereen, Emmanuel A. Ogunniyi, Austin R. J. Downey, Jacob Dodson, Adriane G. Moura, 
and Jason D. Bakos 

Abstract High-rate structural health monitoring of active structures operating in high-rate dynamic environments empowers 
the execution of preventative behavior in response to structural degradation or external stimuli. Examples of structures 
operating in high-rate dynamic environments include hypersonic vehicles, space crafts, and ballistic packages. The effective 
selection of reactive actions to be taken in real time requires an up-to-date model of the structure’s state. Importantly, the 
short timescale of relevance to these structures means that the model must be continuously updated with a time step of 
1 millisecond or less. However, traditional frequency-based methods for updating the finite element model online require 
solving the generalized eigenvalue problem, which becomes more complex as the number of nodes or FEA model increases, 
thereby increasing computational time. In this work, the local eigenvalue modification procedure is put forward to accelerate 
the extraction of natural frequencies from finite element models updated online. The local eigenvalue modification procedure 
works by precomputing the eigenvalue solution to a reference state of the system and then computes the single (i.e., local) 
change in the modal domain from the reference state to the current state online. The modal domain update in the local 
eigenvalue modification procedure bypasses the general eigenvalue problem, which is the most expensive computational step. 
For the online implementation of the state estimation, the Dynamic Reproduction of Projectiles in Ballistic Environments 
for Advanced Research testbed is used. The testbed allows for the controlled movement of a pinned condition attached to 
an otherwise free cantilever beam. In previous studies, the testbed has been used with the generalized eigenvalue solver 
in a frequency-based model assimilation approach to infer the most likely position of the pinned condition (i.e., state of 
the structure). This work reports the effectivity of the local eigenvalue modification procedure compared to the generalized 
eigenvalue solution of the system for inference accuracy while varying the nodes dedicated to the analysis. The optimal 
efficiency of the system’s approach is explored for the testbed-based health assessments. Timing results and effects of sensor 
noise on the system are discussed in detail. 

Keywords High rate · Modal analysis · FEA · Eigenvalue · LEMP 
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15.1 Introduction 

Active control can provide critical intervention to reduce or negate damage to a structure in situ; however, it requires the 
acquisition of the state of the structure as a prerequisite to the decision and implementation of an intervention [1]. In high-
rate systems, estimating the structure’s state through modal analysis allows sparse networks of sensors to be used to attain 
the natural frequencies of the structure [2]. The natural frequencies of a structure can be helpful despite the non-unique 
description of the structure given its shape and boundary conditions. Acquiring the natural frequencies of a structure and 
then proposing an explanatory model of the system can ascertain the system’s state using sparse sensor networks [2, 3]. 

Candidate models are evaluated for their natural frequencies by solving the eigenvalue problem of the proposed models. 
State acquisition by way of modal analysis and candidate model testing is broken into three major tasks [2]. The first 
task entails system excitation followed by hardware acquisition and digitization. Second, frequency analysis is performed. 
Third, candidate models are proposed and evaluated for their similarity to the observed frequency response. The most time-
consuming procedure is solving the eigenvalue problem for the frequencies of a candidate model. This step scales in . O(n3)

time by traditional mode extraction methods [4–7]. 
For high-rate state estimation, attaining estimations of the system’s state in less than one millisecond can enable responsive 

interventions in active aerospace structures [1]. Modal analysis can be used in all structural geometries; however, the 
complexity required for a minimally accurate solution can increase the required computations. The Dynamic Reproduction 
of Projectiles in Ballistic Environments for Advanced Research (DROPBEAR) testbed is used to explore a functional 
implementation of a high-rate dynamic system. The testbed allows for the controlled movement of a pinned condition 
attached to an otherwise free cantilever beam. This system is useful as it can be modeled as a 1D finite element formulation 
and can instate a repeatable change to its boundary condition. 

A myriad of known algorithms can attain the eigenvalue solution, each responding in a worst case of .O(N3), where N is 
the finite element mesh size, and a best case of .O(N2) [6]. However, in the high-rate state estimation problem, there is only 
a requirement to retrieve the eigenvalues of a proposed model. The Local Eigenvalue Modification Procedure (LEMP) avoids 
incurring the operational complexity of a mode extraction algorithm by obtaining the eigenvalues of a modified state through 
modification of known eigenvalues and eigenvectors of the system [3, 8]. The central proposal of this work is to avoid solving 
the eigenvalue problem online by approximating the eigenvalues from a reference state and a single added change to the state. 
In a timing investigation of LEMP’s online update step vs. a general eigen solution method for the eigenvalue problem, the 
implementation of LEMP provided an approximately 100. × reduction in time. Furthermore, it showed operational complexity 
to be directly proportional to the mesh size of the finite element model. In an implementation of the algorithm in hardware, 
the speed of LEMP was shown to reliably provide good estimates of the state while achieving the 1 millisecond time target, 
which was out of reach for the mode extraction algorithms. The merit of this work is in exploring and quantifying the 
result of a direct algorithmic comparison between LEMP and traditional mode extraction methods and showing the full state 
estimation implementation loop in hardware and the resulting time per estimate. 

15.2 Background 

For the online implementation of the state estimation, the Dynamic Reproduction of Projectiles in Ballistic Environments for 
Advanced Research (DROPBEAR) testbed is used. The testbed allows for the controlled movement of a pinned condition 
attached to an otherwise free cantilever beam and is shown in Fig. 15.1, and specifications for the system are provided in 

Fig. 15.1 Dynamic Reproduction of Projectiles in Ballistic Environments for Advanced Research (DROPBEAR) testbed
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Table 15.1 Specifications for the configuration of the DROPBEAR testbed used in this work 

Beam properties Actuator properties 

Beam length 501 mm Roller travel 84 mm 

Beam width 51 mm Roller max velocity 3.32 m/s 

Beam thickness 6.66 mm Roller start position 57.73 mm 

Beam Young’s modulus 209.5 GPa 

Beam density 7900 . 
kg
m3

Table 15.1. The sensors utilized in the Hardware in the Loop (HIL) implementations were the Honeywell position sensor 
(model SPS-L075-HALS) and a PCB Piezotronics accelerometer (model 393B05) at the end of the beam. Data from the 
trial recordings on the beam were played back for all HIL tests in this study to eliminate as much potential noise from the 
physical process allowing a fair comparison between algorithms. Computations were carried out using an eight-core Intel® 

Xeon® E5-2618L v3 processor mounted in a PXIe-8880 manufactured by National Instruments processing acceleration data 
digitized using a 14-bit ADC module (PXI-6133) mounted in a common PXI chassis (PXIe-1082). 

For this work, a previously developed 1D FEA model describes the beam, and localized sub-sampling was implemented 
[3]. Subsampling allows a reduction in the number of scenarios tested at each estimation. Instead of testing every location 
along the beam each time step as a likely position, sampling a normal distribution around the last known position is used. 
The selected samples in the distribution are referred to as particles in this work. Subsampling within the scenario space is a 
necessary trade-off for speed in high-rate state estimation. For a 1D model of the beam with a mesh size of N , convergence 
to the most likely position pinned location to exactly one step would take solving for the frequencies of that beam in 
N models. Subsampling at least the current position, a minimally forward position, and a minimally backward position 
guarantee convergence in at most N steps testing three models per step. If, however, the pinned condition is local to its last 
known location, as is a safe assumption in tracking problems, then, on average, the convergence will only take the difference 
of minimal steps between them. Allowing for a large reduction in calculations to achieve convergence quicker than the 
overhead of testing each of N points each step would allow. 

Modal analysis requires solving the eigenvalue problem; however, in the general case, a matrix inversion is required where 
the operational complexity of solving the inversion grows proportionally as a square of the size of the matrices. For example, 
an Euler–Bernoulli beam formulation is .(2N)2, where N is the number of nodes in the beam. LEMP avoids solving the 
eigenvalue problem and instead updates the solution as a change to the modal space representation [8]. The algorithmic 
implementation of LEMP for the online configuration used in this work is shown in Fig. 15.2. As a result, solving for the 
frequencies of each model becomes a linear time problem in the state estimation. Therefore, a 1-dimensional system only 
requires three solutions to the eigenvalue problem, and a P -dimensional tracking requires only 2P orthogonal models as a 
minimum subsample. In terms of big O notation, LEMP allows a time complexity of .O(PN) P being the dimensionality 
and the N the size of the mesh of describing the structure while solving the eigenvalue problem incurs a time complexity 
of .O(PN3). The authors have also previously demonstrated the viability of the LEMP algorithm [3] and a corresponding 
real-time solver [9]. 

15.3 Analysis 

Two timing studies were implemented. First, a timing study on an algorithm in each simulation step is carried out. LEMP was 
used to update a base cantilever beam model to a beam with a pinned condition, in comparison to the general eigen solution, 
both solving the same system. This was done for mesh sizes 20 through 200 at each multiple of 10, 1000 times per unique 
combination of parameters. The second study was on the full online implementation using the HIL setup. The parameters 
varied over this study were the mesh size, the number of particles solved for, and the FFT window size. Increasing the 
window size allows more frequency resolution at the cost of less time resolution and more computational time. Increasing 
the mesh size allows for more positional resolution resulting in increased computational time. Similarly, sampling more 
particles allows quicker convergence to a given position at the cost of computational time. 

The first timing study shows that LEMP managed to be consistently solved in less time than the general eigen solution 
algorithm, as shown in Fig. 15.3. Note that the y-axis is in log. 10. The diagrams from the timing study show the variations 
in timing that are an artifact of implementing the proposed method on a non-real-time operating system. This variation 
comes from the Windows operating system having to que operations alongside running of the LEMP and a LabVIEW native 
generalized eigenvalue solver. In Table 15.2, it is shown in detail that for this first algorithmic study that a 100. × reduction in
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Fig. 15.2 Data flow for the online LEMP algorithm used in this work 

Fig. 15.3 Time execution vs mesh size vs nodes for Local Eigenvalue Modification Procedure (LEMP) and General Eigenvalue Solver (GES) 

Table 15.2 Selected timing 
values extracted from Fig. 15.3 

Nodes 

40 80 120 160 200 

LEMP (. μs) 38.90 36.51 36.16 39.26 45.39 

GES (. μs) 3804 21,974 73,593 179,314 344,519
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Fig. 15.4 Time for FEA execution versus nodes for (a) GES and (b) LEMP each using an FFT window of 5000 points (0.02 s) 

Fig. 15.5 Time execution for Local Eigenvalue Modification Procedure (LEMP) vs a General Eigenvalue Solver (GES) 

execution time was found a 40-node mesh size on average over 1000 trials. Notably, this gap in performance grows with the 
mesh size. 

In the second timing study, the HIL implementation is investigated. Figure 15.4 shows the mean completion times for the 
LEMP algorithm over relevant parameters, namely the model size and the number of candidate models tested. In addition, 
it is observed that there are large time savings to be had using the LEMP model updating method. With the hardware in the 
loop, it was found that the implementation using LEMP required considerably more time than the pure algorithmic study 
pointing to there being room for optimization in the implementation to reach the same performance. 

Figure 15.5 shows the time allocation of each step of the processes for a configuration with a mesh size of 40, testing 
5 models, and an FFT window of length 5000 data points (0.02 s). The time saving provided by LEMP is seen in the time 
required to solve the FEA analysis. It is seen that with LEMP solving the FEA model for the considered problem requires a 
similar time to that for the data acquisition and frequency analysis steps. 

Results for the second timing study focused are on HIL implementation are reported in Figs. 15.6 and 15.7. Figure 15.6 
reports a typical time response obtained using the LEMP model updating method compared to the measured boundary 
condition change instated by the pin. For these results, an FEA model with 80 nodes and an FFT window size of 15000 
(0.06 s) was utilized. 

Figure 15.7 reports performance metrics for the HIL implementation of LEMP as a function of mesh size and FFT window 
length. The Time Response Assurance Criterion (TRAC) is used to gauge the similarity between time traces by comparing
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Fig. 15.6 HIL position tracking implementation using LEMP with a mesh size of 120 nodes, testing 5 candidate models, and using an FFT 
window size of 5000 points (0.02 s) 

Fig. 15.7 Performance metrics for HIL implementation shown in (a) TRAC and (b) the SNR of LEMP as a function of mesh size and FFT window 
length 

the numerical error and time delay of each estimation on a scale from 0 to 1 [10]. To expand, TRAC shows how well the 
signals replicate each other, disregarding the amplitude of each signal. As TRAC is sensitive to changes in phase, it shows 
the penalty for extending the FFT window size, indicating a phase lag incurred in the state estimation. Due to LEMP’s high 
speed, latency from the mesh size was shown to have a limited impact on the TRAC score in comparison. The Signal-to-
Noise Ratio (SNR) performance metric shows a trade-off between mesh size and the FFT window length. While obtaining 
the optimal mesh size was found to be an important parameter to consider, the relative improvement from 24 to 31 dB shows 
that the LEMP solver is still useful even at less-than-optimal parameter selections. 

15.4 Conclusion 

In this work, the local eigenvalue modification procedure (LEMP) is demonstrated to accelerate the extraction of natural 
frequencies from finite element models updated online with real-time constraints on real-time hardware. LEMP’s linear time 
cost makes it ideal for further extensions and studies into high-rate state estimations. For the online implementation of the
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state estimation, the Dynamic Reproduction of Projectiles in Ballistic Environments for Advanced Research (DROPBEAR) 
testbed is used. Timing reports for LEMP in comparison to the generalized eigenvalue method were reported showing 
speedups of .10× in the HIL implementation. This is shown to not necessarily be a ceiling for the approach as in 
the algorithmic study the for meshes of the same size a .100× speed up was shown. Performance metrics for the HIL 
implementation of LEMP were also discussed in detail. In future work, the algorithm will be extended to a working prototype 
of a 2D implementation of this system. 
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Chapter 16 
Modal Correlation Is Required to Reduce Uncertainty in Shock 
Analysis and Testing 

Monty Kennedy and Jason Blough 

Abstract The average aerospace structural analyst is very familiar with performing various types of dynamics analysis 
(sine vibration, random vibration, transient) but much less familiar with dealing with shock analysis defined by SRS (shock 
response spectrum) dealing with very high acceleration levels (1000–2000 g’s) and high frequency content (10 kHz). 
Likewise, the average aerospace engineer performs a lot of sine and random vibration testing at the system and subsystem 
levels and feedback from those tests are readily compared to analysis predictions. 

In contrast, typically very little SRS-related analysis and subsequent shock testing is performed either at the system or 
subsystem level and rarely would shock analysis predictions be compared with shock test results. Typically going into sine 
and random vibration test, a structural analyst will know expected responses at accelerometer locations. For a typical shock 
test, many times a dynamics engineer is a bystander and watches the test lab use their shock test method to achieve the SRS 
tolerance levels in each axis and typically no shock analysis predictions of the shock test setup are performed. 

Sine and random vibration tests at the system level are common, but shock testing at the system level is much rarer 
(sometimes the customer will waive the system shock test requirement – that cannot happen!) as it is much more difficult test 
to perform. Shock loads are much more complex and more difficult to analyze than sine and random vibration loads and thus 
more engineering is required to get more accurate predictions. Thus, to reduce uncertainty in shock analysis predictions: 

• It is essential that shock testing at the system level become as common as sine and random vibration testing and much 
less difficult to do. 

• It is necessary to feed back the shock testing responses at the system level into a system-level shock FEM such 
that reasonable correlation is achieved between shock testing and shock analysis predictions accounting for structural 
dynamics effects, shock propagation, and shock attenuation with distance from the shock source and through joints. 

Keywords Shock · SRS · FEM · Testing · Correlation 

16.1 Introduction 

The purpose of this presentation is to provide clear guidelines on the process of correlating FEM to shock test results. 
To accomplish this objective will require more shock analysis and testing knowledge a commitment and more attention to 
address shock analysis and testing throughout the development program. Then shock predictions and proposed testing at 
the system level and subsystem levels can be routinely addressed at CDR (Critical Design Review) and thus it will become 
readily apparent to the customer that shock analysis and testing is being properly addressed. This type of engineering detail 
required for shock analysis and testing is currently not being done – and is one of the reasons why there is still significantly 
more uncertainty in shock analysis predictions than sine and random analysis predictions. 
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16.2 Discussion 

MTU has created a shock resonant plate (a shock fixture) for testing individual electronic boards. The shock testing results 
on this plate using a calibrated hammer will be used to calibrate this FE model shock predictions. 

Siemens Simcenter 3D software will be used to perform the correlation, which is based upon both FRF (frequency 
response function) and modal correlation. 

For this test, one triax accelerometer was mounted at the reference location and two uniaxial accelerometers were mounted 
on the outer edge. A Crystal Instrument CR-80X Spider 8 channel data acquisition system was used to acquire the test data. 
Various standard digital signal processing checks are made on the test data to verify the validity of the test data. Enough tap 
locations were used to capture the modal characteristics of this test setup to about 8 kHz. To do this, 43 tap locations on the 
shock resonant plate were used. 

The procedure involved in correlation analysis is to import into Simcenter 3D the FEM and the FEM mode shapes and 
test tap and accelerometer locations and associated test mode shapes and FRFs from all of the tap locations. 

For modal correlation, Simcenter 3D will then pair the FEM and test mode shapes and calculate MAC (modal assurance 
criteria) and frequency errors. Based upon selected allowable error criteria, the FEM can then be updated based upon the 
design variables selected and allowed to be adjusted within tolerance ranges for each variable. Simcenter 3D will then update 
the FEM, and then modal correlated shock predictions can be made and compared with uncorrelated shock predictions. 

Similarly, FRF correlation can be performed and FRF amplitude and frequency errors associated with all modes of interest 
can be determined. However, Simcenter 3D only updates the FEM only based upon modal correlation. 

Based upon both the modal and correlation results, it became immediately apparent that there the initial FEM did not 
match the test setup. Specifically, the Nastran glued interfaces between the strike plate and the round plate and the electronic 
board cavity and the round plate did not properly model these joints correctly. The other issue is with the ground springs, and 
they also were modified. So FEM adjustments were made and the modal and FRF correlation between FEM and test data 
were much closer. This allowed correlation up to a much higher frequency – up to 8 kHz in this case. In SRS the goal would 
be to get modal correlation to 10 kHz, but that involves a lot of modes, even for a simple shock subsystem like this MTU 
shock resonant plate, and thus difficult to do. 

This presentation will present the FRF and modal correlation results, showing the effects of the correlation on the SRS 
over the entire frequency band from 100 to 10,000 Hz. This is done by converting shock transient response versus time 
predictions and creating a SRS from those time predictions. The goal is to stay within the ±3 dB tolerance bands from 100 
to 10,000 Hz of the tap test shock response at the reference accelerometer. 

Modal and FRF correlation on a small shock subsystem like this MTU shock resonant plate will also be much easier than 
performing correlation at the system level, like an entire spacecraft. For such a system, there will be hundreds of modes 
involved to 10 kHz, and it will not be possible to correlate to that upper frequency. However, there should not be a need to 
since the spacecraft will act as a low pass filter for the higher frequencies thus spacecraft structural dynamic effects on shock 
responses will less than about 3 kHz. 

FE models have significant limitations when performing shock transient analysis and can only be expected to provide 
accurate responses up to perhaps 1 kHz, which is typically where the SRS knee frequency is based upon many launch 
vehicle loads documents. However, this is probably acceptable since it is desirable to determine the structural dynamics 
effects of a base shock transient input that is synthesized from a SRS. Most of the significant structural dynamics effects will 
be less than 1 kHz and will allow shock margins to be determined for small parts, brittle parts, and electronics that are most 
vulnerable to shock transients that only last for about 20 ms. 

This will also allow the user to define shock zones within a spacecraft that can be used to determine appropriate spacecraft 
subsystem shock levels. FE analysis does not take into account the shock energy dissipation that occurs from a shock pulse 
applied to the base of a spacecraft. Therefore, the resulting shock levels for the various shock zones will have to be modified 
by using the shock attenuation empirical curves that are used in the aerospace industry. In addition, the attenuation through 
joints needs to be accounted for. It is recommended that the ESA [1] and NASA [2] empirically derived attenuation rules be 
used with caution as there will be order of magnitude type errors at some frequencies. 

The word “initially” is used because the goal would be to perform spacecraft shock level testing and feedback the results 
into the FEM such that the FEM shock analysis predictions match the spacecraft shock testing responses. If spacecraft shock 
testing is not possible, then a minimum tap testing should be done, which will provide invaluable test information that will 
help define shock zones.
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16.3 Conclusion 

If spacecraft level testing and FEM correlation become more commonplace, it is expected that the uncertainty associated with 
performing complex shock analysis will be significantly reduced. To reduce this uncertainty will require more engineering 
effort – much more than any other type of vibration analysis and testing. It will require more knowledge for the average 
aerospace engineer. Such knowledge is typically not obtained in any college vibration or structural dynamics class. Shock 
analysis and testing is a specialized field and is often overlooked or just briefly discussed in college curriculums. This is one 
of the reasons that shock predictions are typically met with much skepticism even today. 
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Chapter 17 
Modal Analysis of a Time-Variable Ropeway System: Model 
Reduction and Vibration Instability Detection 

Hugo Bécu, Claude-Henri Lamarque, and Alireza Ture Savadkoohi 

Abstract Reliable, safe, and sustainable form of mobility is an important issue in their engineering designs. Ropeways have 
been used for century for different purposes: their advantages in terms of cost, footprint, and energy efficiency make it as 
one of the solutions to meet the need for urban mobility. Nevertheless, because of the presence of moving cables and the 
time-varying modification of the mass repartition and stiffness properties of the system, ropeways are sensitive to the effects 
of dynamic perturbation and self-sustaining oscillations. So far, the analytical models are generally restricted to a cable span 
between two supports and are too simple to account for different existing phenomena. From this observation, the present 
chapter proposes a dynamic analysis based on an original definition of the vibration modes of the ropeway considered in 
its entirety according to an analytical–numerical approach. The modes are defined for several successive positions of the 
vehicles along the cable established on a linearized dynamics around a nonlinear static equilibrium state, using an equivalent 
parametric vision of the modal evolution of the system. Then, a model reduction by projection on a mode identified as 
problematic for the vibratory behavior is conducted. From the results given by the calculation of the quasi-static evolutions, 
a Mathieu–Hill type equation with a parametric excitation is obtained. A stability analysis of the reduced model is carried 
out in order to identify design rules that allow to avoid unstable operating zones likely to generate strong vibrations. 

Keywords Cable · Multi-body · Ropeway · Dynamics · Parametric excitation 

17.1 Introduction 

The first step to approach the modelling of a cable system is to know which level of point of view to adopt to address 
the problem. There are several possible approaches to represent the cable. On the one hand, by going into a level of detailed 
considerations of interaction between each part of the cable with a model which accounts for the influence of contact between 
the strands and the friction. On the other hand, by adopting a more macroscopic point of view of the cable at the scale of a 
cable span and considering it as a line that reduces each section to a point. 

In the case of cable transport systems, a global point of view is suitable to represent the system in its entirety given the 
scales involved. Many authors have approached the cable as a one-dimensional curvilinear medium, bathed in a 3D physical 
space, to study its static and dynamic equilibria. One of the particularities of cables is that deformed configuration under 
the effect of a loading is not initially known. A geometrical nonlinear problem must therefore be treated, which can be done 
analytically with the catenary equations [1] in the specific case of a homogeneous loading. On the other hand and for more 
generality on the nature of the external load, finite element methods are problematic given the poor numerical conditioning 
[2]. The vibration modes can be obtained in an analytical form under certain assumptions neglecting the effects of large 
deflection and the influence of longitudinal dynamic motion with respect to horizontal displacement [3]. 

The bibliography dedicated to ropeway mechanics modelling and simulation is more limited. In France, the technical 
publication from the beginning of the twentieth century are from Cretin [4] and Rebuffel [5], following by Lehanneur [6] 
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Fig. 17.1 A picture of aerial tramway: mobile and fixed cables, vehicle, and tower (photo: Doppelmayr website) 

and Goirand [7] who have published technical materials using analytical and approximate methods to treat static equilibrium. 
At the same time, other authors published works mainly focused on cable statics [8, 9]. More recently, the advent of numerical 
methods has allowed us to build numerical model of ropeway for statics and transient simulation [10, 11]. 

The models generally encountered in the state of the art are restricted to the study of a portion of cable alone, with a 
coupling with a suspended mass [12]. However, the static and dynamic model of a cable loop with suspended masses and 
contact to intermediate supports, pulleys, driving, and tensioning device is not studied. The main issues in modelling cable 
transportation systems arise from the following characteristics (see Fig. 17.1): 

• Multi-body: cable is in interaction with its supports at towers and end stations via contact interfaces (saddle, pulley, roller 
battery) and vehicles via grip or rolling carriage [13]. 

• Multi-physics: mechanical behavior of the cable line and its components is coupled with electromechanical devices 
controlling cable movement (electrical motor and kinematic chain regulation, hydraulic tensioning regulation [14]). 

• Multi-scale: cable span can range more than a kilometer while contacts are realized on lengths of the order of a meter 
[15]. 

• Flexible body: cable is a flexible body changing its form according to the loading and which has nonlinear geometrical 
behavior. 

• Time-variant: cable loop and vehicles attached to it are moving, the mass and stiffness properties of the system are 
therefore time-dependent. 

Thus, there is a need to model the entire cable loop as well as its interaction with vehicles, intermediate towers, and 
end stations to perform dynamic calculations that take into account the nonlinear and time-varying nature of the system. 
The objective is to understand the dynamic behavior of the steady-state movement and provide a tool able to predict strong 
vibrations according to parameters to be optimized. 

17.2 Assembly of the Multi-body System Model 

System modelling consists in defining working hypotheses for each of the elements that make up the system and then 
establishing an assembly strategy to couple each of the parts together (see Fig. 17.2). The cable is considered as a 
homogeneous medium with constant properties along it: linear mass . μ, section A, and Young’s modulus E. A curvilinear 
vision is adopted: the cable is condensed into a line described by curvilinear abscissa S and a local frame .(t, n, ez) with only 
tension T neglecting flexural stiffness and torsion effects (Fig. 17.3). A hyper-elastic behavior law is chosen to tackle with 
statics elongation in finite displacement, 

.T (S) = EAε̂(S) (17.1) 

with . ̂ε the Green–Lagrange strain measure, while a linear elastic one is retained in the dynamic framework involving . ε the 
linearized Green–Lagrange strain measure. The initial length of the cable loop . L0 is given as an input in the model. 

Under such assumptions, the balance of a cable defined by its position vector .X(S, t) for each . (S, t) ∈ [0, L0] × [0,+∞[
provides
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where .T (S, t) = T (S, t) t is the tension vector and . f the external linear load along the cable. 
In the specific case of the static (time t independent) and uniform (space S independent) external load due to gravity 

.f = −μg ey , the resolution of Eq. (17.2) leads to catenary analytical solution for the cable shape .y(x) and the tension . T (x)

depending on .x ∈ [xA, xB ] Cartesian parameter given in the global frame .(ex, ey, ez), 

.y(x) = τ cosh
(x

τ
+ K1

)
+ K2, (17.3) 

.T (x) = μgτ cosh
(x

τ
+ K1

)
, (17.4) 

where . τ , . K1, and . K2 depend on the boundary conditions at the ends of the cable. An additional equation accounts for the 
effect of the behavior law on the current cable length L 

.L = L0 +
∫ xB

xA

ε̂(x) dx = L0 +
∫ xB

xA

T (x)

EA
dx. (17.5) 

The linearization of Eq. (17.2) in the local frame .(t, n, ez), see Fig. 17.3, around an in-plane static configuration . Xs(S) =
x ex + y ey calculated above is given as a dynamic displacement .U(S, t) = u(S, t) t + v(S, t) n + w(S, t) ez given in 
the framework of small dynamic displacement with a linear . ε strain measure, 

. − μü(S, t) − �2κ[v(S, t)′ + κu(S, t)] = 0, (17.6)
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Fig. 17.4 The support condensed model 

. − μv̈(S, t) + �2[v(S, t)′ + κu(S, t)]′ + κTd = 0, (17.7) 

. − μẅ(S, t) + �2w(S, t)′′ = 0, (17.8) 

where . ̇• denotes the time t derivative, . •′ denotes the space S derivative, 

.�2 = EA
ε

1 + ε
(17.9) 

a static elastic effort quantity and . κ the static configuration curvature which are both assumed to be constant with respect to 
S, 

.Td = EA[u(S, t)′ − κv(S, t)] (17.10) 

the dynamic tension increment. 
Cable and support contact interface i is supposed to be reduced to a fixed point and bilateral (Fig. 17.4): cable remains 

in contact with its support. Dynamic displacement of the support is not taken into account in the proposed model because 
characteristic vibration mode frequencies of the tower-type support (first mode around 1 Hz, see Fig. 17.5) are outside the 
band of interest for the vibration frequencies of the cable lines of ropeways (around .10−1 Hz) in steady-state movement 
of the cable translation. An equivalent friction Coulomb’s law of coefficient .cf,l in the limit case of sliding is adopted to 
represent the combined effect of friction and rolling resistance of the moving parts of the interface, with a sign depending of 
the translation direction of the cable loop along the support, 

.

∥∥∥T i+1
∥∥∥ =

∥∥∥T i
∥∥∥ ± cf,l

∥∥R
∥∥ (17.11) 

with . T i and .T i+1 left and right cable tensions and . R the resulting force of the support on the cable. 
Vehicles k are represented as point masses . mk equivalent to a punctual load (Fig. 17.6) 

.P k = −mkg ey (17.12) 

acting on the cable without any flexural stiffness at the hanging point (only tension is acting on it) and neglecting pendular 
movement around the rotation axis. 

The equilibrium of the vehicle in the position .X(Sk
v , t) = Xk

v(t) is given with respect to its weight . P
k , the  left  . T k and 

right .T k+1 side cable tension,
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Fig. 17.5 Example of a typical tower vibration modes along . ex and . ez with effect of the cable static as a vertical preload 
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.mk Ẍ
k

v = T k(S, t) + T k+1(S, t) + P k. (17.13) 

Bullwheels close the cable loop at each station extremity. Bullwheel body is assumed to be infinitely rigid, while the 
cable–rubber contact interface is supposed to be described by an equivalent friction Coulomb’s law of coefficient . cf,s , in the  
limit case of sliding to represent the friction combined with the rolling resistance of the moving parts (bearings), with a sign 
depending of the rotation direction of the bullwheel 

.
∥∥T +∥∥ = ∥∥T −∥∥ ± cf,s

∥∥R
∥∥ (17.14) 

with . T + and . T − the cable tensions in bullwheel input and output and . R the resulting force of the bullwheel on the cable.
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Fig. 17.7 End station model 

The end stations considered here are of two types (Fig. 17.7): either a driving system which acts on the cable loop to set 
it in motion with a torque C applied at the driving bullwheel axis, 

.C = r(
∥∥T +∥∥ − ∥∥T −∥∥), (17.15) 

where r the is bullwheel radius and . T + and . T − the cable tensions in bullwheel input and output or a tensioning station where 
a mechanical device stretches the cable line with a force . T applied to the carriage 

.
∥∥T

∥∥ = ∥∥T −∥∥ + ∥∥T +∥∥ , (17.16) 

where . T + and . T − are the cable tensions in bullwheel input and output. 
Once the mechanical model of each component is written, the next step is the assembly of the elements together. Only 

the cable is represented as a continuous element described by its static shape .(x, y) in-plane position and the dynamic 
displacement .U(S, t) = u(S, t) t + v(S, t) n + w(S, t) ez around the statics. The other components of the system act as 
point conditions at the edges of each cable portion. The supports, vehicles, and stations constitute nodes that divide the cable 
loop into successive continuous portions linked together by applying: 

• Equations (17.11), (17.13), (17.14), (17.15), and (17.16) describing the mechanical equilibrium at each link and depending 
on the type of element 

• Static position and dynamics displacement continuity at each link 

Figures 17.8 and 17.9 are given as an example of a global static calculation for a complete cable line of real ropeway system. 
We can notice angle discontinuities on the cable shape at vehicles and supports associated with tension jump due to vehicle 
weight and friction at supports. 

17.3 Definition of a Vibration Mode for the Time-Variant System 

When the system is in operation, the cable loop moves and the vehicles occupy different positions at each time t . Thus, 
one of the modelling issues is to account for this time-varying aspect by using classical tools available in dynamics analysis 
for time-invariant linear system. A possible approach of the problem would be to assimilate the cable loop to a continuous 
homogeneous medium between two supports and to represent the vehicles as moving external forces acting on the system, 
as can be done to deal with the interaction between a catenary cable and a pantograph in the railway field [16]. Thus, system 
vibration modes . � such as 

.U(S, t) = q(t) �(S) (17.17) 

could be defined for any position of the vehicles, which removes the difficulty of the time-variable aspect.
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Fig. 17.8 Static equilibrium of a cable loop for a ropeway line 
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But the presence of the vehicles introduces a singularity with a discontinuity of the cable static shape and tension. The 
role of the static correction . Xs is therefore important for the dynamic calculation. It is expected that this singularity of the 
contact points between the cable and the vehicles introduces a strong dependence of the modal subspace. 

Therefore, the strategy followed is to define parametric vibration modes .�(S, lc) given as a function of the quantity 
.lc ∈ [0, ld ], which describes the length between the last vehicle closest to the driving station and the driving bullwheel, where 
. ld is the distance between two consecutive vehicles. . lc is a geometric control parameter. Thus, modes .�(S, lc) describe an 
instantaneous state of the dynamics around a static position defined by . lc. 

By searching for harmonic solutions of the cable dynamics in the form 

.U(S, t, lc) = �(S, lc) ejωt = (�u(S, lc) t + �v(S, lc) n + �w(S, lc) ez) ejωt (17.18) 

and injecting into Eqs. (17.6), (17.7), and (17.8), one has the following shape analytical expression for the parametric modes: 

.�u(S, lc) = Av

κ(lc)�(lc)√
μω

sin

(√
μω

�(lc)
S

)
− Bv

κ(lc)�(lc)√
μω

cos

(√
μω

�(lc)
S

)
+

(
1

EA
− κ(lc)

2

μω2

)
TdS + Au, (17.19) 

.�v(S, lc) = Av cos

(√
μω

�(lc)
S

)
+ Bv sin

(√
μω

�(lc)
S

)
− κ(lc)

μω2 Td (17.20) 

.�w(S, lc) = Aw cos

(√
μω

�(lc)
S

)
+ Bw sin

(√
μω

�(lc)
S

)
(17.21) 

depending on .Au,Av, Bv,Aw,Bw, Td constants. The mode shape can then be rewritten 

.
{
�(S, lc)

} = [
φ(S, lc)

]
[6×6]

{
X

}
[6×1] , (17.22) 

where 
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{
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⎫
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. (17.23) 

Applying boundary conditions of the system assembly for each continuous portion of cable .S ∈ [Si, Si+1], one can obtain a 
.6ncable × 6ncables system, where .ncable is the total number of cable portions in the loop, 

.
[
H(ω, lc)

]
[6ncable×6ncable]

{
X

}
[6ncable×1] = {

0
}
. (17.24) 

By imposing 

.det(
[
H(ω, lc)

]
) = 0, (17.25) 

one can find the modal pulsation . ωk of the mode number k associated with the k mode shape 

.
{
�k(S, lc)

} = [
φ(S, lc)

] {
Xk

}
, (17.26) 

where 

.
[
H(ωk, lc)

] {
Xk

} = {
0
}
. (17.27)
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Fig. 17.10 First parametric modal frequencies of a ropeway line for .lc ∈ [0, ld ] with .ld = 70 m 

Then, mode shape is normalized. Figure 17.10 shows the evolution of the instantaneous modal frequencies with respect to 
the geometric control length . lc. A high modal density can be observed. Figure 17.11 represents an in-plane vibration mode 
shape with the coupled longitudinal . �u and . �v vertical contribution as a function of the curvilinear abscissa S along the 
cable line. 

17.4 Reduced Model and Parametric Excitation 

A well-known behavior to the skilled man is the sudden appearance of strong oscillations of the cable line localized between 
two successive supports for a specific load and speed case. One of the challenges is to understand the mechanism of 
appearance of these oscillations and to set up a strategy to avoid at the design stage the system operating points for which 
these oscillations appear. 

Once a collection of N normalized modes .(�k, ωk) has been computed, one can select a mode .(�p, ωp) able to localize 
the vibrational energy within a cable span and then project the dynamic equations on this mode searching for a dynamic 
displacement solution 

.U(S, t) = q(t) �p(S). (17.28) 

System dynamics is then reduced to one equation of a 1 dof parametric oscillator in the form of Mathieu’s equation, 

.q̈ + cq̇ + [ω2
p + a(t)]q = 0. (17.29) 

The particularity of Mathieu’s equation is the possibility of an amplification of a small parametric excitation .a(t) if the 
frequency of the excitation source is close to twice the frequency of one of the modes of the system [17]. On ropeway 
line working at constant velocity . V0 and with evenly spaced vehicles with an . ld distance (Fig. 17.12), parametric excitation 
.a(t) arises from the periodic modification of the mass distribution and stiffness properties of the system with a fundamental 
frequency .fqs = V0

ld
= �

2π when the cable loop is moving. A stability analysis of Mathieu’s equation by a multiple scale 
method gives the boundary of the instability zones expressed as a function of the amplitude of parametric forcing term in
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Fig. 17.11 First in-plane mode shape of a ropeway line 

Fig. 17.12 Periodic pattern in space on a ropeway cable loop (photo: Doppelmayr website) 

dimensionless form tension . Tp, the modal damping coefficient c, and a small parameter . ε introduced in the development to 
the different orders [17], 

.n2 = ω2
p

�2
±

√
ε2T 2

p − c2n2, (17.30)
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Fig. 17.13 Stability diagram of Mathieu’s equation for .n = 2 for three levels of modal damping (red : .c = 0%, green : .c = 1%, and blue = 
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Fig. 17.14 Design process 

where .n ∈ N∗. The case .n = 2 is represented in Fig. 17.13. An optimal design strategy to avoid unstable vibration zones is 
then possible following the procedure described in Fig. 17.14 and illustrated in the stability diagram in Fig. 17.13: an unstable 
operating point .(δ1, ε1) is moved to .(δ2, ε2) in a stable region by changing design parameters.
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17.5 Conclusion and Perspectives 

A model taking into account the entire ropeway cable line as well as its interactions with the supports and the vehicles has 
been proposed. The dynamic problem is formulated with a parametric vision of the time evolutionary nature of the system 
and a vibration mode of the line is defined. A reduction of the model on a specific vibration mode is carried out to serve 
as a model for the study of the oscillation stability and to propose design strategy in order to improve the robustness of the 
dimensioning. An extension of the work could be focused in the addition of nonlinear contributions in the Mathieu type 
equation due to geometrical nonlinearities that appear for large dynamic displacements, leading to 

.q̈ + cq̇ + [ω2
p + a(t)]q + bq2 + dq3 = 0. (17.31) 

Then, it permits calculation of the amplitude of the response of the line in unstable zones (saturation effect of the limit cycle 
with nonlinearities). The information on the amplitude and jerk of the oscillations will allow to define comfort zones for the 
users. 
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Chapter 18 
Investigation of Rotating Structures’ Modal Response by Using 
DIC 

Davide Mastrodicasa, Emilio Di Lorenzo, Bart Peeters, and Patrick Guillaume 

Abstract Modal analysis of rotating structures is a challenging field of structural analysis research. In the case of a rotating 
structure, the major difficulty is applying a known excitation to the system, which is crucial for frequency domain modal 
analysis. Another obstacle is installing and connecting enough sensors (such as strain gauges or accelerometers) to the 
rotating blades in order to fully characterize the system. Slip rings are used to transmit electrical signals between the rotating 
and non-rotating frames, complicating the installation. They can also change the actual response by shifting the natural 
frequencies and introducing external damping. As a result, the number of experimental modal analyses of rotating structures 
under operating conditions is limited. DIC and other optical methods are appealing for measuring deformations because they 
do not require electrical wiring or slip rings and can be easily configured to measure large test articles. While setting up 
an experimental setup with DIC is easier than setting up a contact measurement test setup, there are several challenges to 
overcome when using DIC with rotating structures. The main challenge is compensating for rigid body motion caused by 
structure rotation motion to evaluate deformation displacements rather than absolute displacements. This chapter uses DIC 
to measure deformations on a rotating structure to characterize its modal behavior in operational conditions. 

Keywords Digital image correlation · Full-field deformations · Optical methods · Image processing · Rotating structure 

18.1 Introduction 

Tire noise is currently one of the most difficult challenges for tire manufacturers as well as automobile OEMs. This is related 
to new strong regulation constraints as well as high NVH standards aimed by car manufacturers. With the current trend 
of vehicle electrification, vehicles are significantly heavier, which has an impact on the required tire designs. Furthermore, 
when the engine noise is removed, the predominant noise contribution is from the tires up to 300 Hz [1]. This indicates that 
understanding how tire noise is generated is critical in order to improve our present knowledge of tires and develop more 
silent vehicles. These phenomena are not yet fully understood since they involve complex material characterization. As a 
result, it is critical to investigate tire vibrations and provide a reliable characterization of tire dynamics. Tire deformations 
are usually measured using pointwise sensors such as accelerometers and strain gauges. They are relatively cheap and can 
provide data in real time. They do, however, only provide data at discrete points and can induce mass loading effects, 
and placing accelerometers might be challenging due to the shape of the structure. Optical techniques, such as LDV, have 
recently gained huge interest in the structural dynamics field due to their ability to produce full-field measurements and their 
sensitivity in measuring a wide variety of vibrations. However, when dealing with tire vibrations, it has some limitations. If 
the number of points to measure is very high, the measurement duration is very long and there could be variations in material 

D. Mastrodicasa (�) 
Siemens Industry Software NV, Leuven, Belgium 

Vrije Universiteit Brussel, Brussels, Belgium 
e-mail: davide.mastrodicasa@siemens.com 

E. Di Lorenzo · B. Peeters 
Siemens Industry Software NV, Leuven, Belgium 
e-mail: emilio.dilorenzo@siemens.com; bart.peeters@siemens.com 

P. Guillaume 
Vrije Universiteit Brussel, Brussels, Belgium 
e-mail: patrick.guillaume@vub.be 

© The Society for Experimental Mechanics, Inc. 2024 
B. J. Dilworth et al. (eds.), Topics in Modal Analysis & Parameter Identification, Volume 9, Conference 
Proceedings of the Society for Experimental Mechanics Series, https://doi.org/10.1007/978-3-031-34942-3_18

145

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34942-3protect T1	extunderscore 18&domain=pdf

 570 62864 a 570 62864 a
 
mailto:davide.mastrodicasa@siemens.com
mailto:davide.mastrodicasa@siemens.com
mailto:davide.mastrodicasa@siemens.com

 570 66739 a 570 66739
a
 
mailto:emilio.dilorenzo@siemens.com
mailto:emilio.dilorenzo@siemens.com
mailto:emilio.dilorenzo@siemens.com

 13015 66739 a 13015 66739
a
 
mailto:bart.peeters@siemens.com
mailto:bart.peeters@siemens.com
mailto:bart.peeters@siemens.com

 570 70613 a 570 70613
a
 
mailto:patrick.guillaume@vub.be
mailto:patrick.guillaume@vub.be
mailto:patrick.guillaume@vub.be
https://doi.org/10.1007/978-3-031-34942-3_18
https://doi.org/10.1007/978-3-031-34942-3_18
https://doi.org/10.1007/978-3-031-34942-3_18
https://doi.org/10.1007/978-3-031-34942-3_18
https://doi.org/10.1007/978-3-031-34942-3_18
https://doi.org/10.1007/978-3-031-34942-3_18
https://doi.org/10.1007/978-3-031-34942-3_18
https://doi.org/10.1007/978-3-031-34942-3_18
https://doi.org/10.1007/978-3-031-34942-3_18
https://doi.org/10.1007/978-3-031-34942-3_18
https://doi.org/10.1007/978-3-031-34942-3_18


146 D. Mastrodicasa et al.

properties due to the variation of temperature, as well as wear effects that might change the tire structural behavior from 
point to point during the test [2]. DIC is another non-contact optical technique that provides full-field displacement and 
strain of the object under inspection. Several research groups have used this technique to measure vibrations of helicopter 
blades [3], wind turbines [4, 5, 6], automotive tires [2, 7], and infrastructures [8]. The contactless characteristic of DIC 
makes it suitable for modal analysis on lightweight and/or rotating structures. 

18.2 Measurement Campaigns and Results 

DIC technique has been used here to perform a full-field modal analysis on a free–free spinning tire. The idea behind 
this study is to investigate the capability of using DIC for the modal parameter estimation on rotating structures. In this 
experimental setup, a Siemens electric vehicle (SimRod) was lifted using some supports to approach the free–free boundary 
conditions, Fig. 18.1. In this condition, the tire is free to spin and the rotational speed was imposed by using directly the 
electric vehicle motor. 

To excite the structure, a normal hammer was used to hit the structure and induce some detectable vibrations. The tire 
was speckled by using a white marker in order to use DIC, as shown in Fig. 18.2. The experimental setup includes two iX 
i-SPEED 5 Series high-speed cameras, two high-intensity lights, and a laptop for managing camera settings. The camera 
settings and the DIC parameters are shown in Table 18.1. 

The pictures were processed by using the MatchID DIC software, and the results in Fig. 18.3 were obtained. An 
incremental DIC algorithm was used to track the points during the tire rotation. This algorithm allows changing the reference 
picture when the displacement becomes too high to be correlated with the reference picture. This is applied by changing the 
reference picture when the number of iterations for the correlation passes a certain threshold. In this picture, just a subset of 
the acquired time history is shown. 

Fig. 18.1 Experimental setup 

Fig. 18.2 Speckled structure
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Table 18.1 iX i-SPEED 5 
camera and DIC settings 

Parameters Values 

Resolution .1920 × 1080 pixel 

Exposure time 15000 . μs 

Fps 2000 fps 

Subset size 31 

Step size 15 

Interpolation function Bicubic splines 

Shape function Quadratic 

Matching criterion ZNSSD 

DIC algorithm Incremental DIC 

Fig. 18.3 DIC results 

Fig. 18.4 Original and filtered PSDs. (a) Original PSD. (b) Filtered PSD 

The first picture considered in the analysis is the one acquired just after the hammer impact, as it is possible to see from 
the out-of-plane geometry reconstruction in the top left part of Fig. 18.3. 

Due to the nature of the excitation, measuring the force applied to the structure is quite challenging. Therefore, an 
operational modal analysis approach was used to investigate the dynamic of the structure. A point nearby the excitation 
location was used as a reference point for the calculation of the PSD matrix. Considering one of the structure points, the PSD 
shown in Fig. 18.4 was obtained. 

By processing directly the original PSDs, it is possible to note that all the structure dynamic is hidden under the peak at 
low frequency (. ≈5 Hz), Fig. 18.4a. To improve the results, a frequency filter between 50 and 1000 Hz was used to cut out
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Fig. 18.5 Operational mode shapes 

Table 18.2 Operational modal 
parameters 

Mode . fn (Hz) . ζn (Hz) 

1 48.10 6.29 

2 54.63 5.85 

3 99.92 3.82 

4 108.26 3.81 

5 128.98 3.04 

6 152.62 2.28 

7 177.18 2.11 

8 199.99 1.74 

9 226.85 1.15 

10 299.86 2.57 

the low-frequency part and reveal the dynamics of the structure at a higher frequency. The effect of the filter is shown in 
Fig. 18.4b. 

The calculated PSDs were processed by using Operational PolyMAX. The modal parameters and mode shapes shown in 
Fig. 18.5 and Table 18.2 were obtained. 

18.3 Conclusion 

The study’s findings demonstrate that it is possible to measure a rotating tire’s response using the DIC technique. The 
vibration properties of a tire in rolling conditions can be obtained using the non-contact DIC technique, whereas this would be 
challenging to accomplish with the traditional modal analysis method. The suggested non-contact technique is an innovative 
replacement for the existing measurement methods. This methodology not only removes the influence of mass loading but 
also offers full-field information about the test structure. This work successfully investigates the sidewall vibrations of a 
rolling tire, demonstrating the capabilities of using DIC to investigate the structural behavior of the tire under operational 
conditions. However, some limitations need to be considered: 

• More advanced frequency filters have to be tried and used for filtering out the low-frequency influence. The high-frequency 
mode shapes are hidden below the tail of the first mode shapes.
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• The excitation was not easily repeatable and reliable. A more reliable excitation should be found and investigated. 
• A streamlined solution covering the full measurement and processing chain is needed. 
• A validation of the DIC obtained results should be done by using reference results from either simulation or proven 

measurement methodologies (accelerometers, LDV). 

The next steps will include a new measurement campaign on a rotating tire to overcome these limitations. 
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Chapter 19 
Increasing Multi-Axis Testing Confidence Through Finite 
Element and Input Control Modeling 

Kaelyn Fenstermacher, Sarah Johnson, Aleck Tilbrook, Peter Fickenwirth, John Schultze, and Sandra Zimmerman 

Abstract Testing devices multi-axially can be a better approximation of a device’s operational conditions compared to 
single-axis testing. However, multi-axis environmental tests involve a more complicated test setup that is often determined 
by a test engineer’s judgment. Some of the complexities the engineer must determine include where to locate shakers on 
intricate geometries, how much input is required to excite the structure, how many control channels are necessary, and how 
well the environmental test boundary conditions replicate the operational environment. Any one of these things can lead to 
the device under test’s (DUT) response differing greatly from the desired response. Often there is no indication of whether 
the environmental test setup appropriately replicates field conditions prior to the start of the test. The ability to simulate a 
test on a finite element model (FEM) would allow the engineer to have insight into the predicted response of the DUT prior 
to performing an environmental test. This study uses Sandia National Laboratories Rattlesnake control software to conduct 
virtual tests on an FEM of the base section from a Box Assembly with Removable Component (BARC) and aims to determine 
if virtual testing can be used to predict optimal environmental test setup accurately and achieve the desired response from the 
DUT. Including a virtual test as a step in the procedure for multi-axis vibration testing could provide test engineers with the 
necessary information for a reliable test such as input controls and locations, equipment requirements, and sensor placement 
prior to performing a test, reducing the time required in the lab, and improving test results. 

Keywords Virtual testing · Input modeling · MIMO testing 

19.1 Introduction 

The purpose of experimental vibration testing is to recreate operational environments and analyze the dynamic response a 
structure might experience when it is in service. Traditionally, vibration testing has been conducted by connecting a device 
under test to a single-axis shaker table and recording the response in one direction then reconfiguring it to be tested along 
the other axes of interest. This single-input, multi-output method of vibration testing is time intensive and is not an accurate 
representation of distributed loads DUTs will experience in operation. A more realistic representation of operational loads 
is multi-input, multi-output (MIMO) excitation [1]. This involves exciting the DUT along multiple axes simultaneously 
to excite more degrees of freedom and allows more flexibility to recreate environmental conditions. One way to conduct 
MIMO testing is through multi-axis testing which involves many relatively small shakers that are strategically placed on the 
DUT to excite it from multiple locations simultaneously [2]. The concept of multi-input testing has been around for over 
four decades, but at the time of its initial applications, the computational power required to create a useable test range and 
analyze the results was not readily available. It has become more common in the last 20 years that MIMO testing has been 
conducted and used to predict system behavior [3]. Now that multi-axis testing is becoming more common, the intricacies of 
a successful test are being realized. 

In this approach, the DUT must have an appropriate number of inputs and outputs that are strategically located to produce 
the desired response. Optimizing input and output placement allows finding the minimum amount of input required to 
produce the maximum response of a structure, which is especially important when input capability is the limiting factor in a 
test. One method for choosing the best locations for input is Impedance Matched Multi-Axis Testing (IMMAT). The goal of 
IMMAT is to establish a system impedance that is as similar as possible to the impedance in the field test, and this includes 
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added impedance from boundary conditions and force transmission. One example of reducing impedance added by force 
transmission and boundary conditions is shaker input being transmitted through stingers instead of attaching the DUT to a 
rigid shaker table, where the shaker table can change the system response greatly [2, 4]. IMMAT has been shown to recreate 
field power spectral densities (PSD) better with small shakers compared to large single-axis shakers, but has not been used 
extensively outside of Atomic Weapons Establishment in the UK [4, 5]. Attempts have been made to use brute force and 
iterative calculations to optimize number of shakers, shaker location, and amplification voltage required [6]. While these 
methods do create better responses from the DUT, they are computationally expensive and often do not consider practical 
limitations such as part geometry and hardware attachment, which renders some of the proposed experimental setups useless. 
A common test structure in multi-axis testing is the BARC. This was developed at Sandia National Laboratories and Kansas 
City National Security Campus to create a common test structure for investigating how component dynamics affect each other 
and how modification of test boundary conditions affects the structures response [7]. The BARC base is representative of an 
operational mounting structure and the removable component is representative of a unit under test [5]. To avoid modeling 
bolted interfaces, this study will focus on the BARC base. 

Daborn [2] and Banwell et al. [8] have shown finite element analysis (FEA) is a powerful tool in analyzing a part or 
structure’s frequency response. To use FEMs to run simulations, they must first be examined to ensure they are representative 
of the system of interest. Typically, difficulties lie in trying to model boundary conditions, connections, and certain material 
properties, which can have large effects on the system dynamics. Modal analysis is a common way to refine FEMs where 
natural frequencies and mode shapes are compared between the analytical model and the physical device. Once updated, 
FEMs can be used with more confidence in design modeling [8]. A robust FEM can also be used to perform virtual vibration 
tests to establish system response predictions, test feasibility, and effective test setups [2]. Establishing a predicted response 
can drastically reduce the time cost of setting up an environmental test. 

This study aims to explore virtual, multi-axis vibration testing on an FEM to determine test feasibility, especially when 
boundary conditions differ between the field and environmental tests, and to establish an appropriate test setup prior to 
attempting a test on the DUT. The virtual tests will be performed via Sandia National Labs’ Rattlesnake Control Software on 
the Eigen solution of a validated FEM. This virtual test will allow any configuration of sensor locations, control locations and 
quantity, shaker location and input, and boundary conditions to be considered without the risk of damaging costly hardware 
[9]. Adding virtual testing to a vibration test procedure can reduce the amount of time required in the lab to prepare and 
perform testing. Unlike many other shaker location optimization methods, this strategy aims to allow the test engineer to 
use his or her judgment to evaluate optimal locations and inputs while also considering the true environmental conditions. 
Based on the results achieved, the simulated test setup can be applied to the DUT in an environmental test. The virtual 
test and environmental test will both be performed using Rattlesnake Control Software, which will allow consistency in 
input controls between the tests. This could greatly reduce the time and resources required to set up environmental test 
conditions and improve accuracy of testing by allowing test engineers to see shortcomings in their models, test setups, and 
test equipment much faster. 

19.2 Modal Testing 

19.2.1 Testing 

To use an FEM of the BARC base for virtual testing, it first needed to be refined. This was done through two sets of modal 
testing, an impact hammer modal test, and a multi-shaker modal test. Simcenter TestLab software was used as the data 
acquisition system. Initially, 9 response channels were placed at locations where preliminary FEM frequency analysis of the 
BARC base showed high amounts of displacement. The BARC base was hung by fishing line from a rigid structure in order 
simulate free-free boundary conditions. To ensure the full frequency response up to 2000 Hz was captured, and the test was 
sampled at 5120 Hz. 

For impact testing, the BARC base was partitioned throughout with a 1′′ grid as well as a centerline across the bottom 
and sides, as shown in Fig. 19.1, to have enough resolution for comparison with the FEM. A nylon hammer tip was shown to 
excite the frequency range of interest and used for testing. Using a roving hammer technique, each of the 119 experimental 
nodes was impacted and the response recorded on the 9 output channels. To reduce leakage at low frequencies, a 1% 
exponential window was used. The exponential window reduced leakage so that the low frequency system modes to be 
observed in the frequency response. The suspension modes (shown in Fig. 19.2) were observed to be below 8 Hz, a factor of 
10 below the first recorded flexural mode of the BARC base, indicating the modes of the fishing line had minimal interference 
with the modes of the BARC base, and it is sufficient to assume free-free boundary conditions.
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Fig. 19.1 Experimental setup, mesh, coordinate system, and boundary conditions 

Suspension Modes 

Hit 83 +Z, recorded 110 

Hit 53 +X, recorded 40 

Hit 93 +Y, recorded 22 

Mode 1 

Frequency [Hz] 

Fig. 19.2 FRF and coherence from impact test with visible suspension modes 

To gain a better understanding of how the system response might change with the addition of stingers for force 
transmission, multi-shaker modal tests were conducted as well. These involved a shaker at the middle of the bottom face 
(Node 110) in the Z direction; the second shaker was placed 1′′ from the base edge and half an inch from the centerline on 
the sidewall (Node 40) shown in Fig. 19.3. Because the BARC is a thin structure (0.25′′), the driving point accelerometers 
were placed on the inner surface of the BARC base, coaxially with the load cells. Because the structure was lightly damped, 
the burst random vibration was not appropriate; therefore, a continuous random excitation with a 50% overlap and a Hanning 
window was applied. 

In an FEM, it is assumed that the system has linearity and reciprocity. For a physical system, this must be checked 
experimentally. To examine linearity, the response was recorded at several input levels and compared. Testing confirmed that 
no nonlinearities were identified in the voltage range tested (50–200 mV), as shown in Fig. 19.4. To evaluate reciprocity and 
path dependencies, the input at one driving point was compared to the response at the other and vice versa. The responses 
were the same until about 1600 Hz, as shown in Fig. 19.5, indicating that the system obeyed the assumption of reciprocity 
until that point. Due to the drop off in reciprocity at 1600 Hz, it was decided to revise the frequency band of interest to be 
0–1600 Hz, which included the first 10 modes of the BARC base.
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Fig. 19.3 Multi-axis shaker test 
setup with shakers at Node 110 
and Node 40 

Fig. 19.4 Linear frequency response of the DUT to different input voltages 

19.2.2 Results 

To determine the natural frequencies of the modal tests, the frequency response functions (FRFs) were analyzed in IMAT 
(a MATLAB toolbox produced by ATA Engineering). Using complex mode indicator functions, the driving points, in-line 
response, out-of-line response, and total response were checked; each of these had smooth frequency response with minimal 
noise at the frequency band of interest and no leakage of low frequencies present, confirming that the constraints to use of a 
Fourier transform were met. 

At each resonance peak, the frequency, damping, and modal order of the system were recorded. These frequencies selected 
where then used to create synthesized response in IMAT. This simulated response was compared to the actual response of 
the system to check that the natural frequencies chosen captured its full response. Because the simulated response coincided 
with the physical response as seen in Fig. 19.6, it was determined those frequencies corresponded to the natural frequencies 
and modes of the system. This method was used to analyze the natural frequencies and mode shapes for both the impact test 
and multi-shaker test.
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Fig. 19.5 Reciprocal frequency response of DUT indicated a 1600 Hz frequency bandwidth 

Fig. 19.6 The simulated response based on the chosen natural frequencies in curve fitting for (a) impact testing and (b) multi-shaker modal testing 

19.2.3 Comparison and Refinement of FEM 

The FEM was originally created in Abaqus CAE based on a drawing of the BARC base. The BARC base was modeled using 
solid elements, no boundary conditions, and no damping. A step frequency analysis on the model was performed within the 
Abaqus CAE software. The first 10 natural frequencies after the 6 rigid body modes were recorded between 0 and 1600 Hz, 
and these were compared to the modal test results. To better match the modal testing results, several different models were 
generated and compared to find the model that most accurately represented the physical system that was tested. One included 
modeling the BARC base with the additional added mass of the accelerometers. Another included modeling the BARC base
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Fig. 19.7 FEM mesh for test 
article 

Table 19.1 Comparison of natural frequencies from numerical analysis and modal testing in Hz 

Natural frequencies [Hz] FEM Impact test Multi-shaker test Maximum % difference 

Mode 1 81.7 80.7 80.8 1.23% 
Mode 2 157.6 157.5 157.3 0.19% 
Mode 3 184.7 181.1 181.3 1.97% 
Mode 4 433.0 423.2 422.7 2.42% 
Mode 5 500.7 481.8 486.9 3.86% 
Mode 6 570.7 555.5 551.9 3.36% 
Mode 7 629.3 678.1 677.9 7.37% 
Mode 8 1124.8 1038.9 1071.0 7.97% 
Mode 9 1480.2 1445.5 1442.2 2.61% 
Mode 10 1589.9 1516.2 1550.5 4.75% 

as a shell because its thickness is in between a solid and a shell. Ultimately, refining the mesh yielded the results that most 
closely matched the natural frequencies of the modal tests. A mesh of global size 1.8 was applied using hex elements shown 
in Fig. 19.7, and it was within 10% of all modal analysis frequencies (see Table 19.1) and determined to be an appropriate 
model to use in virtual testing. 

In addition to comparing the natural frequencies of the system to determine mode similarity, the mode shapes obtained in 
the modal test and the FEM frequency analysis were compared. These were compared using the modal assurance criterion 
(MAC) to determine the orthogonality and uniqueness of the mode shapes from each test. The MAC was also used to 
determine if modal switching had occurred in the FEM and if the modes observed in the FEM and physical systems were 
symmetric. Figure 19.8 shows high correlation along the diagonal and low correlation on the off diagonal, indicating that the 
FEM mode shapes were directly comparable to those observed in physical testing. 

19.3 Vibration Testing 

19.3.1 Field Test Environment 

The full BARC assembly was instrumented with several accelerometers and strain gauges and placed in a High Operation 
Tempo Shot (HOTSHOT) rocket launch. In the rocket, the BARC was bolted to a sounding rocket base. The rocket was fired, 
and the response was recorded. The best responses were recorded on the accelerometers shown in Fig. 19.9 and yielded the 
response in Fig. 19.10. 

A random environment was selected as the specification, in this case, the first burn. The spectral densities of the 
accelerometer response were extracted and used to create a power spectral density specification for testing. This was created 
in MATLAB as a 2 × 2 × 2048 3D array. However, the cross powers from the two control locations were specific to the
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Fig. 19.8 The MAC for the first ten modes is above 90% 

Fig. 19.9 The BARC base was secured to in the hot shot rocket (a) by being bolted to a sounding rocket base with (b) response locations in the 
middle of the base plate and side wall 

relationship between the accelerometers in the HOT shot configuration. The BARC base was left suspended by fishing line 
for the environmental test, which is a drastically different boundary condition from the field test. As a result, the physical 
test configuration did not replicate the field test specification, specifically the cross-power terms. To address this, a modified 
buzz test was performed to establish the cross-power relationship of the free-free boundary condition of the physical test. 
To create a specification for the environmental test setup, the auto-power and cross-power terms were scaled by a factor of 
20 for hardware safety. With the scaled specification and the built-in “buzz_control” law in Rattlesnake, the modified buzz 
test was performed by inputting low-level excitation to the structure and recording the new relationship between the input 
locations at the current boundary conditions. Additionally, the locations of the controls where set in the Rattlesnake channel 
table. Inputs were assigned to control response locations through specified fields within Rattlesnake. This test yielded new 
cross-power terms that reflected the experimental setup.
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Fig. 19.10 Response of the rocket launch, the first burn is to be replicated in an environmental test 

The buzz control law first performed a buzz test in the “system identification” portion of Rattlesnake then a pseudoinverse 
control with the newly developed specification for the “run test” portion. For the safety of the lab equipment, the specification 
determined in the system identification was scaled by a factor of −10 decibels [dB]. This was determined to be an appropriate 
target excitation level that would not result in damage due to over testing. 

19.3.2 Virtual Testing 

To compare the physical test, the FEM needed to include only the 11 nodal degrees of freedom present in the physical test 
to be considered for input and response locations that would be tested virtually. To reduce the FEM degrees of freedom, a 
static Guyan reduction was applied. This was done using a substructure within Abaqus that consisted of the 11 degrees of 
freedom corresponding with the sensors in the physical system. Damping was also added to the model so the virtual DUT 
was as close as possible to the physical DUT and the Eigen solution was valid to be used with Rattlesnake. Equation (19.1) 
was used to convert the modal damping recorded in the multi-shaker modal test to physical damping in order to be consistent 
with the physical mass and stiffness outputs from the FEM. 

.[φ]T [C] [φ] = [2ζωn] (19.1) 

where � is the shape matrix, C is the physical damping matrix, ζ is the modal damping, and ωn is the natural frequency 
matrix. 

The reduced, damped FEM Eigen solution was uploaded to Rattlesnake (for more guidance see [10]), and the virtual test 
used the same test specification, control law, and scaling as the physical test. 

19.4 Results and Analysis 

19.4.1 Comparing Virtual and Physical Tests 

When comparing the virtual and physical responses to the desired response, the shapes of the PSD profiles were largely 
similar as seen in Fig. 19.11, with excursions in the physical response around 500 Hz. This could be due to natural frequencies
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Fig. 19.11 The result of the virtual test (a) and physical test (b) at each control location were compared to the desired response (input specification) 

Fig. 19.12 The physical response has several excursions not accounted for in the virtual response 

the BARC base experiences in the “free-free” boundary condition that were shifted up to higher frequencies in the field 
test due to the added stiffness of the bolted boundary condition. However, the excursions noted in the physical test were 
not present in the virtual model shown in Fig. 19.12. Further exploration into the FEM is required to determine why the 
excursions did not occur. The multiple coherence taken at the driving points of the two tests was not as expected and requires 
further investigation. 

To determine the difference in the virtual, physical, and desired responses, the root mean square (RMS) of the response 
was determined. The RMS was used because it is a reliable check of the difference in the predicted and recorded energy 
input into the DUT, which is a parameter of great interest in vibration testing. Based on the achieved RMS values shown
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Table 19.2 Desired and achieved RMS values 

Control location Specification (desired) Virtual Physical Virtual to physical 
– RMS RMS % Error from desired RMS % Error from desired % Error 

X 0.0738 0.0702 4.88% 0.0801 8.5% 3.48% 
Z 0.0850 0.0806 5.18% 0.1236 45.4% 16.0% 

Fig. 19.13 The cumulative sum of the RMS for the virtual test (a) and physical test (b) at each control location was used to determine the 
appropriate bandwidth of consideration for these tests 

in Table 19.2, the virtual test was approximately a 5% underestimation of the specification. The physical test was an over 
test within 10% for one control location but nearly 50% in the other. However, in vibration testing, an over test by 50% 
can be considered acceptable in limited frequency bands, indicating both tests predicted the vibrations experienced in the 
HOTSHOT. 

The cumulative sum of the RMS values was used to determine an appropriate bandwidth for the consideration in these 
tests. The areas of Fig. 19.13 where the values for desired and achieved are nearly matching, represents a bandwidth in 
which the test systems could be a good representation of the specification, and the results could be further analyzed. Outside 
of this band, the input energy deviated enough that further refinement of the physical and virtual test systems would need 
to be considered to analyze the results. For the virtual test, an appropriate bandwidth for analysis is 0 to 1000 Hz while the 
physical test is appropriate from 0 to 600 Hz. 

19.5 Conclusion 

Because this study was an initial investigation, RMS values within 50% of the desired RMS values can be considered a 
success. It can be concluded that the virtual test reasonably accounts for the actual vibrations of the BARC base aboard the 
HOTSHOT rocket. As a result, performing a virtual vibration test on an FEM prior to conducting a multi-axis vibration test 
can be a reasonable way to estimate the system response and testing requirements to achieve a specification. Adding virtual 
testing as a step to vibration testing procedures could increase testing confidence and determine test feasibility before the test 
is performed, which reduces the risk of over testing the DUT that could potentially break equipment. It is desired to continue 
this testing to determine if this method could also be used to find ideal test setups and ideal control laws in a virtual setting, 
allowing the test engineer to know exactly how a multi-axis vibration test should be performed before ever setting foot in the 
lab. To do this, there are a few aspects of the testing that will require further research. This includes the excursions seen in 
the coherence at the driving points and the excursions seen in physical but not virtual response. It would be useful to explore 
different methods to reduce the FEM to find the best way to capture the full mass and stiffness matrices of model for virtual 



19 Increasing Multi-Axis Testing Confidence Through Finite Element and Input Control Modeling 161 

testing. Using different methods to capture the FEM relationship would allow additional degrees of freedom to be added to 
the virtual test so that each node in the experimental mesh can be considered as a potential input and response locations. 
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Chapter 20 
Vibration-Based Damage Detection of a Monopile Specimen 
Using Output-Only Environmental Models 

Emmanouil Lydakis, Sandro D. R. Amador, Holger Koss, and Rune Brincker 

Abstract The field of vibration-based Structural Health Monitoring (SHM) relies on the evolution of the dynamic 
characteristics to identify the current health state of a monitored structure. In reality, these parameters are influenced either 
by a potential degradation of the structural integrity or by the varying environmental conditions. Therefore, a robust SHM 
scheme must clearly distinguish the different sources of changes in the monitored modal parameters. Along these lines, this 
study aims to identify structural changes in a monitored structure subjected to ambient vibrations and varying environmental 
conditions. The investigated structure consists of a wooden mast with a steel frame topside and is clamped to a concrete 
block at the bottom. During the monitoring campaign, the vibration response is acquired by a measurement system with four 
3D sensors placed at strategic locations on the topside. 

Keywords SHM · OMA · Modal identification · Environmental influence · Damage detection 

20.1 Introduction 

One of the main challenges in vibration-based SHM lies in the fact that the modal parameters of civil structures are heavily 
influenced by the varying environmental and operational conditions (e.g., temperature, humidity, wind speed). In fact, 
even though changes in the modal parameters can reflect a potential structural degradation, they can also be caused by 
the aforementioned environmental variability [1–8]. As a result, to ensure reliable damage detection of structures exposed 
to different environmental conditions, it is of significant importance to identify and separate the different environmental 
and operational effects from the modal parameters. To accomplish that, numerous statistical methods have been proposed 
in literature over the years, such as but not limited to principal component analysis (PCA), multivariate linear regression 
(MLR), and autoregressive (AR) models [1–3]. Especially when it comes to environmental variability, it is common to 
consider that a full year of monitoring is essential to develop a robust environmental model, suitable to describe the changing 
environmental factors as well as the seasonal variability. Nevertheless, there are various cases that a faster evaluation of 
the structural integrity is required; thus, the monitored modal parameters need to be obtained much sooner [2, 3]. In recent 
studies, for instance [1, 2], an environmental model was developed based on a monitoring campaign of only few months 
(3 and 1 months, respectively), leading to remarkable results in terms of damage detection of a wooden mast specimen. 
Consequently, an efficient environmental model is a solid basis where the corrected modal parameters can be assessed in 
the context of a vibration-based damage detection technique, to investigate whether structural changes are present in the 
monitored structures. 

Based on the above, this study aims to eliminate the varying environmental effects from the modal parameters of a 
medium-sized monopile structure. This is achieved by an output-only environmental model utilizing the PCA approach. 
Moreover, the performance of a damage detection scheme based on statistical tools, namely control charts, is evaluated. Last 
but not least, it is worth noting that this investigation is carried out based on experimental data obtained during a previous 
monitoring campaign of the same specimen, conducted by [1]. 
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20.2 Methodology 

In this section, the fundamental theoretical background utilized in this study is briefly discussed. First, the main principles 
of the PCA approach are presented, while a short description of control charts for damage detection follows. Principal 
component analysis is an output-only statistical approach to estimate a lower-dimensional representation of a data set, while 
retaining most of its variance [1, 4–6]. The application of PCA is based on the initial data matrix Y containing N observations 
of n observed features. A singular value decomposition (SVD) of the covariance matrix YTY is performed as 

.Y TY = US2UT (20.1) 

where U is an n × n matrix containing the singular vectors and S is a diagonal matrix including the n singular values. The 
diagonal terms of S are organized in ascending order and are associated with the so-called principal components, which 
represent the directions of the data that explain the maximum amount of variance. Therefore, the first principal components 
are associated with the physical information, while the last ones include residual contributions related to noise effects. Along 
these lines, a robust PCA model lies in the optimal selection of m(<n) singular values that represent sufficient amount of 
the data’s variance. Once this condition is fulfilled, the loading matrix T is formed by taking into account only the first m 
number of features (i.e., columns) from U. Based on that, an estimate of the observed features is expressed as 

.Y = YT T T (20.2) 

The loss of information between the initial data matrix Y and the estimate . Ŷ obtained from PCA is estimated in terms of 
the residual error matrix . Ê as [1]. 

.Ê = Y − Ŷ (20.3) 

The performance and efficiency of PCA in modeling environmental effects can be assessed, for instance, by means of 
control charts, which are tools of statistical quality control to detect whether a process is out of control. When an unexpected 
event occurs, the variability of this event in terms of an outlier index exceeds the range of predefined control limits. In this 
study, the Shewhart or T2-chart is utilized, where structural changes are detected by means of the novelty index T2-statistic, 
given by the expression 

.T 2 = Nk

Nk+1

(
x − ¯̄x)

R−1 (
x − ¯̄x)T

(20.4) 

where Nk is the number of observations when the process is in control, meaning in this case the reference period where 
the investigated structure is in its undamaged condition. Moreover, x denotes the observations over the monitoring period, 
while . ¯̄x and R designate the subgroup average and the covariance matrix of the observations during the reference period, 
respectively. To control the deviation of T2-statistic, an upper and a lower control limit are estimated. The lower control limit 
(LCL) coincides with the x-axis, while the upper control limit (UCL) is given by 

.UCL = (Nk − 1) n

Nk − n
Fn,n−m (α) (20.5) 

where Fn, n − m denotes the α percentage point of the F distribution with n and n − m degrees of freedom [4, 5]. 

20.3 Experimental Study 

The theoretical framework described above is implemented to assess induced damage cases in a medium-sized monopile 
structure, exposed to ambient vibrations and varying environmental conditions. In a previous study by [1], a 3-month 
monitoring campaign has been carried out in the same structure to apply a vibration-based SHM scheme. Based on the 
same collected data, this work aims to further assess the efficiency of the PCA-based model created to remove the varying 
environmental conditions from the observed (i.e., estimated) natural frequencies and apply a damage detection scheme.
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Fig. 20.1 Left: Medium-sized monopile specimen. Top middle: Two sensors clamped on the upper plate of the topside. Bottom middle: Steel 
topside with the four sensors clamped on different corners. Right: Cuts on the wooden mast [1] 

The experimental model consists of a 3.6-m wooden mast with a square cross section of 0.1 × 0.1 m. A steel topside is 
placed at the top of the mast, while its bottom part is founded on a concrete block. The vibration responses are collected by 
four 3D geophone nodes, vibration sensors that are selected due to their high sensitivity and low noise floor. The monitoring 
campaign initiated on November 30, 2021, and lasted until March 4, 2022. Several damage cases are introduced to the 
experimental model over a 10-day time span, starting from February 15, 2022. The induced damages are practically 11 cuts 
on the wooden mast, as illustrated in the right pane of Fig. 20.1. In the X direction, the depth of each cut is initiated at 2 mm 
and is gradually increasing by 2 mm, until it reaches the maximum depth of 10 mm. On the contrary, the Y direction of the 
mast is only damaged once by inflicting a cut of 10 mm. 

The measured vibration responses are utilized to apply OMA and more specifically, the Eigensystem Realization 
Algorithm (ERA) is used to estimate the modal parameters [9]. In this study, a shorter time window of 1 month is investigated, 
to assess whether that period is sufficient to develop a robust environmental model and identify the structural changes. The 
evolution of the natural frequencies over the 1-month monitoring period for the first two modes is presented in Fig. 20.2, 
where the different damage scenarios are indicated with vertical lines. 

20.4 Environmental Model 

As previously discussed, a PCA model is developed to describe the varying environmental conditions over the monitoring 
period. This model is built using two principal components (PCs), as they are capable of explaining the 99.99% of the data’s 
variance. The monitoring period is split into training, validation, and prediction periods, where the PCA model is trained 
and subsequently validated through the reference (i.e., undamaged) period. Based on this training, the model is extrapolated 
and provides an estimate for the remaining period, where the state of the structure is considered unknown. The training, 
validation, and prediction periods of the PCA model are presented in Fig. 20.3, where a comparison is made with the actual 
natural frequency observations. 

According to this figure, it is concluded that even though the PCA model provides an efficient estimate for the reference 
period, it can no longer represent the actual evolution of the natural frequencies over the damage period, especially for 
the first mode. Obviously, this is the case as the model is trained over the reference state where no structural changes are 
apparent; thus, it cannot predict the damage cases that followed. In fact, the environmental model seems to work as a damage 
indicator itself, since the actual frequency decrease compared to the PCA estimate reflects a potential structural degradation.
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Fig. 20.2 Natural frequency evolution over the monitoring campaign for the first two modes. The induced damage cases are indicated with vertical 
lines [1] 
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Fig. 20.3 Comparison between the PCA estimate with the actual natural frequencies. The PCA estimate is split into training (orange), validation 
(yellow), and prediction (black) periods 

Furthermore, the corrected values of the natural frequencies are estimated based on the residual error, defined in Eq. 
(20.3). The PCA estimate including the environmental effects is subtracted from the observed values; thus, it provides a 
clearer picture of the structural degradation. In this way, the fluctuation due to the varying environmental conditions is 
eliminated, leading to a steadier evolution of the frequencies over time. On top of that, the damage presence becomes even 
more apparent, as the different damage cases are identified as sharper discontinuities in the evolution of the corrected natural 
frequencies. Specifically, in Fig. 20.4, six discontinuities are observed in the natural frequencies of the first mode, while only 
one significant offset is observed in the second mode.
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Fig. 20.4 Actual and corrected (from the PCA model) values of the natural frequencies for the first two modes. After removing the environmental 
effects, the corrected values show smaller variability and sharper discontinuities 

Fig. 20.5 T2-chart and outlier index Io over the monitoring period. The gradual increase in damage depth causes a remarkable increase of the 
T2-statistic values, far above UCL 

20.5 Damage Detection Based on Control Charts 

Despite that the structural degradation is already apparent based on the environmental model described above, this section 
presents the performance of the T2-chart for damage detection. The T2-chart identifies the structural changes by means of 
the novelty index T2-statistic, illustrated in Fig. 20.5 over the monitoring period. To control the deviation of this index, the 
UCL is estimated by considering an F distribution with m = 2, n − m = 3 degrees of freedom and a confidence interval of 
95%. According to Fig. 20.5, it is clearly observed that the T2-index follows the same increasing trend as the damage depth 
increases, leading it to far exceed the UCL. This can also be verified by the outlier rate Io, estimated for the different periods 
of the monitoring campaign. In Fig. 20.5, it is observed that even a 2 mm cut on the wooden mast is enough to raise Io from 
0.1% to 8.3%. Moreover, it becomes obvious that the more the cut depth increases, the more T2-statistic values exceed the 
UCL, leading to an outlier rate of 100% after the cut of 6 mm and above.
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20.6 Conclusions 

To sum up, this study focused on the damage detection of a medium-sized monopile specimen, exposed to ambient 
vibrations and varying environmental conditions. More specifically, the output-only PCA approach was used to eliminate 
the environmental effects from the observed natural frequencies, while the T2 control chart was utilized as the main damage 
detection technique. Overall, this investigation showed the following: 

• The induced damage scenarios on the experimental model caused a reduction of the natural frequencies of the first two 
vibration modes. 

• The gradually increased damage depth in the X direction of the mast resulted in a gradual frequency decrease in the first 
mode, while the cut in the Y direction is mainly associated with the sharp reduction of the corresponding frequencies in 
the second mode. 

• After eliminating the environmental variability, the structural degradation became significantly more apparent, as the 
different damage cases were identified as sharper discontinuities in the time evolution of the natural frequencies. 

• The T2-chart proved to be a robust damage detection scheme, as the T2 index clearly indicated the induced damage cases 
as outlier observations that exceeded the control limit UCL. 
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Chapter 21 
Analysis of Traveling Wave Properties of Mechanical 
Metamaterial Structures: Simulation and Experiment 

Hannes Fischer and Sebastian Tatzko 

Abstract The steady-state response of harmonically excited structures can exhibit a significant traveling wave ratio. Local 
excitation of structures with locally increased damping or even structures that are proportionally damped, for example, lead 
to wave propagation phenomena. Since damping distribution plays a key role in formation of traveling waves, it needs 
to be considered in the dynamic analysis. In this chapter, we analyze the steady-state vibration behavior of 3D printed 
metamaterial structures. The investigated parts are made of resin and steel by laser sintering. The dynamic analysis with 
special attention to traveling wave effects is simulated based on finite element method and experimentally validated. Due 
to the complex geometry of the metamaterial structure, fine meshing is necessary for accurate results, making reduction 
techniques inevitable. A combination of modal reduction and dynamic condensation is used to obtain the simulated results. 
In the laboratory, laser scanning vibrometry is used to measure the entire structure and validate the simulations. We show 
in both simulation and experiment that the studied structures exhibit both standing waves with locally fixed nodal lines and 
traveling nodal lines with significant traveling wave content, depending on the excitation frequency. 

Keywords Local damping · Modal damping · Traveling waves · Dynamic condensation · Metamaterial 

21.1 Introduction 

Harmonic excitation on a mechanical structure will create structural waves [1]. Typically, these waves are reflected at 
structural boundaries, and superposition of waves leads to a standing wave pattern. However, these standing waves, which 
at resonance are close to eigenmodes of the structure, are only a special solution to the general wave form of vibrations. 
Especially, with non-negligible damping, the reflected wave will not match the original wave in amplitude resulting in a 
significant traveling wave portion. 

Formation of traveling waves is not restricted to a certain type of damping, but the combination of excitation and damping 
is crucial. Even proportional damping that is often used due to its diagonalization property leads to traveling waves when 
the excitation is applied by a local force [2]. Furthermore, local damping will generate energy transfer from excitation 
source to the damper with a characteristic phase shift in the steady-state vibration response. Complex phenomena associated 
with waves can already be observed in two degree of freedom mechanical systems [3] and vibrating strings with just one 
local dissipative attachment [4]. Indeed, traveling wave motion has been used for some time in technical applications, such 
as ultrasonic motors [5] or granular transportation [6]. Today, the researchers are concerned with wave propagation and 
its manipulation to create waveguides and bandgaps passively through metamaterial structures [7]. Thus, the fundamental 
mechanical theories on periodic waves combined with efficient numerical methods for model reduction and substructuring 
are utilized to design and analyze structures with specific properties [8]. 
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21.2 Modeling 

In this chapter, two metamaterial beams with local resonators are analyzed, see Fig. 21.1. The structures are both 3D-printed. 
One resin beam built in an SLA printer and one steel beam additively manufactured in an SLS printer. Since both beams are 
linear vibration structures, the different materials can be referred to as a change in the distributed damping. 

In the first step, the beam structures are analyzed theoretically regarding their traveling wave characteristics. Later, 
experiments will be performed in the lab to validate the theoretical findings. In the following, the numerical analysis is 
described and results are discussed. The geometry is modeled using finite elements to capture the periodic shape with local 
resonators precisely. To keep computational effort low while maintaining a high accuracy of dynamic properties, dynamic 
condensation is applied. The discretized equation of motion system reads 

.M �̈x + C �̇x + K�x = �bT F̂ cos�t, (21.1) 

where .M,C, and K are the mass, damping, and stiffness matrix, respectively, . �x contains displacements of all degrees of 
freedom (DoF), and . �b is a Boolean vector to project the harmonic excitation on a certain structural DoF. Applying a modal 
transformation with modal damping ratios . Di for each mode, Eq. 21.1 can be written as 

. �̂x = H�bTF̂ cos�t with H =
n∑

i=1

�ϕi �ϕT
i

ω2
0i − �2 + j2Diω0i�

, (21.2) 

where . H is the dynamic compliance matrix which can be obtained as a sum over all modes computing the dyadic product 
of eigenvectors . ϕi [2]. A modal truncation is now possible by limiting the sum to .n < m with m the number of modes. 
Furthermore, dynamic condensation is easily performed by using a reduced eigenvector . ϕ∗ containing only DoF of interest, 
e.g., excitation and response DoF as well as DoF to analyze the spatial vibration form. In this case, the finite element model 
with over 158000 DoFs was reduced to 63 equally distributed degrees of freedom along the beam. The dynamic accuracy is 
guaranteed because the eigenvectors and eigenfrequencies were calculated with the full system. The excitation is applied on 
one end (Fig. 21.1 point A) of the beam with free-free boundary condition. Additionally, to modal damping, a local damping 
element is applied (Fig. 21.1 point B), which is implemented by adding a corresponding column to the compliance matrix . H
in Eq. 21.2 (Fig. 21.2). 

Fig. 21.1 Metamaterial beams made of different types of base material 

0 1000 2000 
10-8 

10-6 

10-4 

0 

20 

40 

60 

80 

0 1000 2000 
10-8 

10-6 

10-4 

0 

20 

40 

60 

80 

0 1000 2000 
10-8 

10-6 

10-4 

0 

20 

40 

60 

80 

Fig. 21.2 Mode shapes of the metamaterial beam: (a) 697.9 Hz, (b) 1445.3 Hz, and (c) 1970.6 Hz
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Fig. 21.3 Damping comparison: local damping (left), modal damping (middle), and local. +modal damping (right) 

21.3 Results 

In Fig. 21.3, simulation results for different damping setups of the metamaterial beam are presented. The FRFs from point 
A to B are shown  (Fig. 21.3). The traveling wave ratio (TWR) is here defined as the inverse of the standing wave ratio 
known from the field of radio engineering. Only the nodes of the frame structure were used to calculate the TWR. Local 
resonators were not considered in TWR calculation. Typical mode shapes of the metamaterial are shown in Fig. 21.2 with 
different amounts of participation by the resonators. Modal and local damping have different effects on the TWR. With local 
damping, higher TWRs can be realized at lower frequencies, while modal damping leads to a high TWR at higher frequencies 
but lower amplitudes. By combining local and modal damping, higher TWRs can be achieved over a wider frequency range. 
These findings have to be validated by experiments in the future by using the 3D-printed structures. 
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Chapter 22 
Data Sampling Frequency Impact on Automatic Operational 
Modal Analysis Application on Long-Span Bridges 

Anno C. Dederichs and Ole Øiseth 

Abstract Bridge monitoring projects based on vibration data analysis tend, since the early 2010s, to process vibration 
acceleration data using a time-domain system identification method use an automatic operational modal analysis (AOMA) 
algorithm to extract the modal properties, without the involvement of an operator. This work highlights the impact that 
the acceleration data sampling frequency has on the outcome of some of the AOMA algorithms. Acceleration datasets, 
downsampled to different frequencies, from the Hardanger Bridge are processed by the Magalhaes 2009, Neu 2017, and 
Kvåle 2020 AOMA algorithms. It is shown that that the best results in terms of modal detection rates and number of errors 
are obtained for sampling frequencies between 10 and 20 Hz. Additionally, no algorithm is more impacted than another by 
the different sampling frequencies. 

Keywords Automatic operational modal analysis (AOMA) · Long-span bridge · Sampling frequency · OMA · cov-SSI 

22.1 Introduction 

There is an increasing interest in deploying structural monitoring systems in road brides, both in new construction projects 
and retrofitting existing structures. To make these systems commercially viable, it is necessary that the analysis software upon 
which they rely functions in an automated fashion. This requires automatic operational modal analysis (AOMA) algorithms to 
extract the modal properties from vibration measurements made on the structure. Since the early 2010s, many such algorithms 
have been proposed for bridge applications ([1–6], among others). Although some of these algorithms are better than others, 
it is impossible to conclusively declare one single one as the best because a compromise between detection consistency, 
errors made, automation level, and computational complexity has to be made [7]. Regardless of which algorithm, and how 
automatic it is, is chosen, some initial setup is required when starting a new monitoring project. When using covariance-
driven stochastic subspace identification (cov-SSI) as a system identification method, these setup values are the model orders 
to be analysed and the maximum number of time-lag steps for correlation analysis. Ballpark values, rule-of-thumb methods, 
and studies on the impact of these values are well established. However, the input data also needs to be discretised. There is no 
well-established guidance on what sampling frequency should be selected, neither for traditional operational modal analysis 
nor for automatic operational modal analysis. Information theory dictates that the sampling frequency must be at least twice 
as high as the highest modal frequency to be detected. In the authors’ experience, when selecting the sampling frequency to 
be as low as possible, the outcomes of AOMA algorithms tend to generally not be satisfying, and it is necessary to select 
a higher sampling frequency than is strictly necessary to achieve good results. This study is interested in understanding the 
performance characteristics of AOMA algorithms when subjected to different sampling frequencies of the same input data 
and in inferring some rules-of-thumb for the choice of sampling frequency when working with long-span bridge monitoring 
projects. Data from the Hardanger Bridge case study is analysed at different sampling frequencies using three of the best-
performing AOMA algorithms, Magalhaes 2009 [1], Neu 2017 [4], and Kvåle 2020 [6], with a particular interest in the 
modal detection consistency and error rates made by each algorithm at the different sampling frequencies. 
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22.2 Theory 

System identification and operational modal analysis for civil engineering structures and long-span bridges is a well-
documented subject without the need for a major introduction or theoretical explanation. However, as this study concerns the 
impact of sampling frequency of input data on (automatic) modal detections, which is a core element of any operational modal 
analysis algorithm, a concise introduction of covariance-driven stochastic subspace identification (cov-SSI) is provided for 
the convenience of the reader. A second brief theoretical part is dedicated to introducing the automatic modal detection 
algorithms used as part of this research, using the cov-SSI system identification outputs to extract the structural modes and 
their properties. 

22.2.1 System Identification 

System identification is the process of extracting core behavioural information of a process from experimental measurements. 
In the case of bridge engineering and monitoring, one is interested in extracting structural mode information from vibration 
acceleration data measured simultaneously at multiple points along a bridge. Many different system identification procedures 
are available to work with output-only information [8, 9], both in the frequency and time domains. Cov-SSI, a time-domain 
method assuming that the structure is modelled by a state-space model, is chosen as the system identification method for this 
research. 

The discrete acceleration measurements are sampled at a given frequency fs; yn is the vector containing the acceleration 
values at time sample n across all l sampling locations. Cov-SSI relies on the construction and analysis of a block-Hankel 
matrix Hk, i containing the time-lagged cross-correlations Rj of all acceleration components. The time lag is determined by 
.�t = j

fs
. 

.Rj = E
((

yn+j

) (
yn

))
(22.1) 

E(·) is the expectancy operator. The block-Hankel matrix will consist of 2i + 1 time lags, and k indicates the smallest 
time lag included. 

.Hk,i =

⎡

⎢⎢
⎢⎢
⎣

Rk Rk+1 · · · Rk+i

Rk+1 Rk+2 · · · Rk+i+1

...

Rk+i

...

Rk+i+1

. . .

· · ·
...

Rk+2i+1

⎤

⎥⎥
⎥⎥
⎦

(22.2) 

The block-Hankel matrix can also be written as an observability matrix Oi and a controllability matrix �i. These matrices 
are products of the state-space model state A and output C matrices; therefore, A and C can be determined from the block-
Hankel matrix, given that it is transformed into a “more workable” format. This is achieved through a singular value 
decomposition (SVD). 

.H0,i = [
Uo Ud

] [
�o 0
0 �d

] [
Vo

Vd

]
∼= Uo�oV

T
o (22.3) 

The structure is assumed to have a finite number of modes participating in its movement; hence, only these o modes 
are detectable. The SVD of the block-Hankel matrix allows for this to be considered by only retaining the o largest 
singular values. The other singular values represent measurement noise and should ideally be zero. The observability and 
controllability matrices are then found as 

.Oi = Uo�
1/2
o (22.4) 

.�i = �
1/2
o V T

o (22.5)
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Finally, cov-SSI uses the analytical structure of the observability matrix to determine A as 

.A = O
↑
i

†
O

↓
i

(22.6) 

where . O
↑
i is the observability matrix without its last l rows and . O

↓
i is the same matrix without its first l rows. (·)† dentoes the 

pseudo inverse. C is simply the first l rows of Oi. Eigenvalue decomposition of A returns the eigenvalues λd and eigenvectors 
ψ of the system. They need to be transformed to continuous-time values through 

.λc = ln(λd)
fs

(22.7) 

.φ = Cψ (22.8) 

λc is a complex value containing information about the frequency and damping of the detected system pole, and the 
corresponding column in the matrix φ contains the mode shape of the pole. 

22.2.2 Automatic Operational Modal Analysis 

Operational modal analysis is interested in extracting the modal features of the bridge structure. In an ideal world, this 
is already achieved once cov-SSI method has finished its processing. However, it is generally not possible to know the 
model order o to include in cov-SSI process in advance because the exact number of exited modes in the structure is not 
known in advance and measurement noise also leads to non-zero singular values. The system identification is performed 
for multiple model orders to counteract this problem, and their outcomes are compared. If a pole repeatedly appears with 
similar characteristics (frequency, damping, mode shape,) at many different model orders, the pole is likely a physical mode. 
However, a pole with no (or few) similar poles at other model orders is a mathematical artefact from the system identification 
process, which does not represent anything physical. Such artefacts are disregarded. 

Traditionally, this process has been performed manually using a stabilisation diagram (a plot of model orders versus 
detected pole frequencies), as vertical lines forming in the diagram indicate a physical mode. This process is time- and 
resource-consuming because it requires an operator to analyse the outcome of each dataset. In the context of permanent 
structural monitoring, it is not feasible to perform this task by hand. Since the early 2010s, multiple algorithms relying on 
machine learning have been proposed to solve this task automatically. The automatic operational modal analysis algorithms 
are based on the same core three-step process: 

1. The results from the system identification are further analysed to extract additional information – for example, the mode 
shape collinearity (MPC) or the mean phase deviation (MPD) – about the mode shape complexity and complex behaviour 
of each pole. A preliminary analysis to determine if a pole likely is a physical occurrence or a spurious mathematical 
object is performed to remove as many of the latter as possible. This is often done using a partition clustering algorithm 
such as k-means to separate the poles into two groups. 

2. The potentially physical poles are grouped into clusters with high internal homogeneity. Ideally, a cluster would contain 
only poles from different model orders representing the same structural mode. This clustering step is usually performed 
with an agglomerative method, such as hierarchical clustering. There are differences between algorithms on how the 
similarity between two poles should be measured and how to determine the cut-off distance to find the different clusters. 
Most algorithms agree that a combination of relative distance in frequency and mode shape between two poles is a good 
base for the similarity measure. Statistical analysis of all these distances can provide a good estimate of the cut-distance. 

3. The clusters resulting from step two are generally of two types. Large and homogenous clusters represent structural 
modes, and smaller and less homogenous clusters are groupings of spurious poles that made it past the initial filtering at 
step one. These smaller clusters need to be removed, as they are not relevant. This step is automated by either selecting 
a deterministic minimal number of poles to be in a cluster for it to be considered representative of a structural mode, or 
through another partition clustering method (i.e. k-means) automatically separating the detected clusters into structural 
and non-structural modes based on the number of elements within the cluster. The first method may be considered semi-
automatic, as the threshold needs to be manually chosen. Finally, each retained cluster is generally filtered to remove any 
outliers which it may still contain, and representative mode features are derived from the poles within the cluster.



176 A. C. Dederichs and O. Øiseth

This work focuses on three algorithms: Magalhaes 2009 [1], the first AOMA algorithm to be proposed for bridge 
engineering, which can reasonably claim to be automatic. Neu 2017 [4], an algorithm based on multiple predecessors 
to represent state of the art in k-means and hierarchical clustering combination algorithms. Kvåle 2020 [6] is the first 
algorithm to use HDBSCAN – an agglomerative density-based clustering algorithm capable of performing steps one and two 
simultaneously and with low computational costs. Full details of the algorithms can be found in their original publications. 

22.2.2.1 Magalhaes 2009 

The clearing step in this algorithm is performed with a traditional stabilisation diagram analysis, which relies on removing 
any pole which varies more than a set amount in frequency, damping, or mode shape from its nearest neighbour at the 
next lowest model order. This type of analysis is historically part of the manual analysis workflow. Its downside is that the 
maximal relative variation acceptable for each feature needs to be determined manually, reducing the level of automation 
of the algorithm. The second clustering step is performed with hierarchical clustering with a distance measure between two 
poles defined as 

.di,j =
∣∣∣
fi−fj

fj

∣∣∣ + (
1 − MACi,j

)
(22.9) 

The cut-off distance to determine two clusters apart is user selected and suggested to be dc = 0.02. The n-largest clusters 
(a value predetermined by the user) are retained as structural modes. A box-and-whisker outlier detection method is used to 
remove any spurious poles still found within the clusters. The representative features of the detected mode are determined as 
the average value of all poles located within the cluster. 

22.2.2.2 Neu 2017 

The clearing step is performed using k-means partition clustering to separate the poles into two groups of potential physical 
and certainly mathematical poles. The clustering is performed on a feature vector associated with each pole based on as 
many values as possible, all characterising the relative difference from the given pole to its nearest neighbour at the next 
lowest model order. A box-cox transform of each feature is performed to make its distribution more normal-like, increasing 
the performance of k-means clustering. 

The second step uses hierarchical clustering with a distance between two poles measured as 

.dci,j = dλi,j + (
1 − MACi,j

)
(22.10) 

The cut-off value is determined by fitting a Weibull distribution to the distances between each pole and its nearest 
neighbour using Eq. (22.10) and selecting the value corresponding to the 95% percentile of the fitted distribution. 

All resulting clusters with more than 25–75% (user selected) of the number of elements of the largest cluster are retained 
as structural modes. These clusters are filtered using a Thompson-Tau method on frequency and damping values within the 
cluster. Finally, the representative values for each mode are chosen as the average value of all the poles constituting it. 

22.2.2.3 Kvåle 2020 

The first step is performed using a traditional stabilisation diagram analysis. The clustering step is performed using 
hierarchical density-based spatial clustering for applications with noise (HDBSCAN), a combination of an agglomerative 
and density-based clustering method. The distance between two poles is defined by 

.dci,j =
√

αλ

(
dλi,j

)2 + αMAC
(
dMACi,j

)2 (22.11) 

Contrary to hierarchical clustering, it is not necessary to specify a cut-off level, but a minimal number of poles per cluster 
nmin = 20 needs to be chosen to be able to separate clusters from one another. HDBSCAN automatically detects outliers and 
removes them from the clusters. Once the clusters are found, the algorithm retains only one pole per model order with each 
cluster before returning the detected modal features as the average of the features of all the poles in each cluster.
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22.2.3 Sampling Frequency 

The Nyquist-Shannon sampling theorem dictates that the vibration data must be sampled at least twice that of the highest 
modal frequency of interest. As vibration data is usually recorded at a frequency much higher than strictly necessary, it is 
downsampled to an adequate frequency to reduce computational complexity and time. 

However, in the case of automatic operational modal analysis, where there is a lot of measurement and process noise 
which must be removed to reach good results, it is beneficial if some of the noise occurs outside the frequency range of 
interest for the structure. One way to achieve this is to increase the sampling frequency, as the noise will have the opportunity 
to settle in a frequency range above the low frequencies of interest. It is then simple to disregard this noise by ignoring 
the higher frequencies. The major downside of this method is that it also increases the frequency range in which modal 
detections are made, and with a maximum number of detectable modes (determined through the mode order), the number of 
modal detections made within the range of interest is generally diminished, with the less exited modes not being detected by 
the system identification. Figure 22.1 illustrates the lower amounts of detected poles for higher sampling frequencies in the 
frequency range of interest. 

22.3 Experimental Case 

The Hardanger Bridge is a suspension bridge with a main span of 1310 m located in the southwest of Norway. It is a 
slender structure composed of two driving lanes and a pedestrian walkway, leading to large displacements mostly due to 
environmental loading. In counterpart, the natural modal frequencies of the bridge are low, ranging from around 0.05 Hz 
for the first mode to around 0.420 Hz for the fourteenth deck mode. Table 22.1 shows the numerically expected frequencies 
of the first 14 modes of the bridge, their previously experimentally detected frequency [10], a description of their main 
deflection shapes, and the tolerance range used to accept an automatic detection represents the given mode. The bridge has 
been equipped since 2013 with 20 triaxial accelerometers, recording the ambient vibrations of the bridge. The recorded data 
is openly available [11]. 

One hundred datasets randomly selected from 2015 are used in this work. The datasets are downsampled to six sampling 
rates of 1 Hz, 2 Hz, 5 Hz, 10 Hz, 20 Hz, and 100 Hz. Each dataset is processed with all three AOMA algorithms, which 
return a list of detected structural modes for all sampling rates. The modal detections of the AOMA algorithms are then 
compared to the experimentally expected frequency values of the Hardanger Bridge to determine the consistency rate and 
the number of errors of each algorithm at each sampling frequency. The consistency rate is defined as the number of modal 
detections found within the tolerance range of a known mode divided by the total number of known modes. The number of 
errors is composed of two different types of errors: first, detections that an algorithm makes which do not correspond to a 
known mode and, second, the number of duplicate detections that an algorithm makes. Duplicate detections are when there 
are two or more detections for a single known mode. 

Fig. 22.1 Example of the impact of different sampling frequencies on the output of cov-SSI. The same dataset is analysed for a constant number 
of block-rows in the Hankel matrix and sampling frequencies of 1 Hz and 20 Hz. The left column shows the full frequency range of the detected 
poles, and the right column shows a zoom into the frequency range of interest
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Table 22.1 Summary of known modal properties of the Hardanger Bridge 

Mode number Numerical frequency [Hz] Mode shape description Experimental detection [ref] [Hz] Tolerance range [Hz] 

1 0.05 Horizontal 0.052 [0.049, 0.055] 
2 0.098 Horizontal 0.105 [0.099, 0.107] 
3 0.11 Vertical 0.119 [0.111, 0.124] 
4 0.14 Vertical 0.142 [0.139, 0.145] 
5 0.169 Horizontal 0.183 [0.177, 0.186] 
6 0.197 Vertical 0.206 [0.201, 0.209[ 
7 0.21 Vertical 0.212 [0.209, 0.216] 
8 0.233 Horizontal + cables, lateral 0.230 [0.227, 0.234] 
9 0.272 Vertical 0.276 [0.273, 0.279] 
10 0.293 Horizontal 0.318 [0.308, 0.323] 
11 0.33 Vertical 0.333 [0.328, 0.338] 
12 0.36 Torsional 0.374 [0.362, 0.376] 
13 0.394 Vertical 0.401 [0.396, 0.406] 
14 0.406 Horizontal + cables, lateral 0.418 [0.412, 0.420] 

The analysis is performed twice. The first analysis is done by maintaining the number of block-rows constant and equal 
to i = 150 in the Hankel matrix. This means lower sampling frequencies have a longer time lag in the system identification 
compared to the higher sampling frequencies. A longer time lag means that cov-SSI returns a more precise modal parameter 
estimation, as it has more periods in the input signal to analyse. The second analysis is made at a constant maximal time lag 
of tlag, max = 40 [s]. This alleviates the precisions issues of the first analysis, but at the cost of increasing the size of the block-
Hankel matrix significantly for higher sampling frequencies. It is not possible to analyse the sampling rate of fs = 100 [Hz] 
for the second analysis due to memory issues associated with the size of the block-Hankel matrix. The number of block rows 
in the Hankel matrix are 20, 40, 100, 200, and 400, for sampling frequencies of 1 Hz, 2 Hz, 5 Hz, 10 Hz, and 20 Hz. For both 
analyses, the recorded datasets of 30 minutes in length are cut into three 10-minute samples, and only the middle 10-minute 
recording is analysed. 

22.4 Results 

Table 22.2 summarises the overall consistency rate of each algorithm for both analysis scenarios and all sampling frequencies. 
It also contains the combined number of errors made for each case. The three selected algorithms have previously been shown 
to have similar performance levels [7], and as expected, the consistency rates of the algorithms are similar for each given 
analysis case. The worst consistency rates are found for the constant number of block-rows scenario for a sampling rate of 
100 Hz. Intuitively, this makes sense, as, first, the sampling frequency does not seem in adequation to the frequency range 
of interest, being about 100 times higher than the highest expected modal frequency, and second, because of the very short 
time lag included in the system identification. The maximal time lag of .tlag,max = (2i+1)

fs
= 301

fs
= 3 [s] is far inferior to 

the longest modal period of close to 20 seconds and within the same order of magnitude as the shortest expected modal 
periods. Such a short time lag does not permit a good estimate of the modal properties, when multiple periods of a given 
mode are normally required. The bad estimates present too much scatter for them to be recognised as a cluster by the AOMA 
algorithms. 

Disregarding the 100 Hz sample rate case, the consistency rates increase with increased sampling frequency in both 
analysis scenarios and reach a high plateau for sample rates of 10 Hz and 20 Hz. The increase is more marked for the 
constant block-row case, starting around 0.45 for 1 Hz sampling and reaching around 0.75 for 10 Hz and 20 Hz sampling 
rates. The constant time-lag analysis has a consistency of 0.6 for the lowest sampling rate and reaches 0.8 for the two 
highest sampling rates. The higher consistency rates are likely due to the constant time-lag scenario having better system 
identification parameters for all sampling rates compared to the constant block-row scenario. These results corroborate the 
theoretical hypothesis that a too-low sampling rate leads to too much noise being introduced into the frequency range of 
interest and thus diminishing the performance of AOMA algorithms. 

The error committed by the algorithms are also within the expected range based on previous research [7] for sampling 
frequencies of 5 Hz and above. For the Magalhaes 2009 and Kvåle 2020 algorithms, the error rate decreases with increased 
sampling rate until increasing again for the 100 Hz analysis case. These two algorithms are known to mostly make direct
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Table 22.2 Average consistency rates and number of errors per sampling frequency and algorithm 

Constant i = 150 Time lag: 40 s 
Sampling frequency [Hz] Magalhaes 2009 Neu 2017 Kvåle 2020 Magalhaes 2009 Neu 2017 Kvåle 2020 

1 Consistency 0.51 0.47 0.39 0.44 0.73 0.63 
# Errors 6.14 14.96 3.31 1.44 20.35 3.11 

2 Consistency 0.68 0.61 0.60 0.68 0.66 0.73 
# Errors 5.55 15.64 4.55 2.05 12.49 2.65 

5 Consistency 0.76 0.68 0.70 0.78 0.64 0.74 
# Errors 1.92 10.99 2.20 1.22 9.67 1.76 

10 Consistency 0.80 0.72 0.76 0.81 0.74 0.76 
# Errors 1.07 10.08 1.34 1.02 10.20 1.53 

20 Consistency 0.79 0.68 0.75 0.83 0.75 0.76 
# Errors 1.00 9.20 1.39 0.98 10.47 1.31 

100 Consistency 0.35 0.25 0.27 – 
# Errors 3.17 4.96 3.59 

Fig. 22.2 Distribution of consistency rates and the number of errors made per dataset. The total number of errors and a breakdown into false and 
duplicate detections are shown for the Neu 2017 algorithm in the constant time-lag analysis case 

errors and few duplicate errors. The algorithms are prone to selecting noise clusters as structural modes for low sampling 
frequencies due to the amount of noise concentrated into the frequency range of interest. The system identification estimates 
suffer from poor quality for the very high sampling rate case, leading to the algorithm detections being classified as errors 
due to this poor quality. In the case of the Neu 2017 algorithm, known to make few direct errors but many duplicate errors, 
the error rate continues to decrease for the 100 Hz case. As fewer modes are present in the frequency range of interest of the 
algorithm, it cannot make as many duplicate detections. Figure 22.2 shows the distribution of correct detections and errors 
made by the Neu 2017 algorithm across all samples in the constant time-lag analysis scenario. The third graph, illustrating
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the distribution of direct errors per processed dataset, shows that in 75% of the cases, the sampling frequencies of 10 Hz and 
20 Hz lead to no direct errors, while no other sampling frequency gets close to the same score. The fourth graph shows that 
most errors are due to duplicate detections and that these happen similarly at all sampling frequencies. 

22.5 Discussion 

Low sampling rates lead to worse modal detection results, with more errors being committed by AOMA algorithms in the 
two analyses performed in this study. Although this can seem counter-intuitive because one generally selects a sampling 
frequency to correspond to the frequency range of interest of the problem at hand. In the case of AOMA, it is better to 
increase the sampling frequency rate so that the inevitable noise and spurious modal detections generated in the system 
identification process do not get concentrated in the frequency range of interest. In this case, the ideal sampling frequency 
is 10 to 20 times higher than the minimum frequency needed to detect all modes of interest. This difference of one order of 
magnitude is in the same range as the difference between the expected number of modes to detect (14 in this case) and the 
actual number of poles detected (fixed by the model order, ranging from 20 to 180). As mathematical poles are uniformly 
randomly generated across the full range of detection frequencies, having a range of frequencies an order of magnitude larger 
than strictly necessary leads to, on average, only a few mathematical poles within the frequency range of interest. This noise 
level is then within most AOMA algorithms’ filtering capabilities. 

Overall, the constant time-lag analysis leads to better results than the constant number of block-rows analysis. This is 
mostly due to the increased system identification precision, which comes with having a longer time lag included in the 
block-Hankel matrix. The chosen time lag is twice the length of the longest modal period and roughly 15 times as long as 
the shortest modal period of interest. This is sufficient for precise detection of the modal frequency to be made. But needing 
to combine a time lag this large with a sampling frequency an order of magnitude larger than strictly necessary means that 
the block-Hankel matrix must be large, leading to memory and computational issues in the extreme cases on most normal 
computers. For this reason, it is often simpler to set up an analysis with a fixed number of block-rows, as one directly 
controls the size of the matrix at the cost of detection precision. This work shows that it is possible to achieve good results 
from AOMA even when using a fixed number of block-rows and a sampling frequency an order of magnitude larger than 
theoretically necessary. 

All algorithms tested show similar levels of performance across all analyses and sampling frequencies, in line with their 
performance levels previously reported. The robustness of the algorithms to changes in sampling frequency being very 
similar, the choice of algorithm for a given investigation only needs to be based on the intrinsic performance characteristics 
of the AOMA algorithm. 

22.6 Conclusion 

The performance of automatic operational modal analysis algorithms is influenced by the sampling frequency of the 
acceleration data analysed. Contrary to intuition, it is necessary to select a sampling frequency in an order of magnitude 
larger than the highest modal frequency to be detected to obtain the best AOMA results for the Hardanger Bridge monitoring 
project. This helps spread most of the spurious pole detection made by cov-SSI be outside the frequency range of interest, 
diminishing the filtering and interpretation work necessary by the AOMA algorithms. Varying the block-Hankel matrix 
size to ensure a sufficient time lag in the system identification procedure leads to better and more consistent results from 
the AOMA algorithms, but often at the cost of higher computation complexity and larger memory needs. All three tested 
algorithms performed similarly across all sampling frequencies and to their expected functionality level in the best-case 
scenarios. No algorithm is more sensitive to sampling frequency than another. 
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Chapter 23 
Comparison of Two Possible Dynamic Models for Gear Dynamic 
Analysis 

Fabio Bruzzone and Carlo Rosso 

Abstract Several gear dynamics models are available in the literature, each with its unique application. In this chapter, a 
comparison between two models will be discussed. While the source of excitation in both models will come from the time-
varying mesh stiffness caused by the static transmission error, the first model aims to estimate the dynamic overloads due 
to the meshing with a simple one-dimensional approach, neglecting other flexibilities. The second one instead includes the 
flexibilities of the shafts as well as bearings and the gearbox housing, with the possibility of being extended to multistage 
transmissions. Both models are quick and can give useful insight in the design process of a geared transmission. A simple test 
case will be detailed highlighting the different capabilities of the models and providing several key results such as dynamic 
forces and displacements which can help designers to define better components. 

Keywords Gear dynamics · Static transmission error · Dynamic model · Gear tooth stiffness · Gear contact 

23.1 Introduction 

As reported in [1], many dynamic models have been proposed in the literature. Tuplin first defined the natural frequency of 
the engagement in the earlier dynamic model ever proposed. A great number of studies were reported in the extensive review 
by [2]. The same authors proposed the model described in [3] and visible in Fig. 23.1. This model is the “father” of a series 
of variants. One of the most important is the one in [4] but where the distinction between Static Transmission Error and 
Dynamic Transmission Error was introduced. Another “son” is the one proposed in [5, 6], where nonlinear behavior of the 
mesh stiffness and its harmonic nature was introduced. In particular, in this approach, the STE is considered as a sinusoidal 
signal characterized by its own frequency and the variation of the external torque presented a fundamental frequency different 
from the one of the STE, and the complex ones of those variations make up the excitation sources. In order to affine the model, 
the authors inserted in the model also the compliance of the shafts and the clearances in the bearings. 

Generally speaking, the equation of motion for the model proposed in [5, 6] can be written as 

.mẍ + cẋ + kmx = T1

db,1
+ e(t), (23.1) 

where the equivalent mass is .m = meq = I1I2/(I1r
2
1 + I2r

2
2 ) computed starting from the inertias . I1 and . I2 of the pinion 

and gear, respectively, and their base radii . r1 and . r2. . km represents the mesh stiffness, . T1 is the applied torque that can be 
static or dynamic, and c is the proportional damping. According to the standard definition, .x = r2θ1 + r1θ2 is the DT E and 
.e(t) is the excitation source described above. Another approach was proposed in [7]. The elements involved in the model 
are almost the same, but in this methodology an external excitation source is not directly defined and the excitation of the 
system is intrinsic into the fluctuation of one of the parameters, namely the Time-Varying Mesh Stiffness (T V  MS), where 
mesh stiffness .km(t) is computed from the ST E at different torque levels. Thus, the parametrically excited system equation 
of motion can hence be written as 

F. Bruzzone (�) · C. Rosso 
Department of Mechanical and Aerospace Engineering, Politecnico di Torino, Torino, Italy 

GeDy TrAss company, Torino, Italy 
e-mail: fabio.bruzzone@polito.it; carlo.rosso@polito.it 

© The Society for Experimental Mechanics, Inc. 2024 
B. J. Dilworth et al. (eds.), Topics in Modal Analysis & Parameter Identification, Volume 9, Conference 
Proceedings of the Society for Experimental Mechanics Series, https://doi.org/10.1007/978-3-031-34942-3_23

183

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34942-3protect T1	extunderscore 23&domain=pdf

 570 70613 a 570 70613 a
 
mailto:fabio.bruzzone@polito.it
mailto:fabio.bruzzone@polito.it
mailto:fabio.bruzzone@polito.it

 10496 70613 a 10496 70613 a
 
mailto:carlo.rosso@polito.it
mailto:carlo.rosso@polito.it
mailto:carlo.rosso@polito.it
https://doi.org/10.1007/978-3-031-34942-3_23
https://doi.org/10.1007/978-3-031-34942-3_23
https://doi.org/10.1007/978-3-031-34942-3_23
https://doi.org/10.1007/978-3-031-34942-3_23
https://doi.org/10.1007/978-3-031-34942-3_23
https://doi.org/10.1007/978-3-031-34942-3_23
https://doi.org/10.1007/978-3-031-34942-3_23
https://doi.org/10.1007/978-3-031-34942-3_23
https://doi.org/10.1007/978-3-031-34942-3_23
https://doi.org/10.1007/978-3-031-34942-3_23
https://doi.org/10.1007/978-3-031-34942-3_23


184 F. Bruzzone and C. Rosso

Fig. 23.1 Ozguven and Houser dynamic model as detailed in [3] 

Fig. 23.2 Coupled FE/Contact mechanics model from [7] 

.mẍ + cẋ + km(t)x = T1

db,1
. (23.2) 

On the basis of this 1D models, other scholars researched more accurate results using more complex models, principally 
involving the Finite Element Technique. Parker and Vijayakar [7] (Fig. 23.2) coupled an FE model with a detailed analytical 
contact model in order to compute the variation of mesh stiffness. 

As a consequence, the same approach was applied to the frequency domain in [8]. The more a model is accurate, the 
more is high the computational effort requested, so many improvements were researched to reduce them in [9] and [10] still 
maintaining all the possible sources of nonlinearities and the influence of flexibilities. In [11], the effects of tooth profile 
modifications were investigated using the above cited methodology. On the basis of this model, the Hybrid Analytical– 
Computational technique was developed in [12]. The authors precompute a Force Deflection Function (Fig. 23.3) building 
a map in which tooth deflection is a function of various loads across the pitch. This mesh-dependent stiffness was applied 
to a lumped parameters model obtaining accurate results with lower computational efforts. For particularly thin web and 
ring gears, Cooley and Parker introduced a methodology for simulating the flexibilities of gears through a rotating elastic
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Fig. 23.3 Force Deflection 
Function from [12] 

ring coupled to constant space-fixed foundations [13, 14] and a study on the parametric instabilities was indeed performed 
introducing variable mesh stiffness values [15]. The analytical nature of their model allows them to derive closed-form 
solutions for the eigenvalues including rotor dynamics effects and study in detail veering and instability phenomena. As 
depicted in the literature review [1], more complex approaches were implemented by scholars and software houses, but the 
simulation time is a key factor in the development of a new gearbox. So, in the present chapter, the authors investigate the 
main difference in two different approaches for studying the gear dynamics. They compare a 1D model based on TVMS 
methodology with a 3D evolution of the previous one, in order to highlight the main difference and the limit of application 
of the two strategies. 

23.2 Materials and Methods 

In this section, the two compared models are briefly described. 

23.2.1 1D Model 

Based on [7] approach, the authors modified the 1D model as detailed in [16]. In that approach, the T V  MS  is enriched in 
order to take into account also the loss of contact and the backside contact. This means that nonlinearities in the contact grow 
of importance and this require a modification of the motion equation. As the first step, the motion equation is rearranged as 

. ¨p(t) = T (t)

rb · meq

− K(t)

meq

p(t) − c

meq

˙p(t), (23.3) 

where .T (t) is the torque, which can vary with respect to the time, .K(t) is the stiffness that varies according to a gear mating 
model, and c is the damping, set at a constant value as in the literature. 

In Fig. 23.4, the Simulink implementation of Eq. 23.3 is shown. In the big sum symbol, five addends are converging. One 
is related to the damping force (lower arrow), one to the inertia fore (the arrow with plus sign), and the other three arrows to 
the stiffness forces. In the nonlinear scheme depicted in Table 23.1, the three contributions are described. The three outputs 
are always generated, but only the contribution of one of them is really summed. By defining p as the dynamic displacement 
along the Line of Action (LOA) and by checking the relative value with respect to the dead zone generated by the backlash 
b, the correct contact condition is defined. On the basis of this check, a multiplication for 0 or 1 selects the right contribution 
to the dynamic force.
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Fig. 23.4 Simulink implementation of the numerical integration of motion equation 

Table 23.1 Displacement check 
for nonlinear modeling 

Condition Contact 

.p > b Proper contact, stiffness evaluated by 
means of the lookup table 

.−b ≤ p ≤ b Absence of contact 

.p < −b Backside contact, stiffness evaluated by 
means of the lookup table 

23.2.2 3D Model 

The proposed methodology is depicted in [17] and implemented in the software GeDy TrAss. The peculiarity of that 
approach is the capability to evaluate the meshing stiffness by considering all the compliances involved in the gearbox. 
The dynamic model of a gearbox involves several elements. One of the most important contribution to the deformation is the 
shaft on which the gears are mounted. In addition casing and bearings can deeply affect the dynamic behavior of the gearbox, 
so their compliances have to be considered. In the proposed methodology, the abovementioned elements will be modeled as a 
Timoshenko beam [18] with 6 Degrees Of Freedom (.x, y, z, θx, θy, θz) and a 12 X 12 diagonal matrix that takes into account 
the 6-direction of action of the bearings. The Mass . Ms and stiffness . Ks matrices are built depending on the geometry and 
the discretization of the system. The casing is typically inserted in the model by means of a reduced model order technique 
taking into account the main interaction points with the rest of the gearbox. In order to build the dynamic model, at least a 
shaft (beam element) is connected to one gear in one of its nodes and on the other to a bearing. The gear element is modeled 
as a connection to the other shafts by means of a kinematic link. The pinion gear is defined by means of a node . O1 located 
on the shaft and another node . T1 that represents the engagement law. According to gear theory [19], . T1 is the tangent point 
between the Line Of Action (LOA) and the base circle of the gear, and C is the pitch point. The point C is a virtual node, 
as the two coincident virtual nodes (.T1,1 and . T1,2) added at point . T1. Nodes .T1,1 and . O1 are connected by means of a Rigid 
Body Element (RBE) in a master–slave relationship. As shown in Fig. 23.5, a rigid link is also created between the repeated 
node .T1,2 and the C node. With this scheme, the motion along the line of action is guaranteed. The same approach is used 
for the gear. In C, a spring connects the two rigid elements of the two mating gears, finally simulating the engagement. The 
stiffness value of such spring is computed by means of the approach depicted in [20]. The instantaneous stiffness value . kn,z

depending on the . nth gear pair and . zth position along the pitch, Eq. 23.4, is used for each time instant. 

.kn,z = T (t)

S.T .E.rb
, (23.4) 

where . rb is the base radius of the pinion.
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Fig. 23.5 Scheme for links between shafts that depicts the gear set 

23.2.3 Dynamic Solution 

As presented in [17], an iterative integration scheme is performed. Newmark [21] scheme with constant acceleration is 
adopted. By rearranging the terms of motion equation, the following expression is evaluated for the ith time step: 

.üi = Siδri , (23.5) 

where 

.Si = Mz + �tiCz + �t2i αNM

(
Kz + Kc,i

)
(23.6) 

and .Mz,Cz, and . Kz, are the mass, damping, and stiffness matrices of the structures, whereas .Kc,i is the connection stiffness 
matrix. .αNM is fixed equal to .1/4 and . �ti is the time step. 

The residual vector is then evaluated as 

.δri = f + (−Kz + Kc,i)iui−1 − (Cz + �tiKz + Kc,i)iu̇i−1 + Aiüi−1, (23.7) 

where 

.Ai = −Cz(1 − δNM)�ti − (
Kz + Kc,i

) (
1

2
− αNM

)
�t2i (23.8) 

and .δNM is set equal to 1/2. 
As Newmark prescribes, .ui−1, .u̇i−1, and .üi−1 are the displacements, velocities, and accelerations vectors at the previous 

time instant. The vector . f represents the external forces and it is assumed constant in the single time instant and the unique 
value different from zero will be the torque T applied to the . θz DOF of the input shaft. This procedure allows to take into 
account the variation of the engagement stiffness and the torque during the mesh cycle, but obviously in the single time 
instant they remain constant. In such a way, the complete integration scheme can follow the nonlinear behavior of the gear 
mating.
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23.3 Results and Discussion 

In this paragraph, a gearbox with three shafts and an idle gear is considered. Results are obtained by means of two different 
models. A particular attention is focused on the comparison of the dynamic force among the gear contact. The tested gearbox 
is shown in Fig. 23.6 and the data are listed in Table 23.2. The input gear (Z1) is supported by a shaft with a complex 
geometry due to the presence of spline coupling and 5 bearings. The input torque is equal to .115Nm, and it is directed as 
depicted in Fig. 23.6. The idle gear (Z2) is a simple disk that is supported by two bearings and the output gear (Z3) has a short 
shaft and it is supported by two bearings. In such a model, the casing is not considered, only shafts and bearing flexibilities 
are introduced. In particular, the stiffness of the bearing is set according to Table 23.3. Bearings with axial stiffness are 
considered as hinges, and the others are considered as supports. The stiffnesses of the shafts are computed according to the 
actual geometrical properties and setting a Young modulus of 200 GPa and a density of 7800 kg/m. 3. 

In Figs. 23.7 and 23.8, the STE of the two stages of the gearbox are presented. Comparison is made by considering only 
teeth deflection or shaft and bearing compliances. 

Fig. 23.6 Image of the gearbox model 

Table 23.2 Mating gear main 
parameters. 

Quantity Name Units 

Input gear Number of teeth Z1 61 

Idle gear Number of teeth Z2 51 

Output gear Number of teeth Z2 53 

All the gear Module 2.54 mm 

All the gear Pressure angle 20 . ◦

All the gear Helix angle 20 . ◦

All the gear Face width 20 mm 

All the gear Reference rack ISO 53/A
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Table 23.3 Bearing stiffness Name Radial N/mm Axial N/mm 

B1 245,000 0 

B2 280,000 171,000 

B3 250,000 0 

B4 250,000 0 

B5 250,000 0 

B6 380,000 0 

B7 180,000 80,000 

B8 223,000 0 

B9 250,000 390,000 

Fig. 23.7 STE of the first stage, 
comparison between the two 
models 

Fig. 23.8 STE of the second 
stage, comparison between the 
two models 

Both 1D and 3D models compute the meshing force during a speed-up maneuver from 0 to 2500 RPM. The 1D model can 
only estimate the meshing force, whereas the 3D model also provides results concerning the bearing reactions. In Fig. 23.9a, 
the dynamic force on the first stage is shown by considering as input the STE computed with only the tooth compliance, the 
same, and in Fig. 23.9b, the meshing force on the second stage is presented. 

In Fig. 23.10a and b, the same results but computed with the STE obtained considering all the flexibilities. 
It can be noted that the presence of the shafts and bearing compliances changes the behavior of the meshing force, and 

in particular a reduction of the natural frequency of gear meshing can be highlighted. On the first stage, an increment of the 
force can be registered. 

The same analysis is conducted using the 3D model. In this case, the model considers all the flexibilities, but the meshing 
stiffness is derived on the basis of the two different STEs of Figs. 23.7 and 23.8. In Fig. 23.11, the results related to the first 
and second stages are reported considering the meshing stiffness due to the tooth compliance. In Fig. 23.12, the results by
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Fig. 23.9 Meshing force computed with 1D model considering the tooth deflection. (a) First stage. (b) Second stage 

Fig. 23.10 Meshing force computed with 1D model considering the shaft and bearing compliances. (a) First stage. (b) Second stage 

considering the meshing stiffness computed with the addiction of shaft and bearing are shown. By comparing the results, it is 
evident that considering all the flexibilities produces an increase of the exchanged force, and this is particularly evident in the 
first stage in the speed range over 1500 RPM. In addition, the 1D model highlights the contribution of the tooth compliance 
to the meshing force, whereas the 3D model allows to evaluate the contribution of all the flexibilities to the meshing force. 
As a matter of fact, the meshing forces computed by 1D and 3D models for the first stage show the same trend in particular 
between 1000 and 1500 RPM. It is possible to conclude that the trend of the two peaks are directly correlated to the meshing 
properties of the first stage. On the contrary, the peak near 2000 RPM is referred to the second stage meshing properties, 
but it is evident that, due to the higher flexibilities of the first shaft, the effect of the second mesh is higher on the first stage 
than on the second. As the 1D model is performed, no interaction between stages is considered, whereas the 3D model takes 
into account the whole system, so by the comparison of the results of the two models, it is possible to understand mutual 
interaction and forces of vibrations. In particular, from the 1D model, the contribution of the tooth compliance to the meshing 
force can be highlighted, whereas in the 3D model, the mutual effects can be evaluated.
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Fig. 23.11 Meshing force in stages 1 and 2 considering only the meshing stiffness due to tooth compliance 

Fig. 23.12 Meshing force in stage 1 and 2 considering the meshing stiffness due to tooth, shaft and bearing compliances



192 F. Bruzzone and C. Rosso

23.4 Conclusion 

In this chapter, two different approaches to compute the meshing force of a geared transmission are discussed. The first 
model is a simplified 1D model which can be useful for evaluating the contribution of the meshing properties. The 3D model 
here described presents higher accuracy and also richness of results, and it is useful for evaluating the mutual effects of 
the different stages of the gearbox. The same models were analyzed considering two different excitation sources: the first 
one obtained considering only the tooth compliance and the second considering all the shaft and bearing flexibilities. It is 
evident that considering all the flexibilities, both the models highlighted an increment in the exchanged forces, proving the 
importance to study the gear dynamics with an accurate model that takes into account all the flexibilities. 
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Chapter 24 
Influence of Gearbox Flexibilities on Dynamic Overloads 

Fabio Bruzzone and Carlo Rosso 

Abstract Geared transmissions are prone to harmful vibrations and annoying noise emissions. The sources of excitation 
of those vibrations are many and different in nature, starting from torque fluctuations from the engine or the unsteady 
aerodynamics in wind turbines, for example. However, the main source of excitation comes from an intrinsic characteristic 
of meshing gears and is the time-varying mesh stiffness which is generated by the transmission error. Several flexibilities 
can be accounted for the calculation of the transmission error depending on the complexity of the model employed. In this 
chapter, the importance of including shaft flexibilities is highlighted. A nonlinear semi-analytical model is applied to the 
study of a simple test case with and without the misalignment caused by the inflection of the shafts under load, and several 
results, such as the static transmission error and the contact pressure maps, are shown and discussed. 

Keywords Gear dynamics · Static transmission error · Dynamic overloads · Gear tooth stiffness · Gear contact 

24.1 Introduction 

The main source of excitation and cause of failure in geared transmissions are load and stiffness fluctuations [1, 2, 3]. 
At the end of the twentieth century, Japanese researchers highlighted the complex dynamic features of gears analyzing 
their torsional behavior including other sources such as profile errors or modifications [4, 5, 6, 7, 8]. In [9], the Dynamic 
Factor (DF) was introduced for explaining certain failures by comparing the dynamic loads in operation with those under 
static conditions. Machine characteristics rule the input torques, and they can certainly be origin of vibrations and impacts 
[10, 11, 12], but the Time-Varying Mesh Stiffness (TVMS) was quickly found to be a key player [13]. Since the stiffness of 
mating gear pair varies during gear rotation, self-excited vibrations are generated, and for that reason, many researches are 
conducted on the Transmission Error (TE). Several methods have been proposed, starting from integral approaches [14, 15] 
or discrete ones [16, 17] in order to take into account the tooth stiffness. Experimental methods were also proposed to 
study the Static Transmission Error (STE) [18, 19, 20], while others included mounting and manufacturing deviations to 
estimate the Manufacturing Transmission Error (MTE) [21, 22, 23, 24]. More recently, the Finite Element (FE) models were 
introduced for studying the problem, but its computational effort and difficulty to set up made it applicable to limited aspects 
such as tooth root stresses and its structural behavior [25, 26, 27], crack propagation [28, 29, 30, 31, 32], or generally as a 
validation tool for other proposed models. In addition, the Hertzian theory [33] of cylinder-to-cylinder contact is normally 
used to predict the contact behavior of the teeth flanks, avoiding to consider some peculiar aspects of the gears, such as the 
continuously varying curvature and the presence of sharp edges. When contact is not neglected, it is generally introduced as 
an addition to the elastic behavior of the mating teeth, but still under Hertz’s hypotheses [34, 35, 36, 37, 38], while other 
works included non-Hertzian properties but neglected the flexibility under load of the teeth. Hybrid approaches coupling 
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an FE model with a Semi-Analytical (SA) contact model have also been proposed [39] with great success. In [40], a 
combination of some of the presented approaches will be used to accurately estimate the STE and the contact conditions 
including the influence of the micro-geometrical modifications of the teeth flanks both along its height and along the face 
width. In addition, a technique for taking into account the flexibilities of other gearbox components was developed and is 
presented here. 

24.2 Methodology 

The reader can find deeper details on the methodology used here for computing the tooth stiffness in [40]. For the sake of 
simplicity, the flow chart of the nonlinear and non-Hertzian procedure is reported here (Fig. 24.1) and briefly described. Once 
the gear parameters are set in terms of a number of teeth, module, angle of pressure and helix, profile shift and geometry 
of the generating rack, the procedure generates the flank geometry and applies to them all the possible micro modifications 
(an example is reported in Fig. 24.2a and b). In such a way, the teeth characteristics are defined, and the stiffnesses of the 

Fig. 24.1 Flowchart of the numerical procedure 

Fig. 24.2 Tooth profile modifications. (a) Tip and root relief. (b) Crowning
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tooth, contact, and gears can be computed. By defining a gearbox layout, the size of shafts, the position of the gear sets and 
the position of bearing, and their connection to the housing, the procedure applies the torque to the input shaft and starts 
computing the deflection of gearbox. A first contact position is selected as the starting point of the meshing evolution. This 
position is first defined according to the static and kinematic gear contact. As no a priori assumptions are made regarding 
the location of the contact point as well as the number of mating tooth pairs, the load and the load sharing among them 
are computed by the procedure in order to evaluate the actual contact point. This methodology considers a Semi-Analytical 
model based on [17] in order to determine the stiffness of the different contacting pairs. By taking into account, in a simplified 
finite element model, all the flexibilities involved (shafts, bearing, casing), the contact point is estimated according to the 
actual deformation of the gearbox. In such a way, any possible misalignment due to gearbox flexibilities can be considered, 
and the contact point is more accurate. The non-Hertzian algorithm allows, hence, to evaluate any possible edge or point 
contact due to the non-perfect alignment of the mating gears. The continuously changing curvature of the flanks, the effects 
of the profile modifications, and discontinuities can be solved by means of a numerical rough frictionless non-Hertzian 
contact model. The contact problem is derived according to the Hertz–Signorini–Moreau problem [41, 42, 43]. In particular, 
the proposed contact model has been implemented following the elastic half-space theory and hence implies that in any 
transverse section a plane state of deformations is respected. Side and tip mirroring corrections are introduced to relieve the 
stresses on the free surfaces of the finite-length bodies in contact allowing accurate representation of the varying curvature 
and discontinuities of the flanks. Such methodology allows us to take into account any possible Tooth Profile Modifications 
(TPMs). The entire process is iterative and the procedure stops when the force gap with the previously computed force is 
within a certain tolerance. Then, a new contact point in the mesh cycle is investigated. When all the selected points in which 
the pitch is divided are investigated, the procedure ends. 

24.2.1 Misalignment Evaluation 

The misalignment can be due to the manufacturing process or to the elastic deformation of the gearbox components. The 
proposed methodology is capable to consider both. Since the misalignment due to the elastic deformation is the most 
important in the design phase, in this chapter, only this effect is considered. If manufacturing errors are known, but usually 
in the design phase they are not, the imposed displacement can be taking into account directly adding to the computed 
displacement. In order to evaluate the misalignment, the compliances of all the elements involved in the gearbox are 
considered. In particular, the shafts are modeled as a Timoshenko beams; the bearings are, at the moment (but in near 
future a nonlinear model will be proposed), depicted as linear springs by means of .12× 12 diagonal matrices and the casing 
is represented by a reduced stiffness matrix according to a model order reduction technique starting from the actual CAD 
model and the consequent FE model. All those elements are assembled, together with the gears in a finite element model, 
which is solved by applying the constraints and load conditions. In such a way, the 3D displacement of the gear pair is 
evaluated as the deformation of the shafts where gears are mounted and that value is used to move the position of the gear 
center, thus altering the position of the contacting flanks in an Oxyz Cartesian reference frame. After this static calculation 
and the application of the so computed displacement to the positions of the gears, the calculation of the Static Transmission 
Error is performed as previously described. 

24.2.2 Gear Stiffness 

According to the procedure depicted in [44], in the proposed methodology it is possible to take into account also the 
flexibility of the gear body. In particular, a shaft is connected to the connection points on the casing by means of the bearing 
matrices and to the other shafts by means of the gears. The gear connection can be described according to gear theory [45]. 
Two notable points can be defined: . T1, the tangent point between the Line Of Action (LOA) and the base circle of the gear, 
and C, the pitch point. As shown in Fig. 24.3, a rigid link is created between the node . T1 and the C node, in order to guarantee 
connection and motion along the line of action. The gear body can be inserted as a reduced matrix in between the previously 
identified nodes, and in particular the reduced matrix has a node for the connection to the shaft and a node to the connection 
to the rigid link in T1. The same reasoning is made for the mating gear, and in the common C point, the stiffness depicting 
the teeth behavior is placed.
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Fig. 24.3 Scheme for links between shafts that depicts the gear set 

24.2.3 Dynamic Solution 

As presented in [44], the previously assembled stiffness matrix is coupled with a coherent mass matrix that depicts the inertia 
properties of the gearbox, and by means of a Newmark integration scheme, the time evolution of the system is evaluated. The 
particular scheme adopted takes into account the actual value of the meshing stiffness on the basis of the previous integration 
step force and mesh position. In such a way, the integration algorithm is capable to follow the variation of stiffness due to 
the nonlinear contact problem, and it formally becomes a nonlinear integration scheme. Using this approach, it is possible to 
compute the time evolution considering a varying mesh stiffness and indeed the variation of the torque input. 

24.3 Results and Discussion 

In this paragraph, a gearbox with three shafts and an idle gear is considered. Results are obtained by means of two different 
models: one that only considers the teeth flexibilities and one with all the elements considered as flexible. A particular 
attention is paid to the comparison of the dynamic answer of the gearbox. The tested gearbox is shown in Fig. 24.4, and the 
data are listed in Table 24.1. The input gear (Z1) is supported by a shaft with a complex geometry due to the presence of 
spline coupling and 5 bearings. The input torque is equal to 100 Nm, and it is directed as depicted in Fig. 24.4. The idle gear 
(Z2) is a simple disk that is supported by two bearings, and the output gear (Z3) has a short shaft and it is supported by two 
bearings. In such a model, the casing is not considered, and only shafts and bearing flexibilities are introduced. In particular, 
the stiffness of the bearing is set according to Table 24.2. Bearings with axial stiffness are considered as hinges, and the 
others are considered as support. The stiffnesses of the shafts are computed according to the actual geometrical properties 
and setting a Young modulus of 200 GPa and a density of 7800 kg/m. 3. 

Two analyses are conducted: the first just considering only the teeth flexibilities and the second integrating the compliances 
of the shafts and bearings. In the following, the comparison of the results of the two models is reported. The first comparison 
is conducted on the Static Transmission Error (STE), and in Fig. 24.5, the STE of the first stage of the gearbox is presented. 
In Fig. 24.6, the same result is shown for the second stage. The short shafts for second and third gears give a high stiffness 
to the system, so great differences cannot be highlighted in the two STEs. In particular, the shape is quite similar, but the 
harmonic content is higher for the second case as will be evident later. 

In Figs. 24.7 and 24.8, the contact patches of the two engagement are shown. It is not evident a great change because 
shafts are short and so they are stiff enough to guide the contact in a proper way. In any case, some differences in the shape 
of the contact and values of pressure can be highlighted; in particular, a little reduction of the pressure values can be seen in 
the second stage.
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Fig. 24.4 Image of the gearbox model 

Table 24.1 Mating gear main 
parameters 

Quantity Name Units 

Input gear Number of teeth Z1 61 

Idle gear Number of teeth Z2 51 

Output gear Number of teeth Z2 53 

All the gear Module 2.54 mm 

All the gear Pressure angle 20 . ◦

All the gear Helix angle 20 . ◦

All the gear Face width 20 mm 

All the gear Reference rack ISO 53/A 

Table 24.2 Bearing stiffness Name Radial (N/mm) Axial (N/mm) 

B1 245,000 0 

B2 280,000 171,000 

B3 250,000 0 

B4 250,000 0 

B5 250,000 0 

B6 380,000 0 

B7 180,000 80,000 

B8 223,000 0 

B9 250,000 390,000
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Fig. 24.5 STE of the first stage, 
comparison between the two 
models 

Fig. 24.6 STE of the second 
stage, comparison between the 
two models 

Fig. 24.7 Contact patch of the Z1/Z2 engagement @100 Nm. (a) With only tooth flexibility. (b) With tooth, bearing and shafts flexibilities
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Fig. 24.8 Contact patch of the Z2/Z3 engagement @100 Nm. (a) With only tooth flexibility. (b) With tooth, bearing and shafts flexibilities 

Fig. 24.9 Comparison between the dynamic overload on the bearing . n′7 in the three directions predicted for the two different models 

In Figs. 24.9 and 24.10, the dynamic overload on bearings is highlighted. In particular, the increment of load on bearing 
can be really important in the region of 1500 RPM. Thanks to an industrial partner, the data obtained are compared with 
experimental results revealing a good agreement.
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Fig. 24.10 Comparison between the dynamic overload on the bearing . n′9 in the three directions predicted for the two different models 

24.4 Conclusion 

In the present chapter, flexibility of shafts and bearing were considered in order to highlight the effect of the compliance 
of those components. The flexibility of the components emphasizes the misalignment effect on the contact patch and STE. 
In particular, a greater influence of the flexibilities on the dynamic overloads is underlined. For that reason, it is really 
important to take into account all the flexibilities involved in the gearbox. At the moment, this is quite complicated because 
the traditional strategies are long to set and computationally heavy to solve. A quick and efficient strategy for modeling the 
dynamic behavior is here used, and it proves to be effective to forecast the dynamic overloads in gearboxes. In such a way, 
during the design phase, accurate checks on possible dynamic overload can be performed, speeding up the time to market 
and achieving more reliable solutions. 
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Chapter 25 
Experimental Modal Analysis and Operational Deflection Shape 
Analysis of a Cantilever Plate in a Wind Tunnel with Finite 
Element Model Verification 

David T. Will and Weidong Zhu 

Abstract Experimental methods are used across all engineering domains to study a system’s response to some specified 
input or forcing function. This work explores the response of a structural member in a wind tunnel containing a cantilever 
plate attached to a cylinder, under an impact excitation. The computer-aided design (CAD) model and finite element analysis 
(FEA) modal simulation of the experimental setup are introduced. Two experimental techniques used in this research are 
discussed – an accelerometer-based experimental modal analysis (EMA) method and a non-contact, full-field digital image 
correlation (DIC) operational deflection shape (ODS) analysis method. The FEA and experimental results of the first five 
mode shapes and natural frequencies of the cantilever plate are presented and compared. The modal assurance criterion 
(MAC) between FEA-based mode shapes and EMA-based mode shapes is at least 0.935 for each mode. Absolute values of 
percent errors between EMA-based and FEA-based natural frequency results are less than 5% for each mode, while absolute 
values of percent errors between ODS analysis and FEA-based natural frequency results are less than 11% for each natural 
frequency. When comparing the EMA method with the ODS analysis method, there is less than 2% difference between each 
mode’s natural frequency. 

Keywords Modal analysis · Cantilever plate · Wind tunnel 

25.1 Introduction 

Cantilever plates, or flexible splitter plates, have been proposed for use as passive noise-reduction and vibration suppression 
devices in aerodynamic and hydrodynamic flow fields, as they act to disrupt natural vortex shedding that occurs behind bluff 
bodies immersed in flow fields [1–3]. Flexible splitter plates have also been used to model biological applications such as 
a soft palate vibrating within the pharynx of a human airway, which is known to cause snoring and sleep apnea [4]. Other 
applications include energy harvesting [5] and flexible membrane wings for greater aerodynamic efficiency in micro-air-
vehicle flight [6]. These diverse fluid-structure interaction (FSI) applications inspire the need to study various measurement 
and analysis techniques for cantilever plate vibration. 

In the analysis of vibration of rectangular plates, it is well known that the differential equation describing the motion of a 
plate cannot be solved directly for most boundary condition cases [7, 8]. In the system of eight boundary condition equations 
with eight unknown coefficients, the determinant of the eight-by-eight matrix of boundary condition terms is equal to zero. 
Thus, the matrix of boundary condition terms has linearly dependent rows or columns, and there are no unique solutions 
for the unknown coefficients. To overcome this issue, several approaches to solving for approximate solutions of rectangular 
cantilever plates have been developed, including variational methods, such as the Rayleigh-Ritz method, Galerkin’s method, 
and Vlasov’s method, and finite element methods [9]. Warburton [10] used the Rayleigh-Ritz method to calculate frequency 
equation coefficients for every combination of boundary conditions of a rectangular plate. This allows for an approximation 
of mode frequencies and subsequent prediction of the displacement at any point on the plate under free vibration. Leissa [11] 
compiled a survey of literature on analytical and numerical solutions for vibrations of plates, including circular, rectangular, 
and anisotropic plates, and plates of variable thicknesses. With modern computers, analysis is usually performed with finite 
element methods using commercially available software such as Nastran, ANSYS, and Abaqus. 
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Methods of EMA have evolved from contact-based impact hammer [12] or shaker excitation [13] and accelerometer 
response measurement [14], to non-contact speaker excitation [15] and laser vibrometer [16], photogrammetry [17], or 
DIC response measurement [15], to any combination of these excitation and response measurement techniques. Gülbahçe 
and Çelik [18] developed a roving shaker, fixed accelerometer approach to plate excitation and response measurement and 
found that this approach had higher correlation to FEA results than the roving hammer technique. Improvements in modal 
parameter estimation have also been made, with the PolyMAX algorithm [19] developed by LMS International, now acquired 
by Siemens, considered to be a high-performance algorithm in terms of producing clear stabilization diagrams, accurate 
results, and computational efficiency [18]. Whalen et al. [20] used non-contact photogrammetry to investigate FSI between 
hypersonic flow and a plate clamped on all sides. Among other interesting findings, the researchers noted mode shapes 
correlated well with expected results from the classical plate theory, but natural frequencies shifted with changes in the 
shock-wave/boundary-layer interaction intensity due to subsequent temperature changes in the plate. As the cost of high-
speed cameras continues to decrease, more DIC-based ODS analysis research becomes available. Yu and Pan developed a 
lower-cost DIC technique that used a single high-speed camera with four mirrors for viewing a test object via two separate 
optical paths [21], and they successfully demonstrated the single-camera DIC technique on a rotating structure [22]. Xie et 
al. [23] studied the vibration of a flexible splitter plate behind a cylinder in a wind tunnel using single-camera high-speed 
stereo-DIC. Warren et al. [12] compared frequency response functions (FRFs) of a cantilever plate captured using DIC, three-
dimensional (3D) point tracking, 3D laser vibrometer, and accelerometer measurements. Results showed high correlation to 
an FEA-based modal analysis. More recently, Frankovský et al. [24] developed an application module for DIC that generates 
FRFs of a structure using excitation data from an impact hammer, and response data collected from high-speed cameras. This 
application module allowed for estimation of modal parameters of the structure, such as natural frequencies, mode shapes, 
and damping values. 

In this work, the design of the experimental test structure will be introduced, including its CAD model, finite element 
model (FEM), and FEA simulation setup. Then, the EMA experimental setup and testing in the wind tunnel will be discussed, 
followed by the ODS analysis experimental setup and testing. Next, the EMA and FEA results and analysis will be presented, 
followed by the ODS analysis and FEA results analysis. The EMA and ODS analysis results will be presented and compared. 
Finally, a discussion on the presence of a 608.262 Hz peak in the EMA FRF curve fit plot and ODS analysis fast Fourier 
transform (FFT) plot will be presented. 

25.2 Background 

25.2.1 Design, Modeling, and Simulation 

The design for the experimental setup was developed using Siemens NX CAD software, given size constraints for the 
experiment in an AEROLAB Educational Wind Tunnel whose test section was 304.8 mm wide and 304.8 mm tall, and 
whose length was 609.6 mm long. Mounting provisions inside the test section were limited, and the surrounding structure 
was not perfectly rigid, and the boundary conditions in the wind tunnel were imperfect. A 152.4 mm tall, 152.4 mm wide, 
and 2.54 mm thick aluminum 2024-T3 cantilever plate clamped between two 6061-T6 half-cylinders with a diameter of 
31.75 mm was modeled. One half-cylinder was threaded, and the other half-cylinder had counterbored thru-holes to allow 
300-series stainless steel fasteners to pass through the plate and provide clamping forces to the plate. After assembly, the 
exposed plate surface was 152.4 mm tall and 128.5875 mm wide. Upper and lower brackets were modeled to securely fasten 
the cylinder to the test section. At the lower boundary condition, an aluminum 6061-T6 rectangular bracket, 12.7 mm tall, 
43.307 mm wide, and 93.0148 mm long, with counterbored thru-holes allowed for fastening the two half-cylinders to the 
bracket with 300-series stainless steel fasteners, which was then fastened to the base of the test section with 300-series 
stainless steel fasteners. At the upper boundary condition, a 44.45 mm tall, 44.45 mm wide, and 596.9 mm long aluminum 
6061-T6 angle bracket with thru-holes allowed for fastening the two half-cylinders to the bracket with 300-series stainless 
steel fasteners, which was then fastened to the top of the test section with 300-series stainless steel fasteners. For the EMA 
scenario, accelerometers were added to the structure model to account for their masses, while in the ODS analysis scenario, 
the accelerometers were removed from the structure model. The presence of accelerometers in the EMA scenario allowed for 
model updating of the FEA by slightly tuning the accelerometer model masses to account for masses from the accelerometer 
cables and adhesive wax. The CAD model of the experimental setup is shown in Fig. 25.1. A simplified model of the 
experimental setup was developed, which eliminated the upper and lower mounting brackets, as shown in Fig. 25.2. 

A simplified FEA-based modal analysis of a cantilever plate, with perfect fixed-free-free-free boundary conditions, 
mounted to a cylinder with perfect fixed-fixed boundary conditions, was performed to model the simplified structure using the
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Fig. 25.1 CAD model of the experimental setup that includes the cantilever plate, two half-cylinders, upper- and lower-cylinder mounting brackets, 
and fastening hardware 

Fig. 25.2 CAD model of the 
simplified experimental setup that 
includes the cantilever plate, two 
half-cylinders, and fastening 
hardware 

Siemens NX Pre/Post application FEA software. A 3D tetrahedral mesh with a 2.54 mm element edge length was generated 
for each individual FEM part, including the cantilever plate, two half-cylinders, and fastening hardware. The surface-to-
surface gluing simulation object type was used to mate all simulation parts in the analysis. Figure 25.3 shows the simplified 
CAD model, FEM with meshing, and simulation model of the cylinder with fixed-fixed boundary conditions and surface-
to-surface gluing of the two half-cylinders with the plate. The simulation was run, and the first five modes of the simplified 
structure were captured. 

25.2.2 EMA Experimental Setup 

All experimental setup parts were machined per the design and assembled using common tools. Then, the finished structure 
was installed into the AEROLAB Educational Wind Tunnel using common tools. The upper- and lower-cylinder boundary
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Fig. 25.3 From left to right: (a) the CAD model of the simplified experimental setup, (b) its FEM with tetrahedral meshing, and (c) its simulation 
model showing fixed-fixed cylinder boundary conditions and the surface-to-surface gluing simulation object 

Fig. 25.4 Experimental setup in the lab. From left to right: (a) the impact side of the cantilever plate, (b) the accelerometer side of the cantilever 
plate, (c) a close-up view of three of the accelerometers – one attached to the lower boundary condition, one attached to the cylinder, and one 
attached to the cantilever plate, (d) a close-up view of the fourth accelerometer attached to the upper boundary condition 

conditions were not considered perfectly fixed due to the imperfect rigidity and relatively low mass of the surrounding 
composite wind tunnel structure to which the cylinder and its mounting brackets were fastened. To gain a complete 
understanding of the structure’s natural frequencies and mode shapes, one PCB Piezotronics, Inc. 352C66 accelerometer 
was placed on each component of the structure. The experimental setup installed in the wind tunnel and with accelerometers 
attached for EMA testing is shown in Fig. 25.4. 

EMA testing was performed using an LMS SCADAS III (SC-316W), a PCB Piezotronics, Inc. modally tuned impact 
hammer (086C01) with nylon tip, a quantity of four PCB Piezotronics, Inc. accelerometers (352C66), a quantity of four PCB 
Piezotronics, Inc. adhesive mounting bases (080A15), adhesive wax (080A109), and Siemens Testlab 18.2 software. Several 
components of the test equipment are shown in Fig. 25.5. 

A roving hammer test was performed by using a total of 37 impact locations, or nodes, for the EMA testing – 25 on the 
cantilever plate, 4 on the cylinder, 5 on the upper boundary condition, and 3 on the lower boundary condition. Each node was 
impacted three times to compute an average of three FRFs, for a total of 111 hammer impacts on the structure. The nodes 
and accelerometer locations on the structure are shown in Fig. 25.6. Previous testing revealed that the roving accelerometer
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Fig. 25.5 Test equipment used in EMA testing including an LMS SCADAS III (SC-316W) and a PCB Piezotronics, Inc. modally tuned impact 
hammer (086C01). The four PCB Piezotronics, Inc. accelerometers (352C66) and PCB Piezotronics, Inc. modally tuned impact hammer are 
plugged into the front-end of the SCADAS III. The blue RJ45 Ethernet cable plugs directly into a computer running Siemens Testlab 18.2 software 

technique resulted in poor results due to changes in mass loading between hammer impacts on the relatively thin cantilever 
plate. The Siemens Testlab 18.2 impact settings were chosen using the software’s suggested values based on several test 
impacts. The Testlab settings used are given in Table 25.1. 

25.2.3 ODS Analysis Experimental Setup 

An ODS analysis of the cantilever plate was performed using a Correlated Solutions, Inc. DIC system, a non-contact optical 
measurement tool using stereo high-speed digital cameras that track speckle patterns on an object’s surface. The equipment 
used was two Phantom V2640 high-speed cameras with Tokina 100 mm lenses mounted on a Moog tripod, two HEDLER 
light-emitting diode (LED) lamps, a computer with Advanced Micro Devices, Inc. 3970x Threadripper central processing 
unit, 128 GB Double Data Rate 4 memory, 1 TB solid-state drive, 8 TB hard disk drive, and VIC-3D software. The cantilever 
plate was prepared for ODS analysis testing by application of a thin coat of flat white paint followed by a speckle pattern 
using an ink stamp. The speckled cantilever plate is shown in Fig. 25.7, and the experimental setup with DIC equipment 
is shown in Fig. 25.8. A PCB Piezotronics, Inc. modally tuned impact hammer (086C01) was used to impact the cantilever 
plate one time on the side opposite the speckled surface, as shown in Fig. 25.7, while the high-speed digital cameras recorded
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Fig. 25.6 Siemens Testlab 18.2 test geometry showing all roving hammer impact nodes on the cantilever plate, cylinder, and upper and lower 
boundary conditions. Accelerometers were placed at the circled nodes on the far side of the structure 

Table 25.1 Siemens Testlab 
18.2 “Impact Setup” menu test 
settings 

Setting Value 

Input range 2 V  
Trigger level 0.080 V 
Pre-trigger 0.0025 s 
Span 2500 Hz 
Spectral lines 1600 
Acquisition time 0.64 s 
Resolution 1.56 Hz 
Input exponential window 100% (no windowing) 
Response exponential window 100% (no windowing) 

at 5000 frames per second. Note that the DIC system was not able to measure excitation force from the impact hammer as a 
standalone system. Therefore, FRFs could not be generated and modal parameters such as mode shapes and damping were 
not estimated. However, natural frequencies were estimated by performing an FFT on the displacement versus time data, 
velocity versus time data, and acceleration versus time data captured by the DIC system. 

25.3 Results and Analysis 

25.3.1 EMA and FEA Results 

After completion of the roving hammer test, Siemens Testlab 18.2 software’s PolyMAX algorithm calculated a curve fit 
of the captured FRFs and the first five cantilever plate modes were selected, as shown in Fig. 25.9. A simplified case was 
considered in the EMA results where only the modes of the cantilever plate were considered. Any mode shapes that did not 
primarily involve vibration of the cantilever plate were ignored. The first five measured cantilever plate mode shapes from 
EMA testing are shown in Fig. 25.10. The Siemens Testlab 18.2 modal data was exported to Siemens NX where the test
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Fig. 25.7 The cantilever plate after application of a thin coat of flat white paint and subsequent ink stamp speckle pattern. The hammer impact 
occurred at the circled location on the far side of the cantilever plate 

Fig. 25.8 The DIC test equipment used in ODS analysis testing in the laboratory, including two Phantom V2640 high-speed digital cameras, and 
two HEDLER LED lamps. The cantilever plate and cylinder can be seen mounted in the wind tunnel test section 

geometry was overlaid with the FEA simulation model, as shown in Fig. 25.11, allowing a direct comparison between the 
EMA-based and FEA-based mode shapes. Figure 25.12 shows a side-by-side comparison of the first five cantilever plate 
modes as captured by EMA testing and FEA results. 

Table 25.2 presents the first five natural frequencies of the cantilever plate, as captured by the EMA and FEA results. The 
absolute values of the percent errors between the EMA and FEA results are less than 5% for each mode and the average 
percent error of the absolute values over the first five cantilever plate modes is 2.065%. Furthermore, a MAC analysis
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Fig. 25.9 The FRF curve fitting and stabilization diagram using the Siemens Testlab 18.2 PolyMAX algorithm. Only the first five cantilever plate 
modes were selected for analysis 

Fig. 25.10 The first five cantilever plate mode shapes captured from EMA using Siemens Testlab 18.2 

was performed which determines how well the FEA-based mode shapes correlate with the EMA-based mode shapes. FEA 
modes that are compared with their corresponding EMA modes (diagonal) should be close to one, while FEA modes that are 
compared with differing EMA modes (off-diagonal) should be close to zero. The MAC numbers on the diagonal are at least 
0.935, meaning the FEA results correlate very well with the EMA results. The largest off-diagonal term is 0.167, meaning 
that the FEA modes compared with differing EMA modes do not correlate well, as expected. The MAC data is presented in 
tabular form in Table 25.3 and in graphical form in Fig. 25.13.
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Fig. 25.11 The simulation 
model of the simplified 
experimental setup with overlaid 
Siemens Testlab 18.2 test 
geometry. The Siemens Testlab 
18.2 test geometry is given by the 
5 × 5 grid on the cantilever plate  

Fig. 25.12 The EMA-based mode shapes (left) as imported from Siemens Testlab 18.2 into Siemens NX and FEA-based mode shapes (right) for 
the first five cantilever plate modes 

Table 25.2 The first five natural 
frequencies of the cantilever plate 
determined by EMA and FEA. 
The percent errors are reported 
with the EMA test data taken as 
the reference frequencies 

Mode 
EMA (Reference) 
(Hz) FEA (Hz) Percent error (%) 

1 116.333 118.865 2.177 
2 266.597 265.814 −0.294 
3 715.333 681.647 −4.709 
4 814.372 799.453 −1.832 
5 984.343 997.283 1.315 

Table 25.3 MAC correlation 
metrics between EMA test data 
and FEA results for the first five 
cantilever plate modes 

����FEA 
EMA 

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 

Mode 1 0.996 0.002 0.007 0.118 0.009 
Mode 2 0.013 0.994 0.000 0.009 0.050 
Mode 3 0.023 0.011 0.935 0.032 0.000 
Mode 4 0.080 0.003 0.167 0.976 0.001 
Mode 5 0.022 0.006 0.001 0.012 0.955
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Fig. 25.13 MAC between EMA test data and FEA results for the first five cantilever plate modes 

25.3.2 ODS Analysis and FEA Results 

After completion of the single impact test with DIC, the Correlated Solutions, Inc. VIC-3D software performed an FFT 
of the time-series data and generated the acceleration versus frequency plot shown in Fig. 25.14. The first five cantilever 
plate ODSs were selected from the FFT plot using the peak-picking method. Again, a simplified case was considered in the 
ODS analysis results where only the ODSs of the cantilever plate were considered. Any ODSs that did not primarily involve 
vibration of the cantilever plate were ignored. The first five measured cantilever plate ODSs are shown in Fig. 25.15, and 
they match very well with the EMA-based mode shapes and the FEA-based mode shapes shown in Figs. 25.10 and 25.12. 
Also as expected, the shape of the ODS analysis FFT plot of acceleration versus frequency in Fig. 25.14 agrees well with the 
Siemens Testlab 18.2 FRF curve fit and stabilization diagram given in Fig. 25.9. 

Table 25.4 presents the first five natural frequencies of the cantilever plate, as captured by the ODS analysis and FEA 
results. Note that the FEA natural frequencies in Table 25.4 are higher than the FEA natural frequencies in Table 25.2 
because of the removal of the accelerometer masses from the FEA model for the DIC test scenario. The absolute values of 
the percent errors between the ODS analysis and FEA results are less than 11% for each natural frequency and the average 
percent error of the absolute values over the first five cantilever plate natural frequencies is 4.444%. Although the first natural 
frequency percent error of 10.801% is relatively large, the first natural frequency error is only 12.640 Hz. 

25.3.3 EMA and ODS Analysis Results 

Table 25.5 presents the first five natural frequencies of the cantilever plate, as captured by the EMA and ODS analysis 
results. The percent differences between the EMA and ODS analysis results are less than 2% for each natural frequency and
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Fig. 25.14 The acceleration versus frequency plot of the cantilever plate captured using DIC. The frequencies at the peaks indicate the cantilever 
plate’s natural frequencies 

Fig. 25.15 The ODSs for the first five cantilever plate natural frequencies captured using DIC
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Table 25.4 The first five natural 
frequencies of the cantilever plate 
determined by ODS analysis and 
FEA. The percent errors are 
reported with the ODS analysis 
test data taken as the reference 
frequencies 

Natural 
frequencies 

ODS 
(Reference) (Hz) FEA (Hz) 

Percent 
error (%) 

1 117.021 129.661 10.801 
2 269.504 278.225 3.236 
3 719.858 727.488 1.060 
4 817.243 828.523 1.380 
5 999.523 1056.9 5.740 

Table 25.5 The first five natural 
frequencies of the cantilever plate 
determined by EMA and ODS 
analysis and their percent 
differences 

Natural 
frequencies EMA (Hz) 

ODS analysis 
(Hz) 

Percent 
difference (%) 

1 116.333 117.021 0.590 
2 266.597 269.504 1.084 
3 715.333 719.858 0.631 
4 814.372 817.243 0.352 
5 984.343 999.523 1.530 

Fig. 25.16 The mode shape at 608.262 Hz involved vibration of the complete structure, including the cylinder, the upper mounting bracket, and 
the cantilever plate. Note the large deflections in the upper mounting bracket and cylinder 

the average percent difference over the first five cantilever plate natural frequencies is 0.837%. The ODS analysis natural 
frequencies are greater than the EMA-based natural frequencies because of the removal of the accelerometers from the 
experimental setup for the DIC test scenario. As the mass of a system decreases, the natural frequency of the system increases 
per the natural frequency equation [8] given in Eq. (25.1), where ωn is the natural frequency of a mass-spring system, k is 
the system’s spring constant, and m is the system’s mass. 

.ωn =
√

k

m
(25.1) 

25.3.4 608.262 Hz Peak 

The small peak at 608.262 Hz in Fig. 25.9 and the small peak at 608.262 Hz in Fig. 25.14 were a mode shape and ODS, 
respectively, involving the entire experimental setup, including the cylinder, upper mounting bracket, and cantilever plate. 
As shown by the EMA-based mode shape in Fig. 25.16, the cylinder and upper mounting bracket had large deflections at 
608.262 Hz, and therefore the EMA-based mode shape was not primarily a cantilever plate mode. 

Additionally, this 608.262 Hz mode was seen to have a large influence from the upper boundary condition and cylinder 
where they have large peaks at 608.262 Hz, as shown by their EMA-based FRFs in Fig. 25.17. Due to the large FRF 
influence from the upper boundary and cylinder, as well as the large deflections, the 608.262 Hz mode shape and ODS were 
not considered in the analysis results.
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Fig. 25.17 The FRFs at the lower mounting bracket (green), upper mounting bracket (blue), cylinder (red), and cantilever plate (pink) for a 
hammer impact on the cantilever plate 

25.4 Conclusion 

The purpose of this work was to employ experimental techniques on a cantilever plate by performing EMA and ODS analysis 
methods in the lab. A CAD model of the experimental setup was first introduced, followed by a simplified model of the fixed-
fixed cylinder with cantilever plate. The FEM and simulation setup were discussed, including mesh parameters and boundary 
conditions. Then, the experimental setup in the lab was introduced, including impact hammer and accelerometer equipment 
as well as the DIC system. The results and analysis using each experimental method were presented and compared to the FEA 
results. The absolute values of the percent errors between the EMA-based and FEA-based results were less than 5% for each 
mode’s natural frequency. The MAC between EMA-based modes and FEA-based modes were at least 0.935 on the diagonal 
for each mode. For the ODS method, the absolute values of the percent errors between the ODS analysis and FEA-based 
results were less than 11% for each natural frequency. The EMA and ODS analysis results were also compared, and there 
was less than a 2% difference between each corresponding natural frequency. Finally, a brief discussion on a structure mode 
at 608.262 Hz involving the cylinder, the upper mounting bracket, and the cantilever plate, and why it was not considered in 
the analysis results was provided. 

Acknowledgments The authors would like to thank the Siemens team for their guidance and technical support throughout the completion of this 
work, including Frank Poradek, Chris Sensor, Peter Schaldenbrand, Scott Beebe, Ramana Kappagantu, and Kin Hong. The authors would also like 
to thank Micah Simonsen and Alistair Tofts of Correlated Solutions, Inc. for their training and technical assistance with DIC testing. 

References 

1. Wu, J., Shu, C., Zhao, N.: Numerical study of flow control via the interaction between a circular cylinder and a flexible plate. J. Fluids Struct. 
49, 594–613 (2014)



216 D. T. Will and W. Zhu

2. Duan, F., Wang, J.: Fluid–structure–sound interaction in noise reduction of a circular cylinder with flexible splitter plate. J. Fluid Mech. 920, 
A6, 1–A6,44 (2021) 

3. Oruç, V.: Strategies for the applications of flow control downstream of a bluff body. Flow Meas. Instrum. 53, 204–214 (2016) 
4. Balint, T.S., Lucey, A.D.: Instability of a cantilevered flexible plate in viscous channel flow. J. Fluids Struct. 20(7), 893–912 (2005) 
5. Yu, Y., Liu, Y.: Flapping dynamics of a piezoelectric membrane behind a circular cylinder. J. Fluids Struct. 55, 347–363 (2015) 
6. Bleischwitz, R., de Kat, R., Ganapathisubramani, B.: Aeromechanics of membrane and rigid wings in and out of ground-effect at moderate 

Reynolds Numbers. J. Fluids Struct. 62, 318–331 (2016) 
7. Meirovitch, L.: Vibration of plates. In: Principles and Techniques of Vibrations, pp. 451–457. Prentice-Hall, Inc, Upper Saddle River (1997) 
8. Inman, D.J.: Vibration of membranes and plates. In: Engineering Vibration, pp. 556–562. Pearson India Education Services Pvt. Ltd (2014) 
9. Szilard, R.: Theories and Applications of Plate Analysis: Classical, Numerical and Engineering Methods. Wiley, Hoboken (2004) 

10. Warburton, G.B.: The vibration of rectangular plates. Proc. Inst. Mech. Eng. 168(1), 371–384 (1954) 
11. Leissa, A.W.: The free vibration of rectangular plates. J. Sound Vib. 31(3), 257–293 (1973) 
12. Warren, C., Niezrecki, C., Avitabile, P., Pingle, P.: Comparison of FRF measurements and mode shapes determined using optically image 

based, laser, and accelerometer measurements. Mech. Syst. Signal Process. 25(6), 2191–2202 (2011) 
13. Kalybek, M., Bocian, M., Pakos, W., Grosel, J., Nikitas, N.: Performance of camera-based vibration monitoring systems in input-output modal 

identification using shaker excitation. Remote Sens. 13(17), 3471 (2021) 
14. Ewins, D.J.: Modal Testing: Theory, Practice and Application, 2nd edn. Research Studies Press Ltd., Baldock, Hertfordshire (2000) 
15. Hu, Y., Guo, W., Zhu, W., Xu, Y.: Local damage detection of membranes based on Bayesian operational modal analysis and three-dimensional 

digital image correlation. Mech. Syst. Signal Process. 131, 633–648 (2019) 
16. Xu, Y.F., Chen, D.-M., Zhu, W.D.: Damage identification of beam structures using free response shapes obtained by use of a continuously 

scanning laser Doppler vibrometer system. Mech. Syst. Signal Process. 92, 226–247 (2017) 
17. Gwashavanhu, B., Oberholster, A.J., Heyns, P.S.: Rotating blade vibration analysis using photogrammetry and tracking laser Doppler 

vibrometry. Mech. Syst. Signal Process. 76–77, 174–186 (2016) 
18. Gülbahçe, E., Çelik, M.: Experimental modal analysis for the plate structures with roving inertial shaker method approach. J. Low Freq. Noise 

Vib. Active Control. 41(1), 27–40 (Sep. 2021) 
19. Peeters, B., Van der Auweraer, H., Guillaume, P., Leuridan, J.: The Polymax frequency-domain method: a new standard for modal parameter 

estimation? Shock. Vib. 11(3–4), 395–409 (2004) 
20. Whalen, T.J., Schöneich, A.G., Laurence, S.J., Sullivan, B.T., Bodony, D.J., Freydin, M., Dowell, E.H., Buck, G.M.: Hypersonic fluid–structure 

interactions in compression corner shock-wave/boundary-layer interaction. AIAA J. 58(9), 4090–4105 (2020) 
21. Yu, L., Pan, B.: Single-camera high-speed stereo-digital image correlation for full-field vibration measurement. Mech. Syst. Signal Process. 

94, 374–383 (2017) 
22. Yu, L., Pan, B.: High-speed stereo-digital image correlation using a single color high-speed camera. Appl. Opt. 57(31), 9257–9269 (2018) 
23. Xie, R., Yu, L., Zhu, W., Pan, B.: Experimental study on flow-induced full-field vibration of a flexible splitter plate behind a cylinder using 

stereo-digital image correlation. J. Vib. Acoust. 143(3) (2020) 
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