
Springer Proceedings in Complexity

Flaminio Squazzoni   Editor

Advances 
in Social 
Simulation
Proceedings of the 17th Social 
Simulation Conference, European Social 
Simulation Association



Springer Proceedings in Complexity



Springer Proceedings in Complexity publishes proceedings from scholarly
meetings on all topics relating to the interdisciplinary studies of complex systems
science. Springerwelcomes book ideas from authors. The series is indexed in Scopus.

Proposals must include the following:

• name, place and date of the scientific meeting
• a link to the committees (local organization, international advisors etc.)
• scientific description of the meeting
• list of invited/plenary speakers
• an estimate of the plannedproceedings bookparameters (number of pages/articles,

requested number of bulk copies, submission deadline)

Submit your proposals to: Hisako.Niko@springer.com

mailto:Hisako.Niko@springer.com


Flaminio Squazzoni
Editor

Advances in Social
Simulation
Proceedings of the 17th Social Simulation
Conference, European Social Simulation
Association



Editor
Flaminio Squazzoni
Dipartimento di Scienze Sociali e Politiche
Università degli Studi di Milano
Milan, Italy

ISSN 2213-8684 ISSN 2213-8692 (electronic)
Springer Proceedings in Complexity
ISBN 978-3-031-34919-5 ISBN 978-3-031-34920-1 (eBook)
https://doi.org/10.1007/978-3-031-34920-1

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Switzerland AG 2023

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-031-34920-1


Committees

SSC2022 Conference Chair

Flaminio Squazzoni, University of Milan, Italy

SSC2022 Local Organizational Staffs

Federico Bianchi, University of Milan, Italy
Marco Cremonini, University of Milan, Italy
Carlo Debernardi, University of Milan, Italy
Francesco Renzini, University of Milan, Italy

Programme Committee

Diana Francisca Adamatti, Universidade Federal do Rio Grande, Brazil
Petra Ahrweiler, Johannes Gutenberg University Mainz, Germany
Fred Amblard, IRIT—University Toulouse 1 Capitole, France
Giulia Andrighetto, CNR, Rome, Italy
Luis Antunes, University of Lisbon, Portugal
David Anzola, Universidad del Rosario, Colombia
Peter Barbrook-Johnson, University of Oxford, United Kingdom
Federico Bianchi, University of Milan, Italy
Mike Bithell, University of Cambridge, United Kingdom
Riccardo Boero, Norwegian Institute for Air Research, Norway
Melania Borit, UiT—The Arctic University of Norway, Norway
Dino Carpentras, University of Limerick, Ireland
Emile Chappin, Technical University of Delft, Netherlands

v



vi Committees

Kevin Chapuis, IRD—Institute of Research for Development, Montpellier, France
Edmund Chattoe-Brown, University of Leicester, United Kingdom
Andrew Crooks, University at Buffalo, United States
Marcin Czupryna, Cracow University of Economics, Poland
Paola D’Orazio, Ruhr University Bochum, Germany
Natalie Davis, Lancaster University, United Kingdom
Tristan de Wildt, Technical University of Delft, Netherlands
Guillaume Deffuant, Cemagref, France
Frank Dignum, Umeå Universitet, Sweden
Alexis Drogoul, IRD—Institute of Research for Development, Vietnam
Bruce Edmonds, Manchester Metropolitan University Business School, United
Kingdom
Joshua M. Epstein, New York University College of Global Public Health, United
States
Andreas Flache, University of Groningen, Netherlands
Christopher Frantz, Norwegian University of Science and Technology, Norway
Simone Gabbriellini, Manent.AI, Italy
Cesar Garcia-Diaz, Pontificia Universidad Javeriana, Colombia
Amineh Ghorbani, Technical University of Delft, Netherlands
Francesca Giardini, University of Groningen, Netherlands
Nigel Gilbert, University of Surrey, United Kingdom
Francisco Grimaldo, Universitat de València, Spain
Rainer Hegselmann, Bayreuth University, Germany
Sebastian Hoffmann, TU Dortmund University, Germany
Gertjan Hofstede, Wageningen University, Netherlands
Sascha Holzhauer, Universität Kassel, Germany
Sylvie Huet, INRAE, France
Luis R. Izquierdo, University of Burgos, Spain
Wander Jager, University of Groningen, Netherlands
Toshiya Kaihara, Kobe University, Japan
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Preface

This book includes the proceedings of the Social Simulation Conference 2022, the
17th annual conference of ESSA—The European Social Simulation Association,
held at the University of Milan, Italy, on 12–16 September 2022. Among the various
initiatives to promote the development of social simulation research, education and
application in Europe, ESSA has organized since 2003 an annual conference that has
become the major international annual event for scholars and practitioners interested
in the latest developments of this interdisciplinary field of research.

Thanks to the support of the Department of Social and Political Sciences of the
University of Milan and the organizational staff of the BehaveLab, the 2022 edition
of the conference attractedmore than 200 participants in a hybrid setting. The confer-
ence included 25 tracks with 145 papers, out of which 46 were selected for publica-
tion in these proceedings. The conference papers were reviewed by the programme
committee members and a group of external reviewers. The authors of these book
chapters have greatly benefited from their feedback and comments and so I would
like to take the opportunity here to express my gratitude to them.

Milan, Italy Flaminio Squazzoni
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Nastasija Grujić BioSense Institute, University of Novi Sad, Novi Sad, Serbia

Saida Hachimi El Idrissi IMI Laboratory, Ibn Zohr University, Agadir, Morocco

Bezza Hafidi IMI Laboratory, Ibn Zohr University, Agadir, Morocco

Lai Kwun Hang Centre for Science and Technology Studies (CWTS), Leiden
University, Leiden, Netherlands

Etzion Harari Rafael—Advanced Defense Systems Ltd., Gazit Institute, Tel-Aviv,
Israel

Cédric Herpson CNRS, Sorbonne Université, Paris, France

George Hodulik Center for Mind and Culture, Boston, MA, USA

Sebastian Hoffmann Technology Studies Group, Faculty of Social Sciences, TU
Dortmund University, Dortmund, Germany

Sascha Holzhauer Section Integrated Energy Systems, University of Kassel,
Kassel, Germany

Arvid Horned Department of Computing Science, Umeå University, Umeå,
Sweden

Jakob Irnich Faculty of Technology Policy and Management, Delft University of
Technology, Jaffalaan 5, 2628 BX Delft, The Netherlands

Lukas Jansen Section Integrated Energy Systems, University of Kassel, Kassel,
Germany

Norman L. Johnson Referentia Systems, Honolulu, HI, USA

Georg Jäger University of Graz, Graz, Austria;
Institute of Environmental Systems Sciences, Graz, Austria

Toshiya Kaihara Graduate School of System Informatics, Kobe University, Kobe,
Hyogo, Japan

František Kalvas University of West Bohemia, Plzeň, Czech Republic
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The New Frontiers of Social Simulation
in the Data Science Era: An Introduction
to the Proceedings

Francesco Renzini, Carlo Debernardi, Federico Bianchi, Marco Cremonini,
and Flaminio Squazzoni

Abstract This chapter introduces the proceedings of the Social Simulation Con-
ference 2022 by providing a brief overview of the impact of social simulation in
various research areas. By focusing on the key role of agent-based modeling, we
argue that social simulation has a unique position in the wider data science area.
This is because it can enrich the predominantly inductive, data-driven, pattern ori-
ented approach of computational social science with deductive, hypothesis-driven,
explanatory, mechanism-detection models. Furthermore, social simulation can also
work in areas and for contexts where data is not available, experiments cannot be
performed or inwhich scenario exploration is paramount.Wewould also like to focus
on areas and aspects where methodological improvement and cross-methodological
integration are required to enhance the potential of social simulation in various com-
munities. In the final section, we introduce the structure and sections of the proceed-
ings.
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1 The Computational Social Science Landscape

Recently, there has been increased academic recognition of social simulation in
various research areas indicating a relatively coherent interdisciplinary field, where
similar modeling frameworks and tools are used to study complex social dynamics
andprocesses [64]. This is testifiedby the number of reviewson the use of agent-based
models recently published in Economics [3], Management [71], and Epidemiology
and PublicHealth [37, 68]. There has been a specific focus also on the recent COVID-
19 pandemic [43], and reviews in Ecology [33], Political Science [13], Sociology
[25], Criminology [34], as well as in fields such as opinion dynamics and social
influence [26], social identity [59], peer review [25], land use [47], urban residential
patterns [36], and socio-environmental systems [19].

Besides testifying to the general interest towards social simulation models, these
overviews on the state-of-the-art have identified certain common strengths of this
type of research in response to various domain-specific traditions, priorities, and
challenges. First, by considering agent and rule heterogeneity, agent-based models
have allowed us to explore the underlying mechanisms of non-linear, emergent, and
complex dynamics overcoming certain empirically implausible assumptions required
by conventional mathematical models to ensure analytical tractability [24, 31, 61].
For instance, in Economics and Finance, relaxing the typical assumptions of market
equilibrium, representative agents and rational expectations was pivotal to examine
certain empirical puzzles not appropriately explained by conventional models, such
as business cycle fluctuations [14], bankruptcy avalanches [15], and the underlying
mechanisms behind financial crises [7], including the role of housing markets as
determinants of financial instability and contagion [28].

In order to show the importance of heterogeneity also for macroeconomic fore-
casting, Poledna and Miess developed a calibrated computational model with a pop-
ulation of a million heterogeneous agents [50]. Their results have competed with
standard modelling techniques employed by economic institutions. Furthermore, by
considering heterogeneously mixed populations, epidemiologists and public health
researchers also improved their understanding of the unfolding of outbreaks and
tested interventions to improve collective outcomes in artificial scenarios [37, 68].
They were also able to examine the global effect of neighborhood-level patterns of
healthy behavior [1].

Secondly, social simulationmodels have allowed us to consider the effects of non-
trivial interaction structures such as complex spatial or social network structures, on
aggregate dynamics due to individual adaptive behavior. Recently, this has allowed
epidemiologists to gain leverage on individual mobility and social network data to
forecast outbreak dynamics [27]. For instance, Eubank et al. studied the diffusion
of an infectious disease on spatially bounded social networks using social and geo-
graphic contact networks, calibrated from urban transportation grids of various US
cities, census data, and surveys on mobility patterns [23]. Manzo and van de Rijt
calibrated an agent-based model with heterogeneous network structures from survey
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data to assess the effect of interventions targeted to network hubs to reduce the spread
of COVID-19 ([45] see also [69]).

Thanks to their dynamic nature [13], social simulation models have also permit-
ted researchers to study the aggregate effect of causal feedback among populations
of adapting agents. For instance, Epstein et al. [22] suggested that epidemiological
models did not succeed in estimating the diffusion of fatal diseases, such as AIDS,
because they followed too simplistic assumptions on social behavior, including per-
fect mixing [37]. This explains why computational models with adaptive agents are
now popular in epidemiology and public health [46].

At the intersection of social network analysis and social simulation, researchers
have begun to use agent-based models to examine the role of generative behavioral
mechanisms on social network formation, such as advice and friendship networks,
by exploring various underlying mechanisms and fitting models to empirical data
[60, 66]. In more qualitative research areas, following the famous application on the
Anasazi in the Long House Valley in Arizona between 800 and 1350 [2], archaeol-
ogists are now using rich, context-specific agent-based models to test the effect of
social structures on past trajectories of extinct populations in various geographical
regions (e.g., see [56]). Re-running past historical periods with computer simulations
requires integrating data and insights from various disciplines so that counter factual
‘as if’ tests on historical trajectories can be performed [9].

Social simulation models are also useful when data is not available, i.e., when
collecting data or running experiments is unethical, unfeasible or impractical. Exam-
ples can be found again in Epidemiology [68], but also in Criminology [34], Sci-
ence of Science research on the effect of peer review on publication bias (e.g.,
[5, 25]), and Management [71]. Similar models have also been used to test policies
in artificial scenarios before any direct intervention—often too costly or unfeasi-
ble due to ethical constraints. For instance, in Macroeconomics, scholars tested the
impact of fiscal [48], monetary [57] and labor policies [12], as well as the coupled
climate and economic assessment of complex, long-term outcomes [39], while con-
sidering heterogeneous responses and non-linear interactions. Similar ex-ante policy
assessment with agent-based models has been explored in the field of refugee crisis
management [67].

While outlining either general or context-specific strengths of social simulation
models, these overviews have also provided a systematic assessment of certain per-
ceivedweaknesses or areas of necessary improvement. First, the possibility ofmodel-
ing agent heterogeneity is a double-edged sword. For example, abandoning abstract,
simple and generally accepted theories for micro or meso realism often leads model-
ers to theoretical bricolage or excessive freedom on important model building blocks
(e.g., see [55]). It also exacerbates the challenge of parameter calibration and the risk
of overfitting [3, 13, 49, 50].

Excessive model idiosyncrasies undermine the establishment of common model
building protocols, thus compromising comparison and reproducibility (e.g., see
[26]). The high exploration cost of large parameter spaces (the curse of dimension-
ality; [3]) increases model dependence on data availability for parameter calibra-
tion. However, even if sufficient data is available to calibrate models with many
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parameters, there is a problem of appropriateness in that calibrated data could come
from observational studies with context-specific underlying causal mechanisms [68].
Furthermore, even with sufficient and appropriate data, calibration is never “a free
lunch” [8], in that the choice of estimation algorithms or summary statistics for an
empirical target can greatly depend on relatively inscrutable heuristics judgement.
Finally, empirical calibration is computationally demanding also due to the inherent
stochasticity of agent-based models [34, 68]. While High-Performance Computer
(HPC) clusters are increasingly available [53], computational social scientists are
often disadvantaged in their access compared to other research communities [51].

Another perceived weakness is that empirically calibrated models tend to produce
high volumes of output data, thus making the estimation of the effect of highly non-
linear, path-dependent social dynamics even more critical [41]. In principle, there
is not even any guarantee that well-calibrated and validated models would satisfy
sufficient standards of out-of-sample validity [71]. Insufficient model documentation
and lack of transparency are also perceived as additional problems affecting the cred-
ibility of simulation model outputs, even if significant steps forward have been made
regarding replicability and transparency, e.g., with the ODD (Overview, Design con-
cepts, and Details) protocol [32]. Finally, in certain reviews, the under-development
of equity considerations in social simulation, the lack of clarity on model purposes,
and the rare acknowledgement of positionality and implicit bias of the modeler, are
all seen as social simulation areas in which improvement is necessary [18, 72].

2 The Role of Agent-Based Modeling in the Data Science
Era

In the 1990s, prior to the advent of big data, the label “computational social sciences”
mostly meant the application of computer simulation models in the social sciences,
with a central role played by agent-based models [10]. Computational models were
especially used to simulate complex social systems from first behavioral principles
(e.g., see [21]). Theorywas dominant over empirical data [16, 58], and computational
modeling was mostly considered as a data-generating tool and a method to test
hypotheses on social dynamics via artificial simulation experiments [62].

Now, the situation has changed as does the perceived meaning of computational
social sciences. First, there has been an empirical turn in computational modeling
fueled by the advent of big data and machine learning [40]. Models are now mostly
used to detect hidden patterns in large-scale data, enhance inference from data and
facilitate prediction. The emphasis is on the virtue of data, with computation now
mostly used for data-driven explorations [17]. Second, even when theory is used
to inform computational models, the dominant framework involves concepts from
physics that emphasize structural properties and aggregate distributions (e.g., power
laws). Insights from social and behavioral sciences that point to identify underlying
generative mechanisms are less relevant [6]. For instance, one of the recent Hori-
zon EU calls for proposals included a footnote reporting that computational social
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sciences were to be intended as “methods developed in statistical physics to take
advantage of the very rich big data sets”.1 This was not the definition proposed in
a manifesto for computational social sciences previously published by a team of
agent-based computational modelers, where theory-driven behavioral models were
still seen as central for computational social sciences [11].

However, while stimulating research in this area, this new trend of data-driven
computational social science has left certain unsolved questions, which, in our opin-
ion, can be considered at the core of social simulation models. First, although impor-
tant, drawing statistical inferences from large-scale data does not necessarily mean
being able to identify causal generative mechanisms behind emergent social pat-
terns, especially in cases where individual preferences and opportunities cannot be
observed empirically or tested experimentally. As suggested by previous research
[29, 38, 44, 68], agent-based modeling is suitable for exploring multiple causal
paths and addressing problems of multiple realizability (i.e., the same effect gen-
erated by different social causes and paths), thanks to systematic experiments on
the effect of varying initial conditions and parameter values on observed outcomes.
This is key to exploring potentially alternative generative mechanisms of the same
empirically detected pattern also via counterfactual testing [63].

It is also worth noting that some scholars in artificial intelligence and machine
learning have started to reflect on the key role of causal analysis and the danger of
black-box explanations (e.g., see [42, 54]). However, in order to play a role here, the
complexity of social simulation models in terms of empirically calibrated population
size and attributes, time and spatial scales of interaction and statistical treatment of
stochastic elements of any social complex system must be taken to the next level.

Second, while detecting aggregate patterns from large-scale data is key both for
testing existing theories and measurements and contributing to generate new ones,
research on social systems’ behavior also requires scenario analysis and experimen-
tation, which are difficult in data-driven computational social science [30]. There
is a strategic intersection between policy, experimentation and models for which
the position of computational social sciences greatly depends on behavioral, experi-
mental and computer simulation research [63]. Lack of transparency in data science
research, ethical implications of large-scale behavioral policy experiments, and the
request for context-specific ‘what if’ scenario analysis are all factors enhancing the
key role of empirically-calibrated, context-specific, social simulation models in the
computational social science toolkit [65].

This brief overview on the strengths and weaknesses of social simulation models
suggests that there is a need to integrate variousmethods and approaches and increase
the connectionbetweendata and theory through computational social sciencemodels.
Examples of this integration exist in research areas on collective action and the
management of common-pool resources, where agent-based models have been used
to integrate findings from behavioral experiments and context-tracing qualitative

1 This text refers to the call “Past, present and future of democracies” (HORIZON-CL2-2024-
DEMOCRACY-01) and can be found at this link: https://ec.europa.eu/info/funding-tenders/
opportunities/portal/screen/opportunities/topic-details/horizon-cl2-2024-democracy-01-06.

https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/horizon-cl2-2024-democracy-01-06
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/horizon-cl2-2024-democracy-01-06
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analysis [52]. This cross-methodological practice should also be applied within the
broad field of computational social science.

For instance, in a recent special section of JASSS-Journal of Artificial Societies
and Social Simulation on inverse generative social sciences (iGSS), Epstein has rec-
ommended the application of genetic algorithms to discover the specific generative
behavioral rules that would lead a population of agents to reproduce empirically
observed target distributions [20]. Brilliant examples of these applications included
the study of the effect of norms on drinking behaviour [70] and behavioral rules
that determine mixed-residential segregation patterns [35]. Given that the idea of
iGSS leverages on genetic search algorithms to find potential explanations for large-
scale data patterns, modelers can concentrate on the agent-level constituents of such
explanations and their permissible combinations. Not only does this integration of
behavioral constituents, empirical data and artificial intelligence lead to the develop-
ment of new theories, which even the brightest modeler could not develop simply by
intuition; this integration could also guide future data collection or offer new ways
to detect patterns in existing large-scale data.

In conclusion, the overview on the state-of-the-art of social simulation and a
brief analysis on its role in the current landscape of computational social science
suggest a tighter cross-fertilization between hypothesis-driven models and data col-
lection, which aim to identify causal generative mechanisms and perform counter
factual, data-driven analysis which can identify explanatory patterns in fine-grained,
large-scale data. In our opinion, the social simulation community can support this
integration if it continues to be an open, cross-disciplinary, trans-domain hub and be
capable of refining its specificity in an unpredictable world where research, data and
methods are rapidly changing.

3 The Book Content

The remainder of this book includes the post-proceedings of the Social Simulation
Conference 2022 and is organized into five thematic sections. Each section offers
contributions that reflect the multifaceted nature of social simulation as a cross-
disciplinary research area.

Section1—Social Behavior—includes contributions that consider the challenge
of understanding social behavior in various research areas. Examples range from
the dynamics of societies’ formation to social learning, social norms and decision-
making in strategic social contexts. Some chapters are more applied and public
decision making-oriented, including pedestrian behavior and evacuation dynamics,
the diffusion of infectious disease diffusion and the endogenous relation of fisheries
and fish reproduction.

Section2—Social Identity and Social Influence—includes chapters that focus on
the importance of social networks in shaping individual identity. They provide a link
between social simulation, social psychology and network studies. Examples range
from polarization and political radicalization to friendship formation.
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Section3—Management and Economics—includes contributions that explore the
application of agent-based modeling to various relevant issues in management and
economics. Examples include topics such as: process mining, task allocation, repli-
cation control, honesty norms, innovation systems, wine pricing policies, credit rela-
tionship dynamics, decision-making, virtual teams and the equity premium puzzle.
These contributions highlight the versatility and usefulness of agent-based modeling
to examine complex dynamics often difficult to considerwithin standard, disciplinary
modeling frameworks.

Section4—Energy and Climate— explores the application of agent-based mod-
eling to examine sustainability and energy-related issues. The chapters cover rele-
vant topics such as the adoption of agri-environment schemes by farmers, the co-
simulation of socio-technical energy systems, investments in heating technology, the
impact of beliefs on food and climate change on dietary adoption and public accep-
tance of green mobility policies. These contributions testify to the growing impor-
tance of social simulation in research areas where estimating large-scale, aggregate
outcomes in complex contexts is paramount as behaviors, interactions and environ-
ments play a crucial role in emergent, non-linear dynamics.

Finally, Sect. 5—Tools and Methods—includes contributions that provide useful
insights to the community of social simulation scholars by discussing the process of
model development both theoretically and practically. The chapters explore relevant
topics, such as the impact of modeling choices and the link between theory and data,
and provide examples of important modeling techniques.
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A Cognitive Model of Epistemic
Vigilance in Situations of Varying
Competence, Consistency, and Utility

Piotr Paweł Laskowski , Ivan Puga-Gonzalez , F. LeRon Shults ,
and Konrad Talmont-Kaminski

Abstract This paper outlines a computational, cognitive model representing how
humans may use epistemic vigilance to evaluate socially-provided information in a
way that reacts flexibly to differences in the reliability of content versus source vigi-
lance strategies. Furthermore, the model explores how the system reacts in situations
where the utility of the information provided is either unrelated to its accuracy or,
even, is inversely proportional to it. We find that even a simple model is able to react
flexibly to variation in these parameters, providing a basis for further exploration of
the phenomenon.

Keywords Computational cognitive model · Cognition · Epistemic vigilance ·
Human cooperation · Bounded rationality

1 Introduction

According to epistemic vigilance theory [1], humans use two main methods in the
attempt to ensure that the information they learn from others is trustworthy. The first
of these consists in vigilance to the content of the information, i.e. the evaluation
of the overall plausibility of the information, which can depend upon such things
as its coherence with existing beliefs as well as its internal consistency. At the very
least, this requires making a quick judgment as to the prima facie plausibility of
the content, which may well be subject to any of a number of cognitive biases.
The second concerns vigilance to the source of the information, i.e. whether the
person providing the information is themselves plausible, which will depend upon
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considerations of their knowledge ability in the area, as well as their attitude or
potential conflicts of interest. At a minimum, source vigilance relies upon the social
status of the source, thereby making the assumption that social status is related to
ability to provide accurate information.

Each of the methods has its own strengths and limitations and is therefore appro-
priate for use in particular contexts. It is highly significant, therefore, to what degree
people are thought to be able to use these two forms of vigilance flexibly, applying
them as needed in the situation they find themselves in. In particular, source vigilance
is more appropriate where a person has very little ability to judge the content (low
competence) and content vigilance is the preferable approach to take where there
is little relationship between the apparent plausibility of the source and the quality
of the information they offer (low consistency). Listening to one’s doctor may be
considered an example of the first kind of situation, while choosing one’s life insur-
ance on the basis of the actor who advertises it is an example of the latter. What
makes it worse is that it is not always clear cut what kind of an environment one is in,
so that it becomes necessary to judge on the basis of the outcomes of one’s previous
decisions.

The issue is further complicated by the question of the relationship between the
accuracy of the information one is presented with and its utility. In general, it is
important to act upon accurate information—it is no use arriving at the airport to catch
the 11 am flight if it actually was scheduled to leave at 9 am. But the relationship
between utility and accuracy of information need not be so straight-forward. In
extreme cases, it may be that inaccurate information has a higher utility than accurate
information. For example, it may be that false beliefs about potential punishment can
motivate a group to cooperate to their mutual benefit [2].

We decided to model such a situation in order to determine how a cognitive
model reacts to, on the one hand, variation in the relationship between accuracy
and utility and, on the other hand, variation in its competence to judge the content
of the information as opposed to the consistency between the plausibility of the
sources and the quality of the information they offer [3]. The model represents the
cognitive process of an agent that is being successively presented with pieces of
information. Based on this cognitive process, the agent may provisionally accept or
reject the information on the basis of source or content vigilance. If it provisionally
accepts the information, it acts upon it, thereby generating utility that may or may
not satisfice it [4]. If it satisfices, it accepts the piece of information and strengthens
its preference for the form of vigilance it used to evaluate the information. If it does
not satisfice, it rejects the piece of information, retaining its prior belief, and weakens
its preference for the form of vigilance it used to evaluate it. Having built this model,
we then examine how the agent deals with three environments, as relating to the
relationship between accuracy and utility of beliefs: (1) where utility is equal to
accuracy, (2) where utility is random and unrelated to accuracy, and (3) where utility
has an inverse relationship to accuracy.
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2 Methods

2.1 Model Description

The model represents an agent presented with a series of beliefs which they may
choose to act upon, where each belief has a degree of accuracy (a value from a
uniform distribution [0,1]). The decision whether to act upon the belief presented is
made on the basis of either source or content vigilance.

When the belief is judged on the basis of content vigilance, the agent applies its
competence (a value between 0 and 1) in order to arrive at an estimate of the accuracy
of the content of the belief according to equation 1.

EA = N(0, 1, μ = Accuracy, σ = 1 − Competence) (1)

where EA represents the estimated accuracy, a value drawn from a truncated normal
distribution at [0,1] with mean equal to the accuracy of the belief and standard
deviation equal to one minus competence. Thus, the higher the competence of the
individual, the more likely that the EA represents a value close to the real accuracy.

When the belief is judged on the basis of source vigilance, the agent relies upon
the consistency, in their environment, of the relationship between source quality and
information quality (also a value between 0 and 1). When consistency is high, the
accuracy of the belief is closely connected to the plausibility of the source presenting
it. Since the model does not include actual sources, EA is deemed to be equal to
‘source plausibility’ calculated ‘backwards’ frombelief accuracy and the consistency
of the environment, as per equation 2.

EA = N(0, 1, μ = Accuracy, σ = 1 − Consistency) (2)

where EA represents the estimated accuracy, a value drawn from a truncated normal
distribution at [0,1] with mean equal to the accuracy of the belief and standard
deviation equal to 1 minus the consistency of the environment. Thus, the higher the
consistency of the environment the more likely that the EA represents a value close
to the real accuracy.

At the beginning of the simulation the probabilities of the individual judging the
belief on the basis of the content or source are both 0.5. These valuesmay later change
depending on which strategy (content or source) leads to higher utility beliefs.

After calculating EA on the basis of the content or the source, the individual tries
the belief if the estimated accuracy is higher than the previous estimated accuracy
minus an error; where error is kept constant at 0.1 and is necessary to allow the agent
to try beliefs of similar but somewhat lower estimated accuracy. If the individual
decides to try the belief, then the agent calculates the probability that the outcome
satisfices it, according to equation 3:
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Prob_satis f action = 1

1 + e−λ∗(Utili t y−0.5)
(3)

This equation represents a sigmoidal curve, where lambda gives the shape of the
curve and Utility − 0.5 gives the inflection point of the curve. Hence, if utility is
equal to 1, the inflection point of the sigmoidal curve will be exactly at 0.5 on the x
and y axes. We keep lambda fixed at 10.

We produce three different scenarios regarding the relationship between the value
of utility and accuracy. In the first, utility is equal to accuracy, so that beliefs with
high accuracy will also have a higher chance of satisficing if they are tried. In the
second scenario, utility value is not tied to accuracy. In that case, utility is drawn from
a uniform distribution [0,1] each time. Hence, no matter the level of accuracy of the
belief, the satisficing level it produces is decided at random. In the third scenario, we
reverse the relationship between accuracy and utility from that in the first scenario.
Thus, beliefs with low accuracy will have higher utility and vice versa. This means
that a low accuracy belief will have a high probability of satisficing.

Once the probability of satisficing is calculated, it is compared to a randomnumber
between [0,1], if it does satisfice (i.e. probability of satisficing is higher than the
random number), then the agent accepts the belief and increases the probability of
using the strategy (content or source) that produced this outcome. For instance, if the
belief was judged on the basis of content, then the probability of using this strategy
with future beliefs increases according to equation 4:

Prob_contentt+1 = Prob_contentt + ((1 − Prob_contentt) ∗ Learning) (4)

where learning is kept constant at 0.01.
Then, the probability of judging beliefs on the basis of the source is decreased by

the same amount according to equation 5:

Prob_sourcet+1 = 1−Prob_contentt+1 (5)

If the outcome does not satisfice, then the agent decreases the probability of
using the strategy that produced this outcome and increases the probability of using
the opposite strategy with future beliefs using equations 4 and 5. Note that both
probabilities always add to 1.

If the individual decides not to try the belief, another belief is presented to the
individual and the whole procedure is repeated. The agent keeps on trying beliefs for
a specific number of time steps and the probability of using one or other strategy to
judge beliefs may stabilize over time depending on the agents’ competence and the
environment’s consistency.
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2.2 Simulations and Data Collection

We ran simulations by varying the ability of the agent to judge the belief on the basis
of its content or source. Hence, we assigned values to consistency and competence
going from0 to1by steps 0.01.Bydoing so,we endedupwith a total of 10,100 combi-
nations of values. All other parameters were kept constant.We ran 20 replications per
combination of values and for each scenario representing the relationship between
accuracy and utility. In total we ran 202,000 simulations per scenario. Simulations
were stopped after the individual was presented with 1000, 3000 or 5000 beliefs,
no matter whether the individual tried or not all the beliefs. For each combination
of parameters and their 20 replications we calculated the percentage of replications
where the agent tended to use the content strategy the most (i.e., probability of using
content evaluation > 0.5) when evaluating the belief. The results presented here are
the ones obtained after 1000 beliefs. Results for larger numbers of presented beliefs
remain qualitatively the same as those of 1000 and are thus not presented.

3 Results

3.1 Scenario 1: Belief Utility Equals Belief Accuracy

Figure 1 presents the percentage of replications (n = 20) where content strategy was
used by the agent, going from 0% (blue) to 100% (red) of the time. As expected, the
agent used the content strategy the most when their competence was medium/high
(i.e., > 0.5) and higher than the environment’s consistency. On the contrary, when the
environment’s consistency was higher than the agent’s competence and consistency
was medium/high (i.e., > 0.5,) the agent relied more on the content strategy. When
consistency and competence had a similar value (diagonal) or both of them had a
medium/low value (i.e., < 0.5), the decision to use either of the strategies appears to
be 50–50%.

3.2 Scenario 2: Belief Utility Equal to Uniform Distribution

The Fig. 2 presents the percentage of replications where content strategy was used
by the agent, going from 0% (blue) to 100% (red) of the time. No clear pattern is
observed, the prevalence of any of the strategies appears random for all combinations
of consistency and competence values. Consistency and competence have a similar
approximation value of 50% inmost cases.We do not observe here any of the patterns
seen in Figs. 1 and 3.
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Fig. 1 Heatmap of the percentage of replications [5] where the content strategy was used 100%
(red) or 0% (blue) of the time for each combination of values of competence (x-axis) and consistency
(y-axis)

Fig. 2 Heatmap of the percentage of replications where the content strategy was used 100% (red)
or 0% (blue) of the time for each combination of values of competence (x-axis) and consistency
(y-axis)

3.3 Scenario 3: Belief Utility Equals 1—Belief Accuracy

Figure 3 again presents the percentage of replications where content strategy was
used by the agent, going from 0% (blue) to 100% (red) of the time. In this case, we
observe the reverse pattern of that from Fig. 1. The agent used the content strategy
the most when its competence was lower than the environment’s consistency and
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Fig. 3 Heatmap of the percentage of replications where the content strategy was used 100% (red)
or 0% (blue) of the time for each combination of values of competence (x-axis) and consistency
(y-axis)

when the environment’s consistency was medium/high (i.e., > 0.5). On the contrary,
the agent relied more on the source strategy when the agents’ competence was higher
than the environment’s consistency and competence was medium/high (i.e., > 0.5).
When consistency and competence had a similar value (diagonal) or both of them had
a medium/low value (i.e., < 0.5), the decision to use either of the strategies appears
to be 50–50%.

4 Discussion

In this model we have sought to understand how an agent can learn to change its
epistemic vigilance strategy on the basis of two vital considerations. The first of these
is the relation between its own competence in judging the content of the information
that is presented and the degree to which the prima facie plausibility of the sources in
its environment is consistently related to the accuracy of the information they present.
The second is the relationship between the accuracy and utility of the presented
information. What we have found is that the agent we modelled was able to flexibly
modify its epistemic vigilance strategy depending upon both considerations. Thus,
when presented with an environment in which utility and accuracy were closely
connected and either consistency or competence were high, it was able to learn
to primarily rely upon the epistemic vigilance strategy that could identify highly
accurate beliefs, which (in that model) also had high utility. This scenario is an
idealisation of most situations in which epistemic vigilance might be used, in that
utility and accuracy typically are positively related. However, the inverse case was
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particularly interesting to examine both because of the potential role that it could
have in cases where beliefs function to motivate human cooperation, and because of
the additional difficulty the agent faced within it. The second of these considerations
is due to the fact that the inverse relationship between utility and accuracy meant that
neither source nor content vigilance could reliably produce beliefs with high utility.

In this scenario, the best approach would be to avoid the epistemic vigilance
strategy that was the more likely to lead to accurate beliefs and rely upon the other
strategy to accept beliefs some of which, by accident, had high utility. Indeed, when
presented with the scenario where utility and accuracy had an inverse relationship,
we saw that the agent was able to avoid the epistemic vigilance strategy that was
likely to generate highly accurate beliefs that, in that scenario, lacked in utility. Thus,
the agent was able to react appropriately to the inverse relationship between accu-
racy and utility. Finally, we examined the scenario where there was no relationship
between accuracy and utility of beliefs. In this case we also did not observe any
relationship between the choice of epistemic strategy used and the levels of compe-
tence or consistency, showing that where there was no relationship between utility
and accuracy, the agent had no particular tendency to prefer source over content
vigilance.

This study showed that an agent can be capable of learning to alter its epistemic
vigilance strategy in a way that reacts flexibly to its abilities, the epistemic structure
of its environment and the relationship between the accuracy and utility of beliefs.
However, it was quite limited in that it only considered these variables in very simple
terms, did not explore other parameters, and did not look at the speed with which
the agent was able to modify its behaviour to suit its conditions. In future work, we
will explore these aspects of the studied phenomenon in order to achieve insight into
how humans are capable of reacting flexibly to a range of situations.

In addition, in thismodel, only the cognitive processes of the agentwere simulated,
in order to determine regularities in its behaviour. The same variables have also been
examined using a multi-agent model that allowed agent interaction to be focussed
upon in the analysis [6].

The research leading to these results has received funding from the Norwegian
Financial Mechanism 2014-2021 (Project number 2019/34/H/HS1/00654).
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A Simple Model of Citation Cartels:
When Self-interest Strikes Science

Davide Secchi

Abstract This paper is an attempt to study a well known (probably little studied)
phenomenon in academia: citation cartels. This is the tacit or explicit agreement
among authors to cite each other more often than they would do in a more “sincere”
approach to science. It can be intended as collusion and it can distort scientific
progress in affecting a scholar’s attention. The phenomenon has been around for
decades and it does not seem to spare any discipline. By starting from outlining
the characteristics of a “cartel,” this study then builds an agent-based model in an
attempt to define the extent to which colluding behavior affects progress in a given
discipline by operating on citation counts. Data is still preliminary although enough
to conclude that cartels promote lax scientific practices.

Keywords Citation cartels · Rigor · Scientific distortion · Agent-based modeling

1 Introduction

Citations are one of the currencies ofmodern scientists. They constitute the backbone
ofmetrics that are used by hiring committees, grant-awarding institutions, promotion
committees, and in general they are used to have a quick idea on someone’s academic
performance. Popular measures employed in the ranking of academic journals, such
as the Impact Factor [10, 11], are calculated on citations that a journal attracts over
a period of time. Other measures, such as Hirsch’s index [15, 16], are also based on
citations and are usually applied to individual scholars.More sophisticatedmeasures,
such as Scopus’ CiteScore or the Eigenfactor Score, are still based on citations. In
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general, it seems difficult to dismiss the fact that citations play an important part in
a scholar’s career.

This chapter is concerned with those scholars that use citations as the goal of
their scientific activities, mainly as a result of self-interest. In so doing, some enter
a citation “agreement” (tacit or explicit) with other scholars in their community,
aimed at citing each other’s work more than that of others. This should give scholars
who enter the agreement a citation advantage. Some have defined this phenomenon
a citation cartel [5, 22]. The objective of this chapter is to explore the extent to
which citation cartels distort the academic discourse and affect scientific progress.
The analysis considers behavioral triggers of authors who engage in these ‘cartels’
and uses an agent-based simulation to explore its effects.

It is not the purpose of this chapter to discuss the appropriateness of using citations
as a viable way to assess scientific work [3, 4, 13, 19]. This would entail a discussion
of the purpose of citations, of whether, for example, they can be used as instruments
of ‘persuasion’ [20]. Instead, themeaning of the initial part of this chapter is simply to
remind readers that citations are used by academic institutions and peers to evaluate
the quality of scholarly production. For this reason, the existence of cartels—i.e. tacit
or explicit agreements that artificially steer scientific debates in a given direction—
can be a problem for the progress of any discipline. Yet, the use of citations as the sole
or as the main criterion to assess scholars and science is highly problematic. First,
the idea that what is popular is inherently ‘good’ has much appeal, but it lacks a solid
logical basis [30]. Second, citations can be ceremonial in the sense that an article
can be included in a reference list just because it is customary to do so in certain
fields (see, e.g., [8]). Third, the sheer number of citations does not tell anything about
their use. Sometimes citations serve the scope of highlighting poor design of a study,
theoretical and conceptual inconsistencies, or lack of rigor.

In spite of these concerns, citations are widely used. Hence, artificially boosting
them casts a dark shadow over the way in which a discipline progresses. In the
following, citation cartels are described and some examples are presented. An agent-
based model is then introduced with a summary of preliminary findings. A short
conclusion ends this chapter.

2 Citation Cartels

Although the phenomenon has been known for some time [9], there is not a wide
literature on citation cartels. These have been defined as “groups of authors that cite
each other disproportionately more than they do other groups of authors that work
on the same subject” [7, abstract]. In the literature, “cartels” have been associated
to journals [4, 14, 21] in which citation patters suggest a connection stronger than
one may expect. In describing a borderline behavior, Davis [5] mentions the case
of a review article published in The Scientific World Journal in which there were
124 references, 96 to the journal Cell Transplantation and 26 to the journal in which
the review appeared. The review was published in 2010 and the citations to Cell
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Transplantation were all from 2008 or 2009. The authors of the review article were
editors of that journal. By repeating this behavior, the editors were able to boost the
citation count for the journal and increase its Impact Factor.

This is an extreme case, specifically because the authors’ behavior blatantly
reveals the intentions behind it. In most cases, behavior is subtler and it is diffi-
cult to determine whether there is an open plan to boost citations or not. After all,
science is arranged in communities of scholars that, among other actions, cite each
other. This is ordinary behavior in academia, it serves the purpose of establishing
a dialogue with colleagues with similar interests (the so-called “conversation”), it
helps build consensus around a topic, and it makes it easier to understand key publi-
cations in the sub-field. For this reason, it is extremely difficult to determine whether
a community of scholars engages in an actual “cartel” or not.

2.1 Behavioral Aspects of a Citation Cartel

There is more to extreme cases, though. “Cartel” is a word that implies there is
collusion—the secret, typically unethical agreement among individuals aimed at
artificially altering results. This may be too strong of a characterization for academic
work.1 But the nuances of the concept may be important to understand it better.

It is possible that a group of scholars agrees to cite each others more than they
cite work outside of their scientific circle. This is something that can be done by
either looking for other authors in the circle or by limiting the review of the literature
to specific journals only—those where co-authors and others from that circle have
agreed are the only one that count. The former behavior results in citations that
are skewed towards a restricted number of authors, those who are also members of
the ‘circle.’ The latter should also be visible in the list of references, where certain
journals appear much more often than others.

The initial agreement may be a tacit understanding that scholars who share similar
views (or a research agenda) would appear stronger if they cite each other’s work.
In this case, there is no explicit agreement, yet the effect on the sub-field is still
that of a citation cartel. The effects of increasing citations are not limited to those
in the cartel. In fact, it is a well-known fact in academia that high citations attract
more citations. This is called “preferential attachment” and it is a distribution with
power-law tails, based on the additional visibility that a highly cited article gains
as opposed to other articles [1, 24]. Hence, the design of a cartel would make it
such that highly cited papers (and this transfers to the authors) attract citations from
scholars outside the circle. These are scholars who are diligent and address research
questions more honestly, in an attempt to screen as many publications as possible on
a given topic, without limiting themselves to any given list of journals or authors.

1 Of course, this may depend on the field. Obviously, doctoring citation in areas of science where
life and health of individuals are at stake may qualify more immediately as unethical.
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For these scholars, the focus is the topic not the people (i.e. the circle). These have
been called sincere scholars while the others have been called strategic scholars in a
recent blog post [22].

2.2 Detecting a Cartel

The tools available to scientists to understand whether a set of citations qualify as
a cartel are very limited. Fister and colleagues [7] presented an algorithm to detect
cartels in a network. The essence of their logic is that authors who cite each other at
a rate that is much higher than the average rate of citations in the network may have
established a cartel. This is a goodway to look at citation patterns however, it does not
do enough to distinguish the existence of an actual (explicit or tacit) cartel from the
emergence of a scientific interest. The point here is that those authors who cite each
other often should be connected through means that are not easily attached solely
to the science they produce. In other words, they may be part of the same academic
society, work for the same organization, or have a past of being colleagues. Those
are elements that may suggest there is an actual agreement.

Other measurements that can be used apply to journals rather than to authors [18].
This is not the focus of this chapter, but the logic involved is interesting. Kojaku et
al. [18] use an algorithm for the detection of “anomalous citation groups” through
the “CItation Donors and REcipients (CIDRE) algorithm.” The idea is that of com-
paring communities to a null model—one that produces citations according to ‘neu-
tral’ expectations of how science is supposed to evolve. This is particularly relevant
although the problem is exactly that of isolating the ‘neutral’ model and its assump-
tions. Whatever is viable for one field may not be for another, as the citation patterns
between disciplines clearly demonstrate.2

From the above, it is apparent that it is not easy to detect a cartel. Maybe, if the
starting point is a discipline specific sub-field with a clear delimitation, patterns may
be easier to study.

3 Modeling a Citation Cartel

The Citation Cartels simulation CC1.1 is a fairly simple agent-based model. It has
been developed with the aim of exploring to what extent scholars who engage in cita-
tion cartels are more likely to get ahead in the citation game and what consequences
this “game” has on scientific work [6]. I could not find any other agent-based model

2 A quick look at bibliometric indexes for top journals in different disciplines showcases the differ-
ence. For example, according to Journal Impact Factor by Clarivariate’s Web of Science, in 2021
the journal Lancet—top journal for the field: ‘general medicine’—was 202.731. The same index
for the Journal of Cultural Economy—top journal for the field: ‘cultural studies’—was 6.613.
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of this phenomenon although author relations [12, 25, 26] and citations have been
modeled before [17, 23].

The model has two agent types: (a) scholars, and (b) publications. They appear
in an academic space that represents the environment in which these agents produce
their scientific work.When they get closer in the model environment, they have more
chances to cite each other’s work. Proximity is, in this case, similar to the chance of
knowing the work of others. Each step (tick) of the simulation is a year. The choice
has been based on the fact that citations are usually counted by the various indexes
with a yearly cadence. The simulation stops after 30 years.

3.1 Agent Characteristics

Scholars. Agent-scholars appear in the environment at random at the beginning of
the simulation, and their number can be manipulated by the modeler Ns[0, 1000].
A proportion of them can be made to behave “politically” with the work they cite
Ps[0, 1]. The remaining scholars do not have preferences in the way they cite, and
follow a scientific logic. The former have been called strategic (s) and the latter
sincere (a) scholars after Phelps [22].

Each agent-scholar screens the literature with some rigor, that is the extent
to which one is willing to perform a wide search while writing a paper. The wider
the search, the more sources a scholar may cite in their work. The modeler controls
the top value of this characteristic (max(r)) and the values are assigned at random
following a uniform distribution U[0, 12].

Contrary to the sincere, the strategic agent-scholars can be disloyal to their
circle—the communitywithwhich they engage in a cartel.Noorminimaldeception
means that the only citations for these scholars are those coming from other s, while
higher values of this variable indicate a more relaxed citation behavior. The modeler
controls themean deception (d̄) and the values are attributed at random following
a normal distribution with standard deviation sd = 1.

Publications. Agent-publications are generated by each scholar at random, with an
exponential distribution around a floating point that can be chosen by the modeler
(Pe). This choice follows the idea that very prolific authors are fewwhilemost publish
at a rate that is far from those who peak. Publications when year ≥ 1 are calculated
as a random number selected between [0, Pc,0], where Pc,0 is the publication count
at the beginning to the simulation year = 0.

3.2 Procedures

In the system, connections represent citations. They are created by each agent-
publication that searches the space around it, according to the formula:
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δs1,s2 ≤ rs1 ×
(
1 + max(d) − ds1

max(d)

)
(1)

where δs1,s2 is the distance between publication of strategic scholar s1 and publication
of strategic scholar s2, rs1 is the rigor of s1, max(d) is the maximum deception level
in the system, and ds1 is the deception level for s1. Higher numbers of ds1 increase
the search range for publications of other strategic scholars. When s is looking for a
to cite, then (1) changes sign:

δs1,a2 ≤ rs1 ×
(
1 − max(d) − ds1

max(d)

)
(2)

The search range ismuch closer to s1 and it becomesmore a function of rs1 rather than
ds1 . Yet, the lower deception values lead to a much reduced search range. Instead,
sincere scholars a only use their rigor to find other work publications to be cited.

In order to mimic the traction that highly cited work exercises on the academic
community, each agent-scholar targets one highly cited work (at random) and moves
towards it, such that it becomes increasingly likely that this work will be cited.

Another mechanism allows s to turn a and vice versa. When the mean citations
to a’s work around s is twice as much that of other s around, then the s turns. The
same logic applies for a but the mean citations for s is only 20% superior. This is
optional, it is called adapt and is controlled by the modeler.

4 Results

The simulation underwent a verification process [28] and a calibration process to test
the parameter space [2]. Albeit simple, this simulation rapidly produces a number of
links (citations) that spikeup exponentiallymaking calibrationquite challenging.Due
to this issue, a decision was made to present preliminary results. Further appropriate
checks will be taken to integrate results in subsequent work.

I performed the simulation by selecting parameter values that were distant enough
to guarantee an appropriate effect on the outcome variables. I kept the number of
scholars constant at N = 50, as well as the input for the exponential distribution
of publications e = 1. The other parameters assumed the following values: adapt =
{T, F}, Ps = {0.2, 0.5, 0.8}, ds = {1, 5, 9}, r̄ = {3, 6, 9}. Each runwas repeated180
times per each configuration of parameters (we calculated statistical power analysis
as per [27, 29]).

Figure1 shows the log number of citations per type of scholar at year = 30. In
most cases when Ps > 0.2, the clouds of points are such that loyalty—that is here the
opposite of deception and it happens when d̄ = 1—brings more references to s. As
the mean value d̄ increases and s are ‘free’ to cite references outside of their circle,
the numbers are such that the divide between the two types of scholars is not as wide.
One way to interpret results in Fig. 1 is to use the diagonal y = x as a reference
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Fig. 1 Number of citations for strategic and sincere scholars (year = 30, scholars = 50, Ps =
{0.2, 0.5, 0.8}, adapt = {T, F})

point. That is when s and a have the same number of citations; hence, points below
the diagonal indicate more citations for a while those above it show the opposite
trend. An obvious trend is that Ps attracts more citations when s are the majority in
the system. This is visible from the two panes at the right where Ps = 0.8. What is
perhaps not that obvious is that this does not happenwhen they are aminority—panes
on the left (Ps = 0.2). In this case the diagonal cuts across the points, withmost being
below it. The case in which the two types are split Ps = 0.5 clearly shows the effect
of adapt, since the points are slightly towards Ps when adapt = F and always in
favor of Ps when adapt = T .

Figure2 zooms in the case where s start as a minority Ps = 0.2 but other scholars
(a) have the possibility to switch if that is convenient enough. This figure shows
LOESS curves with confidence intervals for each deception level, where y is the
mean citations for s divided by the mean citations for a ( csca ) and x is simply time. For
low and mid-level of max r , the data seem to be not dispersed—i.e. the confidence
intervals appear close to the line. A low level of deception (d = 1) seem to give s
quite a substantial advantage over a, with s citations that are, on average, two or three
times higher than those of a. This clearly explains why many a switch to become s,
following self-interest. The remaining two curves in the left and center pane overlap.
There is still a consistent advantage for s (this is the condition of this selection) but
d does not seem to explain it, while r̄ provides a better explanation.

The pane on the right of Fig. 2 is different. In fact, it seems that max r explains
the s advantage while d does not. In this case, a simple rigorous academic work
is enough for these scholars to get an advantage, independent of whether they are
loyal to their circle or not. The increasing number of s scholars guarantees them
that behaving strategically pays off only because they are a majority in the system.
The counterargument is offered by Fig. 3. The logic is the same as Fig. 2 but initial
proportion Ps = 0.2 is not allowed to change, i.e. adapt = F . This is the case where



30 D. Secchi

Fig. 2 LOESS regression curves and confidence intervals for c̄s/c̄a over time (scholars = 50,
Ps = 0.2, adapt = T , Ns > 25)

Fig. 3 LOESS regression curves and confidence intervals for c̄s/c̄a over time (scholars = 50,
Ps = 0.2, adapt = F)

scholars stick to their beliefs on how to conduct scientific research. The effect of d is
similar to that observed in Fig. 2. However, in this case the curve is rather different.
In fact, it grows for the first half of the simulation time (≈ 12 or 15 years) and then
declines. Rigor, in this case, reduces the advantage of strategic behavior, especially
when the overall number of publications increase and s remain stuck on limited
numbers. Deception seems to help, but it is irrelevant when rigor increases (pane on
the right).
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5 Concluding Remarks

The simulation demonstrates that strategic behavior and cartels do give a citation
advantage to those who practice it. Also, when we assume that all academics are
selfish- i.e. ‘play the game’ - and want to gain from this behavior, this advantage
ceases to exist since the vast majority of academics switch to a strategic behavior.
Indeed, this is a strong assumption to make over a scholar’s behavior. Instead, in
a system where there are stable preferences over scientific practices, the advantage
of s scholars is limited in time and seems to fade away as a field progresses such
that more rigorous practices become more common. In this case, the consequence is
that the advantage of cartels remains temporary. However the assumption of stable
preferences is probably too strict.

Another learning point is that, to exploit the cartel in full, strategic scholars need
to be rather “purists” and loyal to their circle. This would, on average and when
rigorous search is not a priority, increase their advantage. In otherwords, lax scientific
standards (low rigor) are rewarded with a citation increase, rather than punished as
bad science.

Overall, not only are citation cartels unethical and capable of steering a system
in the direction of the publications coming from its members, but they promote less
rigorous scientific practices that, in the long run, may affect results and relevance
of a scientific field. This is how the self-interested scholar damages the scientific
enterprise.
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A Study on Multi-scale Modeling
in Social Simulation Focusing
on Relationships Among
Decision-Makers

Gaku Shimizu, Toshiya Kaihara, Daisuke Kokuryo, and Nobutada Fujii

Abstract The concept of System of Systems (SoS) is important to realize a soci-
ety that creates sustainable value through the coordination and cooperation of sys-
tems. However, for SoS consisting of subsystems at different spatio-temporal levels,
conventional modeling methods are applied independently at each level, making it
impossible to conduct both macro and micro evaluations at the same time. In this
paper, we propose a multi-scale modeling method that enables modeling of each sys-
tem component at different spatio-temporal levels. The proposed method is applied
to a local city under COVID-19, and a comprehensive analysis of the target system is
conducted by modeling and integrating decision-makers at different levels: citizens,
organizations, and municipality.

Keywords Multi-scale modeling · System of systems (SoS) · Decision-maker ·
COVID-19

1 Introduction

Society 5.0 [1] is a concept proposed by JapaneseGovernment in 2016, which creates
sustainable value and services through the coordination and cooperation of systems.
The concept of System of Systems (SoS) is important to realize Society 5.0 [2].
SoS is a collection of elements, each of which can be considered a system, with
operational independence in that each elemental system can operate independently,
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Fig. 1 Concept of system of
systems

and managerial independence in that each elemental system has the authority to
manage the system [3]. One of the characteristics of SoS is that it includes various
subsystems at different spatio-temporal levels. These systems have a hierarchical
structure, mediated by the macro-level of the society as a whole, and are mixed
with various heterogeneous systems with lower levels at the meso- and micro-levels
(Fig. 1).

On the other hand, it is difficult to achieve both a macro-level evaluation of the
entire system and a micro-level evaluation of the details simultaneously, because
conventionalmodelingmethods are applied independently at each level, and there is a
need for a modelingmethod that can appropriately design and analyze social systems
with SoS structures. Recently, there has been much research on hybrid simulation
(HS: defined as a modeling approach that combines two or more of the following
methods: Discrete-Event Model (DEM), System Dynamics (SD), and Agent-Based
Model (ABM)) to represent complex systems [4], but few studies have explicitly
considered differences in spatio-temporal level of the components. Therefore, we
focus onmulti-scalemodeling, inwhichmodels aremade by usingmodelingmethods
appropriate for each level and integrated, and propose a modeling method that can
efficiently implement models with the accuracy required at each level and enable
evaluation suited to each level. The proposed method is applied to a local city where
COVID-19 is prevalent, and the efficiency is evaluated with simulation experiments.

2 Multi-scale Modeling in Social Simulation

In this chapter, multi-scale modeling in social simulation is proposed. First, we
describe the concept of multi-scale modeling. Then, we describe the systematiza-
tion of decision-makers and the methods for integrating multiple decision-making
models, which are necessary for modeling social systems by multi-scale modeling.
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Fig. 2 Comparison of conventional method and multi-scale modeling

2.1 Multi-scale Modeling

Real-world phenomena span a wide range of temporal and spatial scales. Conven-
tional modeling methods that focus on one scale cannot capture phenomena near
the boundaries of these scales because they require assumptions and conditions for
other scales (Fig. 2: Left). It is also difficult to achieve both a macro-level evalua-
tion of the entire system and a micro-level evaluation of the details simultaneously
from the viewpoints of efficiency and accuracy. Therefore, we have focused onmulti-
scale modeling, which can simultaneously consider models at different levels (Fig. 2:
Right). This concept is considered to be useful in several fields, because it can simulta-
neously capture changes at different spatio-temporal levels by seamlessly connecting
diverse systems that include different scales [5].

For social systems consisting of various decision-makers and having a hierarchy,
it is also necessary to seamlessly connect micro-models such as individual behavior
models, meso-models such as industrial structure models, and macro-models such
as policy and economic evaluation models, and simultaneously analyze them. In the
social systems, the decision-makers at different spatio-temporal levels are regarded as
elemental systems of SoS, and then they can be seamlessly integrated. By realizing
multi-scale modeling, it is possible to implement models at the different spatio-
temporal levels with accuracy and efficiency for the target social system. Then,
the model enables analysis suitable for the entire target system and each level. On
the other hand, to apply multi-scale modeling into social systems, it is necessary
to systematize decision-makers at different spatio-temporal levels and to integrate
multiple decision-making models.

2.2 Systematization of decision-makers

To apply multi-scale modeling into social systems, the framework proposed by
DeLaurentis et al. [6] is applied to organize the system components in this paper.
The systematization procedure is as follows.
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Step 1: Classify system components into the following four types.

– Resources: Physical components of the system
– Operations: Activity policies and procedures for physical components
– Economics: Nonphysical components in a market economy
– Policy: Policies affecting each component

Step 2: Classify components within each category into several hierarchies based
on their relative position at the spatio-temporal level.

The existence of decision-makers at various levels can be grasped by focusing on
Resources elements.

2.3 Modeling of Decision-Makers and Their Integration

We construct an ABM consisting of entities that are systematized by the method
described in Sect. 2.2 and have a decision-making model appropriate for that level.
When the decision-making models are at different spatio-temporal levels, the inter-
vals between decisions and the range of their influence are different. Therefore, it is
necessary to integrate the models seamlessly, considering the spatio-temporal level
and the relationships among decision-makers, rather than simply connecting inputs
and outputs among the models.

In this paper, the target society at the local city scale is divided as follows according
to the framework in Sect. 2.2: micro-model for citizens at α-level, meso-model for
organizations at β-level, and macro-model for a municipality at γ -level. Then, by
focusing on the policy structure of themunicipality, we find two types of relationships
among these entities, and propose a method to seamlessly integrate the three models
by explicitly introducing the concept of “social consciousness” into the model.

Constructing Relationships among Decision-Makers based on Policy Structure.
In this paper, we construct relationships among citizens, organizations, and a munic-
ipality based on policy structure. Policies have a hierarchical structure consisting of
a chain of objectives and means, and are generally classified into the categories of
“Policy” (in a narrow sense), “Program”, and “Project” [7]. The higher the hierarchy,
the more abstract, and the lower the hierarchy, the more concrete. The characteristics
of each hierarchy are as follows.

– Policy: Major set of administrative activities aimed at a major goal.
– Program: Set of administrative activities aimed at a concrete objective based on
the major goal.

– Project: Basic unit of administrative activity to implement programs.

Based on the above characteristics, two types of relationships between decision-
makers are established. The role of policy is to encourage citizens and organizations
to change their behavior by appealing to their social consciousness. Therefore, the
three decision-makers have a relationship through “Social Consciousness”. On the
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other hand, the role of project is to change the environment for citizens’ activities
by imposing rules and institutions on organizations. Therefore, the three decision-
makers have a relationship through “Code of Conduct”.

Introduction of Social Consciousness. It is inspired by homogenization used in
multi-scale modeling in materials science. Homogenization is a method of replac-
ing non-homogeneous material with periodic microstructures with macroscopically
equivalent homogeneous material [8]. In a social system, this is regarded as the
process of extracting the consciousness shared by individual entities in society. In
this paper, social consciousness is defined as “the homogenized consciousness of
the entire society generated by the decisions and actions of the decision-makers in
the target system”. The seamless integration of the three decision-making models is
achieved by modeling the social consciousness shared by decision-makers at differ-
ent levels.

Integration Based on Two Types of Relationships. Based on the two types of
relationships and modeling of social consciousness, we seamlessly integrate the
decision-making models at different levels. The model overview is shown in Fig. 3,
and the details of the model integration are described below.

Social Consciousness (Fig. 3: Right). The output of micro/meso-model, i.e., the
results of the actions of citizens and organizations, generates social consciousness,
which becomes the input of macro-model and influences the policy decisions of the
municipality. On the other hand, social consciousness is controlled by the policies
of the municipality, which is the output of macro-model and influences the decision-
making of citizens and organizations in micro/meso-model.

Code of Conduct (Fig. 3: Left). The output of macro-model, i.e., the projects of the
municipality, imposes rules and institutions on the organizations as inputs to meso-
model. In response, organizations follow or go against the rules and institutions
according to their management policies. In meso-model, changes in the decision-
making of the organization cause changes in the activity environment of citizens,
and citizens in micro-model act with the changes.

3 Application to the COVID-19 Problem

The proposed method described in the previous section is applied to a social system
assuming a local Japanese city where COVID-19 is prevalent. In this city, there are
various decision-makers at different spatio-temporal levels who make decisions on
measures to control and prevent the spread of the disease. We model the target city
in detail using synthetic population data [9] that estimates the national municipal
population using the household composition restoration method. However, since we
focus on decision-makers within the target city, we assume that there is no population
outflow or inflow from the target city.
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Fig. 3 Proposed model with social consciousness

Table 1 Classification of organizing the system components

Level Resources Operations Economics Policy

γ Municipality Infection control
measures, vaccination
projects

Budget, project
expenses

–

β Office, store, school,
hospital, vaccination
venue

Organization operation,
inoculation services

Budget, profit,
operating expenses

Reduced business
hours, school closure,
securing hospital beds,
vaccine distribution

α Citizen, bed, vaccine,
medicine

Citizen behavior,
management of
medical supplies

Labor cost, medical
expenses

Restrictions on going
out, telework,
vaccination

3.1 Systematization of Decision-Makers

Table1 shows the classifications of organizing the system components using the
framework described in Sect. 2.2 for the target system. In this table, the spatio-
temporal influence of the system components increases in the order of α, β, and γ .
By focusing on Resources in Table1, the existence of decision-makers at various
levels, i.e., citizens at α-level, organizations at β-level, and a municipality at γ -level,
is grasped.

3.2 Modeling of Decision-Makers and Their Integration

Using the method described in Sect. 2.3, each systematized decision-maker is mod-
eled and integrated as multi-scale modeling. Citizens at α-level are micro-entities,
characterized by generating emergent phenomena bottom-up through their interac-
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tions. Therefore, they are modeled as micro-model. The decision-makers of offices,
stores, schools, and vaccination venues among β-level organizations are modeled
as meso-model, which are the activity environments of citizens. The municipality
at γ -level is characterized by its decision-making based on macro variables and its
top-down influence on the social system. Therefore, it is modeled as macro-model.

Micro-model. We model citizens’ decision-making and their interactions as micro-
model. It is assumed that citizens live in the local Japanese city consisting of multiple
areas where households and β-level organizations exist.

Citizen Type. Citizens are classified into the following four types by employment
status and age among the attributes of the synthetic population data.

– Regular employees: Employment status is general worker.
– Non-regular employees: Employment status is short-time worker or temporary
worker and over 19 years old.

– Students: Employment status is not general worker, 7–18 years old.
– Others: Other than above.

Citizen Action. The daily action flow of citizens is shown in Fig. 4. The citizens
determine destinations if they have no infection symptoms. The destinations that
citizens can go to are defined by their attributes. The product of the outing rate or
and the place-specific rate r determines whether or not citizens go to each place.
Citizens with more than one destination go out and spend c yen per visit to a store.
Citizens visit and stay at all destinations, and then return home.

Disease Transition and Transmission. Based on the literature on agent simulation for
COVID-19 [10], a citizen has the seven states shown in Fig. 5. The citizen has infec-
tivity from two days before transitioning toMild or Asymptomatic to the Recovered,
and spreads the infection with a defined probability (= contact rate cr∗ transmission
rate tr ) at home and the destination. As shown in Fig. 4, agents with symptoms (cir-
cled by the dotted line in Fig. 5) stay in their house, and are home-cured or quarantined
(no infection transmission) according to probability hr .

Vaccination. This paper assumes that the vaccine is highly effective, and 90% of
infections can be controlled by the vaccine. Then, citizens can reduce the incidence
psym and severity psev of disease through vaccination.

Meso-model. Organizations aremodeled as activity environments for citizens. In this
paper, since the target problem is COVID-19 emergency, organizations follow the
instructions of the municipality and don’t make any decisions, such as management
policy decisions. Each organization has the following features.

– Office: Workplace for both regular and non-regular employees.
– Store: A place where citizens do consumption activities.
– School: Elementary, junior high, and high schools where students are assigned
according to their address and age.

– Vaccination venue: A place where vaccines are allocated by the municipality and
where citizens receive vaccines.
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Fig. 4 Action flow of
citizen

Fig. 5 Disease transition

Macro-model. The decision-making of a municipality is modeled as macro-model.
Based on the policy structure described in Sect. 2.3, the municipality has policies
and projects. Each of them is described as follows.

Policy. We introduce the concept of stages in the model, based on the Japanese gov-
ernment’s COVID-19 measures. These stages represent the level of reinforcement of
COVID-19 measures by the municipality and are classified into four stages accord-
ing to defined criteria. The following situations are assumed in each stage, and a set
of projects to be implemented in each stage is prepared.
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– STAGE1: No measures are required.
– STAGE2: Caution should be strengthened.
– STAGE3: Measures should be strengthened.
– STAGE4: Maximum measures are required.

Project. Projects are a means of achieving the policies and we introduce them into
the model as specific measures for organizations. In this paper, the municipality
conducts a project to request reduced business hours and provide vaccines.

Integration of the Three Models. We integrate the three models according to the
model overview shown in Fig. 3. In this paper, however, organizations are assumed to
fully accept projects from the municipality in response to the COVID-19 emergency,
and no connection to social consciousness is considered. The model integration by
decision-maker relationship is described below.

Model Integration by Social Consciousness. In this paper, social consciousness is
assumed to be formed based on the number of infected people output from micro-
model as a result of the actions of citizens and modeled by SD (Fig. 6). Table2 shows
the definitions of the symbols and the formulation is as follows.

Fig. 6 Stock and flow diagram

Table 2 Definition of symbols

C Social consciousness dr Decrease rate of social consciousness

I N Inflow of C N I Number of infected people
(from micro-model)

OUT Outflow of C ni0 Standard for the number
of infected people

C I Indicators of social consciousness PVin Policy variable for inflow
(from macro-model)

lag Lag in the generation of social
consciousness

PVout Policy variable for outflow
(from macro-model)

k Time discount rate t Simulation time (unit: day)
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dC(t)

dt
= I N (t − lag) − OUT (t) (1)

OUT (t) = C(t) ∗ dr ∗ (1 + PVout (t)) (2)

C(0) = 0 (3)

I N (t) = C I (t)

1 + k ∗ t
∗ (1 + PVin(t)) (4)

C I (t) = N I (t)

ni0
(5)

Equation (1) represents the change in C per unit time, and I N is the value before
lag day. Equation (4) represents that I N is determined by C I and decreases with
time. Equation (2) shows that OUT is a constant multiple of C . Equation (5) shows
that the indicator of social consciousness is determined by the number of infected
people. Equation (3) shows that the initial value of C is 0.

Themodel integration is performedvia the social consciousness formulated above.
The municipality in macro-model makes policy decisions using C as an input; the
stages change according to the value of C , and PVin and PVout determined by each
stage control the value of flow as represented by (4) and (2). On the other hand,
citizens in micro-model make decisions by C , which changes according to (1), and
cs, a parameter that represents the citizen’s individual sense of crisis about infectious
diseases. Specifically, in the “Citizen Action” item, the outing rate or of citizens is
multiplied by 1 − C ∗ cs. In the “Vaccination” item, if C ∗ cs exceeds the threshold
value T for vaccination, which is given to all citizens in common, the citizen tries to
vaccinate.

Model Integration by Code of Conduct. The project according to the stage deter-
mined bymacro-model is implemented for the organization that is meso-model. This
changes the activity environment of the citizens in micro-model. Specifically, in the
parts described in meso-model and micro-model items, the time when citizens can
go to the store becomes shorter because the closing time of the store is earlier due
to the request for reduced business hours. In addition, citizens who satisfy all of the
following conditions in the vaccination project: target age, vaccine inventory, and
C ∗ cs exceeding the T , make a reservation for vaccination, and the reserved amount
is allocated to the vaccination venue.

4 Computational Experiments

To analyze the behavior of the target system described in the previous chapter, the
social simulation is performed using AnyLogic [11], a modeling tool that enables
simulation by combining three modeling methods (SD, DEM, and ABM) within a
single model. The target city is Ashiya City, a small local city in Japan.
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4.1 Experimental Conditions

The experimental conditions are shown in Table 3 (basic condition), Table 4 (param-
eters by age), and Table 5 (probability of visit by type). The conditions related to the
target city (Q, R, P ,W , S, E , J , H , V ) are set from the statistical [12] and synthetic
population data [9] of Ashiya City. The conditions related to COVID-19 symptoms
(ET , MST , MRT , ART , SRT , SDT , psym , psev , pdea) are set based on the data
from the JapaneseMinistry of Health, Labor andWelfare [13] and literature on agent
simulation for COVID-19 [10]. The conditions for citizen actions (rof , rst , rsc) are
set based on data from the Japanese Ministry of Land, Infrastructure, Transport and
Tourism [14]. The sense of crisis cs is set based on the assumption that it becomes
stronger with increasing age. The other conditions are set through a preliminary
experiment.

Table6 shows the parameters for policies and projects that change according toC .
The municipality determines the stage transition once every 4 weeks, and the stage
is assumed to transition one stage at a time, even if the value of C changes rapidly.
The vaccination schedule is as follows: 26 weeks after the date of reaching STAGE2,
vaccination becomes available for those aged 65 years and older, followed by those
aged 18 years and older, and then those aged 12 years and older, in order of 8 weeks
intervals. The number of simulation trials is 100.

Table 3 Basic experimental conditions

Area number Q 8 Consumption
amount c

[1000, 10,000] Exposed duration
ET

N (5, 1)

Household number
R

40,102 Home care rate hr 0.7 Mild-severe
duration MST

N (7, 1)

Population P 90,244 Vaccine threshold T 0.4 Mild-Recovered
duration MRT

N (10, 1)

Office number W 3111 Transmission rate
with symptoms
trsym

0.1 Asymptomatic-
recovered duration
ART

N (10, 1)

Store number S 1530 Transmission rate
without symptoms
trasy

0.05 Severe-recovered
duration SRT

N (7, 1)

Elementary school
number E

8 Household contact
rate crhh

0.4 Severe-dead
duration SDT

N (7, 1)

Junior high school
number J

3 Office contact rate
crof

0.07 Lag lag 5

High school number
H

3 Store contact rate
crst

0.09 Time discount rate k 0.005

Vaccination venue
number V

1 School contact rate
crsc

0.01 Decrease rate dr 0.05

Outing rate standard
or0

1 Initial exposed
number I E

20 Infected people
standard ni0

25
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Table 4 Parameters by age

Age Incidence, psym Severity, psev Lethality, pdea Crisis sense, cs

0–9 0.50 0.00050 0.00003 N (12.0, 1)−1

10–19 0.55 0.00165 0.00008 N (11.5, 1)−1

20–29 0.60 0.00720 0.00036 N (11.0, 1)−1

30–39 0.65 0.02080 0.00104 N (10.5, 1)−1

40–49 0.70 0.03430 0.00216 N (10.0, 1)−1

50–59 0.75 0.07650 0.00933 N (9.5, 1)−1

60–69 0.80 0.13280 0.03639 N (9.0, 1)−1

70–79 0.85 0.20655 0.08923 N (8.5, 1)−1

80+ 0.90 0.24570 0.17420 N (8.0, 1)−1

Table 5 Probability of visit by type

Type Office, rof Store, rst School, rsc

Regular 0.77 0.18 0.00

Non-regular 0.62 0.29 0.00

Students 0.00 0.18 1.00

Others 0.00 0.52 0.00

Table 6 Relationship between social consciousness and policy/project parameters

Social
consciousness, C

STAGE PVin PVout Closing time, ct Vaccine supply, v

0.0–1.5 1 0.2 0.8 24 1000

1.5–3.0 2 0.4 0.6 24 2000

3.0–4.5 3 0.6 0.4 20 3000

4.5+ 4 0.8 0.2 20 4000

4.2 Experimental Results

We simulated 730 days in the local Japanese city under the experimental conditions
described in the previous section. The mean of the total number of infected people
was 8280.7 ± 1632.1 in 100 trials. The real total number of infected people inAshiya
City for two years (April 2020 to March 2022) was 5403, and the simulation results
are valid for the scale of infection, taking into account the omission of tests. Since the
results of each trial showed similar trends, the results of one trial will be discussed
below.

Figure7 shows the number of people in each state, Fig. 8 shows the social con-
sciousness and stage, Fig. 9 shows the consumption amount, and Fig. 10 shows the
number of completed vaccinations. First, we note that in Fig. 7, the wave of the num-
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Fig. 7 Number of people in
each state

Fig. 8 Social consciousness
and STAGE

Fig. 9 Consumption amount

ber of infected people increases and decreases repeatedly. As shown in Fig. 8, as
the number of infected people increases, C increases, and the outing rate of citizens
decreases, resulting in a decrease in the number of infected people. The reverse is
also true, and thus the number of infected people vibrates up and down. In addition,
as shown in (4), social consciousness is less likely to increase with time, and the
wave of the number of infected people becomes larger after 400 days.
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Fig. 10 Number of
completed vaccinations

Next, we focus on the relationship between social consciousness and stage in
Fig. 8. Figure8 shows that municipalities raise or lower their stage by increases or
decreases in C . Social consciousness changes every day, while the municipality
makes a decision once every four weeks. Then the municipality is not able to take
prompt action, and the timing of the peak of C and STAGE4 is not aligned.

Finally, in Figs. 9 and 10, we focus on the relationship between each project of
the municipality and social consciousness and stage. Figure9 shows that (a) the
consumption amount increases or decreases continuously and (b) it increases or
decreases discontinuously. (a) is because the outing rate increases or decreases with
the change in social consciousness. (b) occurs at the border between STAGE2 and 3
in Fig. 8. This is because the closing time of stores is uniformly moved from 24:00
to 20:00 after STAGE3 due to the municipality’s request for reduced business hours.
Thus, it can be said that citizens’ actions change in response to changes in both their
social consciousness and the environment of their activities.Moreover, Fig. 10 shows
that citizens vaccinate the elderly first in response to the municipality’s vaccination
project. In particular, the number of vaccinations increases as the threshold for vac-
cination is exceeded at the time when social consciousness increases. Figure7 shows
that as the percentage of completed vaccinations increases, the number of people
with symptoms is reduced.

Thus, the proposed method enables analysis focusing on decision-makers at each
level. Furthermore, compared to previous studies on COVID-19 (e.g., [10]), the pro-
posed method enables not only analysis of results for specific measures or situations,
but also a comprehensive analysis of the entire social system.

5 Conclusion

In this paper, we proposed amulti-scale modeling with social consciousness in social
simulation. The proposed method was applied to a local city under COVID-19, and
the results from the social simulation showed that the proposed method is capable
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of performing a comprehensive analysis of the target system. In future works, the
decision-making algorithm for each decision-maker should be sophisticated, and pro-
posals for institutional design of social systems that reflect the intentions of different
levels of decision-makers should be made.

Acknowledgements This research is supportedby JST-Mirai ProgramGrantNumber JPMJMI20B3,
Japan.

References

1. Society 5.0, https://www8.cao.go.jp/cstp/english/society5_0/index.html. Accessed 08 Feb
2023

2. Kaihara, T., et al.: Innovative SystemsApproach for Designing SmarterWorld. Springer (2021)
3. Maier, M.W.: Architecting principles for systems-of-systems. Syst. Eng. 1(4), 267–284 (1999)
4. Brailsford, S.C., et al.: Hybrid simulation modelling in operational research: a state-of-the-art

review. Eur. J. Oper. Res. 278(3), 721–737 (2019)
5. Weinan, E.: Principles of Multiscale Modeling. Cambridge University Press (2011)
6. DeLaurentis, D., et al.: A system-of-systems perspective for public policy decision. Rev. Policy

Res. 21(6), 829–837 (2004)
7. Policy Evaluation Implementation Guidelines, https://www.soumu.go.jp/main_content/

000556222.pdf. Accessed 08 Feb 2023
8. Terada, K., et al.: A class of general algorithms for multi-scale analyses of heterogeneous

media. Comput. Methods Appl. Mech. Eng. 190(40–41), 5427–5464 (2001)
9. Harada, T., et al.: Projecting synthetic households on buildings using fundamental geospatial

data. In: Proceedings of Social Simulation Conference 2017, 10 pp. (2017)
10. Kerr, C.C., et al.: Covasim: an agent-based model of COVID-19 dynamics and interventions.

PLOS Comput. Biol. 17(7), 1–32 (2021)
11. AnyLogic: Simulation Modeling Software Tools & Solutions for Business, https://www.

anylogic.com/. Accessed 09 Feb 2023
12. Statistical Data of Ashiya, https://www.city.ashiya.lg.jp.e.akj.hp.transer.com/bunsho/toukei/

index.html. Accessed 09 Feb 2023
13. Information forMedical Clinic (Treatment Guideline and Clinical Study) (in Japanese), https://

www.mhlw.go.jp/stf/seisakunitsuite/bunya/0000121431_00111.html. Accessed 09 Feb 2023
14. NationalUrbanTrafficCharacteristics SurveyData (in Japanese), https://www.mlit.go.jp/toshi/

tosiko/toshi_tosiko_fr_000024.html. Accessed 09 Feb 2023

https://www8.cao.go.jp/cstp/english/society5_0/index.html
https://www.soumu.go.jp/main_content/000556222.pdf
https://www.soumu.go.jp/main_content/000556222.pdf
https://www.anylogic.com/
https://www.anylogic.com/
https://www.city.ashiya.lg.jp.e.akj.hp.transer.com/bunsho/toukei/index.html
https://www.city.ashiya.lg.jp.e.akj.hp.transer.com/bunsho/toukei/index.html
https://www.mhlw.go.jp/stf/seisakunitsuite/bunya/0000121431_00111.html
https://www.mhlw.go.jp/stf/seisakunitsuite/bunya/0000121431_00111.html
https://www.mlit.go.jp/toshi/tosiko/toshi_tosiko_fr_000024.html
https://www.mlit.go.jp/toshi/tosiko/toshi_tosiko_fr_000024.html


A Theoretical Agent-Based Model
to Simulate the Rise of Complex Societies

Saida Hachimi El Idrissi , Mohamed Nemiche , and Bezza Hafidi

Abstract Nowadays, societies consist of hundreds of millions of people governed
by one political system, and cooperation between individuals transcends face-to-face
cooperation. However, in early history, groups of people did not exceed hundreds
of individuals, and cooperation existed at low levels. So how did human societies
evolve fromsmall groups knownby face andname into the huge anonymousgroups of
today? Our model tries to answer this question based on Freud’s hypothesis stating
that civilization could not arise and evolve without the repression of satisfaction
(repression of human desires). In social evolution the repression of satisfaction can
be interpreted as the repression of competition between society members the thing
that increases the society power and helps on the formation of complex societies. In
order to test this hypothesis we implemented an agent-based model where a large
number of primitive societies are distributed in a grid of cells; initially, each cell is
an independent polity. In each time step, all border cells (cells having at least one
neighbor of a different polity) have a chance to start an attack and take over one
cell from its neighbors. During the simulations we can observe the emergence of
complex societies the thing that validates our hypothesis.

Keywords Agent-based modeling · Repression of satisfaction · Cooperation ·
Competition · Social simulation

1 Introduction

In the present age, the population of the largest countries is more than a billion. The
world is full of societies with millions of citizens living in large lands ruled by one
political system and maybe even by one person, the thing that was impossible in
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the early ages before agriculture. The emergence of agriculture allowed humans to
settle in fertile lands and have a surplus of food, which facilitated the reproduction
and growth of primitive groups. According to Turchin, the competition for resources
between neighboring groups grew, as well as the attacks of nomadic groups aiming
to get agricultural products by force. The competition between agriculturalists and
nomads obliged the groups with the same interests to cooperate and defend their
welfare. Consequently, the groups neglected their differences and built societies [1].

The evolution of all species is based on the natural selection [2]. However, doesn’t
natural selection favor competition and selfish behaviors more than cooperation?
Then how could humans cooperate and organize huge societies where individuals
have no genetic relations? Even with the advantage of selfishness and competition in
nature, cooperation behavior has been observed, and many scientists tried to explain
it. Cooperation exists at several levels. The first one is cooperation between relatives
(kin selection), which is explained as the self-sacrifice for the favor of common genes
[3]. The second is the cooperation between members in small groups (face-to-face
cooperation), which in turn is explained by the reciprocity, reputation, retribution,
and group selection [4–7].

The last level is large-scale cooperation, which is the key factor to the emergence
of large-scale societies. Robert Boyed et al. argued that cultural adaptation is the
main reason behind the evolution of large-scale cooperation [8]. They based their
hypothesis on three assumptions. The first is that humans developed the ability to
learn from each other, which created an evolution by cultural accumulation. There-
fore, this ability was favored by natural selection because it provided the cultural
adaptation needed in their social environment during the rapidly changing climates.
The second is that rapid cultural adaptation increased the differences between groups
and also increased competition between groups. However, reciprocity and reputa-
tion systems can balance selfish and cooperative behaviors within groups. The last
assumption is that in culturally evolved cooperative groups, social selection and
moral systems favor the reproduction of members with social norms that support
pro-social motives; it also punishes the members who violate those norms, making
their chances of reproduction very low. Thus, those moral systems forced by punish-
ment and reward favored the success of individuals that functioned well in such
an environment and also favored motives like shame, guilt, and other norms that
facilitate the rise of large-scale cooperation [8].

In addition to cooperation, repression of competition also has an important role
in the rise of large-scale societies. Alexander argued that repression of reproduc-
tive competition in human groups, added to the ferocity of competition between
outside groups, helped spread human social structures [5, 9, 10]. Those social struc-
tures (social norms and social institutions) are the principal key to the emergence of
large-scale societies. Frank goes with the same hypothesis and states that the fitness
of a group increases with the decrease of competition within it. Low competition
maximizes the number of individuals who benefit from resources and prevents the
damage caused by overexploitation [10]. However, natural selection does not favor
the repression of competition inside groups because individuals try to get maximum
resources at the expense of their neighbors to ensure their survival. Besides that, we
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can observe the evolution of internal repression traits in nature [10–14]. To explain
that, Frank proposed a model where individuals have a variable called competition
intensity (z) and another variable (a) called mutual policing, which represents the
individuals’ contribution to the repression of competition within the group. This
mutual policing, also called punishment, helps the group reduce the competition and
increase the cooperation among group members, and as a result, the group gains
higher fitness [10].

The ability of humans to cooperate and live in huge groups without any genetic
relations (this ability is called ultrasociality) produces large-scale societies [15].
A theoretical model presented by Turchin et al. [15] suggested that the evolution
of ultrasocial norms and institutions is the reason behind the emergence of large-
scale societies. As well, those ultrasocial norms and institutions result from intense
competition and warfare between societies which depends on the spread intensity
of military technology. Turchin used two vectors in his model: the first repre-
sents ultrasociality traits responsible for the power of a polity. The second vector
is for military technology that is basically responsible for warfare intensity and
ethnocide [15].

Another try to explain the huge cultural diversity in the world is the model of
Talukdar et al. [16]. They made a computer model in a two-dimensional domain to
simulate the interactions between cultures. The main dynamical processes used in
their work are inspired by historical rules of expansion, interaction, and merging
among cultures, namely growth, assimilation, invasion, aggression, and annihila-
tion. From simple rules to define different interactions between cultures, the model
pictured some interesting data in agreement with historical data, such as the intensity
of wars in the primitive period compared to the modern one and the appearance of
globally polarized cultures [16].

In this work, we propose a theoretical agent-based model to explain how large-
scale societies emerged based on Freud’s assumption about the emergence of civi-
lization. Freud considers that without the restraint of human desires, civilization
could not exist [17]. The central premise of this model is that the repression of indi-
viduals’ satisfaction within the group that helps have strong societies is the result
of the suffered repression caused by the neighboring societies (the risk of an attack
from a neighboring group). The outside danger forces the individuals to cooperate
and contribute to mutual policing to reduce competition inside the group.

Agent-based modeling (ABM) is a bottom-up approach of social simulation used
to facilitate themodulization of social complex phenomenon. One of themain advan-
tages of ABM is its ability to produce macro-scale phenomena (complex patterns)
from simple behavioral rules at the micro-scale. It is based on agents who interact
with each other and their environment according to simple rules. Agents may be indi-
viduals or collective entities that have attributes andmethods.While the environment
is the place where they live, they exploit it and interact with it according to specific
rules. As for the rules, they are simple instructions that organize the interactions
between the model elements [18–20].
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2 Methods

2.1 General Logic of the Model

In this work, we develop an agent based model to understand how human societies
grow from primitive societies where small groups are unified with face-to-face coop-
eration to complex societies of today. Our study is limited to the Old World, where
the conflicts between societies occur only by land. Our simulation takes place on a
two-dimensional hexagonal grid of cells. Each cell represents a community (local
society). Each community is characterized by a satisfaction vector, a fitness, a power,
and a suffered repression. At the start, each community is independent, and has six
neighbors.

Satisfaction noted as π i , is a binary vector with nsat traits π i (t) =(
π i
1(t), . . . , π

i
nsat (t)

)
, where π i

k(t) ∈ {0, 1},∀k ∈ {0, . . . , nsat }, where nsat is a
parameter of the model. The presence of all the satisfaction traits in a polity refers
to a primitive society where there is no norms or restrictions to respect.

The satisfaction intensity for an independent polity “i” is calculated as the average
value of the satisfaction traits:

π i (t) = 1

nsat

nsat∑

l=1

π i
l (t) (1)

For primitive society π i (t) = 1.
For multicell polity “i” the satisfaction intensity is defined as:

�i (t) = 1

Si

Si∑

k=1

π k(t) (2)

where Si is the polity size (number of cells of the multicell polity “i”), and π k the
satisfaction intensity of the individual polity “k” [21].

To calculate the value of the individual fitness of a polity “j” that belongs to a
multicell polity “i”, we are inspired by Frank’s formula [10]:

wi j (t) =
(
ai (t) − c · ai j (t) + (1 − ai (t)) · π j (t)

�i (t)

)

(
1 − (1 − ai (t)) · �i (t)

)
(1 − σ i (t)) (3)

where

• σ i (t) represents the suffered repression by the multicell polity “i” from its
neighbors (social context) [12–14, 22];
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• ai j (t) is an individual’s participation in mutual policing. Policing is a mechanism
that reduces the competition within the group by repressing the satisfaction of
individuals. The value of the individual’s policing increases with the increase of
the suffered repression (external danger); which favors intragroup cooperation
and increases the fitness of the group [10];

• ai (t) is the average level of policing in the polity “i”;
• cai j (t) is the cost to live in a group;
• c is a parameter of the model;

For one-cell polities, the fitness is simplified as:

wi (t) = (
1 − π i

)
(1 − σ i (t)) (4)

According to Freud, repression of individual satisfaction is necessary for technical
progress of the group [17]. Which leads to powerful polities and facilitates the rise
of complex societies.

The individual policing increases with the increase of suffered repression and the
increase of the average satisfaction:

ai j (t) = π j (t).σ i (t) (5)

The Suffered Repression σ i (t) represents the danger of neighboring societies [12–
14, 22]. It is calculated based on their Power:

σ i (t) =
∑ j

j∈V ∗
i
Power j (t − 1)

∑ j
j∈Vi

Power j (t − 1)
(6)

V ∗
i is the set of neighboring societies of the polity “i” with “i” excluded, Vi is the

same neighborhood with polity “i” included. At the start of the model we consider
σ i (0) = 0 for all cells.

Power of a polity “i” is defined as [15]:

Poweri (t) = 1 + βSiwi (t) (7)

with

wi (t) = 1

Si

Si∑

j=0

wi j (t) (8)

both the size Si and the average fitness of the polity wi increase the polity’s Power,
β is the coefficient that translates fitness into polity’s power.

We summarize the variables of our model in Table 1:
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Table 1 Entities of our model

Entities Variable name Possible values

One cell polity “i”, it can
be a piece of an
empire”j”, Or An
independent polity (local
polity “i”)

(x, y) coordinates
(localization)

([− 27, 27], [− 27, 27])

Imperial-index 0: for independent polity
An integer for polities that belong to an
empire {1, … 100,000}

Satisfaction vector π i π i (t) = (
π i
1(t), . . . , π i

nsat (t)
)
,

where:π i
k(t) ∈ {0, 1}∀k ∈ {0, . . . , nsat }

Satisfaction intensity π i

(average value of
satisfaction traits)

[0.1,1]

Individual fitness wi j Or
(wi for independent
polity)

[0, 1]

Power: Poweri
calculated for
independent polity

[1, 500]

Suffered repression: σ i
calculated for
independent polity

[0, 1]

Individual policing ai j , (
null for independent
polity)

[0, 1]

Multicell polity (Empire
“i”)

Imperial-Index {1, …, 100,000}

Average satisfaction

intensity:�i

[0.1, 1]

Average fitness:wi [0, 1]

Power:Power i [1, 500]

Suffered repression σ i [0, 1]

Average policing ai [0, 1]

Size Si {1, 2, …, 600}

Environment Grid of hexagonal cells 55 × 55 = 3025 cells

2.2 Warfare Between Polities

In thismodel, conflicts between societies aremanaged in the sameway as inTurchin’s
model [15]. In each time step, all border cells (cells having at least one neighbor of a
different polity) have a chance to start an attack in a random direction. If the attacked
cell is from the same polity nothing happens, if not, war can be initiated between
two polities with probability P-attack, with P-attack a parameter of the model. The
order in which the attacker cells are chosen is randomized every time step [15].

An attack can be successful with probability Psuccess defined as:
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Psuccess(t) = Powerattacker (t) − Powerde f ender (t)

Powerattacker (t) + Powerde f ender (t)
(9)

If Psuccess < 0 the attack fails by definition, and nothing happens. If Psuccess >

0 the attack is successful, the attacked cell will be annexed to the polity of the
attacker. The attacked cell may also copy the satisfaction vector of the attacker, with
a probability Pethnocide.

2.3 Sociocultural Dynamics: (Mutation, Ethnocide)

The dynamic process of our satisfaction vector is defined by two mechanisms:

• The first one is mutation, it represents random changes in the satisfaction vector
[15]. At each time step, for every cell, we chose a random position in satisfaction
vector; its value may change from 0 to 1 with a probability μ01 if the value of
the trait is 0, or from 1 to 0 with probability μ10 if the trait value is 1. We note
that we made the first position of all satisfaction vectors equal 1, and we don’t
change them in mutation, so we eliminate the case where �i (t) = 0. We assume
that gaining a satisfaction trait is much easier than losing it μ01 � μ10 because it
is easier to break social norms than to respect them and add new ones [15].

• The second mechanism is Ethnocide or (Forced cultural assimilation). After an
attack, we calculate a probability [15]:

Pethnocide(t) = εmin + (εmax − εmin)
(
1 − �attacker (t)

)
(10)

and the defeated cell may copy the satisfaction vector of the winning cell with
probability Pethnocide. εmin is theminimumvalue Pethnocide can havewhen the average
satisfaction is at maximum 1, and εmax is the maximum value when the average
satisfaction is near to 0. Here we consider that a society with less satisfaction can
have more control over new annexed cells.

2.4 Collapse

Wars cause societies to grow and expand through assimilation, aggression and anni-
hilation. However, they all inevitably decay afterwards because of the repercussions
of those wars and the pluralism leading to civil wars, among other factors. In our
model we define the probability of collapse as in Turchin model [15]. At each time
step, each polity can disintegrate into polities with one cell territory each. The proba-
bility of the collapse increases with the polity size Si and decreases with the average
fitness wi :
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pi (t) = δ0 + δ1Si − δ2wi (t) (11)

δ0, δ1 and δ2 are parameters of the model. δ0 = 1/20 represents the baseline
disintegration probability. δ1 = 1/20, so a polity with low fitness will certainly
collapse after size of 19 cells. And finally the δ2 is defined in a way that every empire
that reaches the size 600 will collapse [15].

3 Results and Discussion

The simulation of ourmodel shows, in a two-dimensional grid of cells, the formation,
the expansion, and the collapse of many complex societies. The main result of this
work is as expected: the decrease of individual satisfaction facilitates the rise of
large-scale societies.

From the simulations, we observed that societies appear in the same way across
all the chronology of our simulations, where we note the emergence, expansion, and
then decline of complex societies. However, the difference lies in the size of the
constituent empires as they expand more as time progresses in the model. At the start
of the simulation, the formed societies are small with relatively high satisfaction
(which translates the absolute individual freedom in primitive societies where there
are no norms and laws to organize communal life), afterward as time passes, due to
the logic of our model, the societies’ satisfaction decreases the thing that refers to the
emergence of social norms and institutions that enable human groups to cooperate
with each other and live in huge societies.

Here we present images from a simulation as an example to show the general
pattern of the simulations.

Every color defines a different society, and the size is the number of cells with
the same color.

To test our model, we decide to examine how sensitive our results are according
to the variations of the variables: Number of Traits “nsat” of the satisfaction vector,
and the cost to live in an Empire “c”. For other parameters, we chose fixed values as
a start to facilitate our tests.

• Note: for figure Fig. 1 (images a, b and c) the values used for “nsat” and “c” are
respectively 10 and 0.6.

Since our essential purpose in this model is the emergence of complex societies,
we focused our interest on societies with a size of more than one hundred cells
(which we can consider as empires). To facilitate tracking those empires, we divided
the timeline (1500 time step) into periods of 100-time step each. At the end of the
simulation, we got all the empires (societies with 100 cells or more) formed for
each period with their necessary data. From that, we can compare between different
periods and determine the variation of empires through time.

The values we chose for our parameters are: nsat = {4; 7; 10}, c = {0.3; 0.6; 0.9}.
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Fig. 1 a Image of a simulation after 40 time steps, we can only see small societies. b Image of a
simulation after 360 time steps, we can see the rise of big societies. c In this image we can observe
the dominance of two big empires at the time step 700

After varying values of nsat and c, we got a set of simulation results where we
concluded that our model kept the same logic for all the parameter combinations (we
can still observe the emergence, expansion, and collapse of complex societies).The
difference is in the average sizes of the constructed empires and the ability to decrease
the satisfaction intensity of societies (the thing that facilitates the rise of the size).

We observe from the results that higher values of nsat decrease the values of
satisfaction intensity (see Fig. 4), and give empires with large sizes (see Fig. 2).
However, the variable c has no direct impact on satisfaction and size variations
because, after many periods, their respective values stabilize at the same value each
for all the variations of c (see Figs. 3 and 5). On the other hand, the variable c affects
the number of empires observed in each period so that their number decreases with
the increase of the variable c (Figs. 6 and 7).

• Note: For all the graphs the number of simulations is 30, each one has 1500 unit
of time. Each period equals 100 unit of time.

200
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400
Average Size

nsat = 4 nsat = 7 nsat = 10

Fig. 2 Variation of the average size of empires for each period of time and for each value of the
variable “nsat”—for each value of nsat = {4, 7, 10} we calculate the average values of all the
variations of c = 0.3, 0.6 and 0.9
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Fig. 3 Variation of the average size of empires for each period of time and for each value of
the variable “c”—for each value of c = {0.3, 0.6, 0.9} we calculate the average values of all the
variations of nsat = 4, 7 and 10
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Fig. 4 Variation of the satisfaction intensity of empires for each period of time and for each value
of the variable “nsat”—for each value of nsat = {4, 7, 10} we calculate the average values of all the
variations of c = 0.3, 0.6 and 0.9
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c=0.3 c=0.6 c=0.9

Fig. 5 Variation of the satisfaction intensity of empires for each period of time and for each value
of the variable “c”—for each value of c = {0.3, 0.6, 0.9} we calculate the average values of all the
variations of nsat = 4, 7 and 10
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Fig. 6 Variation of the Number of Empires that emerged for each period of time and for each value
of the variable “nsat”—for each value of nsat = {4, 7, 10} we calculate the average values of all the
variations of c = 0.3, 0.6 and 0.9

10

15

20

25

30
Number of Empires

c=0.3 c=0.6 c=0.9

Fig. 7 Variation of the Number of Empires that emerged for each period of time and for each value
of the variable “c”—for each value of c = {0.3, 0.6, 0.9} we calculate the average values of all the
variations of nsat = 4, 7 and 10

4 Conclusion

In this paper, we present our work consisting of a simple agent-based model that
explains how large-scale societies emerged in the old world. We have considered
war, and repression of satisfaction as important mechanisms that control coopera-
tion within groups. Warfare and competition between societies enhance coopera-
tion inside groups aiming to defend their territories and common interests. Thus,
the evolution of cooperation inside groups facilitates the group’s expansion at the
expense of other groups and hence promotes the rise of large societies.

Our work could be extended by adding geographical parameters and reimple-
menting the model in a realistic geographical environment. These geographical
parameters will specify the type of territories: fertile lands, mountains, rivers, and
seas, and will define places with intense warfare and places where the defense is
easier compared to others.
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An Agent-Based Model of Prosocial
Equilibrium: The Role of Religiously
Motivated Behaviour in the Formation
and Maintenance of Large-Scale Societies

Ivan Puga-Gonzalez , F. LeRon Shults , Ross Gore ,
and Konrad Talmont-Kaminski

Abstract This paper outlines a new agent-basedmodel that represents the dynamics
by which a society achieves and maintains prosocial equilibrium. The latter is under-
stood as a social balance involving the interplay of prosocial behavior, anxiety, envi-
ronmental threats, and religiosity in the population. Experiments showed that the
model was able to simulate the emergence of relatively large societies under the
sorts of conditions that would be expected based on the theoretical literature and
other empirical findings in the relevant fields. We conclude by describing the main
insights of the simulation experiments and pointing toward future work currently
being planned by the research team.

Keywords Agent-based model · Religiosity · Prosocial behavior

1 Introduction

1.1 Theory on Prosocial Behavior and Intro to the Model

The study of the behavior of humans and other animals in the last few decades has
spent considerable efforts looking at explanations of altruistic behavior. Kin selection
and reciprocal altruism have helped to understand cooperation among other animals
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[1, 2] and in small-scale human societies, without reference to previously popular
but largely discredited group selection explanations [3]. These results have, however,
thrown into sharp contrast the situation with large-scale human societies. The issue
is that in large-scale societies, where most interactions are one-off with unrelated
individuals, the logic behind the theories used to explain animal cooperation breaks
down and the strategy of becoming a free rider appears to be much more attractive
[4]. Many solutions were suggested for this problem, but most of these were largely
concerned with altruistic punishment [5], which was odd because on the whole this
was still a form of altruistic behavior that was costly to the individual [6].

The lack of a generally accepted explanation for cooperation in large-scale
human societies motivated some researchers to look to religion for an explana-
tion. The idea that religion could play the role of motivating social cohesion and
cooperation is one that has a long history, with numerous scholars having argued
for it [7, 8]. In recent years, scholars working within cognitive science of reli-
gion have proposed several mechanisms by which religious beliefs and practices
could help tomotivate costly pro-social behavior [9, 10] as well as seeking to connect
the historical appearance of large-scale societies with changes in religious traditions
that could have played a role in making those societies possible [8, 11]. At the
same time, a range of studies also going back close to a hundred years has provided
evidence for the claim that increased levels of anxiety lead—in the short-term as well
as well in the long-term—to increased espousal of religious claims and engagement
in religious practices [12–14].

When taken together, the connection between religion and cooperation as well as
the connection between anxiety and religion potentially form two parts of a negative
feedback mechanism that could underpin a prosocial equilibrium, the connection
between cooperation and anxiety forming the final element [15, 16]. The picture is
that of environmental threats leading to increased anxiety and thereby to increased
religiosity. However, an increase in religiosity drives increased cooperation, which
helps the society deal with the threats and thereby lower anxiety. In effect, a relatively
high level of religiosity and cooperation is maintained, allowing large-scale societies
to thrive.

To test the plausibility of such a prosocial equilibrium we decided to construct an
agent-based model in which altruistic, prosocial behavior that was not motivated by
reciprocal arrangements or genetic connections would have the opportunity to allow
the growth of societies with many hundreds or even thousands of members. A key
assumption of the model was that religiosity is primarily determined by observing/
participating in religious practices during the period of socialization. The practices
focused upon in the model are forms of religiously-motivated pro-social behavior
such as participation in work for the community, tithing and other forms of religious
charity, as well as those forms of sacrifice in which the offering is made use of by
the community—which are considered to play a large role in motivating religiosity.
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2 Methods

2.1 The Model

Themodelwaswritten inAnyLogic v.8.7.9. Herewe present a brief description of the
model. A full ODD + D protocol description can be found at the github repository:
URL https://github.com/ivanpugagonzalez/Prosociality-ABM-Model

Model overview and agents. The artificial society represented in themodel is inhab-
ited by individual human agents who have eight different variables: age, gender,
marital status, religiosity, wellbeing, insecurity, sensitivity, and anxiety. On initial-
ization, 1000 adult agents are created, the age distribution follows a typical pyramid
shape (0–100 years). The initial values of religiosity, and sensitivity are drawn from a
normal distribution N (μ = 0.5, σ = 0.1) and that of insecurity is set to 0. Every year
all agents experience a given number of environmental threats of different intensity.
The number and intensity of threats are controlled by a Poisson and exponential
distribution (13–14 in Table 1). Threats increase the insecurity of agents and in turn
insecurity increases anxiety. Anxiety and religiosity may then trigger a prosocial
behavior. Prosocial behaviors increase the religiosity and decrease the insecurity of
the performing agents and that of close by neighbors (7–10 in Table 1). Prosocial
behaviors are costly and reduce the wellbeing of performing agents (11 in Table
1). Agents also increase/decrease their wellbeing according to their current age and
insecurity values (15–21 in Table 1). Agents reproduce if they are married, female,
and within the age of reproduction. Agents that are 25 y.o. or younger, reduce a
percentage of their religiosity every year (24 in Table 1). Agents die with a proba-
bility given by their wellbeing value. Figure 1 shows a summary of the model cycle
and order of processes during the simulation.

Wellbeing processes. Wellbeing (WB) determines the probability of an agent
surviving every year. A survival probability curve was mimic using data from 1950’s
in Norway. This choice was arbitrary, but it doesn’t have a major effect on the
model’s behavior. Both the reference model and the one with prosocial behavior (see
Sects. 2.2 and 2.3) use the same survival probability curve, and because we compare
one against the other the effect of the survival probability curve becomes irrelevant.

Wellbeing and age. At initialization, wellbeing is determined by a polynomial func-
tion of the agents’ age. This equation mimics the survival probability of both sexes
according to age during 1950’s in Norway. Then, after initialization, WB of agents
increases and decrease every year according to its age. The gain or loss of WB is
determined by two equations.

The gain of WB is given by equation 1:

Gain = −4C ∗
(
Age − WB_Age_Threshold

100 − WB_Age_Threshold

)Exp1

+ C (1)

https://github.com/ivanpugagonzalez/Prosociality-ABM-Model
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Table 1 Model parameters

Parameter Value Description Process

1. Rep Cost OP % of WB taken from each parent Rep

2. Rep mid threshold OP Reproduction probability is 0.5

3. Rep Curve Shape OP Parameters determining the shape of
probability of reproduction curve4. Importance Insec SA

5. Importance WB 1

6. PB threshold SA Threshold value to trigger PB PB

7. PB inc rel self SA Increase in agent’s and neighbors’
religiosity after a PB8. PB inc rel neigh SA

9. PB dec insec self SA Decrease in agent’s and neighbors’
insecurity after a PB10. PB dec insec neigh SA

11. PB wellbeing cost SA Decrease in agent’s WB after a PB

12. Neigh Benefited SA # of nearby neighbors benefited

13. Threats Rate SA Shape of the Poisson distribution Threats

14. Threats Intensity SA Shape of the exponential distribution

15. WB Age Threshold OP Parameters determining the increase/
decrease of WB according to agents’
age

WB-Age

16. WB Intercept C OP

17. WB Exp Gain eq OP

18. WB Exp Loss eq OP

19. WB Insec Threshold 0.1 Parameters determining the increase/
decrease of WB according to agents’
insecurity

WB-Insecurity

20. WB Max Inc OP

21. WB Max Dec 0.25

22. Marriage Age Diff OP Max age difference between partners Others

23. Radius Local Area 50 Radius of area of nearby neighbors

24. Rel Dec Perc SA % of religiosity decrease every year

WBwellbeing,PB prosocial behavior, Insec insecurity,Rep reproduction, inc increase, dec decrease,
rel religiosity, OP optimized parameter, SA sensitivity analysis

The loss in WB is then given by equation 2:

Loss = −4C ∗
(
Age − WB_Age_Threshold

100 − WB_Age_Threshold

)Exp2

+ C (2)

where WB Age Threshold (15 in Table 1) is the age at which the gain/loss in WB is
given by equation 2 instead of equation 1; C (16 in Table 1) is the equation intercept,
and Exp1 and Exp2 (17–18 in Table 1) determine the shape of the curve.

Wellbeing and insecurity. In addition to being affected by age,WB is also affected
by the agents’ insecurity. Depending on the insecurity value and the value of WB
Insec Threshold (19 in Table 1), wellbeing may increase or decrease every year
according to equations 3 and 4 respectively.
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Fig. 1 Model cycle and order of processes

If insecurity ≤ WB Insec Threshold:

Gain = WB.Max .I nc +
(
I ns ∗ WB.Max .I nc

W B.I nsec.T h

)
(3)
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The left-hand side term corresponds to the intercept and the fraction on the right-
hand side to the slope. Ins is the current insecurity of the agent; WB.Max.Inc repre-
sents the maximum gain in WB when insecurity equals 0; and WB.Ins.Th is the
insecurity value at which there is neither gain nor loss in WB (19–20 in Table 1).

If insecurity > WB Insec Threshold:

Loss = −WB.Max .Dec

(1 − WB.I nsec.T h)
∗ WB.I nsec.T h +

(
I ns ∗ WB.Max .Dec

(1 − WB.I nsec.T h)

)

(4)

The left-hand side term corresponds to the intercept and the fraction on the right-
hand side to the slope. Ins is the current insecurity of the agent;WB.Max.Dec repre-
sents the maximum loss in WB when insecurity equals 1; and WB.Ins.Th is the
insecurity value at which there is neither gain nor loss in WB (19–20 in Table 1).

Mortality process. As previously mentioned, WB determines the probability of
agents dying and mimics the probability of dying reported in census data during
1950’s in Norway. According to this data, the probability of dying for both sexes
increase with age (Fig. 2a). To mimic this probability, we fitted a polynomial curve
across the census data and input wellbeing instead of age. This resulted in the
probability of dying curve shown in Fig. 2b.

Marriage and Reproduction process. To marry, agents had to meet several condi-
tions: not being married, being over 15 y.o., and that the age difference between
potential partners is not higher than Marriage Age Diff (22 in Table 1). If these
conditions were met, agents were set to a married marital status.

Once married, female agents in the age of reproduction have the chance to repro-
duce every year. The probability of reproduction depends on the WB and insecurity
of the married agents, it is given by equation 5:

Prob.Rep = 1

1 + e(−b∗(x−a))
(5)

)b)a
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Fig. 2 Probability of dying according to a census data and b wellbeing
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where b is the parameter Rep curve shape (3 in Table 1) determining the shape of
the sigmoidal curve. x is a weighted average equal to:

(Average.WB.Partners) ∗ Importance.WB + (Average.I ns.Partners) ∗ Importance.I ns

Importance.WB + Importance.I ns

and represents the importance of WB and insecurity in the reproduction decision
(4–5 in Table 1), and a is the WB threshold at which reproduction probability is
equal to 0.5 (2 in Table 1).

If agents reproduce, then theirWB is decreased by a percentage given by RepCost
(1 in Table 1). The loss inWB fromboth partners is then passed into the offspring, and
this value becomes the initial WB value of the offspring. Further, offspring inherit
the religiosity, insecurity, and sensitivity values from one of their parents (this parent
is selected at random).

Threats process. Every year a certain number of threats are generated. The number
and intensity of threats is determined by drawing numbers from a Poisson distribu-
tion and an exponential distribution, respectively (13–14 in Table 1). Each year, the
intensity value of all threats is added to the current insecurity of agents (if after this
addition insecurity is > 1, insecurity is set to 1).

Prosocial behavior process. Every year, agents aged 12 y.o. or older are allowed
to perform a prosocial behavior. Prosocial behavior is triggered when the product
of the agents’ religiosity times anxiety goes above the PB threshold (8 in Table 1).
Anxiety is the product of their insecurity times their sensitivity. Prosocial behaviors
increase the religiosity and decrease the insecurity of the performing agents and
that of close by neighbors (7–10 in Table 1). Neighbors are considered those agents
within a certain radius of distance from the performing agent (24 in Table 1). If the
number of close by agents exceed the number of benefited neighbors (23 in Table
1); then, benefited neighbors are selected randomly from all close by ones. Prosocial
behaviors are costly and performing agents reduce their wellbeing every time they
perform a prosocial behavior (11 in Table 1).

2.2 Optimization Experiments and Reference Models

We created a reference model (RM) against which we could compare the effects
of environmental threats and prosocial behavior on the growth rate of the society.
The RM was needed because otherwise we would not know if societies were not
successful because rate of threats and their intensity did not trigger the appropriate
amount of prosocial behavior or because the parameters determining the mortality,
reproduction and marriage processes were not tuned accurately and thus made soci-
eties go extinct. To create aRM,we turned off the environmental threats and prosocial
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behaviors, and searched for optimal parameter values (related towellbeing,mortality,
marriage, and reproduction; OP parameters in Table 1) that allowed a society to keep
its population size constant over time.

We used the optimization engine of AnyLogic, which allows the user to obtain a
combination of parameter values that increases or decreases a specific output value
obtained from an input function. In our case, the input function calculated the residual
sumof squares (RSS) between the observed yearly growth rate (i.e., pop_sizey+1/pop_
sizey) and the expected growth rate if the population size remained constant over time
(i.e., 1). The optimization experiments found the combination of parameter values
that minimize the output value. We ran 20 different optimization experiments from
which we obtained 20 different combinations of parameters. Each simulation lasted
for 500 years. We chose the two best simulations as RM (see ODD + D protocol for
further details on the RMs).

2.3 Sensitivity Analysis: The Role of Threats and Prosocial
Behavior

To explore the effect of threats and threats’ intensity on prosocial behavior, religiosity,
and the growth rate of societies, we did a sensitivity analysis by varying the values
of 11 parameters related to prosociality, religiosity, reproduction, and threats (SA
parameters in Table 1). During the sensitivity analysis we kept fixed the optimized
parameters found for the two best simulations during the optimization experiments.

We used latinhypercube sampling to sample the parameter space 20,000 times
per RM. For each combination of parameter values we ran one simulation. Each
simulation was run for 500 years and every 25 years we collected the population size
and average religiosity of the population. We classify as successful societies those
that at the end of the simulation (500 years), had population size greater than 2000
individuals. We choose this value because it is a value greater than the median and
the third interquartile range of population sizes of the RMs.

3 Results

3.1 Successful Societies

The percentage of simulations with successful societies (i.e., with a population size
> 2000) for RM 1 and 2 were 0.44% (n = 88) and 2.15% (n = 431) respectively.
We used the verification and validation (V&V) calculator tool (available at https://
vmasc.shinyapps.io/VandVCalculator/), whose use is illustrated in [17–19], in order
to explore the conditions leading to successful societies in our model. The Sensitivity
Assessor identified four conditions that were observed much more frequently in the

https://vmasc.shinyapps.io/VandVCalculator/
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successful societies than in all the parameter sampling. These conditions were related
to specific parameters’ values being below or above a certain threshold (Table 2). For
instance, the PB threshold below 0.2 (or 0.3) was observed in 100% of the successful
runs in RM1 (or 97% in RM2); whereas this condition was observed only in 39%
of cases in the whole parameter sampling for RM1 (or 59% for RM2; Table 2).
Similarly, the four conditions identified by the Sensitivity Assessor were observed
over 90% of the time in successful simulations, a percentage well above the value
expected from their appearance in the parameter sampling (Table 2). This suggested
that societies may be successful if the values of PB threshold, PB wellbeing cost and
the importance of insecurity in reproduction were kept below these thresholds and
the number of neighbors benefited were above or equal to 2. Note that although these
thresholds were somewhat different depending on the RM, the same parameters were
identified in both models (Table 2).

Additionally, the Sensitivity Assessor identified other conditions concerning the
value of the PB threshold and the WB cost of PB in relation to the value of other
parameters (Table 3). More specifically, it seemed like successful societies were
those where the values of both the PB threshold and WB cost of PB were lower than
the decrease of insecurity (in self and neighbors) and the increase in religiosity (in
self and neighbors) after a PB (Table 3).

To corroborate that these conditions were necessary for societies to be successful,
we resampled the parameter. We first resampled (20,000 times per reference model)
the parameter space by keeping the values of the parameters in Table 2 within the
range identified by the Sensitivity Assessor. This indeed increased the percentage of
successful societies: 12.59% (n = 2517) and 28.27% (n = 5655) for RM 1 and 2,
respectively. This was a significant increase; however, the percentage of successful
societieswas far frombeing amajority, i.e., > 50%.Therefore,wedecided to resample

Table 2 Conditions observed in successful societies

Condition # of times observed in: % Obs % Exp Obs–Exp

Successful runs All sampling

Reference model 1

PB threshold < 0.2 88 7755 100 39 61

PB wellbeing cost < 0.12 84 11,960 95 60 36

Importance Insec < 0.8 86 2500 98 13 85

# Neigh benefited > = 2 88 2500 100 88 13

Reference model 2

PB threshold < 0.3 417 11,836 97 59 38

PB wellbeing cost < 0.14 395 13,969 92 70 22

Importance Insec < 1.0 429 3333 100 17 83

# Neigh benefited > = 2 416 2500 97 88 09
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Table 3 Extra conditions observed in successful societies

Condition # of times observed in: % Obs % Exp Obs–Exp

Successful runs All sampling

Reference model 1

PB th < PB dec ins neigh 85 10,046 0.97 0.50 0.47

PB th < PB dec ins self 83 9999 0.94 0.50 0.44

PB th < PB inc rel self 85 10,025 0.97 0.50 0.47

PB th < PB inc rel neigh 77 10,065 0.88 0.50 0.38

PB WB cost < PB dec ins
neigh

82 10,014 0.93 0.50 0.43

PB WB cost < PB dec ins
self

74 10,001 0.84 0.50 0.34

PB WB cost < PB inc rel
self

81 10,000 0.92 0.50 0.42

PB WB cost < PB inc rel
neigh

72 10,007 0.82 0.50 0.32

Reference model 2

PB th < PB dec ins neigh 330 10,014 0.77 0.50 0.27

PB th < PB dec ins self 346 9964 0.80 0.50 0.30

PB th < PB inc rel self 354 10,027 0.82 0.50 0.32

PB th < PB inc rel neigh 334 10,081 0.77 0.50 0.27

PB WB cost < PB dec ins
neigh

316 10,010 0.73 0.50 0.23

PB WB cost < PB dec ins
self

329 10,004 0.76 0.50 0.26

PB WB cost < PB inc rel
self

329 10,005 0.76 0.50 0.26

PB WB cost < PB inc rel
neigh

301 9973 0.70 0.50 0.20

the parameter space by not only maintaining the conditions in Table 2 but also those
in Table 3. This resulted in the largest number of successful societies: 63.4% (n =
12,680) and 71.81% (n = 14,361) for RM 1 and 2 respectively.

3.2 The Effect of Threats’ Rate and Intensity

Surprisingly, the conditions identified by the Sensitivity Assessor (Tables 2 and 3)
did not include the rate and intensity of threats. However, we know that the rate
and intensity of threat must play a role, otherwise societies would not be different
from the RMs (i.e., without any threats). To explore this, we generated a heat map
illustrating the difference in frequency of occurrence of successful societies within
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that specific parameter range (# successful societies within parameter range/ total #
of successful societies) and the frequency expected given the number of simulations
runwithin that given parameter space (# simulations runwithin parameter range/total
# of simulations run). Every tile in Fig. 3 represents simulations within a specific
parameter space range. These ranges comprise steps of 0.5 and 1 for lambda threat
rate and lambda rate intensity respectively (12–13 in Table 1 and Fig. 3). The color
code shows the difference between observed and expected. The yellow-white areas
show that the condition was more frequent and orange-red areas that it was much
less frequent in successful societies than in the whole parameter sampling. Hence,
societies thrive in the white-yellow zone, when the rate of threats is low-medium
(i.e., 0.5–7) and the intensity of threats is low (i.e., 30–50, the higher the value of
lambda intensity, the lower the intensity of threats) (Fig. 3).

Finally, using the same parameter ranges as in Fig. 3, we generated a heatmap
plotting the average religiosity of the successful societies falling within that specific
parameter range (Fig. 4). The average religiosity of the society increases the higher
the rate (high values x-axis) and intensity (low values y-axis) of threats (Fig. 4).

)b)a

Fig. 3 Heat map of the differences between the percentage of successful societies observed and
the percentage expected given the number of simulations run within that specific parameter range
for RM a 1 and b 2. Color scale are the difference between % observed–% expected

)b)a

Fig. 4 Heat map of average religiosity of successful societies falling within a specific parameter
range for a RM 1 and b RM 2. Color scale are values of average religiosity
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4 Discussion

The simulation results presented above have shown the plausibility of the central
idea underlying the model—that large scale societies may have been made possible
by religiously-motivated pro-social behavior. In the model, societies in which the
agents readily performed pro-social behavior were able not just to survive when
facing environmental threats but even to grow many times beyond their initial size.
The relative harshness of the environments faced by the societies can be understood
when we consider that in the initial sensitivity analysis only a very small minority
of societies was successful.

The conditions that were identified as overwhelmingly present among successful
societies across the two reference models give us a lot of additional insight. In
particular, it is clear that it is important that agents be readily willing to engage
in pro-social behavior, that the behavior not be particularly costly, that it benefits
a larger number of individuals, and that insecurity plays a smaller role in whether
people have children than their wellbeing. Most significantly, it was shown that: (1)
pro-social behavior had to be efficient, i.e., its cost had to be smaller than its effect
on security and religiosity; and (2) the less effective the pro-social behavior, the
more readily the agents must be willing to engage in it. While these results are not
fundamentally surprising, they do show that the modelled societies are behaving in
ways that appear to capture important aspects of reality.

The key results for the plausibility of the model, however, were those showing the
relationship between threat levels, on the one hand, and the religiosity and success
of societies, on the other. Firstly, it was clear that the most religious societies were
those facing the most severe and most frequent threats—as has been seen in many
historical real-life cases. Interestingly, the rate of threats appears to be more signifi-
cant—showing that infrequent but large threats are not enough to maintain very high
religiosity in a society.

Secondly, the relationship between threat levels and success was more involved.
When it came to success, the pattern is similar in that the greatest number of successful
societies is to be met where neither the rate nor the severity of threats is too great.
However, an interesting difference is that very low threat rates do not lead to the
highest rates of success but, instead, seem to be connected with somewhat decreased
success. This is most probably because in the intermediate conditions, religiously-
motivated pro-social behaviors could counteract the insecuritywhile alsomaintaining
high levels of religiosity. In environmentswhere the threatsweremore intense ormore
frequent, even high levels of religiosity and resulting pro-social behavior were not
enough to keep insecurity low and allow the societies to succeed. Unlike religiosity,
success appears to be more connected to the average size of the threats—showing
that less infrequent but large threats can overwhelm a society that has not maintained
sufficiently high levels of cooperation. This is also likely to be connected to the fact
that societies facing the lowest frequency of threats were not particularly successful
even if those threats were not particularly large.
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In future work, we plan to extend the architecture of this Prosocial Equilibrium
model in order to address other research questions such as: What is the role of non-
religious central institutions (of the sort common in secular societies) in promoting
prosociality, lowering anxiety and enhancingwellbeing? These further developments
will contribute to major debates in the scientific study of religion and secularization.
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An Agent-Based Model of the Role
of Epistemic Vigilance in Human
Cooperation
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Ewa Dabrowska-Prokopowska, and Konrad Talmont-Kaminski

Abstract This paper uses an agent-based model with an adapted stag hunt style
scenario to explore the role of the social transmission of correct information about
stag hunting and potentially incorrect information about the costs of defection on
cooperation in a small artificial society. The computational architecture of the model
draws upon Daniel Sperber and Hugo Mercier’s concept of epistemic vigilance as
well as Brian Skyrms’ work on cooperation in stag-hunt scenarios. In the model,
communities of 100 hunters begin with no knowledge of stag hunting or punishment
for defection and via imperfect social learning, guided by source or content vigilance,
move toward a stag hunting or hare hunting equilibrium, where stag hunting may
be motivated by the expectation of cooperation or by the fear of punishment. Most
successful communities end up using content vigilance to determine their beliefs
regarding stag hunting but use source vigilance to determine their beliefs regard-
ing punishment, as predicted in the theoretical work of Konrad Talmont-Kaminski.
These findings contribute to the ongoing debate in a variety of disciplines about the
conditions under which—and the mechanisms by which—cooperation emerges and
is maintained in human societies.

Keywords Agent-based model · Epistemic vigilance · Prosocial behavior ·
Human cooperation
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1 Introduction

Here we outline and present the initial experimental results of a computational model
of the role of epistemic vigilance in human cooperation using an adapted stag hunt
style scenario. The agent architectures for the artificial society are informed by the
theory of epistemic vigilance originally formulated by Sperber and Mercier [3],
and further articulated by Talmont-Kaminski [4], as explained in more detail below.
The stag hunt game was originally proposed in [2] as a formal description of a
scenario where the highest utility equilibrium requires mutual trust between the
players. Inspired by a Rousseau story [1], it places two hunters in the situation
of needing to independently determine whether to hunt a stag together or a hare
individually. Hunting the stag offers a significantly higher payoff but requires the
cooperation of the other hunter. Hunting the hare offers a guaranteed but lower
payoff. The game is similar to the classic prisoner’s dilemma, which becomes a stag
hunt scenario if defection is punished sufficiently to lower the payoff for defection
below that of reciprocated cooperation. As Skyrms has shown, providing hunters can
choose whom to hunt with, the norm of cooperation typically becomes stabilised in
a population of hunters [2].

InSkyrms’ scenario the only unknown iswhether the other playerwill cooperate—
all the costs of the alternative strategies are known and mutually cooperating stag
hunters are invariably successful. To explore the significance of knowledge regarding
those variables it is necessary to draw upon epistemic vigilance theory as set out in
[3]. As pointed out there, social learning makes it possible for people to benefit from
the experience of others without the potential costs of obtaining that experience but
at the cost of the potential for accidental or deliberate deception. To avoid this, people
engage in epistemic vigilance by using cues regarding the content of the information
being presented to them, as well as the source of that information to determine
whether to accept it. In effect, we can consider the plausibility of what someone has
told us as well as the trustworthiness of that individual in order to decide whether to
believe what was said.

The choice between using content versus source vigilance has important social
consequences. Talmont-Kaminski argues in [4] that, where the utility of a belief is
tied to its accuracy, a preference for content vigilance will lead to better results at the
social level whereas a preference for source vigilance is to be favouredwhere utility is
not connected to accuracy. The same does not necessarily hold at the individual level.
As a prime example of beliefs whose utility is not dependent upon their accuracy he
proposes beliefs that motivate cooperation. This opens the way to combining the stag
hunt with epistemic vigilance to empirically examine how the choice between source
versus content vigilance regarding information about potential punishment and stag
behaviour interacts with a repeated many-player stag hunt scenario that allows for
partner choice. The results are informative regarding the potential role of the fear of
supernatural punishment for motivating cooperation.
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2 ABM Stag Hunting Variant

The model represents a small-scale society of a hundred hunters who initially do not
cooperate, have no knowledge of how to hunt stags and have no belief in punishment
regarding defection. The hunters set out in groups of five. Group of five individuals
is the minimal group size that allows to introduce social cooperation to the original
stag game, with eventual great reward if majority of group cooperated. Each hunter
decides to cooperate either because of previous cooperation by the group members
or because due to punishment they believe the utility of defection will be lower than
that of an unsuccessful hunt. Aminimum of three hunters must cooperate for the hunt
to have any chance to be successful, its odds of success depending upon the highest
stag behaviour knowledge of them. Between hunts, hunters exchange two pieces
of information, one about stag behavior and the other about belief in punishment.
For each piece of information, they use source or content vigilance to determine
whether to accept it or not. Additionally, every ten hunt attempts, hunters evaluate
their relative hunting success and whether to modify their strategy of relying upon
source or content vigilance. There is no real punishment and no individual learning
regarding either stag behavior or punishment beliefs.

2.1 Agent Variables

• Competence CMP; CMP∈ [0, 1]—agent’s ability to perform content vigilance,
i.e. judge the accuracy of beliefs. Ranges from 0 to 1—no competence to perfect
competence. Generated randomly at start using uniform distribution. Does not
change.

• Status STS; STS∈ [0, 1]—agent’s value in considerations of source vigilance, i.e.
how they and others estimate their value as source. Ranges from 0 to 1—the lowest
status to the highest status. Generated randomly at start using uniform distribution.
Does not change.

• Stag beliefs SB; SB∈ [0, 1]—agent’s beliefs regarding stag behaviour and neces-
sary to catch the stag. Ranges from 0 to 1—completely misleading knowledge to
perfect knowledge. Starts at 0, but changes due to interactions with other agents.

• Punishment beliefs PB; PB∈ [0, 1] >—agent’s beliefs regarding the size of pun-
ishment for defection. Ranges from 0 to 1—completely misleading knowledge to
perfect knowledge. Initially 1 for all agents, representing the perfect knowledge
that there is no punishment in the model. Changes due to interactions with other
agents.

• Cooperated/Defected CD; CD∈ {0, 1}—agent’s behaviour in the previous hunt. 0
if defected, 1 if cooperated. Set after first hunt on basis of initial choice. Updated
after every hunt.
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• Stag belief vigilance preference—SVP; SVP∈ {source, content}—agent’s pref-
erence for source or content vigilance when evaluating stag beliefs. 1 = content
preferred, 0 = source preferred.

• Punishment belief vigilancepreference—PVP;PVP∈ {source, content}—agent’s
preference for source or content vigilance when evaluating punishment beliefs. 1
= content preferred, 0 = source preferred.

• Utility Total UT—a variable representing the total utility obtained by the agent
during current set of 10 hunts. Set to 0 at the start of every set of hunts and updated
after every hunt. Strategies are updated each 10 hunts using the UT in order to
identify more successful individuals and allow the less successful ones to adopt
strategies from them.

2.2 Global Variables

• Group assortment GA—GA∈ [0; 1]—ability of cooperating agents to pick groups
with cooperating agents if given the opportunity. Ranges from 0 to 1—none to
complete. Determines the degree to which co-operators will group together.

• Village size—number of agents in the village. It remains constant at 100 agents.
No deaths/births occur in the model.

• Cooperate/defect error CDE—CDE∈ [0; 1]—probability of agents incorrectly
remembering behaviour of other agents in previous hunt. Ranges from 0 to 1—no
error, to always error.

• Strategy update group SUG—SUG∈ [1; 50]—the percentage of agentswho update
their strategy regarding use of source or content vigilance. It ranges between 1 and
50 percent of the village size (n=100).

• Social Learning Ratio SLR—SLR∈ [0.1; 1]—ratio of learning beliefs (SB or PB)
during Social Learning phase. When agents consider worthy to learn the beliefs
of another agents, their beliefs moves towards that of the partner with a ratio given
by SLR.

• Social LearningError—SLE∈ [0.01; 0.30]—absolute value of errorwhen learning
the beliefs of another agent (SB orPB). The learning occurs during Social Learning
phase.

2.3 ABM Cycle (Steps)

The model’s flowchart is presented in Fig. 1, with the sequential steps descriptions
following.

Step 1. Assignment to hunting groups. At initialization, agents are assigned into
groups of five randomly. Afterwards, before each hunt agents are anew assigned into
groups in the following order: Agents who defected in previous round—assigned
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Fig. 1 The model flowchart and direct influences (represented with colorful arrows). Please note
that Hunter (encircled in blue) represents a single agent. Competence and Status are crossed as
being constant hunter properties. 5 external model parameters are to the right and denoted with
circle-with-arrow symbols with arrows showing the step they affect

to a random group with free spots. Agents who cooperated in previous round—if a
random number between 0 and 1 is below GA value, the agent is assigned to a group
(when available) with free spots that contains hunters who cooperated in the previous
round. Otherwise, the agent is assigned to a random group with free spots.

Step 2. Choose to cooperate/defect. In the first hunt, no agent cooperates. In later
hunts, all agents determine whether they will cooperate or defect in a given hunt on
the basis of:

• Expected utility of defection XUD = −1 + (PBx2). Ranges from -1 to 1.
• Expected utility of cooperation XUC = for each agent in the group (including self)
add CD (with CDE being probability of misremembering own/group member
CD). With CD taking a value of 1 if the agent cooperated in the previous hunt or
0 if not. If however dis-remembered (CDE fired) respectively taking the opposite
value. Hence, XUC ranges from 0 to 5—none to all agents are thought to have
cooperated in the previous hunt.

• Level of SB is ignored.

Step 3. Determine outcome. All defectors increaseUT by 1. They caught their hare
and were not punished for it as there is no punishment in the model.

All groups with less than three cooperators do not change UT . There were not
enough cooperators to catch the stag.

All groups with three or more cooperators increase UT by 5 with probability
equal to the highest SB among them. The group was large enough to potentially
catch the stag on the basis of the best knowledge available to them.



80 M. Rybnik et al.

if XUD < 0 then
cooperate ← true ; /* It is better to catch nothing than to
catch a rabbit and be sorely punished. */

else
if XUC < 3 then

cooperate ← f alse; /* Assuming this group behaves the same
as last time, there will not be enough hunters to catch
the stag. */

else
cooperate ← true;

end
end

Algorithm 1: Choose to cooperate/defect

Step 4. Social learning. After each hunt, the villagers exchange and potentially
update their beliefs. They determine whether to update their beliefs on the basis
of either source or content vigilance (depending upon their preferences). In the first
case, they compare their status with that of the villager they are communicating with.
In the second case, they use their competence to estimate the accuracy of the beliefs
in question and learn only when it seems profitable.

Each villager:

• partners up with another random villager,
• can partially adopt SB and PB from their partner, if the condition based on corre-
sponding vigilance preference is fulfilled (as specified in details below). The degree
of adopting beliefs is defined as the parameter Social Learning Ratio (SLR).

On the basis of their SV P and PV P the villager determines whether to update their
beliefs:

• If preferring source vigilance, use status (STS):

• Calculate status difference ST SD = partner’s ST S—Ego’s ST S
• STSD determines probability of shifting towards partner’s belief with the prob-
ability ranging from 0 when STSD = -1; 0.5 when STSD = 0; and 1 when STSD
= 1.

• If the condition is fulfilled, own belief will be shifting towards the partner with
a small ± error (the parameter Social Learning Error).

• If preferring content vigilance, use competence (CMP):

• Calculate accuracy for partner’s belief and ego’s belief using CMP. The higher
the competence, the more precise the assessment—random value if CMP = 0,
the precise actual value if CMP = 1.

• Shift towards partner’s belief with± error (the parameterLearningRatio Error),
if accuracy of partner’s belief is estimated to be higher than of own belief.
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Loop Steps one through four (from forming hunting groups to determining who
cooperates, outcomes of the hunts, and social learning) are repeated in a loop ten
times, allowing the agents to collect utility.

Step 5. Update strategy. After ten rounds of hunting and communicating, the agents
evaluate the strategy they have been using to update their beliefs: source or content
vigilance. Agents are ordered by their UT and each of those in the percentage (SUG)
of agents with the lowest UT:

• Randomly choose between SVP and PVP
• Randomly choose an agent from those with very high UT (use SUG to determine
size of group).

• Adopt the vigilance preference (i.e. SVP or PVP) of that agent.

Finally, all agents set their UT back to 0 and the cycle starts again.

Desired outcome of the game variant It is expected that over time agents will
come to select stag beliefs on the basis of content vigilance and punishment beliefs
on the basis of source vigilance resulting in societies dominated by highly accurate
beliefs about stags and highly inaccurate beliefs about punishment. The model is
specifically designed so that the two kinds of beliefs are treated exactly the same
way but differences may arise because of the way the beliefs impact hunting success.
This is so that any differences in source/content vigilance regarding them can be
traced back to this practical difference.

2.4 The Model

The model was implemented in AnyLogic v.8.7.10. Here we present a brief descrip-
tion of the model. A full ODD+D protocol description can be found at the repository:
https://github.com/mrybnik/staghunters.

3 Results

3.1 General Model Behaviour

Initial stateThe agent population startswith perfect knowledge of the lack of punish-
ment in themodel (PB = 1). The population start with no knowledge of stag behaviour
(SB=0). The SVP and PVP strategies are varied in population, both statistically close
to half content and status.

Hare hunting equilibrium The population starts with no cooperation and zeroed
stag beliefs. While stag beliefs gradually increase due to learning error and then
spread in the population due to social learning, cooperation initially remains low.

https://github.com/mrybnik/staghunters
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Fig. 2 Emerge of spontaneous cooperation. Blue area represents averaged population cooperation.
Both brown and red lines are quite high, representing averaged SB and PB. Brown area presents
SVP preferences, being mostly source-based. Red area presents PVP preferences, being mostly
content-based. Finally green area represents averaged Total Utility with a quick raise from hare
hunting equilibrium to mostly successful stag hunting equilibrium

Almost all hunters hunt hares and stag hunting is marginally popular. This could be
called Hare hunting equilibrium.

Fear-induced cooperation False beliefs regarding punishment may appear due to
learning error and spread due to social learning, especially with Punishment Beliefs
learning driven by source Vigilance Preference (i.e. PVP=source). Low punishment
beliefs lead to cooperation due to the fear of being punished when not cooperating,
even though in reality punishment does not exist. Cooperation—once ignited with
fear—spreads in population, resulting in almost all hunters cooperating in hunting
stags—so called Stag hunting equilibrium.

Spontaneous cooperation Mistaken recall of prior cooperation (CDE) may lead
to spontaneous cooperation, which may sometimes spread within the population
resulting in the Stag hunting equilibrium. An example of this phenomenon is depicted
in Fig. 2. The effect is enhanced by high values ofGroup Assortment parameter (GA).

Staghunting equilibriumOnce cooperation appears, be it due to fear or spontaneous
propagation, the whole population generally cooperates all the time. This can be
calledStaghunting equilibrium. Providing theSB is high enough, this results inUtility
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Total being close to 50. In ideal conditions (perfect recall of previous cooperation
CDE=0 and very high Stag Beliefs) this would result in every group hunting stags
successfully.

3.2 Sensitivity Analysis: The Role of GA and CDE
for Spontaneous Cooperation

A sensitivity analysis was performed using LHS hypercube sampling resulting in
10000 parameter combinations. Sampled parameters:

• Strategy Update Group SUG [0.01–0.25],
• Social Learning Error SLE [0.01–0.2],
• Cooperate Defect Error CDE [0.01–0.3],
• Group Assortment GA [0.01–1],
• Social Learning Ratio SLE [0.01–1].

Figure3 presents the result of the analysis with percentage of cooperating agents
(y-axis), level of group assortment (x-axis), different ranges of cooperation/defection
error CDE (facets), and Vigilance Preferences (SVP-PVP) followed finally by the
whole population (color and shape of data points).

Fig. 3 Sensitivity analysis, 4 final combinations of SVP and PVP are shown
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The conclusions here are:

• Fear induced cooperation (with very high cooperation values) is visible for facets
with CDE in range [0–0.15] and almost exclusively connected with source vigi-
lance regarding punishment beliefs (Fig. 3: Vigilance Preferences content-source
and source-source, blue squares and red dots)—which is necessary for false beliefs
about punishment to spread.

• Villages that do not fear punishment (Fig. 3:Vigilance Preferences content-source
and source-source, blue squares and red dots) with low values of CDE [0.0–
0.1], regardless of Group Assortment value very rarely induce cooperation spon-
taneously. Influence of Group Assortment is however most visible with CDE in
range [0.1–0.2] where it most probably helps to induce spontaneous cooperation.
One can observe that raising GA values clearly incite cooperation in this case.

• WithCDE over 0.3 cooperation becomes erratic for villages that apply content vig-
ilance to both stag and punishment beliefs (Fig. 3: Vigilance Preferences content-
content and source-content, violet crosses and green triangles), as agents cannot
remember correctly who cooperated recently. This is not a problem for villages
using source vigilance regarding punishment beliefs as they rely on fear-induced
cooperation rather than cooperation based upon trust (Fig. 3:Vigilance Preferences
content-source and source-source, blue squares and red dots).

3.3 The Influence of Stag Beliefs and Cooperation on Utility

Figure4 presents the distribution of UT vs the proportion of CD in the villages for
the four combinations of Vigilance Preferences at the end of the simulation.

Conclusions: High final Utility Total requires both cooperation and high stag
beliefs (proficiency in stag hunting). The obvious positive correlation can be observed
when content vigilance is applied to stag beliefs (facets (SVP=content, PVP=source)
and (SVP=content, PVP=content) in Fig. 4), where stag hunting proficiency is learnt
efficiently and therefore high. Where source vigilance regarding stag beliefs is used
(facets (SVP=source, PVP=source) and (SVP=source, PVP=content), Fig. 4), how-
ever, high cooperation actually tends to worsen the population’s Utility Total, as
attempts to hunt stags are unsuccessful, due to low SB (hunting proficiency).

4 Discussion

The model created is complex as agents constantly change most of their properties
and therefore behavior. The agents evolve through social interactions. Thus it may be
seen as evolutionary model rather than a typical ABM, where agents usually behave
in a constant manner. While full identification and prediction of all processes seems
to be impossible, it is possible to identify and statistically confirm core authors’
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Fig. 4 UT vs CD, 4 combinations of Vigilance Preferences at the end of the simulation

assumptions. While of course simpler model could be used, the ultimate goal is to
simulate social interactions and try to understand them.

The aim of the model was to examine the role of the social transmission of
potentially incorrect beliefs upon cooperation and hunting success in a stag-hunt
like scenario. In the case of knowledge of stag hunting it was found to be prefer-
able for a society to rely upon content vigilance for determining whether to accept
socially transmitted information. The situation, however, was different in the case
of beliefs regarding punishment for failing to cooperate with other hunters. Here, in
some scenarios, it turned out to be preferable for members of a society to incorrectly
believe in such punishment as it could both induce and maintain very high levels
of cooperation—the necessary levels of false belief in punishment requiring a focus
upon source vigilance in the case of punishment beliefs. In particular, where the
chance of mis-remembering prior behaviour was low—making spontaneous coop-
eration unlikely—source vigilance regarding punishment beliefs helped to induce
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cooperation while, where prior behaviour was often mis-remembered—leading to
inconsistent trust in other hunters—source vigilance regarding punishment beliefs
helped to maintain much higher steady levels of cooperation. Only for a small range
of values for recall of prior behaviour and ability to use that to choose partners
did levels of cooperation maintained by trust equal those maintained by the fear of
nonexistent punishment.

In his study of human cooperation, Brian Skyrms assumed that cooperation was
based upon accurate knowledge of the situation and rational decisions regarding
expected utility. We have expanded upon his work by considering the potential effect
of incorrect information passed on by social learning, driven by epistemic vigilance
towards the source or content of that information. In effect, we have shown that a
preference for source vigilance—while rational at the individual level—has crucial
significance for the spread of incorrect information with completely different con-
sequences at the social level depending upon whether the utility of that information
being connected to its accuracy. And in the case of information thatmotivates cooper-
ation, utility and accuracy can be quite separate—as proposed by Talmont-Kaminski.
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Abstract This paper presents a gravity-based behavioral algorithm designed to sim-
ulate the dynamic decision-making processes of purse seine fishers in the East-
ern Pacific Ocean. The algorithm captures the complex interplay between fishers’
actions, environmental conditions, and regulatory constraints. It comprises two core
strategies: an action strategy and a destination strategy. The action strategy involves
selecting the most favorable course of action based on estimated values and pref-
erences, while the destination strategy uses gravity fields to determine attractive
ocean cell locations. These fields are modulated by real-time circumstances, guid-
ing fishers toward areas of high value. Calibration against real-world data from the
Inter-American Tropical Tuna Commission (IATTC) observer database is ongoing,
with a focus on achieving accurate representation of action frequencies and species-
specific catch per action type. Initial calibration results highlight the need for further
refinement. While still a work in progress, this algorithm provides a robust founda-
tion for capturing the intricate dynamics of purse seine fishing, adapting to evolving
conditions, and informing policy evaluations. Future enhancements include adaptive
fishing strategies and incorporating fleet-level interactions for a more comprehensive
understanding of fishing behaviors.
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Fisheries and agent-based models are a match made in heaven [2]. Fisheries
are complex human-environmental systems involving adaptive agents that interact
with each other and with their surroundings in a spatially explicit environment—a
textbook definition of what ABMs are good at. Fish and other seafood represent
about 17 percent of global animal protein consumption [7] so ensuring ecological
and economic sustainability of fisheries is vitally important but it is difficult to predict
the impact of policy interventions on such complex systems.

ThePOSEIDONagent-basedmodel [1] aims to ease these difficulties for scientists
and policy makers trying to compare different possible scenarios. The model, built
in Java using the MASON library [12], is a flexible tool kit that can be applied to a
wide range of fisheries. Applications have so far included USWest Coast Groundfish
[4], Indonesian deepwater snapper/grouper mixed fishery (forthcoming) and more
conceptual work [3, 13].

+

Environment
Ocean currents and habitability

Biology
Age-structured fish population model

FADs
FAD drifting and fish aggregation dynamics

Fishing fleet

Market
Fish prices and vessel operating costs

Regulations
Marine protected areas, seasonal
closures and limits on active FADs

Fig. 1 Model layers and interactions
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Our latest ongoing project tackles the tuna purse-seine fishery in the Eastern
Pacific Ocean (EPO), an area managed by the Inter-American Tropical Tuna Com-
mission. This fishery is characterised by intensive use of fish aggregating devices
(FADs). It involves three main species of tuna: Bigeye (Thunnus Obesus), Yellowfin
(Thunnus Albacares) and Skipjack (Katsuwonus Pelamis). Bigeye is vulnerable and
regulations aim to protect it.

The POSEIDON EPO model consists of multiple interacting layers (Fig. 1), each
of which could be the subject of a whole paper. Here we focus on the fleet behaviour
model which is still very much a work in progress. We will give a high-level descrip-
tion of the challenges we face in modelling the EPO purse seine vessel fleet and
how we approach them using a “gravity-based” approach where agents make their
decisions based on the perceived value of different locations in the environment.
Given the state of the work, we offer no strong conclusions at this point. Still, we
believe our approach to be novel and interesting for the social simulation community
to learn about.

1 The Eastern Pacific Tuna Fishery

Tunas like to congregate under floating objects like drifting logs or algea. The reasons
for this behaviour are not well understood [14]. It could be that floating objects act
as social meeting points [6] or that they are generally indicative of a resource rich
environment [8].

Whatever the reasons for it, fishers have long been taking advantage of this
behaviour by using “Fish aggregating devices” (FADs): human-made raft-like assem-
blages that can be monitored for the presence of fish and targeted when the aggrega-
tion gets big enough. Fishers use purse seines to catch tuna: large nets, with floats at
the top and weights at the bottom, that can surround an entire school of fish. Catching
fish using this method is called “making a set”.

FADs in the EPO are often left to drift over long distances and can attract hundreds
of tons of tuna along the way. The advent of GPS and echo-sounder technology has
drastically increased the efficiency of FAD fishing and it is now the main tuna fishing
method in the EPO. It is not the only one, however. Sets are sometimes made on
“dolphin-associated” schools of tuna, as mature tunas (especially Yellowfin) tend to
band together with dolphins. Dolphins are sometimes killed in the process, and only
a limited number of vessels are permitted to make dolphin sets. Finally, some sets are
“non-associated”: they target free schools of tuna with neither dolphins nor floating
objects involved.

While most fishers working with FADs rely on deploying their own FADs and
then tracking their position and productivity using satellite buoys, it can happen that a
vessel encounters a FAD that is not theirs. If tuna is present at the FAD, it is there to be
taken. The ethics of making these opportunistic FAD sets are controversial amongst
fishers, but the practice is legal and common enough that it warrants inclusion in the
model.
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The IATTChas an on-board observer program and collects data about the different
sets performed by vessels, including their location and howmuch fish they catch. By
using the clustering analysis method described in [9], they can identify the fishing
strategies practised by different parts of the fleet. Recent applications of this analysis
have identified three main strategies [11]. Cluster A, roughly a quarter of the fleet,
relies on dolphin sets. They make occasional FAD sets and non-associated sets, but
deploy few FADs of their own. Cluster B, also about a quarter of the fleet, relies
almost exclusively on FADs that they have deployed themselves. They tend to be
the larger vessels and are prepared to travel further west in pursuit of their FADs.
Cluster C, the last half of the fleet, stays closer to the coast and relies on a mixture
of non-associated sets, sets on their own FADs and opportunistic FAD sets. Those
strategies are fluid and fishers adapt to circumstances.

2 The POSEIDON EPO Model

The model represents 181 purse seine fishing vessels of IATTC size class 6 (i.e.,
the biggest vessels, with over 363 tonnes of carrying capacity each), which account
for the bulk of the catch in the EPO. Smaller purse-seiners (class 1–5) and long-line
fishing vessels are exogenous to the model: we remove their annual catch from the
ocean without simulating them as agents.

Fig. 2 The EPO as viewed
in POSEIDON. The grey
areas represent the El
Corralito spatial closure area
and the Galapagos Islands
protected area. The black
anchors are ports
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The simulated spatial extent (Fig. 2) spans from50◦ S, 171◦ Wto50◦ N, 70◦ W,and
space is partitioned within this extent into 1◦ × 1◦ square grid cells approximately
111km high and varying between approximately 72kmwide (at latitudes± 50◦) and
111km wide (at the equator). Within this general area, the area under IATTC regu-
lations (known as the “Antigua Convention Area”) extends from longitude 150◦W
to the west coast of the Americas.

Current regulations in the EPO include a marine protected area (MPA) around the
Galapagos Islands, where no fishing is allowed at any time, a yearly spatial closure
(September 29th to October 29th) known as “El Corralito”, a seasonal closure from
either July 29th to October 8th or November 9th to January 19th (at the vessel’s
discretion), and limits on the number of active FADs that a vessel can have at the
same time.

Simulated vessels in POSEIDON exist in discrete space: they move from grid cell
to grid cell, but their position is no more precise than that. POSEIDON’s biological
layer uses the same discretization: each grid cell contains a vector of population
per age group for each fish species in the model. Simulated FADs, however, exist in
continuous space: each FADhas a precise longitude/latitude position.We use oceanic
current vectors derived from the HYCOM model [5] to model the drifting of FADs.

The spatial distribution of fish in the ocean is based on monthly habitability maps
produced using themethods described in [10]. As FADs drift, some fish is transferred
from the ocean cells to the FADs. The probability of a given FAD to attract fish at
any point in time depends on both the quantity of fish in its current ocean cell and
the quantity of fish currently over the FADs.

The model assumes that fishers have real time information about the location
and quantity of fish under the FADs that they have deployed. This reflect their real-
world use of GPS and echo-sounder buoys, though readings from the latter are only
approximate in reality.

There are two parts to the fishers’ strategy: the action strategy (What do I do
here?) and the destination strategy (Where do I go next?). We will tackle each in
turn.

3 The Action Strategy

Once a fisher arrives in a cell, they can perform various actions (see Table1). Which
actions are available depends on the current circumstances. In order to deploy a
FAD, the agent must have at least one FAD left in their inventory. In order to make
a set, an opportunity must exist. In the case of making a set on their own FAD, this
simply requires the FAD to be present in the same ocean cell, as the fisher knows
the precise locations of their FADs. In order to make an opportunistic set (OFS) on
someone else’s FAD, the FAD must not only be there, it must also be detected by
the fisher. The same goes for dolphin sets (DEL) and non-associated sets (NOA): a
school of fish must be present and detected. The probabilities of detecting various
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Table 1 Possible action types

Code Action

DPL Deploy a FAD

FAD Make set on own FAD

OFS Make opportunistic FAD set

NOA Make non-associated set

DEL Make dolphin-associated set

SSO Search for set opportunities

set opportunities are parameters of the model. Agents also have the option to “Search
for set opportunities” (SSO), which increases those probabilities.

Sets on own FADs and opportunistic FAD sets can be represented more than once
in the list of available actions if, respectively, the fisher has multiple FADs in the cell
or multiple other FADs have been detected. For NOA and DEL sets, we assume that
only one school of each type is available to set on at a time (though new opportunities
may arise right after a set is made).

Before choosing an action, the fisher must identify the subset of actions that are
not only possible, but also allowed. Whether or not an action is allowed depends on
the active regulations at the time. Seasonal closures, protected areas, and limits on
active FADs or number of sets can forbid actions like FAD, OFS, NOA, DEL and
DPL. Dolphin sets also require the vessel to be licensed to fish on dolphins.

Once they knowwhich actions are possible and permitted, the fishermust compute
a value for each action. The action with the highest value will be executed first, as
long as it’s above a given “moving threshold” (another parameter of the model).
There are three steps to computing an action’s value:

1. Estimate the base value of the action.
2. Apply normalization functions to scale values to [0, 1] interval.
3. In the case of deployments and search actions, apply decay.
4. Weight the values according to fisher preferences.

Let’s designate the computed value of an action after the first step as v1. The base
value of a potential set is simply the monetary value of the fish that’s aggregated
under the FAD or part of the tuna school, and we assume that fishers can accurately
estimate this value. For deployment and search actions, the base value depends on the
location. We’ll come back to how those values are established when we describe the
destination strategy, but the general idea is that the value of a search action depends
on the NOA and DEL sets that were historically made in this location by the fisher,
and the value of deploying a FAD depends on sets that were historically made on
FADs deployed in this location.

Once we have those basic action values, we need to map them all to the [0, 1]
interval so that they are comparable to each other.We do this using a logistic function
of the form
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v2 ← 1

1 + e−ka(v1−ma)
, (1)

where v is the value of the action and ka and ma are parameters of the model
respectively giving us a steepness and a midpoint for each type of action a ∈
{DPL,FAD,OFS,NOA,DEL,SSO}. Varying those parameters for different types
of actions tells the fisher how valuable an action needs to be before it’s worth doing.
Furthermore, using logistic functions instead of simple threshold functions allows
us to keep the ordering of actions that are otherwise close in value.

Next, we have two special cases: deployments and search actions. The value of
doing those actions depends on how many times they have just been done in the
current location. It might be worth searching for set opportunities a few times, but
you have to give up eventually. As for deployments, it is no use deploying all your
FADs in the same ocean cell. We handle this by applying exponential decay to the
value of the action:

v3 ←
{

v2 · e−λana , if a ∈ {DPL,SSO}
v2, otherwise,

(2)

where na is the number of times the agent has already taken the action and λa is an
action-specific decay rate.

At this point, every action has a value between zero and one. The final step is
to weight them by the fisher’s preference for different types of actions so that, e.g.,
dolphin-setting vessels from cluster A value DEL sets more highly. To weight the
preferences of the fishers for each type of action, we simply look at the number of
events of each type in the IATTC observer database and assign weights to the fishers
in proportion of those (see Fig. 3). This captures the difference in behaviour between
dolphin-setters and FAD setters, and between the fishers trying to fish on their own
FADs versus those adopting a more opportunistic strategy.

The weights then act as coefficients, so the final action value is given by

v4 ← v3 · wi,a, (3)

Fig. 3 Action preference weights for modelled vessels
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where wi,a is the weight given by individual fisher i to an action of type a.
The agent executes all possible actionswhose value is greater themoving threshold

in descending order of value. Once there are no more such actions, it is time for the
fisher to pick a new destination.

4 The Destination Strategy

This is where the concept of a gravity-based model really comes into play. The
general idea is that each agent maintains a set of “gravity fields” keeping track of
how attractive different ocean cells are for different types of actions. The values in
each of those fields are modulated by circumstances and then used to compute an
attraction vector relative to the fishers current location. Those different vectors are
then weighted by fisher preferences and combined into a single vector that tells the
agent in which direction to move. Figure4 summarises the process.

Note howwe are not picking a final destination: just a direction of travel. Once the
agent arrives in the next cell, it performs the actions that are worth performing there
and then recomputes its travel direction vector. This process eventually leads fishers
to areas of highest values but is also highly responsive to changing circumstances
like FADs drifting or the vessel’s hold getting full.

We consider six different sources of attraction, corresponding to some of the basic
actions that fishers can take (Table2).

We use the action codes listed above to index a set of gravity fields G, such that
GFAD refers to amatrix of FADvalues andGFAD

x,y refers to the value of FADs in the cell
x, y, where x ∈ {0, . . . ,m − 1} and y ∈ {0, . . . , n − 1}, with m and n respectively
denoting the width and height of our ocean grid in cells.

Each of the gravity fields derives its values from different sources, corresponding
roughly to the expected value of taking an action in a particular location. Note the
presence of a PRT action, which has a special field representing the vessel’s incentive
for returning to port as the trip gets longer and its hold gets fuller. Despite the fact
that most of these field’s values are monetary values, they need not all be on the same
scale. When choosing between potential destinations, the attraction vector generated

Table 2 Attraction fields

Code Value source Updated

FAD Fish under FADs in cell As FADs drift, attract and lose
fish

OFS, NOA, DEL Previous sets in cell As sets are made + exponential
decay

DPL FADs deployed there that led
to sets

As sets are made + exponential
decay

PRT 1 at port, 0 elsewhere Never (for now)
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Value fields
Compute cell values for FAD, OFS, NOA,
DEL, DPL and PRT fields.

Modulate
Adjust the cell values according to
circumstances

Transform
Compute the gravity vectors from the
modulated values

Combine
Add the resulting vectors, weighted by
fisher preferences

Direction vector Head to the cell in that direction

Fig. 4 The destination strategy

from each gravity field will be normalized so that it has a length of one. The resulting
vectors will also be weighted according to agent preferences.

But more on that later. For now, let’s see how each field gets their values.

5 FAD Sets

The GFAD field is the most dynamic field since its values change as the FADs attract
and release fish and drift from cell to cell.

Let Fx,y denote the set of FADs currently in ocean cell x, y and v( f ) be a function
that computes the monetary value of the fish currently aggregated under FAD f . The
current value of a cell is the total value of FADs in that cell:

GFAD
x,y =

∑
f ∈Fx,y

v( f ). (4)

Since fishers know the position of their own FADs and their aggregated biomass
at all time, the field requires no prior initialization: the values are always computed
on the fly.
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6 Opportunistic FAD Sets, Non-associated Sets
and Dolphin sets

When it comes to other types of sets that can be made, fishers do not have real-time
information that they can use to establish the value of ocean cells, so they must rely
on historical information.

We have observer data about sets that were made by fishers in the real world so
we use those to initialize the value matrices of agents in the simulation.

Let Sax,y be the (mathematical) set of (fishing) sets historically made by a fisher
in ocean cell x, y, where a is the type of fishing set. Let us also suppose another
function v(s) giving the monetary value of a fishing set s. We initialize the value
matrices for a ∈ {OFS, NOA, DEL}, x ∈ {0, . . . ,m − 1} and y ∈ {0, . . . , n − 1} as:

Ga
x,y ←

∑
s∈Sax,y

v(s). (5)

In other words, the value of a cell for sets of a particular type is the total value of
the sets of that type that were recorded in that location for the fisher in the observer
data (example in Fig. 5).

As the simulation is running and agents are made aware of opportunities for sets
of different types, they update the corresponding matrix location Ga

x,y by adding the
value of the observed potential fishing set s:

Ga
x,y ← Ga

x,y + v(s). (6)

We say “potential” because agents take the information into account even if they
decide not to act on the opportunity.

To reflect the fact that the environment is changing and that recent informa-
tion should be weighted higher than previous information, we apply exponen-
tial decay to these matrices at the end of each simulated year. Each action type
a ∈ {OFS, NOA, DEL} has its own decay rate �a ∈ [0, 1] and the matrices are
updated by applying Ga ← �aGa . These decay rates are parameters of the model
and common to all agents.

Fig. 5 Example location values for different set types



Attracted to Fish: A Gravity-Based Model of Purse-Seine Vessel Behaviour 97

7 FAD Deployments

The FAD deployment values matrix is similar to the set value matrices, in the sense
that it is initialised from empirical data, but those initial values are calculated differ-
ently.

While sets have a value directly associated with them (i.e., how much the fish
that can be caught from that set is worth), FAD deployments do not immediately
reveal their value. That value is known only when the deployed FAD is eventually
the object of a set.

The FAD sets recorded in the observer data do not provide the identity of the
FAD that the set was made on so, contrary to what’s happening in the simulation,
it’s impossible to retrace the deployment that eventually led to the set. Since we
cannot associate specific sets to specific FADs, we take instead the total value of all
sets made by a fisher on their own FADs and redistribute that value equally to all
deployments, and then add up the values of the deployments in each cell. The matrix
is initialized with:

GDPL
x,y ← |Dx,y |

∑
s∈SFAD

v(s)

|D| , (7)

where |Dx,y | is the number of deployments made by the fisher in cell x, y and |D|
is the total number of deployments made by that fisher, with SFAD being the set of
FAD sets made by that fisher.

When a simulated fisher makes a set on one of their own FADs, the deployment
value matrix is updated for the cell x, y where the FAD was originally deployed (not
the cell where the set happened). Again, we simply update the matrix at that location
by adding the value of the set:

GDPL
x,y ← GDPL

x,y + v(s) (8)

The GDPL matrix is also subject to decay and gets updated at the end of the year
with GDPL ← �DPLGDPL.

8 Port Attraction

The GPRT matrix is a single-entry matrix where the location of the home port of the
fisher gets the value 1 and all other locations get the value 0.

The port value matrix never needs to be updated but, as we will see shortly, its
modulation function adjusts the attraction of the port depending on hold fullness and
current trip duration.

The port attraction field is also a special case when it comes to actions weights:
for all fishers, wPRT = 1, such that the weight of the port attraction is equal to the
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weight of all other fields, ensuring that returning to port is treated as a priority when
it’s time to do so.

9 Field Values Modulation

The modulation functions allow the values in the different fields to be adjusted
according to circumstances. Those functions are of the form μ(c, tc,�), where c is
the cell whose attraction we are calculating and � represents the general state of the
simulation.

The temporal argument, tc, is there because we should not consider the value of a
cell as it is now, but rather the value that the cell would have by the time we get there
(i.e., tc). If there is a very good fishing location inside the El Corralito area but I don’t
have time to get there before the seasonal closure, I should not value that location
highly when choosing my destination. Note that tc depends on the real travel time to
the destination based on the speed of the fisher’s vessel.

We write � as a short-cut for the general state of the simulation, but the aspects
of that general state that are to be considered vary from function to function. For
example, a vessel whose hold is almost full should give little weight to potential set
opportunities, and more weight to the port. Regulations also come into play, whether
they are temporal, spatial, or couched in terms of limits (e.g. on number of active
FADs or sets).

All of those modulation functions are logistic functions of the same form as the
scaling functions used for mapping the action values to the [0, 1] range (see Eq.1)
and the steepness and midpoints of those are likewise calibrated parameters of the
model. If multiple functions apply to a field, their results are multiplied together,
thus preserving the [0, 1] mapping. Table3 provides a summary of the modulation
functions used in the model.

Table 3 Modulation functions

Field(s) Factors influencing value

FAD, OFS, NOA, DEL How full is the hold

How close the fisher is to limit on number of sets

Whether or not sets are allowed in that location at that time

OFS, NOA, DEL How long since the location was last visited

DPL How close the fisher is to the limit on active FADs

Whether or not FAD deployments are allowed in that location at that
time

PRT How full is the hold

How long it has been since departure
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10 Computing the Final Direction vector

In summary, we have: a set of attraction fields with values for each cell in the grid
(Table2), a set of modulation functions that allow to adjust these values according
to circumstances (Table3) and a set of weights (different for each fisher) that reflect
their preferences for different types of actions (Fig. 3). All that is left do is is to
combine all of those together in a single direction vector that tells the fisher which
way to go.

In mathematical form, that final vector d is computed as:

g(a) =
∑
c∈C

p̂ic

Ga
cx cy

∏
μ∈Ma

μ(c, t + tc,�)

(tc)n
(9)

d =
∑
a∈A

̂g(a) · wi,a, (10)

where, in addition to notation seen before, g(a) is a function giving us the direction
vector for action type a; C is the set of all ocean cells; p̂ic is the unit vector (i.e.,
normalized so that it has a length of one) from the current position of the fisher
(pi ) to the ocean cell c; Ma the set of modulation functions that apply to field a;
tc, the time step at which the vessel would reach c given its current location and
speed; t the current time step in the simulation; and A is the set of action types
{FAD,OFS,NOA,DEL,DPL,PRT}. Finally, the n exponent used in (tc)n is a cali-
brated parameter of themodel that tells us how quickly the attraction of a cell declines
with distance. Just as the attraction between two physical bodies is inversely propor-
tional to the square of the distance between them, the attraction between a fisher and
an ocean cell is inversely proportional to the nth power of the distance to that cell.

An example of the resulting vectors can be seen in Fig. 6. Note that agents in
the model only compute the direction vector for the cell they are currently in, but
looking at a larger portion of the ocean as in Fig. 6 allows us to see how following
these vectors eventually leads a vessel to areas of high value.

The resulting vector dwill almost certainly point to one of the eight neighbouring
cells. In the improbable case where |d| = 0, the agent stays put until circumstances
change. When the agent arrives in the next cell, it will go back to applying the action
strategy. If the next cell happens to be the port, the fisher unloads their hold, sells the
catch, takes a few days off and then goes fishing again. And that concludes this very
high-level overview of our gravity-based purse seine fishing behaviour algorithm.
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(a) Location values (b) Resulting vectors

Fig. 6 Converting location values in attraction vectors

11 Empirical Calibration

As we walked through the model, we have identified various parameters that allow
us to tweak how fishers behave, most notably the parameters of the logistic functions
used in both the action and the destination strategies. To identify plausible values for
these parameters, we have been working on calibrating the model against empirical
data obtained from the IATTC observer database. We have identified various sum-
mary statistics that we believe to be the most important for judging if the model is a
good representation of the fishery. We have focused on getting the number of actions
of each type right across the whole fishery, and on reproducing the total catch for
each species per type of action. In order to do this, we use a cluster-based niching
evolutionary algorithm provided by the EvA2 library [15].

Figure7 shows the targets used for calibration and the results from the best set of
parameters that we have found so far. It’s admittedly not great, but we are actively
working on improving various part of the model (including but not limited to the
behaviour algorithm) and we are hoping for better results shortly.
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Fig. 7 Preliminary calibration results. Black error bars represent standard deviation across runs
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12 Conclusion

What we have presented here is just one layer in a much larger model, but it is the
central one. By using a gravity model for this layer, we allow our agents to quickly
adjust their behaviour in a very dynamic environment in which any long-term plan
quickly becomes outdated. Our work is far from done, however.

As mentioned in the previous section, we are currently focussing on calibrating
the model to empirical data. Once we are satisfied with the model’s fit, we will shift
our focus on comparing different policy scenarios, most notably alternative limits on
the number of active FADs, limits on the number of sets that can be performed and
individual catch limits per species.

We also intend to make two major improvements to the behaviour model. Our
agents are already adaptive in the sense that they learn from experience about the
value of different fishing locations, but we want to also give them the option to adapt
their fishing strategies by adjusting their preferences for different actions according
to how much profit each type of action generates for them.

Another crucial aspect that we haven’t captured is coordination and communica-
tion within the fleet. We know that fishers in the same company often share FAD
positions and that companies sometime make centralised decision as to who should
fish on which FAD. Furthermore, we know that fishers across companies some-
times share information. FADs are sometimes given or traded. Locations of plentiful
schools of fish are sometimes disclosed to friends or family working on other vessels.
There is a rich world of agent interactions out there in the ocean, and we have yet to
scratch its surface.

References

1. Bailey, R.M., Carrella, E., Axtell, R., Burgess, M.G., Cabral, R.B., Drexler, M., Dorsett, C.,
Madsen, J.K., Merkl, A., Saul, S.: A computational approach to managing coupled human–
environmental systems: the POSEIDONmodel of ocean fisheries. Sustainability Science 14(2),
259–275 (2019). https://doi.org/10.1007/s11625-018-0579-9

2. Burgess, M.G., Carrella, E., Drexler, M., Axtell, R.L., Bailey, R.M.,Watson, J.R., Cabral, R.B.,
Clemence, M., Costello, C., Dorsett, C.: Opportunities for agent-based modelling in human
dimensions of fisheries. Fish Fisheries 21(3), 570–587 (2020)

3. Carrella, E., Bailey, R.M.,Madsen, J.K.: Repeated discrete choices in geographical agent based
models with an application to fisheries. Environ. Modell. Softw. 111, 204–230 (2019)

4. Carrella, E., Saul, S., Marshall, K., Burgess, M.G., Cabral, R.B., Bailey, R.M., Dorsett, C.,
Drexler, M., Madsen, J.K., Merkl, A.: Simple adaptive rules describe fishing behaviour better
than perfect rationality in the US West Coast Groundfish fishery. Ecol. Econ. 169(106), 449
(2020)

5. Chassignet, E., Hurlburt, H., Smedstad, O., Halliwell, G., Hogan, P., Wallcraft, A., Baraille,
R., Bleck, R.: The HYCOM (hybrid coordinate ocean model) data assimilative system. J. Mar.
Syst. 65, 60–83 (2007). https://doi.org/10.1016/j.jmarsys.2005.09.016

6. Dagorn, L., Fréon, P.: Tropical tuna associated with floating objects: a simulation study of the
meeting point hypothesis. Can. J. Fisheries Aquatic Sci. 56(6), 984–993 (1999)

https://doi.org/10.1007/s11625-018-0579-9
https://doi.org/10.1016/j.jmarsys.2005.09.016


Attracted to Fish: A Gravity-Based Model of Purse-Seine Vessel Behaviour 103

7. FAO (2020) The state of world fisheries and aquaculture 2020: sustainability in action. No: in
the state of world fisheries and aquaculture (SOFIA). FAO, Rome, Italy (2020). https://doi.org/
10.4060/ca9229en

8. Hall,M.,Lennert-Cody,C.E.,Garcia,M.,Arenas, P.:Characteristics offloatingobjects and their
attractiveness for tunas. In: Scott, M.D., Bayliff, W.H., Lennert-Cody, C.E. (eds.) Proceedings
of the InternationalWorkshop on the Ecology and Fisheries for Tunas Associated with Floating
Objects, February 11–13, 1992, Inter-American Tropical Tuna Commission Special Report 11,
La Jolla, California (1992)

9. Lennert-Cody, C.E., Moreno, G., Restrepo, V., Román, M.H., Maunder, M.N.: Recent purse-
seine FAD fishing strategies in the eastern Pacific Ocean: what is the appropriate number of
FADs at sea? ICES J. Mar. Sci. 75(5), 1748–1757 (2018). https://doi.org/10.1093/icesjms/
fsy046

10. Lopez, J., Lennert-Cody, C., Maunder, M., Xu, H., Brodie, S., Jacox, M.J.H.: Developing
alternative conservationmeasures for bigeye tuna in the Eastern PacificOcean: a dynamic ocean
management approach.Tech.Rep. SAC-10 INF-D, Inter-AmericanTropicalTunaCommission,
La Jolla, CA (2019)

11. Lopez, J., Román,M.H., Lennert-Cody, C.E., Maunder, M.N., Vogel, N., Fuller, L.M.: Floating
object fishery indicators: a 2021 report. Tech. Rep. FAD-06-01 (2022)

12. Luke, S., Cioffi-Revilla, C., Panait, L., Sullivan, K., Balan, G.: Mason: a multiagent simulation
environment. Simulation 81(7), 517–527 (2005)

13. Madsen, J.K., Bailey, R., Carrella, E., Koralus, P.: From reactive towards anticipatory fishing
agents. J. Simul. 15(1–2), 23–37 (2021)

14. Orue, B., Lopez, J., Moreno, G., Santiago, J., Soto, M., Murua, H.: Aggregation process of
drifting fish aggregating devices (DFADs) in the Western Indian Ocean: who arrives first, tuna
or non-tuna species? Plos One 14(1), e0210,435 (2019). https://doi.org/10.1371/journal.pone.
0210435

15. Streichert, F., Ulmer, H.: JavaEvA—a java framework for evolutionary algorithms. Tech-
nical Report WSI-2005-06, Centre for Bioinformatics Tübingen, University of Tübingen,
urn:nbn:de:bsz:21-opus-17022 (2005)

https://doi.org/10.4060/ca9229en
https://doi.org/10.4060/ca9229en
https://doi.org/10.1093/icesjms/fsy046
https://doi.org/10.1093/icesjms/fsy046
https://doi.org/10.1371/journal.pone.0210435
https://doi.org/10.1371/journal.pone.0210435


Dynamics of Pedestrians’ Flows During
Daytime

Marcin Wozniak

Abstract The movement of people in the city varies significantly during the day.
However, the availably of open localization data that could be useful in calibration
of pedestrian ABM is negligible. The investigation of pedestrian traffic fluctuations
could be an important element of city management (e.g. planning public transport,
identification of bottlenecks). For that reason, the paper develops the agent-based
model of pedestrians’ flows dynamics in the center of one of the largest Polish cities
(Poznan). The Google Places traffic data as well as census data and Geographical
Information Systemwere used to calibrate the model to generate reliable fluctuations
of pedestrianmovements. The developedABMprovides several valuable information
that stand behind aggregate Google Places popular times rank. Mainly, we estimated
the speed and size of pedestrians’ flows together with the inflow and outflow of
pedestrians to the city center. We were also able to identify bottlenecks, pedestrians’
waves and areas of high/low density. The model captures and confirms several facts
associated with fundamental diagrams of pedestrian flow and it could be used for
further experiments regarding urban planning.

Keywords Pedestrian traffic fluctuations · Geographic information system ·
Google Places

1 Introduction

Pedestrians’ traffic vary during daytime. These fluctuations depend on the several
external factors ranging from commuters [9] and tourists [12] to city inhabitants
running their errands (e.g. [4]). The data on pedestrian behavior (including fluc-
tuations of traffic) can be gathered through a variety of methods. These methods
include field observations, experiments, survey methods, dedicated apps or localiza-
tion data from mobile phones (e.g. [2]). Some of these methods are costly and time
consuming and some of them require access to the highly vulnerable and sensitive
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corporation data.1 Investigation of pedestrians’ traffic dynamics may be important
element of improving well-being and safety in cities (e.g. through adjustment of
transportation network). Batty et al. [13] suggested that properly calibrated pedes-
trians’ agent-basedmodels could help both: inmanagement of walkable environment
and identify the potential (physical) barriers. The majority of agent-based models of
pedestrian movements are strictly microscopic models [11]. These mainly focus on
a details of pedestrians’ interactions (e.g. transfer of emotions, panic in the crowd).
Such approach improves the realism but also increases the computational demand
and forecloses the analysis of more general and common scenarios. Therefore, in
the paper we aim at these problems and develop pedestrian model set in the outdoor
urban space which replicates fluctuations of pedestrian traffic in the city center.
The model could be simply applied for any general scenario of daily traffic. We also
propose the approach of calibrating the volume of pedestrian trafficwhich is based on
easily available Google Places data. In turn, the outdoor environment and population
density is calibrated and represented with Geographical Information System.

2 Data and Model

The simulation sandbox is the Old Market Square2 in Poznan3 with surrounding
historic streets. The side of the area has approximately 450 m with the diagonal
equal to 636 m. To obtain data on pedestrians’ traffic we made use of simple traffic
score provided by Google Places (GP). GP details provides several characteristics
like ratings, addresses, opening hours or popular times (traffic data). The traffic data
are displayed in a hourly bar chart and estimated from the localization data of mobile
devices.WemappedGP scalewith specific numerical values (Fig. 1). By assumption,
the scale was set from 0 to 20 with 0.5 step (40 values). We chose Sunday as an
illustrative example because the day covers all range of the traffic intensity values.

Fig. 1 Pedestrian traffic on Sunday according to Google Places popular times (https://goo.gl/maps/
MhXtUGaMUZ95ZnMVA) and adjusted numerical values

1 See for example Rajpurohit et al. [8] for Facebook and WhatsUp case study.
2 Brief description of the simulation area is available at: https://en.wikipedia.org/wiki/Pozna%C5%
84_Old_Town.
3 The city is situated inWestern Poland. It is the fifth largest city in the country in terms of population
(536,438 inhabitants) and sixth in terms of area (262 km2).

https://goo.gl/maps/MhXtUGaMUZ95ZnMVA
https://en.wikipedia.org/wiki/Pozna%C5%84_Old_Town
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Finally,we had to associate the numerical values for pedestrian trafficwith specific
numbers of pedestrians. We obtained data on the number of inhabitants of the Old
Town quarter from the Web Map Service of the Poznan City Hall. According to
census data, the Old Town quarter is inhabited by 1421 citizens in total. Therefore,
we assumed that 1000 pedestrians can be at the same time on the Old Market Square
as our simulation area covers 80% of the quarter. Therefore, the traffic scale was
linked with specific number of pedestrians ranging from 0 to 1000.

During each simulation step, the agents are born at one of the simulation entry/
exit points according to the probability formula derived from GP data (Fig. 2). The
concept is similar to the gateways described by Filomena et al. [3]. However, we
did not associated these points with specific probability values. In the model, the
gateways are situated in the locations associated with main streets, transport (tram,
bus stops) as well as parking facilities. The general mechanics of agents’ movement
bases on gradient method described by Crooks et al. [1] with added enhancements
regarding speed control module together with discount and gravity parameters that
induce further heterogeneity in walking behavior (Fig. 2). The agents are seeking one
destination point; the closer the agent is to the point, the stronger he/she is attracted by
it. This point could be a shop, café or other popular place available at the Old Market
Square. If agent finds destination, he or she exits the simulation by navigating to the
one of randomly selected exit points. If agent reaches the point he or she permanently
leaves the sandbox. In the model, the agents tend to travel at preferred walking speed
= 1.4 m/s [14]. The simulation starts on Sunday at 4 a.m., ends on Monday 4 a.m.
and covers 24 h, which are 54,000 ticks in the simulation sandbox (1 tick = 1.6 s).
The time in the model was adjusted with the use of Sheppard’s [10] NetLogo time
extension. The general model logic together with benchmark parameters’ values is
presented in Fig. 2.

3 Simulation Results

The pedestrian traffic fluctuations produced by model covers the shape of Google
Places bar plot (Fig. 1), however, due to advantages of ABM, one can have in-depth
insight into this simple mechanism, e.g. the number of agents can be estimated.
The maximum number of pedestrians was observed between 12 and 13 h (1008
pedestrians). The minimum values are observed in the early morning and at night.

The model reproduced some crowd inertia in the transitions periods between
given hours. The inertia is represented through the outliers together with minimum/
maximum values. The pedestrian traffic does not switches instantly as the time
evolves and needs some time to adjust to the new equilibrium conditions. The larger
the change in traffic volume the adjustment time rises (Fig. 3).

Figure 4 plots density heatmaps and pedestrians trajectories. In the morning (8–9
a.m.) the pedestrians’ flow is small and congestion zones are observed. Between
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Fig. 2 The general logic of pedestrians’ dynamics model with calibration remarks.Model’s param-
eters: a traffic parameter (dynamically adjusted on a basis of hourly Google Places data; vary from
− 0.00065 to − 0.0023); scent—the value of destination patch (set to 200); dist—the distance
from destination patch (in patches); num_agents—the initial number of agents in simulation
(set to 5); gravity—diminishes the scent N(0.1, 0.1); discount_rate—diminishes the value of
patches containing obstacles (set to 0.5); min_speed—minimum speed (set to 0.27 m/s); max_
speed—maximum speed (set to 1.4 m/s)

Fig. 3 The number of pedestrians in the simulation and pedestrian traffic according to Google
Places

10–11 a.m. the traffic intensifies and some congestion zones are observed inside
narrow historic streets. During peak hours (11–12), high density zones move from
these streets to the areas where pedestrians try to leave the Old Market Square and
enter one of the surrounding streets where entry/exit points are situated. This could
be identified as kind of bottleneck scenario observed in the outdoor environment and
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Fig. 4 Density heatmaps and agents’ trajectories during selected hours

reported by e.g. Luo et al. [6]. Figure 5 plots four main model outputs: the average
speed and time agents spend in the simulation together with inflow of new agents
and outflow of agents that leave the sandbox.

During daytime about 28,000 unique agents visited the Old Market Square. The
highest inflow of new pedestrians was observed between 11 and 13 when it oscillated
around 3000 agents per hour. In turn, the highest outflow of pedestrians (~2500)
was noticed between 12 and 13. Such information could be extremely useful while
planning transportation solution or other municipal services.

The average walking speed was 1.1 m/s (3.96 km/h) and the average time spend
in the sandbox was 11 min (with standard deviation equal to 6 min). During the peak
hours agents spend the longest time in the simulation (up to 25 min). The agents
travel around preferred speed up to 10 a.m., then due to increased density they
reduce pace by 20–30%. The lowest average speed is observed between 11 a.m. and
4 p.m. (~0.45 m/s) which are hours of the highest density. The standard deviation for
speedwas 0.31m/swhich correspondswith some previous findings regarding similar
external conditions. E.g. Lam et al. [5] during empirical research identified mean
speed in urban outdoor environment to be 1.19 m/s with standard deviation equal to
0.26 m/s; Older [7] observed mean speed and standard deviation in shopping streets
is accordingly 1.3 and 0.3 m/s. Both of these pieces of research show the results that
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Fig. 5 Average speed, time spend in simulation (bars show standard deviation. The results are
averages from 10 simulations.), and agents’ flows (inflow and outflow)

are close to the output of developed model. We also found correlation coefficient
between speed and density to be − 0.96. The dependency matches fundamental
diagrams of pedestrian flow (Campanella et al. 2009). Therefore, the model could be
some important tool for exploring or planning pedestrians’ solutions for improving
the quality of city life.

Funding This work was supported by the National Science Centre, Poland, under Grant number
2019/35/D/HS4/00055.
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Evacuation Simulation for Large-Scale
Urban Population

Etzion Harari, Naphtali Abudarham, and Tomer Rokita

Abstract Large-scale population evacuation from urban areas may occur during
disasters such as earth quakes, volcano eruptions, militarized conflicts, environmen-
tal disasters andmore. Efficient and safe population evacuation is of great importance
as it can save lives and reduce human suffering. The current study demonstrates an
Agent-Based Simulation tool which may be used to support operational planning for
population evacuation from threatened urban areas. The simulation models house-
holds as agents, each acting in accordance to a designated decision function, which
renders the probability of evacuation as a function of the socioeconomic and demo-
graphic characteristics of the agents and the behavior of neighboring ones. Upon
evacuation decision, agents embark on their way to their preassigned destinations,
while their optimal route is calculated and updated periodically, based on road infor-
mation (taken from Open-Street Map), accumulative traffic congestion, and simu-
lated road conditions. The simulation calculates and records the location of all agents
and enables the user to identify and analyze different evacuation scenarios, compare
evacuation sequences, map and identify road bottlenecks, etc. Integrating such a sim-
ulation into the planning process—both at themunicipal and the national levels—can
significantly enhance authorities’ processes of preparing evacuation plans, includ-
ing investing resources for developing safe evacuation destinations and educating
the population for the unfolding of future emergencies. The main contribution of
the current work is the ability to efficiently calculate optimal routes for millions of
agents. To demonstrate this we applied the simulation on Kyiv (Ukraine), where a
large number of its 3 million citizens have fled the city during Russia’s invasion on
February 2022.

Keywords Agent-based simulation · Population evacuation · Disaster areas ·
Routing algorithms
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1 Introduction

Environmental disasters and militarized emergencies are not unique in today’s inter-
national landscape. Such emergencies render considerable human suffering for those
who find themselves detached from their safe homes in quest for shelter. Despite the
recurrent nature of such events, authorities as well as the common people are not
adequately prepared for large-scale evacuation, as most of them are required to take
action which is not always optimal in terms of efficiency, or safety. This is largely due
to the poor preparedness of both the public and the authorities in terms of assessing
how long the evacuation process takes, where can the population find shelter and so
on. The uncertainty accompanied to much of contemporary populations’ evacuation
may result in heavy traffic congestion, over-crowding of shelters and other undesir-
able progressions, which, in turn, may increase tension, or obstruct the attempt to
attain safety and security. In extreme cases, unplanned evacuations may lead to heavy
casualties. Emergencies that require large-scale population evacuations may include
earth quakes, volcano eruptions, disasters such as leakage of dangerous chemicals
from plants, or even wars. In all of these cases operational planning for efficient and
safe population evacuation is of considerable importance.

The behavioral proclivities of populations facing eminent threats or emergencies
have traditionally constituted one of the most complex and challenging research
fields in social sciences in general, and in the study of human behavior in particu-
lar [9, 10, 12, 13, 17, 19, 20]. In recent decades, emergency management leaders
at the state and municipal levels increasingly stress the need for effective disas-
ter preparedness strategies, which enable effective evacuation of populations from
threatened areas [14].

To plan effective evacuation two major components are taken into account: the
decision of individuals whether or not to evacuate and to what destination, and the
dynamics of the motion of the population (i.e. the traffic). The majority of the schol-
arly literature on evacuation behavior argues that population flows during disasters
are not the aggregation of individuals’ decisions, but rather the result of a com-
plex interactions of various factors at different levels (mostly the individual and the
environmental/societal) [8]. Chiefly among them are the following:

1. EarlyWarning and Signal Systems: themainmeans throughwhich the individual
interprets reality. These include the media (TV, Radio, Smartphones) and more
“traditional” vectors such as alarms, heralds, etc. The extent of emergency and
clarity attributed to the information that is being mediated to the population
via such vectors are of profound importance for passing and internalizing the
evacuation messages throughout the population [1].

2. Risk Perception: the vastmajority of the scholarly literature on evacuation behav-
iors considers risk perception as the variablewhich holds the greatest explanatory
power for populations’ behavioral proclivities in emergencies. This variable is
accumulative in nature as it constitutes a synthesis of several explanatory factors
such as : past experience (has the population experienced a similar emergency
in the past and how did it react at the time?); Socio-demographic variables (such
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as marital status, young children at the household); Vulnerability (vulnerable
populations); Car ownership (a significant factor in one’s decision to leave inde-
pendently of others in the threatened area); Infrastructural factors such as the
physical/geographical proximity of populations to the threatened/damaged area
and the quality of the infrastructure surrounding them (roads, hospitals, shelters,
public transportation); and lastly, psychological factors as the extent to which
the population perceives the seriousness of the threat and its potential infiltration
upon them.

3. Social Resources: overall, people who evacuate out of their homes will have
a significantly larger number of (closer) social connections, than those who
choose to stay put [3, 16]. Relatives and family members (immediate and/or
extended), friends and acquaintances residing in “safe zones” are considered,
then, as accelerating populations to evacuate. Evacuation destinations are related
to the geographic distribution of one’s social network, i.e. people tend to move
to places where their friends or family are located [4, 7].

4. Environmental Resources: Facilitating evacuation infrastructures:

(a) Public Infrastructures: shelters, schools, public halls, stadiums, soccer fields
and any large and wide facility—far enough from the disaster zone—that can host
evacuating populations and provide them with physical security (even at the most
minimal level).
(b) Social-Communal Infrastructures: open spaces which enable evacuating popu-
lations a brief stay (religious institutions, non-governmental organizations’ prop-
erties etc.).

These factors further reinforce the operational planning of population evacuation
as a complex and highly delicate task; such that requires mass exploration, identi-
fication, extraction, processing and analysis of data on the relevant population and
the environment within which it resides and with which it interacts in order to better
plan and prepare the potential time, the space, the destinations for populations’ evac-
uation behavior, as well as to better prepare and assess the potential ramifications
and implications of the differentiated behaviors of populations.

To this end, in the current study an Agent-Based Simulation is developed, which
can incorporate some of the key factors described herein, and serve as a planning
tool which enables authorities to draw more effective and safer evacuation plans for
different disaster or emergencies scenarios, as well as mapping and analyzing the
environment under their jurisdiction, identify bottlenecks, prepare solutions such as
clear and known evacuation destinations and shelters, safe roads and public trans-
portation, as well as guidelines and population education for future occurrences. The
choice of Agent-Based Modelling (ABM) method relies on the acknowledgment
that it is the most effective tool for modelling complex phenomena whose dynamics
are determined by the interactions of multiple elements. A common example for the
use of ABM is traffic analysis: while each driver may act based on simple individual
rules, traffic jams cannot be analytically predicted, they can only be simulated.

ABM has been widely used to simulate evacuation in various scenarios such as
buildings in case of fire [11, 18], evacuation from sport stadiums [22] and tzunami
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events [2, 21].However, to the best of our knowledge, noprevious studyhas simulated
the evacuation of whole cities, taking into account the motion of millions of people.
Obviously, as the size of the simulation increases so does the difficulty of accurately
modelling the behavior of such large numbers of agents. However, just like any large
scale simulation, the purpose of using our tool is not to precisely predict the action
of each agent, but to enable gross comparison of different strategies and to assist the
authorities in gaining insights which may be difficult to achieve by static analysis.

2 Evacuation Simulation

2.1 General Description

The simulation contains twomain components: Households (families) as agents, and
roads and evacuation destinations. To drive the simulationwe use evacuation triggers:
each trigger has a type (e.g. evacuation notification), geographic area of influence
(AOI), and the time in which it occurs. Once a trigger occurs, an evacuation decision
function of each agent within its AOI is evaluated, to determine whether the agent
should begin evacuation. The evacuation decision function may be defined by the
user; in the current studywe defined a function that takes into account socioeconomic
status (high or low) and demographic data (does the family include young children),
as well as environmental considerations (howmany agents in the neighborhood have
already evacuated), as described in Sect. 3.1. Once an agent decides to evacuate,
the optimal route is efficiently calculated to its preassigned destination, based on
the current traffic and road status. At every time step the simulation advances all
moving agents along their routes, at a speed that is determined by the current traffic.
In addition, every predetermined time interval the simulation calculates new optimal
routes for all moving agents. Road conditions may change during the simulation
(e.g. roads destroyed by bombings, roads blocked by police), requiring agent route
recalculation. This approach of enabling agents to calculate optimal routes based on
full information on the roads and other agents is, of course, unrealistic. However,
this approach is useful in focusing the attention of authorities/planners to where
bottlenecks appear even if all agents take optimal routes. The simulation records the
positions of all agents throughout the simulation (which runs for a predetermined
number of time steps), enabling the user to analyze the data in various ways, for
example the evacuation status at each time step, number of evacuated agents by time,
traffic jams and much more. Finally, the user may run the simulation many times,
altering the data such as evacuation triggers (type, time and location), roads data
(evacuation destinations, road blocking), agent attributes, agent decision function,
etc., and compare the different outcomes in order to derive the best evacuation plan
for different scenarios.
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2.2 Households as Agents

An agent in the current model is a household (or a family), which acts as a single unit
that decideswhether or not to evacuate its home and head to an evacuation destination
(e.g. a shelter, a city exit point etc.). The agents are initially located on the city map
based on the user’s input, which can be taken from official municipal databases.
All agents begin in status “dormant”, and move to status “active” if the output of
the invocation of their evacuation decision function was that they should evacuate.
Agents remain in status “active” until they reach their evacuation destination, where
their status changes to “saved”. Not all agents who became active end up is the
“saved” status, for example if they got stuck in traffic or in blocked roads.

2.3 Roads and Evacuation Destinations

Information on the roads and evacuation destinations are taken from theOpen-Street-
Map (OSM) database [15]. For example, Fig. 2 shows the the full road map of Kyiv.
We convert the road map to a directed graph, where each road junction (a point
connecting at least three roads) is a node (the set of all nodes is denoted as V ) and
the roads connecting junctions are graph edges (E). If a road is bi-directional it will
be entered twice to the graph, once for each direction. For the Kyiv test-case, the
road graph contains 80,000 nodes and 200,000 edges.

A graph is defined using the nodes V and the adjacency matrix A, where the value
in cell Ai, j is 1 if Vi and Vj are connected, and 0 otherwise.

G = (V, A) (1)

2.4 Efficient Optimal Route Calculation

An optimal Pi j route is calculated for each evacuating agent from its point of origin
(Vi ) to its designated evacuation destination (Vj ). This calculation is performed for
every agent when it starts its evacuation, and again when road conditions change
and at predetermined intervals. Normally we would use some efficient shortest path
algorithm (such as A∗) to calculate paths from source to destination, however, in the
current work we need to calculate routes for millions of agents, so we took a different
approach, using the Dijkstra shortest path algorithm [5]. As an initial step, Dijkstra’s
algorithm searches the entire graph, starting from the source point, and constructs a
data-structure Pi · which holds the shortest paths from the source point to all other
points in the graph. Instead of calculating the paths from agent locations to evacuation
destinations, we calculate the reverse paths—from evacuation destinations to the rest
of the graph: Fig. 1a shows the initial graph G, with directed edges, and destination
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Fig. 1 Calculating the shortest paths to the destination point (D) using R-Dijkstra

nodeD. Then in Fig. 1bwe create the reverse graphGt = (V, At ). Then, in Fig. 1cwe
calculate PD· the shortest paths from the destination D to all other nodes. Finally, in
Fig. 1d we reverse the edge directions again, and immediately obtain P·D the shortest
path from every agent (i.e. from any node in the graph) to the evacuation destination.
Since the number of evacuation destinations is very small (less than 10), we end up
running this calculation a very small number of times to get the paths for millions of
agents. For example, calculating the paths for 1,000,000 agents in our test case using
A* takes 75 min. However, calculating the same paths using R-Dijkstra algorithm
takes just 3.5 s, which is 1250 times faster then the naive A* method.

TheDijkstra implementation inNetworkX [6] Python package, allows us to build a
navigation engine that uses the Reversed-Dijkstra algorithm. This code uses the road
graph, to calculate the path to each of our T destination points. In addition, similar
evacuation destinations can be grouped together (e.g. all the subway stations) by
adding “logical” evacuation destinations (as demonstrated in Fig. 2), further reducing
the size of T .

For calculating the shortest paths as well as traffic congestion the length and width
of each road was obtained from OSM, and these values were assigned to the graph
edges. The capacity of each edge is calculated by multiplying the edge length with
the road’s width, and dividing by a constant value representing the “volume” of an
agent. At each step of the simulation all agents advance on their path at a constant
speed, so the travel time is a linear function of the edge length. The simulation records
the number of agents at each edge, and if the number of agents on an edge exceeds
its capacity, the length of the edge is artificially increased, which results in longer
travel time, and of course affects the shortest path calculation.
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Fig. 2 The map of Kyiv with division to city regions (left pane), and the road information taken
from OSM (right pane). Blue circles indicate subway stations, which are connected to a single
logical node

3 Case Study—Kyiv, Ukraine

In the following section the application of the simulation is demonstrated on the city
of Kyiv, in the context of the Russian invasion of February 2022. Different evacuation
scenarios were tested, demonstrating the types of insights that are possible to obtain
using the simulation.

3.1 Kyiv Simulation Data

1. Kyiv population data: The number of people within each city region was taken
from Wikipedia, reaching a total of 2.75 million people.1

2. Simulation agents: The average household size in Ukraine is 2.58, therefore
1,060,000 agents were created. The agents were randomly positioned within
the city regions based on region populations. To support the agents’ evacuation
decision function each agent was assigned the following attributes:

(a) Socioeconomic status: High or Low. Due to lack of official data this value
was determined based on the density of buildings in the agent’s neighborhood,
assuming that low building density indicates a high socioeconomic status,
and high density—low socioeconomic status. Overall 50% of the agents were

1 Kyiv region was obtained map from: https://geodata.lib.utexas.edu/catalog/stanford-
pp624tm0074.

https://geodata.lib.utexas.edu/catalog/stanford-pp624tm0074
https://geodata.lib.utexas.edu/catalog/stanford-pp624tm0074
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assigned high socioeconomic status, and their distribution across the city was
according to building density.
(b) Does the household include young children? Yes or No. Due to lack of
official data this value was estimated based on agent distance to schools or
playgrounds: a small distance indicated a family with small children. Overall
10% of the agents had young children.

3. Agent evacuation decision function: the following evacuationdecision function
was designed, based on agent attributes, displayed here as a decision tree:

Socioeconomic status

Young children? Young children?

33% 60% 55% 75%

Low High

No Yes No Yes

The percentages at the leaves indicate the probability of the agent to evacu-
ate (EvacP) its home when its decision function is activated, following an
evacuation trigger in its location. This probability is then adjusted accord-
ing to the percent of already evacuated agents the current agent’s 100 meter
radius(EvacRate). The final evacuation probability is then adjusted as follows:

Final Evacuation Probabili t y = EvacP + (1 − EvacP) ∗ EvacRate
(2)

4. Kyiv road map and evacuation destinations: Kyiv roadmapwas obtained from
OSM. Evacuation destinations were determined to be the western exits from the
city and the subway stations (from OSM transportation layer). The preassigned
evacuation destination of 80% of the agents with high socioeconomic status was
the western city exits, and the rest of them were directed to subway stations.
The reverse was applied to the agents with low socioeconomic status. Figure2
shows the map of Kyiv with division to city regions (left pane), and the road
information taken from OSM (right pane). The locations of the subway stations
are also shown, which are all connected to a single logical node, which is used
to accelerate the computations (as explained in Sect. 2.4).

3.2 Analysis of Evacuation Scenarios

1. Traffic bottlenecks identification. The purpose of this scenario was to identify
road bottlenecks in Kyiv in case of a large-scale evacuation. To this end we
generated evacuation triggers in the form of notifications to the public. All city
regions received 5 evacuation notifications simultaneously during the first 10
minutes of the simulation (one notification every 2 minutes), thereby activating
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the decision functions of all the agents in the city. A total of 700,000 agents
embarked on their way (representing 2,000,000 citizens), and the simulation
was ran for 1000 time-steps (each time-step simulated 1min, making it a total
of approximately 17 simulated hours) The same simulation was ran again, with
blocked roads heading north-west out of Kyiv, to simulate Russian attacks (some
of which came from the direction of Belarous). Figure3 shows the road status at
the end of the simulation. The left image shows road congestion—the red roads
are the critical bottlenecks. The right image shows the same scenario when
the north-western roads are blocked, and it can be seen that the critical roads
(bottlenecks) are different, almost eliminating the west road bottlenecks.
Figure4 shows the effects of the evacuation decision function. The left pane
shows the percent of evacuated agents by socioeconomic status. It can be seen for
example that after 200 minutes 60% of the population classified as low socioeco-
nomic status has reached their evacuation destinations, and this is in accordance
with the fact that 80% of this population had subway stations as their preassigned
evacuation destinations. In contrast, it took nearly 1100 minutes to evacuate the
high socioeconomic populations, which mostly headed to the city exits. This
kind of analysis demonstrates the importance of planning optimal routing (as
well as considering the capacity of in-city shelters like subway stations, which
is not taken into account in the current study). The right pane shows the percent
of agents that were activated (i.e. decided to evacuate their homes) following the
evacuation triggers. These numbers are correlated with the evacuation decision
function described above.

2. Evacuation of adjacent versus nonadjacent areas. In this experiment, simulta-
neous evacuation of a similar number of agents, that are either located in adjacent
or nonadjacent areas, is simulated. As shown in Fig. 5, when agents in adjacent
areas attempt to evacuate the city simultaneously, the evacuation rate is lower
than the case of evacuating agents from non-adjacent areas. This is because the
traffic congestion is larger when a large number of agents move out of a sin-
gle area than when agents move out of scattered areas. This result is crucial
if one wants to minimize evacuation time, as it directs authorities to carefully
plan evacuation sequence in order to avoid unnecessary delays. This result is not
trivial; one could not easily reach this kind of insight without a tool such as this
simulation.

4 Conclusions and Future Work

The current study demonstrates anABM simulationmodel for large-scale evacuation
of an urban population. The simulation incorporates the following elements:

1. Agent behavior model: using a decision function which determines whether the
agent will evacuate its home in response to an environmental signal, based on the
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Fig. 3 Road congestion in Kyiv area. The left image shows road congestion, the red roads are the
critical bottlenecks. The right image shows the same scenario when the north-western roads are
blocked, to simulate Russian attacks

Fig. 4 The effect of the agent evacuation decision function. Left pane: percent of evacuated agents
by socioeconomic status. Right pane: percent of agents that were activated following the evacuation
triggers

agent’s attributes, such as socioeconomic and demographic status, the behavior
of neighboring agents and more;

2. Efficient large-scale road traffic model based on OSM data.

Taken together, the developed simulation can be useful for authorities to test and
compare evacuation scenarios, identify road bottlenecks, prepare infrastructure to
support safe and efficient evacuation, educate and prepare the population, and much
more. In this paper a single case-study was described, for which very little official
information about agent attributes, such as socioeconomic status and demographics,
was available. In real-life scenarios, authorities could obtain much more accurate
information, and use tools such as public surveys to study the actual stands and
predispositions of the population, to create amuchmore accurate evacuation decision
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Fig. 5 Evacuation rate for evacuating agents from adjacent (red rectangle) versus non-adjacent
(blue squares) area. The total number of agents in the red and blue areas is the same

function, to assign preferred evacuation destinations, and more. The authors hope
that this work can inspire authorities to adopt this approach and use such tools to
better prepare for unfortunate events.

References

1. Chadefaux, T.: Early warning signals for war in the news. J. Peace Res. 51(1), 5–18 (2014)
2. Chen, C., Koll, C., Wang, H., Lindell, M.: An interdisciplinary agent-based evacuation model:

integrating natural environment, built environment, and social system for community prepared-
ness and resilience. Nat. Hazards Earth Syst. Sci. Disc. 2021, 1–27 (2021)

3. Collins, J., Ersing, R.L., Polen, A., Saunders, M.: Evacuation behavior measured during an
evacuation order: an assessment of the effects of social connections on the decision to evacuate.
Nat. Hazards Center (2018)

4. Dash, N., Gladwin, H.: Evacuation decision making and behavioral responses: individual and
household. Nat. Hazards Rev. 8(3), 69–77 (2007)

5. Fredman, M.L., Tarjan, R.E.: Fibonacci heaps and their uses in improved network optimization
algorithms. J. ACM (JACM) 34(3), 596–615 (1987)

6. Hagberg, A., Swart, P., S Chult, D.: Exploring network structure, dynamics, and function using
networkx. Tech. rep., Los Alamos National Lab.(LANL), Los Alamos, NM (United States)
(2008)

7. Hasan, S., Ukkusuri, S., Gladwin, H., Murray-Tuite, P.: Behavioral model to understand
household-level hurricane evacuation decisionmaking. J. Transp. Eng. 137(5), 341–348 (2011)

8. Hong, L., Frias-Martinez, V.: Modeling and predicting evacuation flows during hurricane
IRMA. EPJ Data Sci. 9(1), 29 (2020)

9. Houts, P.S., Cleary, P.D.: ThreeMile Island crisis: psychological, social, and economic impacts
on the surrounding population. Penn State Press (2010)

10. Iklé, F.C., Kincaid, H.V.: Social Aspects of Wartime Evacuation of American Cities: With
Particular Emphasis on Long-Term Housing and Reemployment, vol. 4, National Academy of
Sciences, National Research Council (1956)

11. Kasereka, S., Kasoro, N., Kyamakya, K., Doungmo Goufo, E.F., Chokki, A.P., Yengo, M.V.:
Agent-based modelling and simulation for evacuation of people from a building in case of fire.



124 E. Harari et al.

ProcediaComput. Sci. 130, 10–17 (2018). https://doi.org/10.1016/j.procs.2018.04.006, https://
www.sciencedirect.com/science/article/pii/S1877050918303569, The 9th International Con-
ference on Ambient Systems, Networks and Technologies (ANT 2018) / The 8th International
Conference on Sustainable Energy Information Technology (SEIT-2018) / Affiliated Work-
shops

12. Kuligowski, E.: Predicting human behavior during fires. Fire Technol. 49(1), 101–120 (2013)
13. Newman, S.M.: The occasion instant: the structure of social responses to unanticipated air raid

warnings (1963)
14. Norris, F.H.:Disaster researchmethods: past progress and future directions. J. Traumatic Stress:

Off. Publ. Int. Soc. Traumatic Stress Stud. 19(2), 173–184 (2006)
15. OpenStreetMap contributors: Planet dump retrieved from https://planet.osm.org, https://www.

openstreetmap.org (2017)
16. Paton, D., Johnston, D.: Disaster resilience: an integrated approach. Charles C Thomas Pub-

lisher (2017)
17. Raphael, B.: Individual and Community Responses to Trauma and Disaster: The Structure of

Human Chaos. Cambridge University Press (1995)
18. Ren, C., Yang, C., Jin, S.: Agent-based modeling and simulation on emergency evacuation. In:

Zhou, J. (ed.)ComplexScieces, pp. 1451–1461. Springer,BerlinHeidelberg,Berlin,Heidelberg
(2009)

19. Silver, R.C., Holman, E.A.,McIntosh, D.N., Poulin,M., Gil-Rivas, V.: Nationwide longitudinal
study of psychological responses to September 11. JAMA 288(10), 1235–1244 (2002)

20. Tierney, K.: Disaster beliefs and institutional interests: recycling disastermyths in the aftermath
of 9–11. In: Terrorism and Disaster: New Threats, New Ideas. Emerald Group Publishing
Limited (2003)

21. Zhan, F.B., Chen, X.: Agent-based modeling and evacuation planning. In: Geospatial Tech-
nologies and Homeland Security, pp. 189–208. Springer (2008)

22. Zhang, W., Terrier, V., Fei, X., Markov, A., Duncan, S., Balchanos, M., Sung, W., Mavris, D.,
Loper, M., Whitaker, E., Riley, M.: Agent-BasedModeling of a Stadium Evacuation in a Smart
City. pp. 2803–2814 (12 2018). https://doi.org/10.1109/WSC.2018.8632176

https://doi.org/10.1016/j.procs.2018.04.006
https://www.sciencedirect.com/science/article/pii/S1877050918303569
https://www.sciencedirect.com/science/article/pii/S1877050918303569
https://planet.osm.org
https://www.openstreetmap.org
https://www.openstreetmap.org
https://doi.org/10.1109/WSC.2018.8632176


Extending Partial-Order Planning
to Account for Norms in Agent Behavior

Tokimahery Ramarozaka , Jean-Pierre Müller ,
and Hasina Lalaina Rakotonirainy

Abstract Following a couple of models aiming to assess the effectiveness of norms
in Madagascar on the MIMOSA platform, Müller et al., have noticed that the current
architecture was not expressive enough to deal with all relevant norms, their different
aspects, and how they interfere with the agent’s behavior for such complex systems.
In response, this paper proposes a new agent architecture and its dedicated language
to enhance the expressiveness of norms in agent-based modeling. The architecture
has to (1) identify all the applicable norms given a temporal, spatial, and social
context, and (2) generate an agent behavior to account for these norms. We propose
to extend automated planning and use aModel-Driven Engineering approach to build
the abstract and concrete syntaxes of the language and its semantics. The resulting
architecture will allow modelers to express a wider spectrum of norms and provides
a normative decision tool that will ease further discussions and interpretations.

Keywords Automated planning · Agent-based modeling · Norms · Institutions ·
Model-driven engineering

1 Introduction

To answer the questions of norm effectiveness on renewable resource management,
agent-based models (ABM) were explored with the MIRANA [1] and HINA [2]
models, through the MIMOSA simulation platform [3]. However, both model’s
implementations were made ad-hoc, without any generic structure of norm, nor how
they affect agent behavior, making them hard to (re)use and understand. Moreover,
their lack of specification on a norm’s spatial (where is a norm applicable?), temporal
(when is it applicable?), and social context (to whom do they apply?) does not allow
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modelers to express all relevant norms for such complex topics. For example, a norm
that states that “it is forbidden to fish in winter around mangroves.” might cause an
agent to wait for the next season to fish, or to fish in non-mangrove areas; but how
an agent reason and generate such behavior autonomously remains elusive.

While the literature on norms in ABM clearly offers a handful of normative agent
architectures, such as BOID [4], NoA [5], or N-BDI [6], most of them focus on
extending the BDI (Belief Desire Intention) architecture [7] with norms and does not
provide the needed spatial, temporal and social context to be more expressive about
norms. Recent works in [8] offer a mean to express these contexts and compute all
applicable norms in that regard, but without describing how they are being applied
in the agent decision-making process, i.e., in the agent architecture.

In response, this paper aims to propose a new agent architecture with its dedicated
agent architecture to account for norms in agent behaviors while accounting for the
spatial, temporal, and social context of norms. By using Model Driven Engineering
(MDE) to build the language, our goal is to provide a tool to test the effectiveness of
different norms on the agent’s behavior and the whole socio-ecosystem.

Section 2 presents and justifies the methods we used to describe norms, and their
influence on the agent’s behavior. Section 3 then describes the results. Section 4
discusses how relevant they are for the issue at hand. Section 5 concludes by giving
an overview of the current state of the project, and perspectives on future works.

2 Related Works

2.1 Norm Definition

In ABM, a norm is generally defined as a soft constraint on the agent’s behavior [9,
10] to attain a desired behavior in time and space [11]. We represent this regulating
mechanism through institutions [12], which is a set of ontology and norms. Each
institution is endowed with a number of norms about the various social roles for the
agents.

For instance, an institution could be a village where the fisherman role ought to
fish only in authorized areas and have a license, while the chief role ought to provide
enough food for his village. Norms can either tell what ought to be done under certain
conditions, i.e. regulative norms; or, define that something counts as something else
for a given institution, i.e. constitutive norms.

Constitutive norms introduce abstract classifications that some existing objects
count as some concept or role within the institutions. They allow us to instantiate
institutions as organizations by stating that an individual John counts as a fisherman,
or that Peter counts as chief and that a certain place counts as a village.



Extending Partial-Order Planning to Account for Norms in Agent Behavior 127

Regulative norms are generally divided into three categories:

• Obligations: some action that the agent ought to do, or some fact that an agent
ought to make true in a given situation;

• Prohibitions: some action that the agent ought not to do, or some fact that should
not be true in a given situation;

• Permissions: some action or fact that is permitted in a certain situation(s) [13].

We chose the ADICO (Attribute Deontic aIm Condition Otherwise) formalism
to express norms [14] as it covers most of the elements of norms in MAS, such as
social roles describing the desired behaviors, rewards, and sanctions when applying
or violating them [15], and more recently the notions of time and space formalized
in [8, 16].

2.2 Model of Behavior

In classical AI, automated planning [17] is often used to generate agent behavior.
It needs to define a planning problem with: some initial situation, a goal, and a set
of possible actions, and outputs a sequence (or a partially ordered set) of actions
called the plan, which allow the agent to reach its goal. The planning problem is then
assimilated to a state-space search: a set of possible states is explored using operators
to compute the next states until we find a solution state. Depending on the chosen
approach, states and operators may encapsulate different concepts.

Since performance is not the main focus here, we chose Partial-Order Planning
(POP) amongst other approaches for its flexibility: (1) states in POP are partial-order
plans, they set constraints on the arrangement of the plan, rather than set a fixed
sequence which would be harder to adapt when new or unexpected changes occur
in the environment; (2) it is the most suited for agent planning as advocated in [18]
because of the complexity of agent-based models. Each newly generated state (=
plan) is examined for possible flaws like unachieved goals or conflicting actions. We
compute the next state by solving one of those flaws, either: adding in new actions,
arranging the partial-order of the plan, or constraining the variable bindings of its
existing actions.

3 Our Contributions

3.1 Extending Planning Problems

A planning problem is defined by: some initial situation, a goal, and a set of possible
actions, as summarized by Fig. 1. We represent actions in a deterministic way as in
STRIPS [19], i.e. the consequences of the action are certain and occur simultaneously
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Fig. 1 Structure of a classic planning problem

when the action is executed. Dealing with conditional consequences is beyond the
scope of this paper.

We propose to extend the planning problem (Fig. 1) with the concept of norms
through organizations and institutions. Norms are applied to an agent through its
roles within organizations, which are instances of one or more institutions.

For example, if the fisherman role is prohibited to fish in the village institution
without a license, and the agent Jon plays the role of a fisherman in some village v1
(Jon counts as a fisherman, v1 counts as a village), then all the norms which would
apply to fisherman apply to Jon: he is prohibited from fishing in v1 without a license.
Thus, to define a planning problem with norms, we must describe the organizations
in which the agent plays a role(s), listing all applicable norms, as shown in Fig. 2.

Each norm has a deontic operator (obligation, prohibition, permission) and appli-
cability conditions with consequences that describe which action or proposition is
mandatory, prohibited or permitted.

3.2 Extending POP’s Internal Structure

States in classical POP are defined as plans, which we improve by correcting flaws
to obtain an executable plan achieving the goal (if any). Formally, Fig. 3 defines a
plan as a tuple <S, A, Cc, Tc, F> where:

• S is a set of situations;
• A is a set of steps, i.e. instances of actions;
• Cc is a set of (non) codenotation constraints describing that some variable must

be bound to some value or not;
• Tc is a set of temporal constraints that describes which situation/step must be

before another, defining a partial order;
• F is a set of flaws, which can either be open conditions: preconditions of steps

that need to be satisfied, or threats: two conflicting steps, as stated in [20].

To compute the next state, a flaw in the plan is chosen and resolved.
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Fig. 2 Our extensions (highlighted in red) of a planning problem with norms

Fig. 3 Internal structure of a state in POP

Plan modification simply consists in adding situations, steps, (non) codenotation
and/or temporal constraints to resolve a flaw. The planning stops when it has found an
executable plan satisfying the goal. A plan is executable if, for each of its steps, all of
its preconditions are necessarily true in its preceding situation, i.e. it does not contain
open conditions; and its Tc and Cc do not contain contradictions. By introducing a
dummy final step with the goal as its precondition, this executability condition is
enough to find a solution plan (if any).
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Fig. 4 Our extensions (highlighted in red) on the internal structure of a state in POP

Each state or partially ordered plan can be instantiated as a set of complete plans.
A plan is complete if its Tc (temporal constraints) define a total order on its situations
and steps, and its Cc (codenotation constraints) grounds all variables to a constant.

Throughout this paper, we shall refer to a proposition being «necessarily true»,
following Chapman’s modal truth criterion [20] if that proposition is satisfied in any
complete plan specified by a (partial) plan. We extend this existing structure with the
notions of norm and interval, as highlighted in red in Fig. 4.

Since we introduce new flaws related to norms, we need to describe which plan
modifications (operators) can resolve them.

3.3 Dealing with Norms

Our extensions to allow agents to deal with norms in the decision-making process
rely on three key strategies: respect, violation, and circumvention. In the following
section, we will take a look at how agents can respect or circumvent norms, and then
see how they can violate them.

Dealing with obligations. Obligations are mandatory actions or propositions that
need to be necessarily true in a certain situation of the plan. To consider them, we
define a new flaw in POP.

Definition 1 (missing obligation). A missing obligation is a flaw such that the
applicability conditions of an obligation are necessarily true in a situation S, and:

• the mandatory action A is not succeeding to S;
• or, the mandatory proposition P is not necessarily true in S

Any of the following new operators can be used to resolve them:

• Promotion: we take an existing instance of the mandatory action A0 in the plan
and we add the temporal constraint: S < A0 if the temporal constraints remain
non-contradictory;
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• Adaptation: add a new instance of the mandatory action A0 and add the temporal
constraint: S < A0;

• Circumvention: either, add a new step before S or add a temporal constraint that
would make necessarily true the negation of one of the applicability conditions
of the norm;

Dealing with prohibitions. Prohibitions are actions or propositions which are not
allowed in a set of intervals, i.e. between any two situations: one where the
prohibitions start to be applicable, and another situation where it is no longer
prohibited.

Definition 2 (missing prohibition). A missing prohibition is a flaw such that the
prohibition applicability conditions are necessarily true between the situations Si
and Sj, and:

• The prohibited action is potentially between Si and Sj;
• or, the prohibited proposition P is satisfied in any situation s, such as Si < s < Sj.

We introduce the following operators to fix missing prohibitions:

• Circumvention: Adding a new step before the Si, which would make the negation
of one of the applicability conditions necessarily true over the interval [Si,Sj];

• Promotion or Demotion: Add a new temporal constraint which would either (a)
move the prohibited action before Si (Promotion); or (b) move the prohibited
action after Sj (Demotion).

Dealing with permissions. Permissions are actions or propositions which are only
allowed under certain conditions. A non-permitted action/proposition is automat-
ically prohibited. To fix missing permissions, we generate for each state a list of
prohibitions for all situations or intervals where the permission is not applicable and
treat them according to the previous section.

Violating norms. If the agent fails to find a plan through normal planning, we propose
that it starts to violate norms starting from the one endowed by the institution he
values the least. In MIMOSA, each institution has a priority value that determines
its importance. If the planner fails to find a solution when complying with all norms:

• The planner picks randomly a norm in the institution he values the least;
• It returns to the state before the associated normative flaw was resolved and

re-plans by ignoring the related normative flaw;
• If the planner still fails, then another additional norm is violated, until a solution

is found.

A basic use case of these extensions in renewable resource management would be
a villager who ought to provide food for his family, but cannot hunt without a license
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in his current area. This raises a flaw, as the villager’s plan to hunt is in conflict with
a prohibition. Using the aforementioned operators, he can either perform a:

• Promotion or Demotion: he will add steps to get a license before hunting;
• Circumvention: he will go elsewhere where he can hunt without a license;
• or else, a Violation: he’ll consider illegal hunting, i.e. hunting without a license.

3.4 The Domain-Specific Language

To build a domain-specific language (DSL) implementing the previous extensions,
we use a Model Driven Engineering (MDE) approach with three different artifacts:

(1) an abstract syntax describing the language’s conceptual structure;
(2) a concrete syntax describing how to write the concepts;
(3) a semantic describing the meaning of a written sentence.

Abstract Syntax. The abstract syntax describes all the concepts of a DSL and their
structure through a metamodel. Since we have already defined how we extend a
planning problemwith norms through Fig. 2, our DSL’s abstract syntax applies these
extensions to the abstract syntax of institutions (Fig. 5), and organizations (Fig. 6) by
Müller & Raharivelo in [16], with an explicit representation of actions to build agent
behavior. An institution is described by [16] as a set of words or concepts, typed by
meta-concepts as seen in Fig. 5.

In summary, an institution is composed of the following elements:

• meta (for MetaConcept) enumerates all the meta-concepts;
• concepts are categorial concepts that can be denoted to sets of objects through

assertions, they can also include notions of space or time;

Fig. 5 Abstract syntax of an institution according to [16]
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Fig. 6 Abstract syntax of an organization according to [16]

• indiv are individual concepts referring to individual objects;
• norms describe both regulative and constitutive norms alike.

By using references, concepts from other institutions can be imported or inherited.
Since our main focus is to generate a sequence of actions, i.e. a plan, we add a
STRIPS-like syntax [19] to describe actions by specifying its preconditions and
consequences through a set of propositions. Preconditions are propositions that need
to be necessarily true to execute the action, while consequences are composed of
the propositions describing what the action adds and removes. In summary, the
organization’s abstract syntax from [16], is represented as in Fig. 6.

Lastly, aswe describe the planning problem,we need to describewith the language
the abstract syntax of an initial situation and a goal.

Both can be described through a set of propositions which are simple predicates
from first-order logic, such as hasFood() or ¬hasLicense(), and can either be an
affirmation or a negation (Fig. 7).

Concrete syntax. The concrete syntax depicts how we can use the concepts in the
abstract syntax to build valid statements regarding the metamodel, either through
some graphics or in some written form.

Fig. 7 Abstract syntax of a situation and a goal
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Institutions. The concrete syntax of institutions, added to the definition of a planning
problem if Fig. 2 is based upon the concrete syntax of institutions in [16] using the
same annotated EBNF (Extended Backus-Naur Form) as follows.

<Institution> ::= ‘institution’ <institution_name> ‘{‘

[<references>]
[<meta>]
[<concepts>]
[<indiv>]
[<norms>]
[<actions>]

‘}’

Unlike the works in [16], our end goal is to produce plans that take norms into
account, hence, the actions component is added to describe all possible actions which
an institution brings about. We explicitly describe actions such as to cuttingWood
by using a STRIPS representation with preconditions and consequences: the action
requires to have an axe, and wood within the current area; executing the action adds
the proposition “the agent now has wood”, and removes the proposition “there is
wood in the current area”.

Organizations. While institutions can be perceived as virtual entities which define
common norms and ontologies, organizations on the other hand are implementations
of institutions that denote what will be associated with each concept and can define
their own additional concepts if needed.

To describe organizations, we need to specify the institution it is implementing,
and which agents or resources play which role through a set of constitutive norms. In
terms of concrete syntax, Organizations remain the same as in [16], with the addition
of an explicit action representation.

<Organization> ::=‘organization’ <organization_name> from <institution_
name>
‘{‘

[<meta>]
[<concepts>]
[<indiv>]
[<norms>]

‘}’

Situations. Since an initial situation must be provided as a starting point for plan-
ning with the language, the following syntax can be used to describe the propositions
in each situation.

<Situation> :: = ‘situation’ <situation_identifier> ’{’

[<Propositions > ].
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’}’

Using the initial situation, more situations will be generated internally by the
planner as it refines the plan with new actions and constraints to resolve its flaws.

4 Discussions

We proposed an approach to extend the POP algorithm with norms through new
flaws which will allow agents to modify their plan according to applicable norms.
The value of this work is to generate an appropriate agent behavior with regards to
norms: either by applying, violating, or circumventing them.

By proposing strategies for an agent to circumvent norms in a spatio-temporal
context, we can exhibit new behaviors such as: waiting for the right moment to fish,
moving to another space where it is no longer prohibited to have a fishing license,
acquiring a social status to be permitted to do something. This expressiveness makes
it possible to understand the impact of norms on agent behavior.

The upcoming proof of concept will be done through a replica of the MIRANA
model to demonstrate how effective the result is compared to the original ad-hoc
implementation. Currently, we still need to take into account the spatial dimension of
norms in planning, using spatial algebra like RCC8 (Region Connection Calculus),
which has been applied to MAS in [16] to compute all applicable norms given a
spatio-temporal context. The next step is to integrate them in our planner by (1)
integrating the notions of time and space in situations or intervals of situations; and
(2) further refining the proposed normative flaws by specifying which temporal or
spatial context causes the normative flaw, and generate behavior accordingly.

While this approach allows us to take norms into account in the behavior gener-
ation process, some issues still have to be addressed: (1) the high complexity and
performanceof the algorithm, (2) the influenceof sanctions and rewards on automated
planning, and (3) the notion of quantity in planning.

5 Conclusion

In this paper, we tackle the issuewith agent-basedmodelingwhen dealingwith norms
relative to complex issues such as renewable resource management, where agents are
endowedwith norms by the organizations in which they play a role in time and space.
Since we need a better way to express and account for norms with their temporal,
spatial, and social context, the aim of this paper is to propose an agent architecture
and its dedicated language’s abstract and concrete syntaxes which provides modelers
with a tool to model such systems. In that regard, we used automated planning to
allow agents to not only take into account or violate norms, but also to consider time
and space in their decision-making. Norms are therefore structured in institutions,
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and they are instantiated within organizations, which are instances of institutions.
The resulting behavior model is built upon the POP paradigm, which allows the agent
to exhibit new normative behaviors. The expected architecture, and its language will
allow modelers to build one or multiple agents, set a number of norms, and see how
they affect an agent’s behavior.
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From Threatening Pasts to Hopeful
Futures. A Review of Agent-Based
Models of Anxiety

Arvid Horned and Loïs Vanhée

Abstract Despite being understated, anxiety is a critical factor affecting all levels
of society, directly impacting individual decisions and with well-identified ramifi-
cations on social play, social constructs, and collective outcomes, as well as being
a significant direct social toll tied to yearly trillion-USD social cost. Through a sys-
tematic literature review of social simulation research featuring models of anxiety,
this paper frames the state of the art on anxiety modelling, and identifies trends and
patterns in bibliographic indicators, aspects of anxiety that are modelled, how they
are modelled, and their purpose and integration within agent based models. Based
on these findings, this paper proposes a way forward as to structure the field as to
enable the social simulation community as a whole to cover this critical aspect.

Keywords Anxiety · Social simulation models · Systematic literature review ·
Psychology models

1 Introduction

The trip to the kindergarten has been excruciatingly busy. It is now 08:10, Alice just
dropped the kids off and is increasingly anxious about whether she will be in time at
her 08:30meeting. As a result of this anxiety, Alice is likely to become distressed and
drive faster; and to arrive exhausted at her meeting, which will affect her interactions
with others. Anxiety may also affect the subsequent social play, as Alice’s collabora-
tors may offer compassion for Alice’s anxiety-driven best (yet risky) efforts to arrive
on time, or be annoyed to having had to experience anxiety themselves. Emerg-
ing social constructs may also be impacted, for example through a norm: “08:30
meetings are likely delayed”, for people to feel less anxious about delayed morning
meetings. The ramifications of anxiety can also impact collective outcomes: busi-
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nesses might underperform due to ineffective morning activities and eventually shut
down. Reciprocally, Alice’s anxiety is highly conditioned by personal, environmen-
tal, and social constructs: personality, former experiences, culture, values, and norms;
and constraints from her business, laws, and road quality. Simulations accounting for
anxiety may provide a strong asset for modelling the relation between traffic quality,
turnover, and productivity [8], socioeconomic inequalities, and traffic accidents. An
anxiety-sensitive simulation may provide a strong argument that the fastest path to
a more productive and human-friendly society may be a better road to school.

Anxiety is a psychological process initiated by observing cues of present or future
threats triggering response behaviours directed towards dealing with the threat (e.g.
preparation, vigilance) [16]. The social impact of anxiety is ubiquitous, spanning
across many different domains, including the work-environment, where anxiety
impacts health, wellbeing and performance, both positively and negatively [6]; and
events such as the global surge of anxiety disorders from 7.3 to 25% during the
COVID-19 pandemic [20]. Anxiety reaches US$ 1 trillion yearly cost in social costs
from productivity, healthcare, and civil unrest expenses [10]. Anxiety deeply influ-
ences social organization as a whole, including status and power allocation, work
organization, teaching, and social control, as captured by the uncertainty avoidance
cultural dimension [11]. The influence of anxiety on society is further demonstrated
by its amplifying effects on the formation of prejudice towards out-groups [4], and
trust within groups [13].

However, despite the marked impact of anxiety on society, its inclusion within
social simulations is conditioned by our ability to model anxiety accurately and to
integrate it successfully within simulations. Besides the challenges and importance
of structuring psychology modelling in social simulation research [3, 12], anxi-
ety is inherently particularly difficult to capture (if not, consider) solely relying on
intuitions and tacit knowledge: anxiety is a complex and subtle state of mind, which
dynamics and ramifications, evenwhenmarked, are difficult to adequately seizewith-
out extensive psychological expertise and scrutiny. Subsequently, without adequate
structuring, the field of simulation is bound tomiss opportunities—from disregarding
anxiety-sensitive aspects to blank lock-out of high-impact simulation applications;
and to produce high-cost simulations that are bound to limited conceptual precision
and validation [7].

This paper is dedicated to structuring the current state of the art of anxiety mod-
elling for social simulation. Through a Systematic Literature Review (SLR), this
paper scrutinizes the state of the art of Agent-Based Modelling (ABM) and social
simulation literature modelling anxiety along four complementary perspectives on
modelling: (1) a bibliographic overview of the field, assessing the relations between
productions, authors’ disciplines, venues, and citations over time; (2) what compo-
nents of human anxiety are covered by the various contributions of the field; (3) how
anxiety is being modelled, covering each step of the design process of social simula-
tion (theory, conceptualization, model, validation, documentation); (4) why anxiety
is used, relating it to its purpose within the agent deliberation process, social dynam-
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Fig. 1 Components of the
anxiety framework. Solid
lines represent the steps of
the anxiety cycle, dashed line
represents the influence of
factors on other components

ics, and global outcomes based on classic ABM concerns. Then, a more general
analysis of the trends of anxiety in social simulation is derived from these results, as
well as challenges and opportunities for an effective structuring of the field (Fig. 1).

2 Background on Anxiety

Anxiety is tied tomultiple experiences including distress, irritation, worry, and sleep-
ing, and concentration issues [1]; to psychological ailments including depression,
phobias, panic, eating, and anxiety disorders [9]; to physiological ailments, includ-
ing cardiovascular, gastrointestinal, and metabolic disorders [19]; to an array of
behaviours, including vigilance, and self-sabotage [16]; to altered social plans and
constructs such as norms, rituals, and xenophobia [11]. In relation with other psy-
chological constructs, anxiety is commonly differentiated from fear on the basis that
anxiety concerns uncertain and anticipated threats, in contrast to fear, which concerns
more certain and imminent threats [14]; and from stress in that stress captures a state
of sustained arousal that may be caused by many different phenomena including
anxiety [1].

Whereas no comprehensive conceptual framework details the process of anxiety
formation, the following items appear to be recurrent when crossing the theories
provided by the extensive psychological research on anxiety. Anxiety processes can
be divided in three steps: (A) Stimuli, (B) Arousal, (C) Response, all being bidirec-
tionally tied to a set of (D) Factors. The Stimuli eliciting anxiety is acquired through
the (A1) Perception of the environment [15] and in particular by the observation of
a (A2) Threat to one’s drives (goals, needs, or values) [15]. As a particular feature
of anxiety, stimuli can arise from a (A3) Future-Oriented anticipation, i.e., uncer-
tainty or threats regarding plans or other projectives in the future [16]. Second, these
stimuli raise the level of (B) arousal, characterized by an (B1) Intensity, which is



142 A. Horned and L. Vanhée

tied to aversive sensations such as distress, unrest, nervousness, and even panic [15].
This arousal is raised by the perceived degree of (B2) Uncertainty concerning the
threat, including the likelihood and consequences of the threat and believed personal
vulnerability [5].Moreover, anxious arousal can trigger (B3) Sensitization to further
anxiety-inducing stimuli in the environment, increasing the importance associated
to further associated anxiety-inducing stimuli (confirming the threat) [15]. A (C)
Response to anxiety usually involves either dealing with the threat, usually through
increased control, or reducing the feeling of anxiety, through coping. Seeking (C1)
Pragmatic control over the threat, by taking concrete steps to confront, mitigate,
and avoid the threat and its effects [16]. Seeking (C2) Epistemic control directed
towards reducing uncertainty regarding the occurrence and the consequences of the
threat, with information seeking behaviour [16]. Last, (3) Coping seeks to reduce
the negative experiences tied to anxiety, such as distracting oneself or displacing the
anxiety, which is a common source of maladaptive responses to anxiety as it can
override functional action [9]. Last, anxiety is tied to external (D) Factors, including
individual (D1) traits that influence one’s sensitivity to various forms of anxiety,
such as genetic dispositions to experience anxiety or situational dispositions (e.g.
age, social status) [1]. Anxiety is particularly sensitive to (D2) Learning as one’s
assumed ability to sustain control and past traumas influence other steps of the anxiety
process [15]; and ( D3) Long-term consequences of experiencing anxiety, mostly
tied to the development of anxiety-disorders [9].

3 Method

To answer our research question, relevant texts were identified, screened, reviewed
and analysed following a Systematic Literature Review (SLR) process utilizing the
Prisma checklist [18]. The phases of the SLR and included papers are described in
Fig. 2. First, papers were collected using the search strategy and query described
in Table1. To identify relevant literature, the collected papers were screened by the
first author to include agent-based models in which anxiety is integrated. After the
screeningprocess, the full texts of the remainingpaperswere subjected to a systematic
content analysis following the codes and patterns described in the codebook. Cited
agent-based models of anxiety not captured by the search strategy were added to the
SLR during the coding phase. The codebook was developed using a combination of
inductive and deductive coding, first establishing a ground set of codes to identify
patterns, then adding new codes as new patterns emerged during the analysis.

First, to produce a bibliographical overview, the evolution of the field over time
was investigated by coding the meta-data, with codes including: (1.a) Publication
Year; (1.b) Publication outlet; (1.c) Publication outlet domain. Moreover, the affili-
ation of the authors and citations was investigated to the build up of models within
scientific disciplines with codes including: (1.d) What are the authors’ scientific
disciplines; (1.e) What earlier models of anxiety do they cite?
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Fig. 2 The different phases of the systematic literature review. Search date: 11.05.2022

Table 1 Search strategy and inclusion criteria in the systematic literature review

Search strategy Scopus database (www.scopus.com) was selected as the primary source,
after comparison

Search query TITLE-ABS-KEY ((“social simulation” OR “agent based model”) AND
“anxiety”)

Inclusion criteria Paper is accessible (authors were contacted if no reachable link)
Paper is in English
Paper presents an agent-based model or a social simulation
Anxiety is modelled by the model or simulation

Second, a review of what aspects of anxiety were included into the model of
anxiety was assessed based on the framework provided in Fig. 1, coding the level
of implementation using four labels: (None) There is no connection to this compo-
nent; (Interpretable) The inclusion of this component can be interpreted to exist in
the model; (Implicit) This component is included implicitly with concepts directly
connected to it; (Explicit) This component is explicitly included into the model. The
implementation of anxiety components were coded as follows: (2.a) A1: Perception;
(2.b)A2: Threat; (2.c)A3: Future orientation; (2.d) B1: Intensity of arousal caused by
anxiety; (2.e) B2: Uncertainty; (2.f) B3: Sensitization; (2.g) C1: Pragmatic Control;
(2.h) C2: Epistemic Control; (2.i) C3: Coping; (2.j) D1: Trait; (2.k) D2: Learning;

www.scopus.com
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(2.l) D3: Long-term consequences. As an example, threat (A2) is coded as explicit
if the model of anxiety includes a trigger of anxiety that represents threats to the
agent, and uncertainty (B2) is coded as implicit if the model of anxiety concerns an
uncertainty but does not include a representation of it.

Third, to assess how former papersmodel anxiety, their process was coded follow-
ing the steps ofmodel development [17], including: (3.a)What theoretical foundation
(and whether it is grounded in psychology) is used to model anxiety?; (3.b) Is the
model of anxiety conceptualized?; (3.c) Is the model based on any experiment or
data?; (3.d) How is anxiety represented in the model?; (3.e) How is individual vari-
ability in anxiety represented? (3.f) How is the model of anxiety validated?; (3.g)
How is the model of anxiety documented?

Lastly, why anxiety is modelled was investigated by assessing the role anxiety
plays in the larger context of the paper, with questions including: (4.a) What is
the model application domain?; (4.b) How is anxiety integrated?; (4.c) What is the
motivation for including anxiety?; (4.d) Is anxiety used as a proxy for a separate
concept? To relate anxiety with the types of deliberations made by the agent, we
checked whether they include the psychological features identified by Jager’s EROS
[12], and whether it is directly connected to anxiety with codes including: (4.e) A.I:
Theory of normative conduct; (4.f) A.II: Goal Frame theory; (4.g) A.III: Similarity
theory; (4.h) A.IV: Social judgement and opinion dynamics; (4.i) A.V: Elaboration
likelihood model; (4.j) A.VI: Theory of planned behaviour; (4.k) A.VII: Integrated
models. In the same fashion, the social features in agent deliberationwere investigated
by applying the social features identified byBourgais [2], coding: (4.l) B.I: Cognition;
(4.m) B.II: Personality; (4.n) B.III: Emotions; (4.o) B.IV: Social relations.

4 Results

Of the 32 papers retrieved by the query on the Scopus database, 20 papers were
excluded due to: no access to paper (n = 1); no ABM or social simulation was
presented (n = 10), anxiety was not included into the model (n = 9). The citation
analysis resulted in two additional papers being added, resulting in a total of 14
papers included in the final analysis (found in Annex).

The Bibliographical overview, included in Fig. 3, depicts the number of papers
published per year, this figure shows that modelling anxiety within ABMs is a rela-
tively new phenomenonwith the first retrieved paper dating from 2009. The scientific
productivity over the field is relatively limited but steady, ranging from one to three
papers yearly. Authorship is relatively interdisciplinary, 57% (n = 8) of the papers are
written by authors from different disciplines. More than half of the papers presented
their model of anxiety (n = 9) without any reference to any previousmodel of anxiety,
with a small number (n = 5) of papers building on models that had been published
previously.
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Fig. 3 Number of publications per year, with colours representing the application domain of the
publications

Components of anxiety identified in Sect. 2, and the degree to which they are
modelled in the included literature, is displayed in Fig. 4.

Stimuli triggering anxiety, including the perception (A1) of it, is modelled explic-
itly in more than half of the papers (n = 9). Threats (A2) are modelled explicitly in
roughly 75% of the papers (n = 11), with anxiety-increasing inputs representing
aversive events to the agent. However, no model includes future-orientated (A3)
components of anxiety (n = 0), with all sources and behaviours associated with
anxiety only existing in the present.

Arousal and the intensity (B1) of it is modelled explicitly in roughly 64% of the
papers (n=9).Uncertainty (B2) ismodelled implicitly in just over half of the papers (n
= 8), and in less than half of the papers it can be interpreted (n = 5), modelling sources
of anxiety thatmay be connected to uncertainty. Nomodels include sensitization (B3)
(n = 0), with current anxiety-levels having no influence on the anxiety generated in
response to later threats.

Responses to anxiety, such as pragmatic control (C1) is modelled explicitly in just
under half of the papers (n = 6),with agents taking anxiety-reducing actions that target
the problem at the source of the anxiety. In contrast, no models include behaviour
to seek epistemic control (C2) (n = 0), such as information-seeking behaviour in
response to anxiety. Coping (C3) behaviour ismodelled explicitly in roughly a quarter
of the papers (n = 4), with agents engaging in behaviour to alleviate the experience
of anxiety without affecting the threat.

Factors, including individual traits (D1) affecting the degree of arousal raised by
anxiety, could be interpreted in less than a quarter of themodels (n = 2), as themodels
include some inherent heterogeneity between agents influencing anxiety formation.
Nomodels include learning (D2) (n = 0) in relation to sources of anxiety or behaviour
in response to it. Moreover, no models integrated any long-term consequences (D3)
of anxiety.
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Fig. 4 Components of anxiety from the framework in Fig. 1, darker shades represent higher levels
of inclusion into the model of anxiety. Crossed with the application domain of the model and how
anxiety was represented

How anxiety is modelled is displayed in Fig. 4. Two clusters emerge out of the
data when looking at what aspects of anxiety are being modelled.

Theoretical foundations are grounded in a psychological theory in 36% of the
papers (n = 5). Terror Management Theory (TMT) is used by two papers as a foun-
dation for modelling anxiety, a theory describing how anxiety about death may facil-
itate engagement in religious belief and rituals. Two other papers use the Threat
and Defence Theory as a basis, describing how individuals may either approach
or distance themselves from a threat based on individual motivations. Lastly, one
paper uses Flow Theory as a foundation, where anxiety is described as a state of low
motivation triggered by a perceived lack of competence. Most frequently, models of
anxiety are based on general theories developed in the field of the simulated context
(n = 9) including: range anxiety concerning the uncertain distance one can travel by
car (n = 3), anxiety in evacuation of buildings during earthquakes (n = 1), anxiety
displayed by primates (n = 5).

Conceptualization of anxiety is not to be found. While papers may provide a
conceptual framework of themodelled phenomenawhich includes anxiety, no papers
provide a conceptual framework of the anxiety they include into their models (n = 0).
All papers directly include anxiety as a component of the model, without arguing for
the dynamics. However, all models referred to earlier experiments or data reporting
on anxious phenomenon (n = 14).

Modelling anxiety, 12 papers introduced formal models of anxiety, other papers
only informally explained its use. Models of anxiety can be clustered in two cate-
gories: constant-based models (n = 2) and scale-based models (n = 10). In constant-
based models, anxiety is represented as a constant tied to the agent that plays as
a modifier in decisions. In scale-based models, anxiety changes over time, being
recorded by a [0, 1] variable, representing the intensity of experienced anxiety. This
variable is updated every round, increased when the agent faces uncertainty or threats
and decreased if the agent performs a certain action. In terms of influence, scale-based
models tie higher levels of anxiety to triggering dedicated anxiety-reducing actions,
either directly (e.g. applying a specific pre-set anxiety-coping action if the trigger
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is met and applicable) or indirectly (e.g. increasing the odds of triggering an action
effectively lowering anxiety).

Validation and documentation: No paper included a dedicated validation of the
anxiety model. One paper documented how anxiety was modelled, focusing on the
update process in response to perceived hazards in the environment.

Purpose and Integration of Anxiety in ABMs is covered by the simulation
domain, and how anxiety is integrated and tied with agent decision aspects.

Simulation domain. Six application domains are covered by the literature includ-
ing: electric vehicle adoption (n = 3), religiosity (n = 2), earthquake building evac-
uation (n = 1), reaction to negative information about climate change (n = 2), social
behaviour in primates (n = 5), and motivation in coaching (n = 1).

Anxiety integration, in roughly two thirds of the papers, is a driving force behind
a particular behaviour in the simulated context (n = 10), and also motivated the
inclusion of anxiety as such (n = 10). In two other cases, anxiety was integrated as
a global variable affecting the decision-making of agents in the simulated context
(n = 2), and once as a mental state emerging from other processes in the agent (n
= 1). Modelling anxiety was motivated in almost all the papers (n = 12) where it
was not a proxy for something else (n = 12). In the remaining two cases, anxiety is
used as a proxy for a low motivational state (n = 1) and a state of panic (n = 1). The
homeostasis of anxiety is integrated as a decline whenever the source of the anxiety
was not present (n = 7) in half of the models, in two models actions are the only way
to reduce anxiety (n = 2), and in one case anxiety completely dissipates as the source
of anxiety disappears (n = 1).

Agent deliberation aspects include the psychological features described in [12],
anxiety played a frequent role in the goal framing of agents (n = 10), influencing the
agents’ motivation to engage in a particular behaviour. Modelling planned behaviour
including intention to performaparticular behaviour influenced by personal attitudes,
norms and behavioural control was less common (n = 6), but was often influenced by
anxiety (n=5).Normative conductwas included in28.6%(n=4) ofmodels.However,
anxiety only influenced normative conduct in one model, where anxiety increased
the likelihood of influencing other agents forming norms. Two models included
similarity theory (n = 2) and social judgement (n = 2) as part of agent interaction, but
did not include the influence of anxiety on these aspects. Nomodelmade a distinction
between central and peripheral processing, building on the elaboration likelihood
model. Similarly, no model presented an integrated model of these components.
Cognition and reasoning with mental states was included in 35.7% (n = 5) of models,
with anxiety influencing cognition in three of the models as it drove confirmation
of held beliefs (n = 2) or arose from held beliefs (n = 1). No models incorporated
personality as an influence on deliberation. Three models incorporated a range of
emotions influencing the deliberation of agents, where anxiety was represented as
one of the emotions. Half of the models incorporate social relationships influenced
by anxiety (n = 7) as it drove behaviour either strengthening or harming the affiliation
between agents (Fig. 5).
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Fig. 5 The inclusion of psychological and social features of agent deliberation, with three shades
representing: (light) feature is not included into agent deliberation; (medium) feature is included into
agent deliberation; (dark) feature is included into agent deliberation with a connection to anxiety.
Features include: (A.I) Theory of normative conduct; (A.II) Goal frame theory; (A.III) Similarity
theory; (A.IV) Social judgement (A.V) Elaboration likelihood model; (A.VI) Theory of planned
behaviour; (B.I) Cognition; (B.II) Personality; (B.III) Emotions; (B.IV) Social relations

5 Discussions, Conclusions and Way Forward

Summing up the results, anxiety in social simulation fits the profile of an emerging
topic that fosters simultaneous interest across disconnected communities, leading to
the re-invention of near-identical models with similar advantages and shortcomings.
Overall, anxiety in social simulation is a relatively young topic, receiving limited
but steady interest scattered across disciplines. Despite simultaneous inventions,
models being built have overall very similar features, (1) in the aspects of anxiety
they cover (stimuli, threats, intensity, uncertainty, pragmatic control, coping) and
fail to cover (future-orientation, sensitization, epistemic control, learning, long-term
consequences of anxiety); (2) in the modelling process (occasional grounding in
psychological theories, no conceptualization, occasional explicit description of the
model, no validation, no documentation); (3) in the technicalities of the model (two
types of models: constant-based and scale-based); (4) in the aspects of agent delib-
erations anxiety is connected with (goals and social interactions) and non-connected
with (similarity theory, social judgement, personality, emotions), and (5) with similar
function in terms of agent behaviour (as a factor influencing a single decision, for
triggering a specific behaviour following repeated exposure to specific threats). A
contrario, recovered items also show a wide variety of domains (e.g. electric vehicle,
religion, primate behaviour)—highlighting the acknowledgement of the breadth of
applicability of anxiety. Twomain trends of approaches emerge, correlatingmethods,
theories, models, and outcomes: a fine-grained approach: theory-based, scale-based
models covering threat sensitivity, perception and either pragmatic control or cop-
ing behaviours, and tied to goals, and either plans or social relations; and a coarse
approach, reducing anxiety as a modifier for a decision tied to uncertainty, thus
representing trait anxiety.
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This overview shows that now is the time to structure the field of anxiety in social
simulation, as despite its initial success, the intuitionist ad-hoc approach is reaching
its limits. First, the set ofmodels generated is shown to reach hard limits:while having
their virtues, these models are also blind to some primordial shapes of anxiety (future
orientation, social judgement, emotions, anxiety bleeding over multiple decisions)
that can be modelled [21] and their ramifications on behaviour, interactions, and
collective outcomes—in addition to inherent grounding and validation limits of the
theories, concepts, and models. Second, the ad-hoc approach is also limiting in
terms of methods and applications, as this approach fails to study the alternative
theories, conceptualizations, andmodels; nor develop apragmatic general assessment
of the relevance of the inclusion of anxiety in the model. For both reasons, further
structuring appears necessary for escaping stagnation, as to access the landscape
of high-impact simulations of situations in which anxiety is a significant factor. As
to alleviate these two limitations, the following two challenges bring forward two
complementary courses of action as to foster a structured, incremental development
of the field.
Challenge 1 Develop dedicated models of anxiety, including theoretical reviews,
justified conceptualizations, and validated models.

As to move beyond the status quo, we need to develop incremental theories,
conceptualizations, models, and validations through dedicated research, beyond the
current approach in which anxiety is an integrated component that cannot be dis-
cussed, justified and validated, following the general approach for producing high-
standards models arising from psychology [7, 12]. Concrete actions include: (1)
structuring theories of anxiety in light of the aspects of anxiety they cover; (2) devel-
oping detailed conceptual frameworks of anxiety (e.g. ontologies, processes); (3)
developing generic models of anxiety; (4) develop implementations of these models
and make them available to the community; (5) develop validation methodologies
and validate these models of anxiety. In addition, we invite readers to contribute to
a database of models of anxiety, taking a direct collective action towards structuring
the field1

Challenge 2 Develop impact assessment frameworks and methods for applying
anxiety-sensitive modelling in practice.

Howmuch, and causal chains explaining how anxiety impacts society are difficult
to identify solely based on intuitions, therefore solutions for pragmatic assessment
and understanding of the dynamics of anxiety is required for the accurate integration
of anxiety within simulations. Concrete actions include: (1) identifying high-impact
or clear-cut applications of social simulations, through identifying situations and
social constructs strongly tied to anxiety; (2) identifying factors coupling situations
to anxiety, developing assessment tools; (3) develop causal chains relating anxiety to
behaviours, interactions, and collective outcomes; (4) identifying relations between
classic ABM components and anxiety (e.g. trust, norm formation); (5) developing
and documenting simulations of anxiety-sensitive applications.

1 We invite readers to share social simulation models which anxiety is a component of. You can
find the database along with instructions using the following link: http://s.cs.umu.se/i1d2bq.

http://s.cs.umu.se/i1d2bq
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Last, both challenges are to be crossed: developing methodologies for including
anxiety within models, connecting anxiety factors raised by the situation to technical
solutions for modelling these factors. By blending a clear understanding of anxiety
and its ramifications on society and developing advanced and reliable models of
anxiety and its integration within agent deliberation, we will develop the incremental
ability for capturing high-stakes social situations with our simulations, as well as
having a new tool for revisiting and improving former approaches. As a playground
for forecasting the future of societies and acting upon them, social simulations that
accurately replicate human-like anxiety provide us with unprecedented insights into
a strong psychological driving force that is critical to wellbeing, giving us an edge
for creating more hopeful futures for human societies. In an age of major change,
sustaining hope about the future may become key insights that social simulation can
offer.
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Impact of Leader-Follower Behavior
on Evacuation Performance: An
Exploratory Modeling Approach

Jakob Irnich, Natalie van der Wal, Dorine Duives, and Willem Auping

Abstract Different leader-follower behaviors may be observed in models, such as
group gathering, backtracking, and changing between groups. However, a compari-
son of these behaviors resulting in possible substantially different estimates of opti-
mal evacuation procedures is lacking. Hence, we developed an agent-based model
in combination with exploratory modeling to compare backtracking, group gather-
ing, and followers changing leaders and investigate their influence on the evacuation
and response time. The simulation results showed that backtracking and chang-
ing of groups increased the evacuation time. Whereby group gathering increase the
response time. In addition, the combination of behaviors increases the influence on
evacuation and response time. Further research needs to test these results with empir-
ical studies and investigate the impact of other leader-follower behavior. The found
insights may be utilized in evacuation research for modeling this behavior and they
provide a valuable basis for designing policies in buildings with a high distribution
of leader-follower groups.

Keywords Leader-following behaviour · Evacuation · Agent-based modelling ·
Uncertainty · EMA workbench

1 Introduction

In general, leadership can be seen as a core attribute of social groups [1]. Haghani et
al. found that leadership was one of the most influencing decision-making processes
during an evacuation [2]. In addition, real-life observations of evacuations revealed
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that leaders play an essential role in the evacuation process [3, 4]. The leader drives
the group’s movement and thus influences the follower in his decisions towards the
exit [5]. Various researchers have already explored leader-follower behavior with the
help of empirical studies [6, 7]. For instance, Jones and Hewitt [3] realized that a
leader might be imposed through hierarchical structures or emerge spontaneously. In
addition, the group may split in case of different opinions, resulting in a new group
with another leader. In line with observations in empirical studies, researchers imple-
mented leader-follower behavior in models. For instance, Li et al. [8] developed a
social force model, including leader-follower behavior. Other authors incorporated
that the group is gathering before the evacuation [9]. Yet, leader-follower behavior
implemented in evacuation models differ substantially. These differences in model
implementation potentially result in different estimates of the optimal evacuation pro-
cedure. A thorough comparison of different model implementations is essential to
better understand the impact of leader-follower behaviour models on the evacuation
performance. This research aims to determine how three different leader-follower
behaviours influence the evacuation and response time in buildings, namely back-
tracking, group gathering and followers changing leaders.

The remainder of this paper first presents the methodology in Chap.2. Chapter 3
introduces an innovativeAgent-basedmodel and provides verification and validation.
After the model presentation, the results are shown in Chap. 4. Finally, the article
ends with a discussion of the results and conclusion in Chap.5.

2 Methodology

In order to identify the effects of the three leader-follower behaviors, we first need to
develop a suitable model and then establish experiments to receive a robust result for
the influence. We used 2 distinct methodologies, namely Agent-based (ABM) and
exploratory modeling. Below, both methods are briefly outlined.

2.1 Agent-Based Modeling

Various methodologies exist to model evacuations, such as social force models, fluid
dynamics, and ABM [10]. Each methodology may be utilized for unique research
goals. As the research investigates different behaviors and their influence on the
emergent pattern in a complex environment, ABM is a suitable methodology for
this study. Due to its bottom-up approach and ability to incorporate flexible and
autonomous actions of agents in an environment [11], ABMs enable the integration
of evacuee relationships and building interactions during an evacuation. Especially
these attributes lead to choosing an ABM.
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2.2 Exploratory Modeling

Ronchi et al. [12] identified four different uncertainties, which are predominant in
evacuation research: Input, measurement, behavioral and intrinsic uncertainty. In an
exploratory analysis, different parameter combinations in the parameter space will
be chosen in order to investigate how the model behaves under the influence of
uncertainties. Exploratory models do not predict or find precise answers to specific
questions [13]. However, it develops insights regarding the behaviour of the model
and helps discover extreme model behaviors [13]. For instance, feature scoring,
explores the influence of uncertainties of the model. Higher confidence in results and
thus a more robust solution may be achieved [14]. For leader-follower behaviors in
evacuations, exploratorymodelingmay accomplish robust results about the influence
on evacuations, independent of one particular scenario, increasing the overall value
of this study for the evacuation research community.

2.3 Simulation Procedure

The difference between traditional and exploratory modeling is the absence of a base
case but the utilization of a base ensemble [15]. A base ensemble represents a sample
over the uncertainty space. In our model, we used a Latin hypercube sampling with
1000 scenarios. In addition, feature scoring may help identify the relevance of uncer-
tainties on the KPIs [16] and is thus applied. Finally, we performed a multivariant
behavior testing on the base ensemble. The key performance indicators of interest are
total evacuation, and the mean response time. Whereby the total evacuation time is
defined by the time between the start of the evacuation and the last agent leaving the
building and the response time is determined by the time period between the recog-
nition time of the agent and the first movement towards the exit. Furthermore, to
study the behavior inside the groups and how this varies with additional policies, we
monitored as a secondary outcome the mean intragroup distance between the groups.
We conducted all experiments with the Exploratory Modelling and Analysis (EMA)
Workbench. A detailed description of the EMA Workbench may be found in [14].

3 Model Representation

We developed an ABM, including different leader-follower behavior. A detailed
description of the model is found on request at https://github.com/JIRnic. First, the
purpose of the model is explained, then the state variables and states are shown
[17]. The next part describes the process, the leader-follower behavior and the uncer-
tainties. Finally, the chapter finishes with a short explanation of verification and
validation.

https://github.com/JIRnic
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3.1 Purpose of the Model

The purpose of the model is to investigate how specific leader-follower behavior
may influence the evacuation and response time inside buildings. In particular, we
examined three behaviors in more detail: backtracking, group gathering before the
evacuation, and followers to change to another leader. Our goal is to receive a robust
result regarding these three “policies” in buildings with the help of exploring the
uncertainty space in an evacuation process.

3.2 State Variables and States

Overall, our agent-based model consists of three hierarchical levels: the individual
level of each agent, the spatial level and the environment [18].

Agents: Our model contains three different agents: the leaders, followers, and indi-
vidual evacuees. Leaders and followers are members of a group. Whereby the leader
searches the path, and the follower follows the leader. Individual agents evacuate on
their own.

Layout: We designed the layout of the model to mimic a museum or municipality
hall. It contains five exits,whereby themain exits are located on the left and right sides
of themain hall. The three other emergency exits are positioned at the top and bottom.
The width of each exit is set to two meters. Black cells represent walls and obstacles,
which must be avoided by agents. The building is illustrated in Fig. 1. A symmetrical
layoutwas utilized tominimize the influence on the evacuation performance ofwhere
groups and individuals are placed.

Operationalization layout: The environment includes the scale and time dimension
of the model. The software Netlogo represents the environment as a grid, in which
one patch represents an area of 1× 1 m in real-life. In addition, time is epitomized
by ticks. For each tick, an agent is following specific rules. In the model, one tick
symbolizes one second in the real time.

3.3 Process Overview and Scheduling

We divided the model into three phases, namely the pre-movement, movement and
queuing [19]. The pre-movement step may further be subdivided into the recognition
and response time [19]. After the pre-movement process, agents move towards the
exit. Before leaving the building, the agent needs to queue as the doormay be blocked
by other agents. The three different Leader-follower behavior may be additionally
added to the pre-movement and movement phase. The overall high-level process is
shown in Fig. 2.
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Fig. 1 Building layout

Fig. 2 The overall process for each agent in the model

3.4 Leader-Follower Behavior

We included and explored three different kinds of leader-follower behaviors: Back-
tracking, Group gathering before the evacuation, as well as Flexibility of the group.

Backtracking: Backtracking is a behavior that has been observed by leaders in social
groups, for instance, close friends and family [20]. The group members evacuate and
try to stay together throughout the whole evacuation process [20]. However, a group
member may depart from the group in the rush of the evacuation and interaction
with other evacuees [21]. In order to reestablish the connection, the leader reduces
its speed and delays its evacuation until the lost member has caught up [21].

Group gathering: Group members may perform different actions during the recog-
nition and response phase. After every group member finishes their task, social
groups gather before evacuating together [3]. In our model, every group member
moves towards the leader. Only if all group members are within a range defined
by a threshold the leader starts evacuating. Here, we operationalized the threshold
using the work of Moussaïd et al. [5]. As Group gathering may be allocated to the
pre-movement process, it is added to the total response time.

Followers changing leaders: Groups may not only exist before, but may also arise
during the evacuation [22]. Hereby, leaders with specific properties, such as authority
[3] or due to the spatial position [23], may emerge. These emergent groups can
be distinguished from social groups with high intragroup social relations, by their
steadiness and the attachment among groupmembers and leaders [24]. Phenomenons
such as backtracking may be found in social groups [21]. Whereby emergent groups
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may only last temporarily, and spatial distances may split group members from the
leader [24]. In a dynamic group, a follower may change to a new leader if another
leader is closer to the follower [25] and in its visibility [26].

3.5 Uncertainty in the Model

Various uncertainties may be encountered in the model and are analyzed in order to
receive a robust result regarding the three behaviours. All uncertainties are summa-
rized in Table1. Encountered values in literature determine the range for the base
case. An exact overview may be found at https://github.com/JIRnic.

3.6 Verification, Validation and Sensitivity Analysis

Ronchi et al. [27] proposed various verification tests, to verify evacuation models.
We applied all verification tests with a positive result.

In order to validate the model, we performed macro and micro validation.
Whereby, the micro behavior may be defined as individual behavior of agents [28].
In contrast, macro behavior relates to the overall outcome of the model due to the
interaction of agents [28]. For macro validation, we compared the evacuation time
to empirical data from Haghani et al. [2]. For Micro validation we contrasted each
core behavior to empirical data found in literature or due to face validation [27].

Finally, a higher trust in the built model and increased validity of the model may
be achieved with the help of a sensitivity analysis [29]. If the model is sensitive to
parameters that also occur in the real world, the trust in the model increases [29].
Sobol sensitivity analysis provides the possibility of conducting a global sensitivity
analysis [30]. Further explanation of the Sobol methods can be encountered in [30].
The results indicate that the influence of parameters on the main KPIs is logical and,
thus, increases the trust that the suitable model for its purpose was built. All results
of tests and the sensitivity analysis can be found on https://github.com/JIRnic.

4 Results

Here we represent the model results. We first analyzed the uncertainty space, then
we present and discuss the effects of different behaviors.

https://github.com/JIRnic
https://github.com/JIRnic
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Table 1 Uncertainties in the agent-based model

Uncertainty Location of
uncertainty

Explanation Value range in the
model

Familiarity Input data uncertainty The familiarity may
change, depending on
the time and location
of the building

0–30

Population Input data uncertainty Depending on the
building use and time,
the population inside
the building may
change

100–1200

Percentage groups Input data uncertainty Depending on the
building and time, the
group percentage may
differ

55–70

Group distribution Input data uncertainty Different means for a
Poisson distribution
could be found in the
literature

0.83–1.4

Max crowd density Input data uncertainty Different maximum
crowd densities can be
found in literature

5–8

Max distance group
members

Input data uncertainty The max distance
between group
members may vary

1–6

Min_age Input data uncertainty In some areas, no
children may be
present

10–20

Max_age Input data uncertainty In some areas, no
elderly may be
available

65–85

Recognition time
distribution

Structural uncertainty Different recognition
time distributions may
be found depending on
the location and source

Department Store,
Restaurant, Office

Determination of
group leader

Structural uncertainty In literature, various
methods to determine
the group leader were
encountered

Random, Closest to
the exit

4.1 Uncertainty Analysis

In order to investigate how uncertainties in the model influence the overall behavior
of the model, we conducted an uncertainty analysis. First we describe the overall
behavior in more detail, then feature scoring is utilized.
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Fig. 3 The overall behavior of the base ensemble on the KPIs

Overall behavior The overall behavior of the model is summarized in Fig. 3. The
plot illuminates the spread of results for each KPI. First, it illustrates that the mean
evacuation time for each scenario ranges from 105.72 s until 271.70 s. Whereby the
median lies at around 145.58 s. The same emergent behavior may be observed for
the 95% percentile of the evacuation time (Fig. 3: left). In contrast, regarding the
uncertainties, the mean response time may not be as sensitive as the evacuation
times (Fig. 3: middle). However, it shows that the model’s max and min response
time is highly variable. Finally, we studied intragroup behavior of the model. The
mean intragroup distance illustrates a large difference between the scenarios.With an
increasing number of group members, the distance between group members grows.

Feature scoring The above results demonstrate that uncertainties highly impact
the outcome of an evacuation. We utilized feature scoring to identify the relevant
influence of uncertainties on the KPIs. A higher score in Fig. 4 indicates a greater
influence on the KPI. It shows that the evacuation time is mostly influenced by the
population, the familiarity and only minimal from the recognition time distribution.
A higher recognition time distribution may lead to longer recognition times and thus
impacts the total evacuation time. The same phenomena may be observed for the 95
percentile of the evacuation time. The response time is affected by “the percentage
of groups”. Whereby the population mainly influences the maximum of the response
time.

4.2 Leader-Follower Behavior

Fig. 5 compares the three different leader-follower behaviors with the base case with-
out additional leader-follower behaviors. The plot already indicates that backtracking
demonstrates a higher evacuation time compared to the base case. In addition, the
results from a Mann-Whitney U test confirm this result. Furthermore, the difference
between themedians (150.77 for the base case and 202.31 for backtracking) indicates
the negative influence on the evacuation time. To conclude, the backtracking of the
leader may reduce the speed of groups leading to a higher evacuation time.

The statistical test indicates a difference in the response time between the base
case and group gathering. However, the gap between the medians shows only a
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Fig. 4 Feature scoring for the uncertainties. A higher number indicates a greater influence of
uncertainties (left side of the figure) on the KPI (bottom of the figure)

Fig. 5 The evacuation times and response times for each leader-follower behavior compared to the
base case

slight divergence. The reason behind the small gap lies in the distribution of the
agents. Groupmembers are already located close to each other before the evacuation.
This gap increases if the group member is situated further apart. No impact in the
evacuation time could be observed by this behavior.

The flexibility of the group increases the evacuation time. Mann-Whitney U test
verifies this trend. However, the overall intragroup distance increases. When imple-
menting flexible groups in the model, bigger groups emerge. Overall, these groups
demonstrate a higher intragroup distance and lower walking speed, leading to higher
evacuation times and increasing the mean distance. All results are summarized in
Table2.
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Table 2 Results for each leader-follower behavior

Behavior KPIs Mann-Whitney U
test: P-value

Median base case Median behavior

Backtracking Evacuation time < 0.01 150.77 202.31

Response time 0.82 27.32 27.31

Mean intragroup
distance

< 0.01 1.67 2.50*

Evacuation time 0.25 150.77 152.21

Group gathering Response time <0.01 27.32 27.66*

Mean intragroup
distance

0.10 1.67 1.63

Evacuation time < 0.01 150.77 195.56*

Flexibility of the
group

Response time 0.97 27.32 27.31

Mean intragroup
distance

< 0.01 1.67 1.97*

Significant differences at the p-value lower than 0.05 are marked with a *

Fig. 6 Results for the multi variant behavior testing. The evacuation times (left) and response time
(right) for each combination

4.3 Multivariant Behavior Testing

Also, we studied the impact of combinations of leader-follower behaviors. Figure6
indicates that certain combinations of the behaviors increase the evacuation time
compared to the implementation of one leader-follower strategy and the base case.
In particular, the combination of group flexibility and backtracking results in the
highest increase. An explanation is the higher number of agents per group due to the
possibility of changing to another leader. This leads to longer waiting times for the
leader as group members may get lost in congestion. Only combinations featuring
group gathering have a increased response time. This is logical, as only the group
gathering strategy adds to the response time.
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5 Discussion and Conclusion

Our research question was how do different leader-follower behaviors in groups
(backtracking, group gathering, and followers changing leaders) influence the evac-
uation and response time inside buildings. Therefore, we developed an agent-based
model, and utilized an exploratory modeling approach. The main simulation results
demonstrated that the group’s flexibility and backtracking increased the evacuation
time. Whereby group gathering impacts the response time. Additionally, the group
distance was monitored and indicated that group gathering reduces the distance
between group members during the evacuation. However, backtracking and flexibil-
ity of the group displayed diverse results regarding this KPI. It reduced the intragroup
distance only for groups with fewer members. However, the reason behind it may
be the implementation in the model as evacuees attempt to avoid the patch of other
group members and step aside, leading to a higher distance between the group mem-
bers. For the flexibility of the group, the reason lies in the creation of bigger groups,
which generally have a greater intragroup distance [5]. Furthermore, with the help
of sampling over the uncertainty space, higher confidence in the results could be
achieved. Overall, the results may aid researchers who apply this behavior to under-
stand how different leadership behavior influence the overall evacuation process. Of
course, it is essential to remember that a model may never represent the real world,
and the outcome is related to the implementation of the behavior in the model. In
addition, uncertainties in themodel about the input, measurement of the results, agent
behavior, and model formalization are present. Furthermore, the model only com-
pared different kinds of leader-follower behavior. Nevertheless, various groups may
be observed in an evacuation, with varying decision-making structures [2]. Lastly,
no empirical data about different leader-follower behavior are currently available,
which increases the difficulties in comparing the model with real-life experiments.

Overall, the results in this study indicated that all additional leader-follower behav-
iors impact the evacuation performance. Thus,modelers and researchersmust include
backtracking and group gathering for social groups and flexibility of the group for
emergent groups in evacuation models due to their impact on the evacuation per-
formance found in this study. Currently, many models only implement the core
leader-follower behavior and neglect the additional behaviors of leader and follower.
However, only implementing the core leader-follower behavior in models may lead
to wrong conclusions. Policymakers and fire safety engineers may then utilize the
models with the included behaviors to prepare buildings for these critical situations
and save people’s lives.
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Relation Between the Public
and the Private and Evolution of Food
Sharing

Elpida Tzafestas

Abstract We are studying food sharing and the conditions of its evolution in seden-
tary, agricultural societies.We start from the conjecture that when food, and by exten-
sion any type of wealth, can be stored for public use in greater quantities than what
can be stored for private use, then sharing evolves, otherwise it does not. We present
a simulated environment where agents represent families that produce, consume and
store food in private or in public stores. The relative capacities of the private and
public stores are responsible for the evolution or not of generalized sharing in the
population. Although storage capacity is represented in the model as a technological
parameter, it is not purely technological, but it is also the result of social and cultural
choices and it goes hand in hand with communal or individualist behavioral profiles
and stances. We show that when the public sphere is given a culturally greater value
than the private sphere and therefore public storage capacity is higher than private
capacity, then sharing emerges. This is more pronounced in risky and unstable envi-
ronments. Inversely, if private capacity rises to very high levels compared to the public
one, sharing collapses. Similar results are obtained even when other processes are
present, such as costly sharing and theft. Our conclusion is therefore that sharing can
emerge in a sedentary population when storage is possible and it will be maintained
as long as individuals can store only limited amounts of food or other wealth. We
delineate the implications of our study for further research on sharing and inequality.

Keywords Sharing · Food sharing · Evolution · Storage · Theft

1 Introduction

Food transfer and sharing is very common among humans and especially pervasive
in small-scale populations and societies, namely foragers or agricultural-foragers.
Sharing is therefore one important field of study in anthropology, behavioral ecology,
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human evolution and other disciplines [1, 2]. One fundamental feature of sharing is
that it represents unresisted transfer between unrelated individuals and that it is
inextricably connected to social living and bonding. The evolutionary origins of
sharing and its trajectory from other animal and especially primate behaviors are a
vivid object of research and extensive theorizing. The most prominent theories of
evolution of human sharing include: reciprocal altruism (either through aggressive
sharing and assertive reciprocation [3] or through explicit reciprocity [4]), group
cooperation (where groups of sharers have a selective advantage over groups of
non-sharers [5–7]), direct reciprocity or risk reduction (where giving now allows to
ask later if resources are highly volatile [8, 9]), tolerated theft (where tolerance is
preferred to fight [10]), costly signaling (where sharing serves to show-off and to
demonstrate reproductive quality [11]) and processual approaches (where need and
behavior are shared and thus food as well [12, 13]). The relation of sharing with
other social processes and phenomena is also a permanent object of study [14, 15].

Although sharing is a cooperative behavior, it is not altruistic [3], because (a)
it does not always entail a cost to the donor while altruistic helping always does,
and (b) it may be enforced through social norm or direct coercion whereas it would
appear difficult to enforce altruism.Thus sharing is a controlled and reasoned process,
despite the fact that its specific forms are internalized and automated by immersion
in a specific cultural context.

We adopt at first a direct reciprocity or risk-reduction approach [8, 9, 16, 17]
with an added feature of food storage, since if excess food cannot be stored then it
has to either be shared or thrown away. Thus we expect storage in highly unstable
environments and storage constraints in general to drive evolution of sharing and to
promote food sharing [18, 19]. Although risk reduction has been studied essentially
for hunter-gatherer and forager populations,where large chunks of food, such as game
meat, become available only very sparsely [20–22], we are interested in sedentary
agricultural populations. This has the disadvantage that some sharing practice and
culture may already be present as a heritage of earlier traditions frommore primitive,
forager, populations, but it allows us to explicitly model and study the relation of
sharing with surplus and storage and to later theorize about how this can lead to
higher complexity of sociopolitical structures and wealth inheritance [23, 24]. We
maintain an eye on tolerated theft, however, because this is very common in higher
mammal and especially primate species and so we suspect that it may serve as a
base on which explicit sharing could evolve in humans. Some modeling efforts have
investigated various aspects of sharing and its relation to various processes [25–28].
Our own focus is on the conditions for evolution of sharing.

This paper is structured as follows. In Sect. 2, we present the agent and envi-
ronment model and in Sect. 3 we present simulation results for the base condition
(unlimited storage). Next, in Sect. 4 we report the results of experiments with the
basic model that show that the relative values of public and private storage capacity
define the evolutionary dynamics of the system. In Sects. 5–7 we investigate what
happens when sharing has a cost, or when the possibility of theft is introduced or
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when agents are allowed to decide independently to give to or to receive from the
public store. In Sect. 8 we study “shocks”, where the storage capacities are abruptly
reinitialized, to find out that evolutionary dynamics adapt accordingly. Final thoughts
are given in the last section.

2 The Model

We are studying a fairly simple agent-based situated production model that pertains
directly to human preindustrial agricultural populations, although it may be argued
to apply to other forms of primitive economy as well, provided there is no trade. The
model uses a spatial grid of 30 × 30 cells where a number of agents representing
human families/groups live, produce and occasionally move. In what follows, we
use the terms agent and family interchangeably. Every cell has a level of fertility and
each family has a level of technological ability that allows it to extract food. The
environment has a degree of instability, i.e., a probability with which a percentage
of its production is lost (for climatic or natural resource reasons). Food that is not
immediately consumed is stored for the future in private family stores or in public
ones and the families decide about whether to store publicly and how much. All
stores may be of limited or unlimited capacity.

Families grow or shrink with a constant birth and death rate, respectively. When
the size of a family exceeds a size threshold, the family splits to two and the newborn
family takes half the people and half the stored food. If the fertility level of the
current cell is insufficient, the newborn family migrates. If a family cannot sustain
itself within the current cell either because fertility is insufficient or because its
stored food has fallen below a security level, it migrates as well. If a migration
cell with sufficient fertility cannot be found, a family may initiate a war against
a neighbour. Such a survival war is initiated against the richest neighbour and the
aggressor is supposed to be always successful. The aggressor and winner then steals
all the privately stored food of the victim as well as its share in the public store. The
victim migrates elsewhere or dies if this is not possible. The general algorithm is
given below:

1. Production locally according to size of family,
technological means and place productivity

2. Public sharing (if applicable): a proportion of the
production (= sharing rate * production) is sent to
the public store in the agent’s position

3. surplus = rest of production (after sharing)—current
need

4. If surplus > 0, then store it privately
5. Else consume (-surplus) from publicly stored food in

its position or in neighbouring positions
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6. If still in need, launch survival war against the
richest neighbour
If no such neighbour exists, try to migrate in a

rich nearby place
If nothing works, die (starve)

Table 1 presents the most important parameters of the model. Parameter diversity
allows the emergence of population differences.

All the agent parameters are inherited during family split and in most of the
basic experiments (Sects. 3 and 4) there is a 5% mutation rate (probability to flip
the sharing gene and reset the sharing rate). This basic model leads to Malthusian
population evolution, where after a while agents fill the whole 2D-array of cells and
the population size stabilizes around a value that may be regarded as the carrying
capacity of the environment for certain instability characteristics and technological
abilities (see Fig. 1). The environmental and behavioral parameters have been tuned
to allow the population to stabilize fairly quickly (in 1000 to 2000 cycles) to this
Malthusian state.

The parameters have also been tuned to demonstrate the evolutionary trends in
terms of sharing. In the experiments that follow we initialize each family in the
population with the sharing gene ON with 50% probability and with a sharing rate
uniformly distributed between 0 and 0.5 (thus on average 0.25). This setup allows us
to quickly explore the evolutionary trends of the system without waiting too long for
the pro- or anti- sharingmutations to spread from scratch. The evolutionary dynamics
of sharing are generally of one of two forms: either full sharing or no sharing emerges

Table 1 Parameters of the basic model

Environment

Size 30 × 30 No. of agents
at t = 0

N = 100

Environmental
instability

0 or 0.2 or
0.5

Cell fertility Uniform (400–600)

Environmental loss of
production rate

0 or 0.5 or
0.8

Max.storage
capacity/cell

10 to 1000 or unlimited (− 1)

Agent behavior

Migration cost 1 or 2 Technology Uniform (1–5)

Need for food 10 or 11 Maximum
family size

40 or 41

Vision 1 to 4 cells Max. storage
capacity

10 to 1000 or unlimited (− 1)

War vision 1 to 4 cells Sharing gene On/Off (with initial probability 50%,
50%)

Food security level 1 or 2 Sharing rate Uniform (0–0.5)

Mutation rate 0.05

Birth rate 0.3 Death rate 0.2
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Fig. 1 (x: time, y: number of live families in 1000 s)Typical outcome for initialN=200, technology
= 1 for all agents. The population stabilizes around 1400 families that fill the 30 × 30 cell grid
(1 or 2 families per cell). The population stabilizes to the Malthusian limit independently of the
initial number of families. The speed of convergence to the limit may differ according to the various
behavioral parameters

Fig. 2 (x: time, y: avg. sharing gene value in the population) Two typical sharing gene evolutionary
movements. Left: A population where sharing disappears. Right: A population where sharing is
established

(see Fig. 2). Intermediate degrees of sharing are very rare and they are found almost
exclusively in cases where the population has not stabilized within the experimental
timeframe used (3000 cycles unless otherwise stated). The presence of mutations
has not been found to influence these trends, so most of the advanced behavioral
experiments (Sects. 5–8) have been carried out without mutation.

3 Reference condition

We have run experiments to evaluate whether sharing evolves and to what degree
in various environmental conditions and technological setups. In all cases, we start
from 50% presence of the sharing gene in the initial population with an average rate
of 25% (0.25, uniformly distributed between 0 and 0.5) and wemeasure and compare
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the average sharing gene and sharing rate in the final society after stabilization to a
Malthusian condition. All results of experiments in this and the following sections
are averages of 20 runs. This value has been found empirically to ensure that the
resulting standard deviations of all experiment metrics are very low compared to
averages.

No instability High instability

Tech 1 uniform Tech 5 diverse Tech 1 uniform Tech 5 diverse

Live 1481.86 4722.72 718.96 3016.62

Sharing gene 0.365 0.131 0.82 0.347

Sharing rate 0.023 0.029 0.053 0.069

In the above reference experiment, we give the results of basic productive versus
more advanced agents (technology = 1 uniformly in the population or technology
uniformly distributed between 1 and 5) in stable (instability = 0) or extremely
unstable environments (instability= 0.5, loss of production rate= 0.8). Here, public
and private storage capacities are unlimited.

We observe that sharing is far more common and with higher rates in unstable
environments and for less productive agents. The numbers of live families depend
on both these parameters (technological productivity and environmental instability)
and are around the Malthusian limit in all cases. According to the previous section,
the sharing gene results ought to be read as proportions of runs that have led to full
sharing. We obtain similar results if we disable survival wars or if there is diversity
in terms of a “survival war gene” and for other variations of the original model.

4 Storage and Sharing

We now proceed to test our basic hypothesis that low private combined with
high public storage capacities favor the evolution of sharing, whereas high private
combined with low public storage capacities favor selfishness. Storage capacity is
both a technological and a social and cultural parameter. The technological dimen-
sion is obvious: it has to do with how much food one can store (one can store more
meat if smoking is possible, and one can store more fruit if a refrigerator is available,
etc.). The social and cultural dimensions are less obvious. If community life is of
high value, more effort and investment will be put into creating and maintaining a
high capacity public store and less into high capacity private stores. High capacity
stores can also be hard to defend against raiders and thieves, so that a high capacity
private store will bemuch harder to defend individually than an equally high capacity
public store that can be defended collectively (with shifts of guards and the like).
Violation costs may also be much higher for public offenders than for private ones;
as a consequence, storage capacity can be higher for public than for private stores.
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All these parameters taken together are represented as a lumped storage capacity
parameter.

We run populations in the environmental and technological conditions of the
previous section (technology = 1 uniformly or 1–5 randomly and stable or highly
unstable environment). We use four different private–public storage combinations as
given in the following table. With a base public capacity of 20, we test the cases of
comparatively low private capacity (50), medium capacity (500) and high capacity
(1000).We also test the case of diverse private storage capacities (from 50 to 1000 for
every agent), thus low for some agents and high for others. As before, we measure
average sharing gene and sharing rate as well as average private storage capacity
in the final population. The results show that, in all cases, a fairly low private
storage capacity leads to almost full sharing evolution (close to 100%), while an
extremely high private storage capacity leads to almost full sharing collapse (0 or
close to 0). Intermediate values of private storage capacity (such as 500) lead to
intermediate degrees of sharing presence in the population, while in diverse popu-
lations with private storage capacities randomly drawn from 50 to 1000 the lower
private storage capacity agents are quicklywiped out by evolution, the average private
storage capacity rises and sharing sinks or even disappears.

Note also that as average storage capacity rises, so does the population size,
because there is more stored food available to allow survival in case of temporal
fluctuations. But, in all cases and for the same reason, the populations at the Malthu-
sian limit are of a lower size than those for unlimited storage capacities of the previous
section.

PU = 20 No instability High instability

Tech 1 uniform Tech 5 diverse Tech 1 uniform Tech 5 diverse

PRI = 50

Live 996.5 3613.9 458.58 2192.82

Sharing gene 1.0 0.98 1.0 1.0

Sharing rate 0.251 0.243 0.264 0.246

PRI = 500

Live 1160.18 3696.26 545.64 2263.92

Sharing gene 0.641 0.2 0.267 0.157

Sharing rate 0.205 0.143 0.092 0.08

PRI = 1000

Live 1234.74 3879.24 698.48 2800.14

Sharing gene 0 0.005 0 0.023

Sharing rate 0 0.054 0 0.089

PRI = 50–1000

Live 1178.52 3543.6 629.3 2530.88

Sharing gene 0.001 0.046 0 0.082

Sharing rate 0.008 0.047 0 0.098

(continued)
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(continued)

PU = 20 No instability High instability

Tech 1 uniform Tech 5 diverse Tech 1 uniform Tech 5 diverse

Storage 889.258 869.783 814.462 790.368

5 Costs and Sharing

The private and public storage capacities are therefore responsible for the evolution
or collapse of sharing in a population, but sharing is not always free lunch and often
comes with a cost. More specifically, sharing is usually associated with elevated
degrees of bonding within a population, with extensive community life participation,
religious rituals and so on [1, 5, 29]. These activities have a cost, at least because they
demand time that is to the detriment of other more directly productive activities. The
size of the cost can be crucial: a low sharing cost may boost sharing if the expected
profit from sharing is high, and, vice versa, a high sharing cost may dissolve sharing
bonds in a stressful environment of production where resources are very limited for
other reasons.

Tech 1 uniform, no instability Tech 5 diverse, high instability

PU = 300,
PRI = 50

Cost = 10 Cost = 45 Cost = 10–45 Cost = 10 Cost = 45 Cost = 10–45

Live 1105.78 950.44 1160.22 2610.6 2058.46 2473.8

Sharing
gene

1.0 0 1.0 0.986 0 0.983

Sharing
rate

0.083 0 0.137 0.237 0 0.255

Sharing
cost

10 45 15.716 10 45 19.524

We report above indicative results of an experiment where an otherwise sharing-
friendly (or selfishness-hostile) environment of high public and low private storage
capacity may see a collapse of sharing because of high cost (such as 45 per time
step), while for low costs (such as 10 per time step) sharing stills evolves. As before,
we measure average sharing gene and sharing rate as well as average sharing cost
in the final population. It is noteworthy that in populations with diversified degrees
of sharing cost, that correspond to families either “willing” or “reluctant” to share
(and hence low-cost or high-cost, respectively), the low-cost, sharing-prone families
overtake the population (as seen in the average sharing cost of the final population,
that is below the initial average of 28) and sharing again evolves.
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6 Theft and Sharing

In human, as well as in animal populations, cooperation is not always full and
cheaters, kleptoparasites and similar behavioral profiles are very common [30, 31].
We test whether a degree of kleptoparasitism in the form of theft can be maintained
in a sharing population or whether sharing collapses right away in this case. We
define an additional “public theft” gene that makes an agent a potential thief: such
an agent, decides with a certain probability (theft rate) to steal from the public store
instead of producing food. The rest of its behavior remains the same: it may share
food as usual, and may ask and obtain food from the public store if still in need.
Thus, a sharing thief agent will occasionally steal instead of producing and it will
participate in the rest of the activities as all others.

Tech 1 uniform
(public theft)

Tech 5 diverse
(public theft)

Tech 1 uniform (public theft)

Unlimited storage Unlimited storage PU = 20, PRI
= 20

PU = 20, PRI
= 1000

No High No High No High No High

Live 1474.84 716.54 4254.0 2879.54 986.76 452.58 1239.4 701.82

Sh. gene 0.482 0.786 0.118 0.419 1.0 1.0 0 0

Sh. rate 0.033 0.05 0.019 0.105 0.238 0.247 0 0

Thieves (rate) 0.588
(0.468)

0.514
(0.335)

0.066
(0.039)

0.017 (0) 0.577
(0.469)

0.488
(0.478)

0.539
(0.448)

0.417
(0.433)

Sharer-thieves 0.285 0.412 0 0.017 0.577 0.488 0 0

In the above experiment, we initialize all agents with 50% theft gene and average
theft rate uniformly distributed between 0 and 1 (thus 0.5 on average) andwemeasure
average sharing gene and sharing rate as well as average theft gene, average theft
rate and average proportion of agents that are both thieves and sharers in the final
population. The results show that (a) in the case of low technological ability with
unlimited public and storage capacities a high proportion of thieves with equally
high theft rates remain in the population, but this proportion plummets for more
advanced technological abilities, and (b) in the case of limited storage capacities the
direction of evolution of sharing (toward full sharing or extinction of sharing) is not
affected by the presence of thieves and a very high thief proportion with equally
high theft rates remains in the population. For more advanced technological abilities
and limited storage capacities, the proportion of thieves plummets as before, again
without affecting the ultimate direction of the evolution of sharing (results omitted for
lack of space). Other types of theft have been also examined, most notably pairwise
repeated theft, where the thief repeatedly chooses neighbours to steal from as much
as possible until its needs are satisfied, and the results have been more or less similar.

Thus we find that the evolution of sharing is not affected by kleptoparasitism,
which on the contrary may be wiped out by sharing. But the issue of theft and klepto-
parasitism deserves a thorough study in itself, especially because tolerated theft is
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one of the theories behind evolution of sharing and predates direct and explicit human
sharing, as has been found in studies with animals and especially primates [10].

7 Split Sharing

We also examine the case where an agent may be independently a sharer (giver)
and/or a receiver of shared food from the public store. In the following experiment,
we initialize all agents in the population as givers with 50% probability and as
receivers with 50% probability (thus we have initially approximately 25% givers,
25% receivers, 25% full sharers, i.e., simultaneously givers and receivers, and 25%
“asocial” agents, i.e., neither givers nor receivers). As before, we measure average
sharing gene and sharing rate as well as average proportions of givers, receivers, full
sharers and average private storage capacity in the final population.

PU = 20 Tech 1 uniform, no instability, public
split sharing

Tech 5 diverse, high instability,
public split sharing

PRI 20 1000 20–1000 20 1000 20–1000

Live 973.54 1315.92 1250.44 2150.7 2904.32 2487.72

Givers 0.842 0.387 0.47 0.511 0.381 0.559

Sharing rate 0.125 0.134 0.14 0.102 0.141 0.179

Receivers 1.0 0.003 0.039 0.922 0.04 0.132

Full sharers 0.842 0 0.034 0.506 0 0.038

Final storage 20 1000 899.019 20 1000 827.424

The results for the “public split sharing” scheme presented above parallel our
former results in that the proportion of givers rises to a very high value and the
proportion of receivers comes close to 100% for the cases that have been found
before to lead to evolution of sharing (low private storage capacity). In turn, the
proportion of receivers gets close to 0 for high private storage capacity, although
interestingly the proportion of givers remains at intermediate values (over 30%)
which might act as a safety valve for the future. As is shown in the table, most of the
receivers are also givers (they are thus full sharers), whereas most of the givers are
not receivers, because the givers are very often many more than the full sharers.

Thus we have found that sharing evolves in the same conditions as before, even
if its actual form is a different “split” form that has independent components for
giving and receiving. We have also experimented with alternate forms of giving/
receiving, and more specifically with “private” sharing where an agent may share
and give/receive privatelywith others. Similar results are also obtained in these cases.
Both these issues of split sharing and private sharing are important andwould deserve
specialized studies, because both these mechanisms appear to ask for lower cognitive
load and less cooperative effort than full public sharing. As such, these mechanisms
may hint into the deeper prosocial mechanisms of sharing and exchange that are
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found in pre-agricultural and hunter-gatherer societies that are probably the first step
toward full-fledged deliberate and complex sharing forms.

8 Shocks

Wefinally examinewhat happens in case of a “shock”, i.e. of an abrupt reinitialization
of the storage capacities, from low to high or fromhigh to low. Thefirst corresponds to
a technological revolution while the second might be the result of an environmental
disruption or of a new social, cultural or political order that for example puts an
upper limit to private property size. In the following experiments, we run the system
as before for 3000 cycles in the first condition (Part I), then we reinitialize just the
storage parameters (without affecting the populations and the rest of their behavioral
parameters) and we rerun for another 3000 cycles (Part II). The results show that the
proportion of sharing agents restabilizes to the predicted value of the new condition
(the same goes for the size of the population, that regains a new Malthusian limit).
The rate of sharing does not change dramatically and remains around its expected
value of 0.25. Thus the tendency of the population concerning sharing is extremely
strong and is maintained even if the system starts from an altogether different initial
condition.

Tech 1 uniform, no instability Tech 1 uniform, high instability

Storage Part I: Low (50) Part II: High (1000) Part I: Low (50) Part II: High (1000)

Live 989.55 1298.2 454.25 697.9

Sharing gene 0.995 0.017 0.995 0.015

Sharing rate 0.244 0.258 0.266 0.267

9 Discussion

We have shown that evolution of sharing is controlled by the relation between private
and public storage capacities, where capacities are complex variables representing
technological, social and cultural factors related to storage. More specifically, high
public and low private storage capacities lead to evolution of full sharing in the popu-
lation, whereas low public and high private storage capacities lead to sharing extinc-
tion. This feature is maintained if additional intricacies are present in the sharing
environment (sharing costs, kleptoparasitism, independent givers and receivers) and
if the population suffers storage reinitialization shocks. Because sharing is favored by
more unstable environments under rudimentary technological conditions, we believe
that we found a possible evolutionary pathway for emergence and stabilization of
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sharing in harsh conditions and for disappearance of sharing later when storage tech-
nology becomes better—which in turn allows individualism to grow and more effort
to be put in private storage buildup and maintenance.

There are at least two issues that deserve further investigation. Firstly, do our
results about theft not affecting final sharing levels mean that preexisting theft and
tolerated theft may give rise evolutionarily to explicit sharing, as may be deduced
from some anthropological studies [2]? This is to be tested in a sequel model.
Secondly, how does sharing relate with inequality? Does extensive sharing mean low
inequality or does high inequality lead to haves and have-nots becoming frequent
givers and receivers respectively, thus creating an unequal “class-based” society with
charity toward the poor, as an initial reading of our results of Sect. 7 gives? We can
think of other secondary issues aswell thatmerit further examination, such aswhether
kinship-based sharing can evolve or the effect of leaders and social role models. In
any case, our results open up many independent routes for further study.
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Towards Eusociality Using an Inverse
Agent Based Model

John C. Stevenson

Abstract The emergence of eusocial species is both very rare in evolutionary history
and results in remarkably successful species. Using a linear genetically-programmed
agent-based model, agent rules are discovered that display behaviors characteristic
of eusocial species. By holding the agents’ genome constant across the colony and
allowing the agents’ rules to evolve, the individual behaviors exhibit phenotypic
plasticity in response to environmental cues. The phenotypically driven reduction
of intrinsic growth rates and the emergence of non-reproducing phenotypes both
demonstrate selection pressure at the colony (system) level. Various other emergent
eusocial behaviors are identified and discussed. A path forward to more capable
eusocial populations and inter-colony evolution is outlined.

Keywords Eusocial · Inverse ABM · Phenotropic plasticity · Stochastic gene
simulation · Genetic programming · iGSS

1 Introduction

Eusocial species represent a very small fraction of the total species on earth and yet
they rank among the most ecologically dominant land animals by population and
biomass [1]. The limited number of species that independently evolve eusociality
in diverse taxa suggest this occurrence is a phylogenetically rare event and is con-
sidered “one of the great mysteries of biology”. The definition of eusociality has
changed since its first use in 1966 for nesting bees [3, 4]; through Wilson’s clas-
sification as colonies with overlapping generations, division into reproductive and
non-reproductive castes, and cooperative care for the young [5–7]; to an explicit defi-
nition that tries to incorporate the many eusocial communities in both arthropods and
vertebrates [8]. For the purposes of this paper, Wilson’s classification is unambigu-
ous. Additional eusocial characteristics often found include nesting, environmental
effects on reproduction rates, coexistence of different phenotypes, haplodiploiy or
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similar reproductive strategies, and other cooperative behaviors such as group for-
aging and defense [9]. For those colonies whose reproductive caste is singly mated
queens, all the female members of these colonies have very similar genomes; and
the diverse physical and behavioral female phenotypes found within the colony are
due to responses to each individual’s environment (phenotypic plasticity).

Agent based models, as used in this research, are inherently social. Agents inter-
act with and affect not only the environment but also compete and cooperate with
each other. Classification of biological, sociological, and ecological models include
minimal models for systems and synthetic models of systems [10]. Synthetic models
of systems match the macroscopic results of the model to empirical data [11–15] and
provide explanatory rules [11, 12, 16, 17]. The rules are either manually crafted or
automatically generated with evolutionary algorithms [18, 19] such as those used in
inverseGenerative Social Science (iGSS) [20–22]. In contrast to these syntheticmod-
els, a minimal model of a system does not attempt to calibrate to an empirical objec-
tive function. Rather, a population of agents freely evolves within an environment
under evolutionary selection. Some models in this category apply selection pressure
exogenously [23–25]. Others apply the selection pressure endogenously within the
simulation as a “struggle for existence”, where more fit individuals reproduce and
replace the less fit [27–29]. When applying evolutionary optimization methodology
to these endogenously optimized minimal models, much of the complex algorithmic
machinery used for optimizing candidate populations outside of the simulation is not
required.

Within this group of minimal models of systems that evolve rules, some qual-
ify as complex adaptive systems (CAS) which may optimize either on the level of
individuals (CAS2) or as a system (CAS1)[30]. CAS2 systems often evolve into a
“tragedy of the commons” thus stimulating research on cooperation. Game theory is
one productive area for this research [24, 25, 32], but these games still optimize at
the individual level (CAS2). True system level optimization requires individuals to
reduce their own survival and reproductive success for the benefit of their commu-
nity [2, 28, 30]. This research uses a minimal model for a system with endogenous
evolution of genetically-programmed agent rules. The emergence of phenotypically
driven reductions in intrinsic growth rates and of non-reproductive castes suggests
that optimization is occurring at the colony level (CAS1). In this genetically pro-
grammed approach to the agents’ rules, the agents’ genome is held constant. Com-
petition between colonies of different genomes would drive evolution of the queens’
genomes, though that is beyond the scope of this paper.

The principal results of this research are the emergence of phenotypic plasticity
within a colony of agents with identical and fixed genotypes [33, 34] and resul-
tant colony-level optimizations (CAS1). Phenotypic behaviors reduced the intrin-
sic growth rate of the colony through competitive exclusion (benefiting both the
individual and the colony) and through generation of viable populations of non-
reproducing phenotypes (sacrificing individual reproductive success). A number of
ancillary eusocial behaviors also emerged including stable coexistence of different
phenotypes, cooperative foraging by different phenotypes, overlapping generations,
phenotypic driven changes in reproduction rates, haploid reproduction, and pheno-
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types that only breed and do not forage. The only defining eusocial behaviors not
observed were cooperative care of the young, and nesting and its defense [2, 5–8].

The paper proceeds by first describing the underlying agent based model and its
population dynamics with hard-wired agent rules and a genome that contains the
relevant agent characteristics. The language of genetically programmed rules for
the agents is defined, and hand-crafted programs that replicate the hard-wired rules
are presented. Random initial agent programs are then allowed to evolve across the
various (constant) genetic and computational capacity parameters. These results are
discussed in the context of eusociality. Future research for evolving true eusocial
colonies is outlined.

2 Models and Methods

2.1 Underlying Agent Based Model with Genetic
Characteristics

The underlying spatial-temporal agent-based model (uABM) is based on a minimum
model of a foraging system [27]. The agent characteristics that are part of the evolu-
tionary process are defined as genes on a single chromosome which reproduces with
occasional mutation (haploid parthenogenesis). These characteristics are stochastic
infertility, puberty, sunk birth costs (rather than endowments), and introvert/extrovert
preference. The remaining agent characteristics and landscape properties are fixed
for each run. The agents interact on an equal opportunity (flat) landscape of resources.
Detailed descriptions of the ABM parameters and processes sufficient to reproduce
the uABM are provided here [35].

The dynamics that emerge from this simple underlying model have been shown to
agree with time delayed logistic growthmodels for single species [35–37], stochastic
gene diffusion models [35, 38], and modern coexistence theory [39, 40]. When an
initial population of agents with random heterogeneous alleles is run with mutation
and subjected to endogenous selection pressures of survival, the population evolves to
one that is dominated by minimum infertility, minimum non-zero puberty, minimum
birth cost, and introversion. These alleles represent selection at the individual level
(CAS2) towards the maximum intrinsic growth rate possible. The zero puberty allele
is not dominate due to spatial effects of immediate births, and introversion is preferred
to avoid local resource competition. The resultant population dynamic is a tragedy
of the commons [31], where the population has almost no resource reserves, mean
agent lifetimes are brutally short, and extinctions are common due to environmental
degradation, lack of resource reserves, and chaotic population level trajectories [41].1

1 Discrete logistic growth equations generate population level trajectories that range from sta-
ble through oscillating and into chaotic regimes based on increasing values of intrinsic growth
[36, 37, 42].
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Table 1 Architecture and instruction set for agent programming langugage

Name Address Function Values Description

nextI 1–2 Register 05–32 Address of next instruction

bDir 3 Register UDLRZ Best seen direction (Z = no data)

bDis 4 Register 0–9 Best seen distance

bRes 5 Register 0–9 Best seen resources

inst 6–32 Program UDLRMX Executeable instruction

Instr Description Action/test Result

U Look up Find cell max resource above > bRes Store in bDir, bDis, bRes

D Look down Find cell max resource below > bRes Store in bDir, bDis, bRes

L Look left Find cell max resource left > bRes Store in bDir, bDis, bRes

R Look right Find cell max resource right > bRes Store in bDir, bDis, bRes

M Move Fetch bDis, bDir, if ‘Z’ random values Move bDis, bDir

X Reproduce Space, birth costs allow reproduction Place new agent in cell

The uABMprovides the structure uponwhich genetic programming of the agents’
behaviors is implemented. This approach presents a very large solution space of
various combinations of infertility, birth cost, introvert/extrovert, and puberty alle-
les. Based on the cited results with the uABM using hard-wired agent rules and
genetically evolving agent characteristics, the genome parameter space is reduced
to only infertility and birth cost alleles. Puberty is held constant at one genera-
tion and the introvert/extrovert preference is disabled. Computation capacity of the
agents adds a third parameter to the space. Haploid reproduction as clones was
selected for simplicity (as exemplified by eusocial ant species Mycocepururs Smithii
of Hymenoptera:Formicidae [43, 44]).

2.2 Agent Programming Language and Grammar

A simple language replicating the uABM agent rules was designed and integrated
into an inverseABM (iABM). Each agent has a 32 character stringwhich contains the
registers and instructions which the simulation executes on each agent’s action cycle.
Five characters are used for registers leaving up to 27 characters for the program.
These instructions are described inTable1. The action cycle for this iABM is depicted
as a flow chart in Fig. 1.
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Fig. 1 Action cycle for iABM

The number of instructions that can be executed per each agent’s action cycle,
called computation capacity, is part of the parameter space that is surveyed. Foraging
gains, metabolic costs, and deaths occur during the move instruction. Since multiple
moves may occur during one action cycle, each move instruction triggers foraging at
the new location and incurs the metabolic cost. Birth decisions and associated costs
occur during the reproduction instruction. If the action cycle ends without at least one
metabolic resource cost, one is applied. With this genetic programming approach,
the hard-wired rules of the uABM can be replicated with a computation capacity
of six steps. These programs (“classic” phenotypes) contain 6 instructions in one
action cycle that look in four directions, move, and reproduce (e.g. UDLRMX and
23 other versions of look ordering). For hard-wired rules, a tie for the best direction
and distance is broken randomly. For the genetic programming version (iABM), the
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first instruction is equally seededwith each of the four directions. Other than for these
ties, the order of look instructions (before a move) is not functionally significant. If
a move is targeted to a location that is no longer valid (occupied either due to a
random move based on no look data collected since the last move, or from outdated
look data from a previous action cycle) the agent does not move. The results, with
initially seeded classic phenotypes for simulations spanning the genome alleles, has
indistinguishable population dynamics and agent metrics from the uABM. These
classic phenotypes often emerge as good solutions and, surprisingly, are sometimes
competitively excluded, usually by pairs of cooperating phenotypes.

2.3 Methods

All runs are initiated with a population of 400 programs with random instructions of
random length. Different seeds generate different initial phenotype populations and
resultant population trajectories. Somegenetic allele combinations are so challenging
that only a few of the initial random sets of phenotypes are able to generate viable,
reproducing populations. Figure2a gives the fraction of the initial random population
that survives through the initial population minimum and is fertile. Each point is
the mean fraction of viable surviving phenotypes over 40 differently seeded runs
with 400 initial random phenotypes each. Simulation runs are generally stopped
at either 10,000 or 50,000 generations, orders of magnitude past the attainment of
steady population levels. Phenotype evolution occurs continuously through out the
simulations so the stopping point is somewhat arbitrary. Events of interest or long
running trends receive longer run times (Figs. 2b and 3).

The optimization of the instructions defining the agents’ behavior through genetic
programming is straightforward. Genetic algorithms and genetic programming [19,
45] have a large body of techniques for shaping evolving populations [46–50] and for
multi-objective optimization [51]. Since the genetic programs that form phenotypic
behavior are selected and propagated continuously throughout the simulations based
on a “struggle for existence”, the complex art of exogenous population optimization
is avoided. As Fig. 2a shows, random initial instruction sets over tens of runs are
sufficient to generate viable and interesting phenotypes. When an agent reproduces,
a single point mutationwill occur in the daughter agent at a constant probabilityµ per
reproduction. If amutationoccurs, a location in the programanda typeofmutation are
chosen randomly. Three mutation types are implemented: flip to a different random
instruction; insert a new random instruction if memory space allows; or knockout
the instruction (if the program is longer than one instruction).
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3 Eusocial Behaviors

The emergence of phenotypic plasticity displayed a surprising number of behav-
iors characteristic of eusocial communities. The consistent emergence of viable,
non-reproductive phenotypes is a significant milestone for eusocial behavior. Pheno-
typically driven changes in growth rate modify the rate set by the colony’s genome
and result in both higher intrinsic growth rates benefiting the individuals (CAS2);
and lower intrinsic growth rates benefiting both individuals and colony (CAS1). The
ability of different phenotypes to competitively coexist in accordance with mod-
ern coexistence theory [39] enables most eusocial behaviors. Coexisting phenotypes
support caste emergence, cooperative foraging, higher colony fitness, stable sub-
populations of sterile phenotypes, and influence population volatility.

3.1 Populations with Significant Fractions
of Non-reproducing Phenotypes

Division of reproductive labor is one of the defining characteristics of an eusocial
society. Figure2b presents the statistics on the fractions of the final populationswhich
are non-reproducing but viable. These statistics are taken over the constant alleles of
infertility and birth cost and presented by computation capacity. Figure3 exemplifies
phenotype population trajectories for two representative simulations with differing
birth costs where the non-reproducing fraction of the population was greater than
half and rose over time. The commonality and viability of these phenotypes suggest
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two important points. One, there is selective pressure for the emergence of non-
reproducing phenotypeswhich demonstrates system level optimization (CAS1) since
these phenotypes never reproduce. These phenotypes consume resources and space
without reproducing, which can benefit the colony by reducing the overall intrinsic
growth rate, helping to avoid oscillatory and chaotic population trajectories. Though
non-reproducing castes are always justified with “cooperative care of the young”,
these experiments suggest that there are other benefits to the colony [2].

3.2 Phenotypically Driven Colony Growth Rates

Phenotypic behavior can increase or decrease the colony’s intrinsic growth rate from
that specified by the genome. The uABM replicates discrete logistic growth (with
time delay) which has transitions to oscillating and chaotic population level regimes
with increasing intrinsic growth rates driven by the allele values. Natural selection
at the individual level under these conditions drives toward higher intrinsic growth
rates (CAS2). But with a constant colony genome of intrinsic growth, phenotypic
behavior often decreases the intrinsic growth rate pushing the colony intomore stable
regimes.2 By pushing the colony population dynamics into more stable regimes, the
colony benefits by avoiding a tragedy of the commons, chaotic exclusion of more

2 During the initial growth phase into a rich landscape with few agents, phenotypes are selected for
greater intrinsic growth.
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fit phenotypes, and potential extinction (CAS1). Specific examples are discussed in
detail in the following section. Adaption of the intrinsic growth rate of a colony to
environmental conditions through phenotype plasticity is a characteristic of euso-
ciality.

3.3 Coexistence and Competitive Exclusion

Inmany allele and seed configurations, two ormore competing phenotypeswill coex-
ist, generating colony fitness that neither would be capable of alone. Other times,
a well established resident will be excluded by an invading new mutation. Figure4
presents examples of both. These two examples also provide an excellent demonstra-
tion of thewide variety of solutions that will emerge based solely on different seeding
of random sets of initial instructions. In both cases, the early resident phenotypes
have high intrinsic growth rates and generate high population level volatility which,
by pushing the dynamics into chaotic regimes, are less fit once the landscape’s carry
capacity is reached and are eventually excluded. The population in Fig. 4a with only
one resident phenotype has two clear exclusion events where a new mutant invades
and quickly excludes a resident population [39]. These new mutants are both single
instruction flips. The first exclusion event occurs around generation 1500 when a
reproduction instruction (X) at position 20 mutates to a move (M) which pushes the
population dynamics out of a chaotic regime. The reduction in reproduction rate with
an increase in foraging out competes its parent. The second exclusion event around
generation 7700 is a single mutation at position 16 from a right look (R) to a left look
(L). This mutation changed the ratio of left looks to right looks in the phenotype from
4
2 to

5
1 producing a relativelymore fit left sweeper. In Fig. 4b the early resident pheno-

type is again generating chaotic population dynamics and is again quickly excluded,
this time by a pair of phenotypes working together to generate a population that
has comparable mean but lower volatility. The first pair of coexisting phenotypes,
appearing around generation 2000, sweeps east-north-east (RMXURM) and broadly
south with opportunistic moves to east or west (DMXLRM). At around generation
8200 a single flip mutation of the broadly south sweeper at position 5 from a right
look (R) to a down look (D) proves more fit than the east-north-east sweeper cooper-
ating with the other phenotype. The new pair, parent and child, sweeps both broadly
south and south-south-west. Both these paired sweeping patterns are suggestive of
cooperative foraging.

4 Discussion and Future Work

The discovery of genetically programmed agent behaviors in a spatial-temporal
agent-based minimal model of a system has demonstrated the emergence of cre-
ative and novel agent behavior rules relevant to eusocial societies. Phenotypic plas-
ticity, for one, opens the door for both eusociality and inter-colony evolution. The
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emergence and viability of non-reproducing phenotypes, a necessary but not suf-
ficient defining behavior for eusociality, suggests selection pressure at the colony
level (CAS1). Other phenotypically-driven reductions in intrinsic growth rates bene-
fit both the individual (CAS2) and the colony (CAS1). Social insectsMany behaviors
characteristic of eusocial societies are shown to have emerged from random initial
populations of programs whose agents all posses the same colony genome. Coopera-
tion through coexistence leads to higher colony fitness. Non-reproducing phenotypes
emerged and increased tomajority representation inmany colonies. Phenotypic plas-
ticity significantly changed the intrinsic growth rate of the colony, moving it into or
out of oscillatory or chaotic population regimes. These changes in intrinsic growth
rate were often achieved by cooperating phenotypes.

Numerous examples of distinct, novel and informative agent behaviors based on
environmental conditions exhibited phenotypic plasticity. Classic phenotypes often
emerged for computational capacity 6 but were often competitively excluded by pairs
of cooperating phenotypes.

Emergence of conventionally defined eusocial colonies using this model will
require the addition of local sharing of resources (cooperative care of young) and
sensing local neighbors’ colony genome (friend/foe) which, when combined with
exploitation of the introvert/extrovert gene, may generate nesting behaviors (philopa-
try). The current structure of this iABM with a separate queen’s genome for each
colony coupled with phenotypic plasticity through evolving agent rules supports
inter-colony competition and evolution of the colonies’ genomes.
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Utilizing the Full Potential of Norms
for the Agent’s Decision Process

Christian Kammler , Frank Dignum , and Nanda Wijermans

Abstract Norms are a crucial part of human behavior that received a lot of attention
within the social simulation community. However, some aspects—up until now—
have not been addressed in existing agent architectures, such as their motivational
aspects and their importance and impact in planning and action selection. In this
paper we present an agent architecture capable of grasping this potential of norms.
We use perspectives to reflect how different people engage with a norm, and how it
effects their long-term goals, their planning, and course of action. Our architecture is
capable of having fast habitual-like behavior, as well as more complex deliberation
if necessary.

Keywords Norms · Values · Social rules · Social simulation

1 Introduction

Norms are a crucial part of human behavior, and influence it in a variety of ways and
multiple levels [9]. While norms have received a lot of attention within the social
simulation community, see e.g. [1, 3, 9, 11, 15, 21], theirmotivational aspects aswell
as their importance and full impact in planning and action selection have not been
incorporated in existing agent architectures. Such realistic—human like—behavior
is especially important when simulating policies (legal norms) and the reactions to
them, as the discussion around COVID-19 showed [11, 18].
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To achieve norm realism in models, agents are required to not only see if the
consequences of following or breaking the norm are desirable for them, but also
how they are motivated [5, 21] to circumvent the norm. Furthermore, a new norm
often interacts with existing normative structures as well (such as socially accepted
behavior—social norms), which might cause that to change. Since norm breaking is
an important part of norm change [2, Chap. 5], the agents will also need a flexible
way to deal with norm violations, where they can chose at multiple stages in their
decision making whether or not to violate a norm as well as to react to other agent’s
norm violations. As people react differently to norms, focusing on the parts that are
relevant for them, we also need to include different perspectives on norms [17]. Each
perspective reflects their (priority in) owngoals and values, and available actions [17].

To combine these requirements in an agent (i.e. motivation of norms, flexible way
to deal with norm changes and violations, and perspectives on norms) we connect
norms within the different stages in the agent’s decision making process: (a) goal
selection, (b) planning the course of action, and (c) action selection in a changing
environment.While approaches are existing for each of these different parts, e.g. [11]
for goal and action selection, or [22] for planning, they have drawbacks which make
them not suitable for our approach, such as an only implicit representation of norms
and no planning capabilities [11], or not taking the motivational aspects of norms
into account [22], which we both require.

In this paper we propose a norm and value based agent deliberation process (see
Sect. 2) and operationalise this in a novel agent architecture (see Sect. 3). Creating
agents that are able to reflect the influences and effects norms can have on one’s delib-
eration processes and consequently make situated decisions. We also enable agents
to have different levels of complexity in their deliberation based on the availability
of actions and plans. This involves quick and habitual behavior given a familiar sit-
uation, as well as to bring in more complex deliberation when necessary, such as
finding alternative actions or planning for a goal. To demonstrate our deliberation
process works, we use an example of a restaurant size based restriction on the number
of guests [17, 18], see Sect. 4. We conclude with a discussion in Sect. 5.

2 Our Approach to Normative Human Decision Making in
the Context of Norms

To develop a norm and value based agent deliberation process, we first lay the basis
on how different people engage with a norm and depart from there with two main
building blocks: perspectives on norms, and norms.
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2.1 Perspectives on Norms

Weuse perspectives on norms to describe individual differences in norm engagement.
Norm engagement concerns a focus on only the relevant parts of the norm and con-
sequently used differently in our decision-making. For example: Restaurant owners
focus on the financial impact of a size-based restriction norm, whereas guests focus
on the social impact of that same norm [17]. The concept of perspectives describes
the individual differences defined as: “A perspective is specified by goals (G), avail-
able actions (A), effects of those actions (EoA), social affordances (SocAffs), and
priorities in values (PrioV)” [17, p.142].

Among the goals of a perspective we distinguishmaintenance goals and achieve-
ment goals. Actions and social affordances of a perspective are mapped into physical
and social actions. Physical actions require one or more objects (oi , o j , ...) to perform
the action. Actions also have a pre-condition that needs to be met so the action can
be executed. Actions can also change the physical state of the simulation, which is
called the result of the action [17]. Social actions are the social effects of the physical
actions, i.e. the social affordances [17]. For example: Sitting together with friends
at a table (physical action) has in the social dimension the effect (social effect) of
socializing with one’s friends (social action), i.e. it socially affords the action.

Norms influence actions in the way that some actions might become obligatory
or forbidden. Firstly by identifying the actions that are affected by a norm are done
using the object of the norm (IObject ); by checking if oi == IObject holds, where oi
is the object required by the action; and finally, actions pro-/demote values (being
more or less important in a given situation).

2.2 Maintenance and Achievement Goals

Approaches based on motivation theories have been shown to be successful to model
and explain reactions to policies, see e.g. [8] (smoking ban) and [11] (COVID-
19). We adjust the watertank model (tanks run low and can be filled up based on
the satisfaction of the drives) originated by [12] and successfully used in [11, 16].
Because different people have different drives, we define different drives for different
perspectives. We separate these drives into maintenance goals (states the agent wants
to maintain, watertanks) and achievement goals (states the agent wants to achieve to
fill up the watertanks).

Maintenance goals reflect the states that the agents want to maintain [8, 13], e.g.,
always keep the restaurant room temperature in a certain range. Every perspective
has their own maintenance goals. However, all people want to have a functioning
societywhichwe represent as themaintenance goal of conformity. For amaintenance
goal to be salient we use a threshold between zero and one, where the height of
the threshold reflects the importance of the particular maintenance goal [16]. The
higher the difference between fill level and threshold, the greater the urgency of that
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maintenance goal [16]. Over time satisfaction of the goals decreases with a constant
amount [11, 16]. Furthermore, the higher importance of the goal, the higher the
constant depletion to further reflect the importance of a certain watertank.

Achievement goals are the concrete goals, such as reserving a table, the agent
wants to achieve [8, 13]. Achieving these goals satisfy maintenance goals and pro-
/demote values (see Sect. 2.3). These goals are achieved by (sequences) of actions,
e.g., reserving a table is reached by the action to call the restaurant. Note that it
is possible that the goal is pro-/demoting multiple values. Connecting values with
actions (through executing goals) enables the agent to reason about which goals are
aligning with their values.

2.3 Values

Values provide an evaluation mechanism for actions and events [11, Chap. 2]. They
motivate us to reach states which are aligning with our values [11, Chap. 2]. Values
can be seen as a form of ordering of preferences. Actions and world states that
promote the person’s values are preferred over other. states [8].

To reflect values, we use the Schwartz value system [23]. We adopt the ten univer-
sally recognized values: self-direction, stimulation, hedonism, achievement, power,
security, conformity. tradition, benevolence, and universalism. It has successfully
been implemented in several agent-based social simulations to model and explain
reactions to policies, see e.g. [7, 11], and for its establishment [16].

We use values to determine which achievement goals are important, which actions
are most desirable to take, and which maintenance goals are more urgent to satisfy,
given their influence on the threshold and depletion. To do this, we adopt Heidari’s
[16] work who connected Schwartz values [23] to concrete actions. Each perspec-
tive has its own priority of values (PrioV) [17] which are constant. These are then
compared with actions and goals to see which pro-/demote their desired values.

The priority of values (PrioV) are defined as: a total set of values V = {V1, ..., V10}
in the simulation. For each perspective they are ordered differently, whereby the order
in the list determines the importance. We ensure in this ordering that opposite values
cannot be of similar importance. To use them in calculations, each value is mapped
to a number n ∈ [0; 1]. The higher the importance, the higher the value of n.

Restaurant owners with a PrioV in power and achievement, for example, will be
stronglymoney driven (i.e., themaintenance goal of making money is very urgent
for them to satisfy), and therefore want to achieve goals and take actions, such as
increasing the price or reducing the costs of their meals, to make as much money as
possible [17]. Since we are also going to attach values to norms, agents can use their
priority in values to decide whether to violate a norm or not.

To actually make a decision on their next desired action, the agent looks first if it
is forbidden by a norm. If the norm promotes the same values which are important
for the agent, it will comply to the norm. If it is not the case, the agent compares
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the cost of complying to the norm (the loss in satisfaction gained) vs the cost of
not complying to the norm (cost on conformity). The selection is then based on an
argmax function with the PrioV acting as multipliers.

2.4 Norms

Tomodel behavior and responses to norms, especially policies, it is necessary to take
into account the motivational parts of norms [5, 21]. People will try to find a way
around the (legal) norm, thereby also generating new behavior [19].

To formalize norms, we use the ADICDlRO framework [17] (an extension of
the ADICO grammar by [6] allowing agents to reason about norms based on their
perspective. Norms in the ADICDlRO framework are defined by [17, 18]: A spec-
ifies the agent group which is responsible to adhere to the norm. D is the deon-
tic part of the norm, and together with the aIm (I), split into action (IV erb)
which the norm is targeting and the object (IObject) of the norm, they form the
{fulfilment, violation} condition of the norm. C defines the contexts in
which the norm is active and not active, therefore representing the {activation,
deactivation} condition of the norm. This is different from the deadline ele-
ment (Dl) which states when the norm is supposed to be fulfilled. If a norm is
supposed to be always fulfilled then the deadline is set to time 0. The repair part (R)
of the framework defines the action(s) to ’undo’ the potential breaking of the norm,
and the ’Or else’ (O) specifies the punishment of the norm violation.

An important addition of the ADICDlRO framework is that norms pro-/demote
values, based on the purpose they fulfill [18], allowing agents to reason if the norm
is important to them, based on their PrioV. For example, the size-based restriction on
the allowed number of guests in the restaurant is introduced to combat the spread of
COVID-19, and thus promotes safety.However, it also has a potential negative impact
on the revenue by the restaurant owner and thus, demotes power and achievement.
This added value dimension makes it now possible for agents to deliberate if the
norm is important for them or if they want to violate it, based on how it aligns with
their values.

A complete instantiation of our Example norm—the size-based restriction on the
number of guests in a restaurant—can be as follows, assuming it is active all the time
(deactivation condition == none), and available at the start of the simulation (timestep
== 0) (based on [17, 18]): A restaurant owner (A) must not (D) have (IV erb) more than
Xguests in their restaurant (IObject , D + I = {#guests ≤ X, #guests > X}) at
all times (Condition = {timestep == 0, none}), effective immediately
(D, timestep==0), or else theywill be finedwith 5000$ (O). This norm promotes
the value of safety (promoted values), demotes the value of power (demoted
values), and any violation of this norm can be undone by making the guests that
are too much leave (R).



198 C. Kammler et al.

2.5 Planning with Values

While individual actions give us options to choose from, they will not always be able
to achieve the agents goals in one step. This requires that we have some mechanism
for linking multiple actions in order to achieve a goal. The agent is given planning
capabilities by plan patterns [10]. Plan patterns have the following advantages: They
help to find a balance between pro-active goal directed behavior and reactive situa-
tional behavior. Agents also do not need to have fully fleshed out plan, can plan from
landmark to landmarks which can be discussed in conversations with stakeholders,
enabling participatory modeling.

Formally, plan patterns describe sets of sequences of actions, defined in the terms
of the landmarks. Landmarks are fixed points within a plan that must be achieved
along the way [18], e.g., payingwhen visiting a restaurant. To select a plan pattern for
the current achievement goal, the agent looks at the last landmark in the sequence to
see if it is the goal state. Alternatively, we can explicitly label the plan patternwith the
goal it achieves. Now the agent only has to find a plan for the next landmark, which
means that the landmark basically acts as a sub-goal for the current achievement goal.
For example: if the next landmark is to pay at the restaurant, the agent just has to find
a plan to achieve the “has paid” state. This can either be in form of concrete actions
or another plan pattern which is then iterated over until only concrete action remain.

To make plans to achieve goals and landmarks, we use goal-oriented action plan-
ning (GOAP) [20] which is based on STRIPS (Stanford Research Institute Problem
Solver) [14]. To plan, the agent looks at the goal state (e.g. having payed), and creates
a state trajectory backwards to the current state. Actions are thereby used to transition
between the states. If no state trajectory can be created, the goal or landmark is not
achievable. In this planning, the agent also decides on violating or adhering to norms.

3 The Deliberation

Our agent deliberation architecture integrates the elements discussed in the previous
section. It consists of four levels: the base (internal agent drives and norms), simple,
medium and high complex deliberation. Spanning a habitual form of deliberation
(simple) to handling situations where alternative actions need to be found (medium)
to also involve planning or new goals (complex).

3.1 The Base Level

Figure1 reflects the base for the agent’s deliberation process described as follows.

1. Perspectives: Each perspective is attached to a set of agents, (bottom rectangle
of the Fig. 1) determine their maintenance goals, achievement goals, priority in
values, which actions they have available and how they look at norms.
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Fig. 1 Base level—action DB and norm DB are public, the rest is private

2. Watertank Manager (WT) + Achievement Goal DB (blue): Each agent’s
maintenance goals get satisfied differently. To take care of this, the maintenance
goal manager handles the changes in fill levels of each watertank, based on the
depletion and satisfaction gain from the previous deliberation. The achievement
goal database stores all available achievement goals the agent has.

3. Priority in Values (PrioV, red): PrioV are used where planning, goal or action
selection are involved. The numerical values used in these calculations are con-
stant, and the higher priority the value has, the higher its numerical value is.
Agents with the same perspective have the same PrioV.

4. Norm Manager + Norm database (green): The norm manager (green rect-
angle) handles the norm (de)activation, and stores norm violations in the norm
database (green). Norms are either active or not based on the current world
state. (De)Activation is formalised as a set of N norms {N1, ..., Nn} in the sim-
ulation. Furthermore, S is the current world state. To check if a norm has to
be (de)actived, the norm manager checks for every currently (de)active if the
norm’s (de)activation condition is part of S. If this is the case, the norm is going
to be (de)activated. To see if a norm is (de)active, we use a flag to each norm
(e.g. a bool variable) signaling whether it is (de)active.

5. Plan and Action Database (no color): The plan database contains the plans
(sequences of actions to achieve an achievement goal) comprised out of a
(sub)set of actions that exist in the action database. Each agent makes their
own plans, based on the individual situations they are in. The action database
holds both physical and social actions, this is situated external to the agent as
action databases are connected to the different perspectives which all agents with
the same perspective may make use of.
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3.2 Simple Deliberation

The blue background in Fig. 2 visualizes simple deliberation, reflecting “business as
usual”. Such habitual behavior occurs when a goal, plan, and course of action that
matches the current situation for the agent are there.

The entry point is the assessing situation step. The situation the agent is cur-
rently in is stored in a list currentSituation. This list is used in the current deliber-
ation cycle. current Si tuation = [I D,G, P, l phys, lsoc, tphys, tsoc, PrioV,WT −
Level, Nactive], with: ID = ID of the current step, G = the current goal, P the cur-
rent step in the plan to achieve that goal, l phys = the current physical location, lsoc
= the current social location (social meaning of the physical location), tphys = the
current physical time, tsoc = the current social time (social meaning of the current
physical time, PrioV = the agent’s priority in values, WT-Level = the agent’s
watertank levels, and Nactive = the current active norms. The agent checks if the goal
is reached. If the goal is reached, the agent has to generate a new goal. Otherwise,
the agent proceeds with its current plan.

To see if an external trigger happened, the agent compares the previousSit-
uation—residing in the simulation states database—with the currentSituation by
detecting a change in the social time (tsoc) or the social location (lsoc) or whether a
new norm is active in the currentSituation compared to the previousSituation. If this
is the case, we check if the agent has been in the situation before. Otherwise, the
agent prepares its next step (What is next).

The next step can be either an action or a landmark. If it is an action, the agent
has to see if the pre-conditions hold, and whether there is any norm conflict. Each
consideration results in different deliberation steps: finding a plan for a landmark (in
case of a landmark), find an alternative action (in case of a norm conflict), or simply
executing the action.

3.3 Medium Complex Deliberation

The beige background in Fig. 2 visualizes he medium complex deliberation of the
architecture. It extends the simple deliberation with the need for an agent to find an
alternative action (from the action database) when it’s current action (prepare the next
step) is not executable anymore. The agent does this by looking for an action that has
a similar post-condition as the previously desired action. If such an action is found,
the agent checks for this action if the pre-conditions for the newly found action hold.
The action will be executed if the action is executable, and no norm conflicts exist
or violating a norm is cheaper than adhering to it. In any other case, the agents keeps
querying the action database until it finds an action with a mechanism to avoid an
infinite loop.
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Fig. 2 Deliberation architecture with the base level at the bottom. Simple deliberation has a blue,
medium-complex a beige background, and complex a green background

3.4 Most Complex Deliberation

Lastly, the greenbackground inFig. 2 shows themost complexdeliberation, involving
planning and achievement goal selection. For planningwe useGOAP (Goal-Oriented
Action Planning, a simplified STRIPS-like planner mainly used for real-time control
of autonomous agents in game development) [20] to achieve the current goal. To
select an achievement goal, the agent is calculating the overall satisfaction gain
gained by each achievement (not currently forbidden by a norm), and then performs
an argmax over the satisfactions gains and selects the highest one. This is followed
by creating a state trajectory (plan) from the goal state to the current state to achieve
the selected goal.

4 Example

To show how our architecture works and compare it to other approaches, we use the
following norm as an example: A size-based restriction of the concurrently allowed
number of guests in a restaurant, promoting the value of safety. While multiple
groups are affected by this norm, we focus on the guests and restaurant owners, each
representing one perspective. The maintenance goals of the restaurant owner are to
make money (WT1), and conform to the norms (WT2) with their PrioV = power and
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achievement, i.e. they are strongly profit driven. The maintenance goals of the guests
are to have pleasure (WT1), and to conform to the norms (WT2) with their PrioV =
benevolence, i.e.,they are very social driven. Note, we do not strive for completeness
with this example, as many aspects could be included, however to demonstrates how
beneficial our approach is compared to other existing approaches, this small subset
of possibilities suffices. Furthermore, we assume that the norm is not active in the
beginning.

The restaurant owner is assessing its currentSituation: [2 (ID), “Business as
usual” (Goal), “daily check up” (Step in the plan), restaurant (phys. location),
working place (soc. location), evening (phys. time), working time (soc. time), power
& achievement values (PrioV, their two most important ones), (0.5, 0.8) (WT1-level,
WT2-level), size-based restriction (active Norms)]. Comparing this with the previ-
ousList = [1, “Business as usual”, open restaurant, restaurant, working place, early
evening, working time, (power, achievement), (0.7, 0.85), None], the restaurant owner
realizes that an external trigger happened (the new norm (size-based restriction) is
now active). Querying the Assessed Situations DB yields no result, meaning that the
restaurant owner has not been in this situation before. Thus a new achievement goal
has to be selected. After performing an argmax over all non-forbidden achievement
goals to find the highest overall needs satisfaction, the restaurant owner decides to
lower the variable costs (the costs that they can influence), as this fills up its water-
tanks (in this case the maintenance goal of making money with the restaurant) the
most. Next is to make a plan for this goal. The restaurant owner finds a plan pattern
for this goal in the plan database. The landmarks for this plan pattern are to have
all dishes with a lot of sauce identified, and the use of cheaper ingredients (as the
sauce can cover the taste). To do so, the agent is looking into their action database
and selects the action to filter their menu to collect all dishes with a lot of sauce. This
action is not forbidden by the norm, and thus added to the plan. Also, since this is only
one action, it will directly be executed. In the following step, the currentSituation
has the following values currentSituation = [3, Lower variable costs, use cheaper
ingredients, restaurant, working place, late evening, working time, (power, achieve-
ment), (0.6, 0.82), size-based restriction]. Since no external trigger happened (same
social location and time, and no new norm active), the restaurant owner is preparing
the next step in the deliberation, and then goes through the same steps as above.

The guests have a similar deliberation: currentSituation:[4 (ID), “Dinner with
friends” (Goal), “check for restaurants” (Step in the plan), home (phys. location),
relaxing place (soc. location), evening (phys. time), relaxing time (soc. time), benev-
olence (PrioV, their two most important one), (0.6, 0.7) (WT1-level, WT2-level),
size-based restriction (active Norms)]. To ensure that guest have a table available
at the restaurant, they select the achievement goal to have a table reserved which
they pursue until they achieved it. A more interesting case in light of the size-based
restriction, where we also see that actions of other groups affect agents is to con-
sider a group of regular guests that come every Friday at the same time. They have
their table reserved. This means that they are not affected by the new norm, and no
external trigger happened. Now in the ’prepare the next step’ plan, their ’next action’
in the plan: ’order a beer’ is not available anymore, as the restaurant owner cut the
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beer in reaction to the new norm. This means that the regular guests are now in the
’find alternative action’ step. While querying the action database, the guest finds the
action: ’order awine’. It has the same pre-conditions as the action to order beer: being
at the table, having a waitress to take the order. Also, the post-conditions are similar.
Order_wine (table, have_waitress) = {{sit at table, waitress ready to take order},
{have wine, added wine to bill}} drink(wine) = {having pleasure}. This action is not
forbidden by the norm, and thus will be executed.

We can now clearly see the short comings of other approaches. For example:
when the restaurant is fully booked and the regular guests bring one more friend
this time. BOID [3] would handle such a conflict based on its agent types that make
static decisions. [21, 22] reflect norm compliance decision with a utility function.
The problem, however, remains: the decision is always the same, because the utility
function will always give the same result (which might be that adhering to the norm
has more utility than violating it). Reality is muchmore situated. Given the regularity
of the guests, the restaurant owner might be more likely to let them in compared to
novel guests.

Another issue that needs to be dealt with is the reaction of other agents to the
agent’s behavior. For example, the guests are going to react to the cheaper use of
ingredients by the restaurant owner. Some are ok, others are not. While this is some-
thing to happen most likely in reality, it cannot be modeled by existing architectures.
BOID [3], as well as [21, 22], have set responses, e.g., once the utility is defined for
the use of cheaper ingredients, it will stay the same over the course of the simulation.
Some guests might be fine if the norm is violated and a few more guests are in the
restaurant than allowed. However, other guests might not be fine with that. Values
play a crucial role here, and the current situation, e.g. how often did the restaurant
owner violate the norm before.

5 Discussion and Related Work

We presented our architecture for norm deliberation that encompasses the motiva-
tional aspects of norms, their importance and full impact on planning and action
selection. While existing norm models [1, 4, 11, 21, 22] have made great strides,
they have several reasons why they are not suitable for our norm deliberation.

First, approaches like BOID [3] do not allow for the role of values nor context
sensitivity. Neither does norm importance while planning and whether or not violat-
ing a norm play any role. Our architecture embraces the importance that values and
current drive satisfaction play in making situated decisions and give different impor-
tance to different norms to allow for handling potential norm conflicts differently.
This is contrary to BOID [3], where potential norm violations are always solved in
fixedmanner with pre-defined agent types always making static decisions, regardless
of the situation.

Second, while utility-based approaches, such as EMIL-A [1, 4] and the work
by [21, 22], are solving some of these issues they still do incorporate context sensi-
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tivity for agents Whether to violate a norm or not is based on a utility function [22].
Then, the action (compliance or non-compliance) which provides more utility is
chosen.

Nonetheless, utility functions have drawbacks, as they only work in static envi-
ronments, and will always have the same outcome [11]. This static decision making
is problematic, because we showed in our example discussion the dynamic nature of
norm modeling, and the situatedness of decisions that influence normative behavior.
Sometimes it might be more beneficial to adhere to a norm, while in other case it
might be more beneficial to violate that norm. Defining a utility function for every
possibility is not feasible. Such a function also needs to be modified and extended
when an existing norm is modified or a new norm is added. Here, our value-based
approach is more suitable, as our agents make decisions based on how the norm
aligns with their values, and when an new norm is added, they just have to check
the values connected to this new norm. Then they can react dynamically in every
situation.

Third, while we use watertanks and values in our decision making based on [11,
16], we do not adopt the same approach as in [11] because we want explicit planning
and reasoning with norms, as in their approach norms are only implicitly given by the
actions. Thismakes it hard tomodify a norm, because every action has to be inspected
to see if it is potentially impacted by the change of the norm and the subsequent given
needs satisfaction has to change. Another aspect where we deviate is by including
explicit reasoning norm violations.

Because of the planning capabilities required by our agents, we see plan patterns
as very useful here, because the agents only have to plan from landmark to landmark.
Furthermore, we want to highlight that while we used a legal norm as an example
norm, our architecture is also suitable for other types of norms, such as social norms
or moral norms. For social norms for example, we can simply add a watertank for
conformity. Conformity hear means to do what one’s friends are doing [11]. In our
immediate future work, we are going to implement our proposed agent architecture.
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Validity Assessment of Uncertain
Infection Indicators Using Virtual
Artificial Society Model

Yuki Misu and Shingo Takahashi

Abstract Effective reproduction number is one of the indicators used to monitor the
epidemic of an infectious disease. To calculate the effective reproduction number, it
is necessary to know the time and route of infection of all infected people. However,
since these cannot be observed in the real world, the number of new positives is used
for estimation. In this paper, we focus on the uncertainty in estimating the effective
reproduction number and propose a method to evaluate the impact of uncertainty in
the real world using a virtual artificial society model. First, a model representing the
infection situation is constructed, and the values of the effective reproduction number
by definition are calculated in the model. It is possible to evaluate the validity of the
estimated effective reproduction number by comparing the two calculated values of
the effective reproduction number in the real world and themodel. Thismethod could
replace unobservable uncertainty in estimation in the real world with “observable
uncertainty in the model.” Experiments are conducted to analyze the uncertainty of
the rate of asymptomatically infected people and human flow. Finally, we discuss
the results of experiments and their adaptability of this method to other fields.

Keywords Effective reproduction number · Validity assessment · Virtual artificial
society

1 Introduction

More than 2 years have passed since the outbreak of COVID-19, but the epidemic
has not yet ended in many countries around the world. The epidemic status can be
assessed using various indicators. Inmost cases, data on actual infections are required
to calculate these indicators. For example, the effective reproduction number (Rt ) is
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one of the typical indicators of epidemic status. The effective reproduction number
means “the number of secondary infections caused by one infected person at a certain
time t , under certain measures. However, the effective reproduction number cannot
be accurately determined because infected people and their infection status cannot be
identified sufficiently. Hence we need a new approach to estimating such indicators
under uncertainty where enough data cannot be essentially obtained.

The effective reproduction number is usually defined by equation (1) [1, 2].

Rt =
∞∫

0

A(t, τ )dτ (1)

The formula A(t, τ ) expresses the secondary infection rate of infected individuals
of infection age τ at time t . By including time t as a factor, the indicator can represent
changes in the infection rate due to virus mutation and infection control measures. In
order to calculate the effective reproduction number according to equation (1), it is
necessary to observe all infected people and their infection routes. It is not possible to
observe all of them in the real world. Hence we need to estimate the effective repro-
duction number. For example, the following equation (2) is an estimation method
using the number of new positive cases by the Japanese government [1, 3].

Rt =
(
Jk+1

Jk

) μ

�t

(2)

Jk+1 is the number of new positive cases in the last 7 days, Jk is the number of new
positive cases in the preceding 7 days, μ is the mean generation time (= 5 days), and
�t is the reporting interval (= 7 days). Generation time refers to the period between
the infection of the source and the infection of the secondary infected people.

Though the number of new positive cases should represent the number of all
infected people, it can be estimated only as the number of patients diagnosed and
reported. The average generation time is estimated to be 5 days, but this may change
depending on the strain of the virus. Because of these uncertainties, it is essentially
impossible to confirm if effective reproduction numbers are valid.

The purpose of this paper is to propose a methodology to evaluate the validity of
indicators such as the effective reproduction number using a virtual artificial society
model and agent-based simulation. Using a virtual artificial society, we can observe
who are actually infected and calculate how many people are infected in the model.
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2 Methodology Proposed for Evaluation of the Validity
of Indicators

As mentioned above, we cannot observe all infected people and infection routes in
the real world. On the other hand, in a virtual artificial society model using agent-
based modeling, the infection situation can be “observed” in the model. Hence in
the virtual artificial society, the effective reproduction number can be calculated
based on its definition from the observation of the infection situation among agents
in the model. This calculated value of the effective reproduction number must be
considered as “true in the model” because the way of calculating the value satisfies
the definition. At the same time, it is also possible to apply this estimation method
mentioned above to “estimate” the effective reproduction number in the model as
well. Thus effective reproduction numbers can be obtained in two ways: observation
in the model and estimation by using the estimation method in the model. The results
from the two ways can be different because of the different uncertainties involved in
the real world and in the model. By analyzing these discrepancies, it is possible to
evaluate the validity of indicators under uncertainties. This paper presents a method
for evaluating the validity of uncertain indicators such as effective reproduction
number using a virtual artificial society.

In the virtual artificial society model, infection situations can be actually observed
in interactions between agents. Then secondary infection rates that are necessary for
calculating effective reproduction numbers can be calculated in the model. Using
the secondary infection rate calculated in the model, we can also calculate effective
reproduction number, which we refer to as “measured Rt” in this paper.

By expressing the number of new positive cases used as an input value in the
current estimation method in the model, the effective reproduction number using
the estimation method can also be calculated. This calculated value is referred to
as “estimated Rt” in this paper. The validity of the estimation method is verified
by comparing the “measured Rt” and the “estimated Rt” in terms of the Euclidean
distance (Fig. 1) [4].

The way of our proposed methodology of evaluating the validity of the effective
reproduction numbers can be essentially applied to other indicators.

3 Overview of Virtual Artificial Society Model

3.1 Entities, State Variables and Scales

A virtual artificial society model in this paper should be built with sufficient compo-
nents and interactions among agents to evaluate the validity of the effective repro-
duction numbers. Hence based on related models that were already validated [5], the
virtual artificial model in this paper consists of behavior model, disease transition
model, infection model, and diagnosis model. The model includes students, office
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Fig. 1 Overview of the validity assessment of the effective reproduction number using the virtual
artificial society model

workers, housewives, medical workers, and the elderly as decision-making agents,
and homes, schools, workplaces, hospitals, and commercial facilities as spots where
agents visit, and are infected.

Environment model. The environment model represents two adjacent towns using
a lattice graph. The model includes a home for each agent (home), a school (school)
and a workplace (work) that are unique to each town, and a hospital (hospital) and
a commercial facility (amuse) that are shared facilities between the two towns.

Each of these spots has a specific size, and home is divided into two types
according to the agent’s attributes. Other spots are places that agents visit and stay
in during their daily activities, and the spots to visit are determined by the attributes
of each agent and the town to which the agent belongs.

The size of home and school are set to the same values as in the previous study
by Epstein et al. [5] in order to allow the same number of agents to visit. The
values of work, hospital, and amuse and their sizes are calibrated to represent the
stylized-facts as data on the accumulated number of positive cases in Shinagawa
Ward from July 1 to August 31, 2020 [6]. This city was chosen as a typical case that
has similar characteristics with the model to reproduce the approximate shape of the
number of positive cases in the early stages of the spread of infection and the value
of the effective reproduction number. Hence the proposed methodology could be
applied to any city we would like to look into by building another model of that city
(Table 1).

Agent model. Each agent has the parameters and elements shown in below, and
follows the behavior model, disease transition model, infection model, and diagnosis
model. The detailed interaction and emergence are described in the design concept.
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Table 1 Size and number of
each spot Spot Size Number of spots

Home Home_t ypeA 2 × 2 200

Home_t ypeB 1 × 2 160

School(A/B) 21 × 11 2

Work(A/B) 10 × 10 2

Hospital 30 × 30 1

Amuse 14 × 14 1

Agent’s parameters and elements

• I d 0 ~ 1119
• group {st, sl, hw, hc, ag}
• ci ty A/B
• pathology {susceptible, early, later, onset, heavy, recovered, death}
• in f ected True/False
• in f ectious True/False
• hospitali zed True/False
• stay_at_home True/False
• in f ect_day 0 ~ until recovery or death
• source_I d 0 ~ 1119
• f alse_negative True/False
• in f ection_spot {home, school(A/B), work(A/B), hospitalamuse}
• behavior_a f ter_onset{daily, hospitali zed, stay_at_home}
• work_another_ci ty True/False
• amuse_visi t True/False

Agent type. Each agent is defined by its attributes and the type of town to which
it belongs. The types of attributes and the number of agents for each attribute are
based on the previous study by Kurahashi et al. [7]. There are five types of attributes
(student, salaried worker, housewife, health care worker, and aged) and two types of
towns (A and B). Table 2 shows the number of people of each attribute in one town.
The number of people with each attribute is the same in each town. The spots that
the agents visit and stay are different according to their attributes and the town they
belong.

Table 2 Number of agents
for each attribute Attribute Number of agents

Student (st) 200

Salaried worker (sl) 100

Housewife (hw) 95

Health care worker (hw) 5

Aged (ag) 160
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Behavior model. In the behavior model, a day is considered as two steps. Each agent
acts according to its own rules of action in the first step (daytime) and stays in its
home in the second step (night). The rules of action are determined by the agent’s
attributes, town, and pathology.

Disease transition model. The disease transition model represents the pathology of
an infected agent, from incubation period to recovery or death, the number of days
of each pathology, and the probability of change. It is assumed that agents in the
recovery state acquire immunity and do not become infected again.

Infection model. The infection model is based on the previous work of Epstein et al.
[5], in which infection occurs at a spot. Uninfected agents are infected if there are
infectious agents in the Neumann neighborhood at the visited spot, according to the
infection probability determined for each spot.

Diagnosis model.The diagnosis model in this study is based on post-infection behav-
ioral data of people infectedwith COVID-19 and information on the accuracy of PCR
tests. A certain percentage of the infected agents are tested to obtain diagnosis results
based on the accuracy of the test. In our model, only infected agents are tested, so
the results are positive or false-negative.

3.2 Process Overview

The flow of the simulation experiment to evaluate the validity of the effective
reproduction number in this paper is shown below.

1. Agents are initially generated at the start of the simulation. The initial states are
set to: pathology: “susceptible”, in f ect_day: 0

in f ected, in f ectious, hospitali zed, stay_at_home: False
2. Initially infected agents are generated from among the agents that are diagnosed

after the onset, as they are thought to influence the spread of the infection.
3. Agents visit and stay at spots according to the Behavior model. At each spot,

contact is recorded and infection occurs according to the infection model.
4. To calculate the “measured Rt”, the infected agent acquires the Id of the infection

source. It also outputs the number of new positives necessary to calculate the
“estimated Rt”.

5. At the end of each day, the “measured Rt” for that day is calculated. The “mea-
sured Rt” is calculated by summing the average number of secondary infections
for each infection age on that day, based on the infection ages of the infection
sources obtained in step 4.

6. The number of days is updated by one for each after two steps elapsed, and the
age of infection of the infected agent is also updated.

7. Assuming two and a half months, the simulation is terminated if the number of
days reaches 74. Otherwise, the simulation returns to step 3.
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8. After the simulation is completed, the “estimated Rt” is calculated using the
number of new positive cases obtained in step 4.

9. The Euclidean distance between the “measured Rt” calculated in step 5 and the
“estimated Rt” calculated in step 8 is calculated to evaluate the validity.

4 Design Concepts

4.1 Basic Principles

The model in this paper is composed of a behavior model based on Epstein’s virtual
social model, which has been often used in previous studies on infectious diseases.
Disease transitionmodel, infectionmodel, and diagnosismodel are constructed based
on published data and research findings on COVID-19. The model is enough to
analyze validity of effective reproduction numbers.

Since the true value of the effective reproduction number cannot be known in the
real world, it is impossible to examine how accurate the estimation is because of the
influence of uncertainty in the real world. A virtual artificial society model contains
uncertainty only when designing the model. Hence we can eliminate uncertainty
from the comparison of “measured Rt” and “estimated Rt” obtained from the model.
In other words, if a model of infectious disease satisfies a kind of validity criterion
on the model, then the model could provide a way to evaluate uncertainty on the
validity of the effective reproduction number.

4.2 Emergence, Interaction, Stochasticity

In the transmission of infectious diseases, people are infected through their actions
at the micro-level, and the situation of society as a whole is observed with various
indicators describing the characteristics at the macro-level. This model represents
the general emergent nature of infectious disease transmission in such a way that
agents infect other neighboring agents through their daily activities, and macro-level
indicators such as the effective reproduction number and the number of new positive
cases are recognized in the society as a whole.

Agent interactions in thismodel represent contact and infection, and donot include
elements such as information exchange, learning, and adaptation. The following
sections describe the detailed interaction, emergence, and probability of introduction
of the model. We built each model presented below to generate the infected people
necessary to calculate the measured values and the new positive people necessary to
calculate the estimated values.

Behavior model. The following are the rules of action for agents. The action flow
of the agents is shown in Fig. 2.



214 Y. Misu and S. Takahashi

Fig. 2 The action flow of agents

• Hospitalized: Stay in hospital until recovery or death
• Stay at home: Stay in home until recovery or death
• Daily activities

(st) Attend school in the town where the agent belongs.
(sl) Pother percentage of agents commute to work in another town.

Others commute to work in the town where the agent belongs.
• (hc) Commute to hospital.
• (hw, ag) A certain number of people are randomly selected to visit amuse.

Agents who recovered are assumed to return to their daily activities. Pother is set
to 0.1, the same value as in the previous study by Kurahashi et al. [7]. The number
of hw and ag who visit amuse is initially set to 175.

Disease transition model. The disease transition model constructed based on
previous studies of COVID-19 [8–10] and empirical data [11, 12] is shown in Fig. 3.
The colors of the pathological states in Fig. 3 correspond to the colors of the agents
in each pathological state on the model.

The period from infection to disease onset (incubation period) and the period from
disease onset to behavioral change are determined by statistical distribution based
on previous studies. The method of determination for each period, including the date
of testing and the date of behavior change, is shown below.

• incubation_Period

Lognormal distribution with mean 5.6 days and standard deviation 2.3 days

• onset_to_test
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Fig. 3 Disease transition model

Weibull distribution with shape parameter 1.741 and scale parameter 8.573
[13]

• in f ectious_day

incubation_Period/2

• behavior_change_day

incubation_period + onset_to_diagnosis

The probabilities of severe illness and death differ depending on the agent’s
attributes.According to theMinistry ofHealth,Labour andWelfare [12], probabilities
of severe illness and mortality for each attribute based on are shown below.

• Probability of severe illness

st, sl, hw, hc: 0.003 ag: 0.085

• Probability of mortality

st, sl, hw, hc: 0.0006 ag: 0.057

Infection model. The probability of infection for each spot was set based on the
previous study by Klompas et al. [14] as follows.

• home: [0.1, 0.4]
• school, work, hospital, amuse: 0.05

Diagnosis model. The flow of diagnosis model is shown in Fig. 4.
In the previous study by Kurahashi et al. [7], it was assumed that 50% of the

agents who developed the disease would self-treat and perform their daily activities,
and since this study also assumes daily activities after the disease onset, we use that
value at the reference time. In addition, from a publication by the Nara Medical
Association [15], the sensitivity of the test is set at 70% because the average rate of
false-negative results by PCR testing is approximately 30%.
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Fig. 4 The flow of diagnosis model

According to the “Data on Infection Status” published by the Ministry of Health,
Labour andWelfare [11], it is known that among thosewho tested positive byPCR test
before July 8, 2020, the proportion of hospitalized people is 73%, and the proportion
of people receiving treatment at home or overnight stays is 27%. Based on this data,
we set the proportions of hospitalizations and stay at home after the test.

4.3 Observation

The effective reproduction number calculated in the model and the number of new
positives to calculate the effective reproduction number from the estimation equation
are obtained as outputs.

5 Analysis Results

5.1 Analysis 1: Scenario Analysis for the Rate
of Asymptomatically Infected People

Infections occur according to the infection rate in the infection model, and tests are
performed according to the test rate and sensitivity in the diagnosis model. In this
paper, scenario analysis was conducted according to the test rate to examine the effect
of the proportion of asymptomatically infected people (The test rate is defined as
the rate of the number of agents whose behavior_a f ter_onset are hospitali zed
or stay_at_home). The average results of 100 trials for each scenario are shown in
Table 3. The validity is evaluated with the Euclidean distance between the “measured
Rt” and the “estimated Rt .”

A t-test on the mean of the Euclidean distance showed that there was a 1% signif-
icant difference between the test rates of 0.1 and 0.3 with all other scenarios, and a
5% significant difference between the test rates of 0.5 and 0.9. In other words, the
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Table 3 Results of analysis 1

Test
rate

Number of
positive people

Number of infected
people

Capture
rate

Euclidean distance
(validity)

0.1 40.6 679.5 0.055 11.791 (Low)

0.3 108.1 635.1 0.159 9.833

0.5 178.8 612.2 0.260 8.463

0.7 245.3 598.5 0.377 8.226

0.9 226.6 447.6 0.467 8.037 (High)

higher the test rate, the higher the capture rate of infected people and the higher the
validity of the effective reproduction number.

Since the difference in test rates in this model corresponds to the proportion of
asymptomatic infected people in the real world, it can be linked to the real-world
phenomenon as follows: “In a situation where the number of asymptomatic infected
people is high, the capture rate of infected people decreases and the relevance of the
effective reproduction number is also low.”

5.2 Analysis 2: Scenario Analysis for Human Flow

Next, a scenario analysis was conducted according to the number of people visiting
a commercial facility per day in the model to examine the impact of human flow on
a city. Table 4 shows the average of 100 trials for the number of positive people, the
number of infected people, the capture rate, and Euclidean distance for each scenario.

No significant differences were found among the scenarios for each outcome
measure. This shows that in our model the restriction policy of human flow would
not directly lead to a decrease in the number of infections or an increase in the capture
rate.

Table 4 Results of analysis 2

Number of visitors to
amuse

Number of positive
people

Number of infected
people

Capture
rate

Euclidean
distance

51 154.4 506.4 0.294 8.992

102 152.5 501.8 0.283 8.704

153 151.9 524.7 0.271 8.516
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6 Discussion

In our method, the infection situation that is “unobservable” in the real world is
made “observable” in the model, and the uncertainty of the situation in the estima-
tion method in the real world is transferred to the uncertainty in the design of the
model. This makes it possible to compare the “measured” and “estimated” effective
reproduction numbers calculated in the model on the same scale.

In the analysis using themodel, real-world uncertainties were treated as scenarios,
and their effects on the validity of the effective reproduction numberwere evaluated to
a certain extent. In this paper, Euclidean distance was used to compare the measured
and estimated values. If differences in other types of data such as time-series ones
should be evaluated, other indices would be required to quantitatively evaluate them.

The level of uncertainty given as a real-world element can be also represented in
the model. For example, the impact of a delay in reporting data on the number of
observed positives can be considered if it is represented in the model. Finally, we
notice that the proposed method in this paper is general enough, and applicable to
other cases even if the way of estimating the indicator in the real world is changed.

7 Conclusion

In this paper, we proposed a method that enables the comparison of “measured
values” and “estimated values” of the effective reproduction number in a model
using a virtual artificial society model, and evaluate the impact of uncertainty in
the real-world situation on the validity of the effective reproduction number. The
results of the scenario analysis indicate that the validity of the effective reproduction
number decreases as the proportion of infected people who are not tested, such as
asymptomatic infected people, increases. The results also suggested that increases
or decreases in the flow of people in small-town units did not affect the infection
situation.

The method of this paper can be applied to other situations of infectious disease
epidemics by changing the model involved in the epidemic. The modeling concept
of transferring the uncertainty of unobservable data to the uncertainty of the model
setting also has potential for use in other cases such as the evaluation of economic
indicators whose true values cannot be observed in the real world, and in the analysis
of alternative data.
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Social Identity and Social Influence



First Step Towards a New Understanding
of Radicalisation: Modeling Identity
Fusion

Mijke van den Hurk, Mark Dechesne, and Frank Dignum

Abstract Wewant to understand in which circumstances identity fusion occurs. We
propose a model in which individual needs and interactions between agents and their
social environment come together. We argue the personal identity of an agent will
fuse with a group when it has a high need for significance and he is member of a
group providing a means to gain significance. Agents cannot join all groups to meet
their needs, as agents need to have a social connection with the group and need to be
accepted within the group. The model allows for multiple scenarios to occur. Agents
with a need for significance not necessarily become fused and will find alternative
ways to satisfy their need.

Keywords Identity fusion · Personal identity · Social identity · Agent-based
modeling · Pro-group behaviour

1 Introduction

Wewant to understand in which circumstances identity fusion occurs. Identity fusion
is the process in which an individual fuses with a group identity and “the group comes
to be regarded as functionally equivalent with the personal self ” [1]. Fused people
retain the feeling of making autonomous choices about their behaviour, while their
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social identity with relation to the group stays salient too. The activation of both the
personal and social identity leads to highmotivation for performing actions benefiting
the group while making personal sacrifices.

Our interest in this phenomenon is the link with violent extremism. The degree
of fusion of an individual is a strong predictor of pro-group behaviour where people
are willing to sacrifice personal costs in order to benefit one’s group [2]. Also, a
potential threat for the group identity means a threat towards the personal identity,
and one wants to protect the group and therefore himself. Costs can be in terms of
money or time, and, in extreme cases, the willingness to use violence or give one’s
life to protect one’s group. Given the willing for self-sacrificing actions fused people
tend to have, the question on how some people radicalise towards violent extremism
cannot be answered without insights in the mechanism behind identity fusion.

Research on identities is complex sincemultiple variables on individual and social
level come together. Individuals can fulfill their social needs by connecting with
groups. Groups exists out of individuals itself, but also relate to other groups, based
on what they found important. The interaction within and between the two levels
make the process of identity fusion a complex mechanism. An agent-based model is
a useful research method to analyse such dynamic and complex processes. It gives us
the opportunity to define the interactions between individuals and groups, and study
the development of a fused identity over time.

In this paper, we will describe an agent-based model representing a society with
agents having social needs, namely the need for significance, i.e. the need to be
acknowledged for one’s actions, and the need for belonging, i.e. the need to connect
with others. Agents become member of groups for which they develop a social iden-
tity. The groups represent real-life groups, such as colleagues, friends and political
parties. Actions in the model are performed by agents to fulfill the personal needs,
but also contribute to the vitality of their groups. Agents cannot join every group in
the model, as they need to have a social connection with a group before becoming
a member, representing the likelihood of people joining a group when they have a
friend who is already a member. Also, agents need to be accepted within a group.
We model the social identity as the overlap between the personal self and the group
identity, and the personal identity as the collection all social identities [3]. We define
a fused identity as an agent having one single dominant social identity and willing
to make personal sacrifices in favor of the group, while maintaining need satisfac-
tion. We can use the model to study in which scenarios fusion occurs, i.e. which
combination of individual needs and available groups leads to a fused identity.

The rest of the paper is as follows. Section2 contains related work. Section3 will
go into the process of identity fusion and the base of the model around identities
is explained. Section4 describes the model in more detail. We will conclude with a
discussion about the model and future work.
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2 Related Work

Our model is not the first ABM with social or personal identities. The model in [4]
was based on the optimal distinctiveness theory, where agents’ group choice depends
on social identities of others. It lacked, however, a concept of a personal identity.
Without a personal identity, we are not able to model identity fusion, i.e. the process
of a personal and group identity becoming aligned. Prada et al. [5] showed how
to integrate different personalities within a framework of group dynamics. Here, the
relation with social identities is missing in order to model identity fusion. Finally, [6]
shows with a ABM how crowd behaviour emerges based on the Social Comparison
Theory. The theory could explain identity fusion with a group on short term, but as
soon as the group disappears, people become defused. So, the model is not useful to
explain the process of becoming and remaining fused for a longer time span.

3 Process of Identity Fusion

Identity fusion theory explains the concept of identity fusion, but is not explicit
about how it emerges. The theory builds around the idea that the personal self and
group identity can merge with each other, and both the self and the social identity
become salient at the same time. Traditional research on social identities assumes
personal and social identities are two separate concepts, i.e. the former describes a
person as an individual and the latter an individual in social context [7]. The more the
personal identity becomes salient, the less the social identity is active, and vice versa.
However, with this theory we cannot explain how a personal identity merges with
a group identity. We therefore propose to use the interaction between the concepts
to explain the emergence of identity fusion. We will use the rest of this section to
explain the core concepts of the model and how identity fusion emerges.

The model represents a society in which agents strive for need satisfaction. Needs
are satisfied by performing actions and belonging to a group [8]. The groups represent
real-life groups, such as family and friends, colleagues and teammates, and fellow
members of a political party or religion. Groups We will describe the behaviour of
the model by looking at an agent. Let’s call him Bob. Bob works at an organisation
helping refugees. He has a family and some friends, and likes to play soccer every
Saturday.

Social identityWhen Bob started to play at the soccer team he belonged to that group
and a social identity was formed. We define the corresponding social identity as that
part of the group identity one identifies with. It is a collection of actions, i.e. “how
should I behave” and attitudes, i.e. “what do I think of this”. The social identity gives
guidance in how to behave within the group. Bob knows skipping soccer practice is
rejected by the team and that the team likes to have a drink after a match on Saturday.

Personal identity Bob belongs to multiple groups, i.e. his work, soccer team, family,
etc., and therefore has multiple social identities. We define the personal identity as
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the collection the social identities related to groups he is a member of. Each identity
has a weight, representing the commitment towards that identity. The needs are used
to determine which social identity should be prioritised over others. If Bob wants to
belong to a group he joins the Saturday drinks with his teammates, and if he wants to
be acknowledged by his team, he joins every practice to become better. If, however,
his family is more important to him, he will chose family gatherings on Saturday
over drinks with the team for more feeling of belonging.

Fused identity We can now define a fused identity as an agent having one main
social identity which is salient at all times, being prioritised by the personal identity.
Other social identities can exist, since we all have multiple identities such as gender
and nationality, but they do not counteract on the main social identity. Furthermore,
the fused person is willingly performing pro-group actions and is still able to fulfill
personal needs. He is not forced to do certain actions, but chooses to behave as
the group. We can analyse the degree of identity fusion of agents by measuring the
number of social identities adopted in their personal self, the extent to which one
social identity is prioritised over others and their level of need satisfaction.

Needs The needs of the agents are the need for significance, belonging and survival.
We define the need for significance aswanting to perform actions that are approved of
within a group and benefit the group but come with personal costs [9]. Bob can gain
significance by participating in the match every Saturday or by performing well on
his job, etc. The higher the personal sacrifices, the higher the increase in significance.
Doing a disapproved action will make significance decrease. If Bob chooses to go
to the bar with friends instead of joining soccer practice, his significance will gain
because of his friends, but will also decrease as his soccer team condemns his choice.
The level of significance is only affected by groupsBob ismember of. Costs of actions
will decrease the level of survival satisfaction. We define the need for survival as
the level of personal resources. Bob’s level of survival increases if he chooses not to
perform any action, as in that case he will have time to eat, sleep, etc. The costs of an
action decrease as the action is performed more and hence less significance can be
gained. Bob is becoming better at soccer after some months, but people now know
he will score at least once every match. He has to put more effort in and at least score
two times in order to be acknowledged by his time as much as when he started to
become better.

We define the need for belonging as the need to perform in groups, while being
accepted within the group. The need can be satisfied by performing actions of a
group of which one is a member. A high need for belonging will drive an agent to
join a group with enough members. The bigger the group, the more the feeling of
belonging can be met. The level of costs of the action is irrelevant. If Bob is tired
and not playing very well during the match, he still participated within the team and
his feeling of belonging is as high as when he performed better.

Decline in significance A decline in significance satisfaction makes the agents look
for a means to gain it back and fusion might start. For instance, Bob is fired. He
is feeling useless and underappreciated, i.e. his significance is lowered, and hence
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his need for significance becomes high. With his free time, he decides to help his
mother with daily courses and extra soccer training to become a better play helps
him increase his need for significance.

Now imagine Bob likes his soccer team, but his team does not have the ambition
to win, while Bob needs more recognition for his actions. Bob talks to a friend about
this and his friend tells him they are looking for volunteers at a new political party.
Bob agrees on the ideology of the party and starts working 3 three days for them. Bob
is being appreciated for his time and he feels better. Meanwhile, he finds another job
and has to reduce his work for the political party to one day a week. Bob is happy.
In another reality Bob is not able to find a job. His feeling of significance drops after
every rejection. Fortunately, his political party is happy with him. After a fewmonths
of volunteer work he is asked to join the campaign committee as his communication
skills are great. He spends more and more time at the party’s office and starts to make
friends there. He feels appreciated and the party starts to predominate his life. Fusion
starts to emerge.

What if Bob does not agree with the statements of the political party? The party
being against immigration. Joining the party would not only counteract on his own
beliefs, but also on his friends and family with whom he shares the same beliefs.
If he remains pro-immigration, he will not be accepted in the party. Bob has weigh
his options: does he want to change his belief about immigrants in order to gain
significance, or find another means? We model these deliberation about identities
according to the balance theory [10]. Bob decides his family is more important to
him and does not become a member of the party or, alternatively, he starts to fight
anti-immigration groups.

We described scenarios in which Bob was able to fulfill his need for significance.
The availability of a group in which significance can be obtained was necessary for
need satisfaction, but not necessarily leads to fusion. Fusion only emerged because
he had a connection with a group, i.e. the political party, and this group was the
only means to gain significance. He remained, however, committed to former social
identities, as they did not counteract on his political identity.

While deciding about joining the anti-immigration party or not, he also takes his
need for belonging into account. He loves his family, but they are busywith their lives
and he does not see often. The political party has a lot of members doing activities
regularly. This is an extra reason for him to join the party after all. It puts Bob in a
difficult position during family gatherings. Although the party gives him significance,
being with his family actually decreases it. Bob chooses to skip the family gathering
to avoid the direct rejection of them. Bob now has less groups he can attend, and
his social identity of the party becomes more predominant. As he becomes more
prominent within the party and is less connected with other groups, his only way
to gain significance is by putting in more personal effort for the party. His family
will judge him even more, and he becomes detached from them. It accelerates the
process of identity fusion even more as his personal identity has less social identities
to chose actions from.
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We showed different scenarios in which a low level of significance could be
increased, depending different circumstances. In only some of the scenarios this led
to identity fusion.Wewant to verify our hypothesis by building an agent-basedmodel
and simulate the above scenarios. We expect fused agents to become isolated in the
core of groups, where they are only surrounded bymembers of the same group, while
remaining the option to connect with other groups.

4 An Agent-Based Model

We will use this section to explain our model in more detail. We will use the model
from [11] as a base model.

4.1 Agents

Agents in the model have three need satisfaction levels Ssig (significance), Sbel
(belonging) and Ssur (survival) ∈ (0, 1). Significance and belonging decline over
time and actions need to be performed to let the levels increase, while survival
increases over time, i.e. doing nothing gives the agent time to recharge. If a need is
below threshold λ, action is required. The threshold values differ among agents, i.e.
some will always have more urge for significance or belonging than others. Agents
can choose between multiple actions from action collection A. An agent can only
choose actions from groups he is a member of. Every action takes personal resources,
representing time, money and effort, and makes the survival level drop. Significance
is gained by choosing an action that has a positive effect on the group vitality and
is not performed by others. The more personal resources are used, the more signifi-
cance is obtained. Belonging is earned by performing actions in favour of the group
with other members of the group. The higher the average group commitment of its
members towards the group, the more belonging can be gained.

Social identity When an agent chooses an action of a group a social identity is
formed. The social identity contains all actions associated with the group and corre-
sponding attitudes. The social identity S for group i has a weight wSi , representing
the commitment.

Personal identity The personal identity of the agent is the collection of social identi-
ties (Fig. 1a) and represented in an associative network (AN) (Fig. 1b). It consists out
of relations between the agent, Self, his social identities, actions and commitment
towards a social identity. The relation between Self and an action is drawn when
the action is performed at least once. For now, we do not draw lines between social
identities. Commitment for a new group starts at a random level. By default, the
commitment towards social identities decreases over time. The weight is updated
after the agent performed an action from the identity with the change in satisfaction.



First Step Towards a New Understanding … 229

Fig. 1 Conceptual visualisations of the personal identity (a) and the relation between the self and
other social identities in an associative network (b)

Thus, when an group provides actions resulting in an increase in need satisfaction the
commitment towards that group strengthens. The higher the commitment towards
a social identity, the more defining the associated group becomes for the agent and
hence the more central in identity fusion.

Maintaining a balanced personal identity Adding a new social identity can poten-
tially cause an imbalance, as the same action could be evaluated differently by dif-
ferent groups. Balance is determined by relating Self, the new action and the social
identity to each other with their relative attitudes.We can speak of balance if there are
no or two negative attitudes between three concepts. The personality identity deter-
mines which social identity potentially contributes to the highest need satisfaction.

4.2 Actions

Actions associated with the group identity tell agents what actions contribute to
group vitality and therefore give significance and/or belonging. Each action has two
variables: i.e. valence and cost. The costs are independent of the group in which the
action is performed. Valence represents the attitude or affecting quality of an action
within the group. The valence can be positive or negative and indicates how much
significance an agent can gain by performing that action. Different groups can have
different valence values for the same action.

Intensity Each action can be performed at different intensity levels. A higher level
intensifies the costs, and, thus, the potential gain or loss in significance. The action
a contribute to political party for example can be performed with low intensity or
with high intensity. With low intensity we model an agent choosing to come to the
annual general meeting. This will only cost him a little bit of his time, and showing
up will give him a small gain in significance. However, choosing to volunteer once a



230 M. van den Hurk et al.

week by joining the board of the party will cost an agent more of his time, but as he
is appreciated more for his actions, his gain in significance will also be higher. We
model this by letting the agent perform action a with a high intensity.

After performing an action at a certain intensity a few times, the costs decrease
as the agent gets better at it. This also means a smaller increase in significance. The
agent therefore has to increase his intensity over time to ensure a gain in significance.
Agents can always choose actions at a level of intensity they performed before or
with a +1 increase. A new action is always performed at intensity level 1.

4.3 Groups

We assume groups G1 to Gn . A group consists of agents and has an identity, which
is a collection of actions AGi and attitudes towards those actions. We will relate
these concepts in a associative network. The group identity is independent from the
identities of its members. An aggregation function of personal identities can make
group identities dynamic, but for simplicity we chose not to do so. Each group has
vitality vGi representing how well the group is doing on reaching group goals. The
vitality decreases over time and, as with the needs and group commitments of agents,
actions have to be performed to keep the vitality as high as possible. Each action in
the group identity influences the group vitality.

We want a variety of group identities as we want to analyse which type of group
identities leads to identity fusion. Variety is created by letting groups have actions
which are not included in other identities or have opposed attitudes towards the same
actions, i.e. counteracting actions, such as being pro- and anti-vaccination. Further-
more,we define three group characteristics. First of all, not all group identities contain
actions which can be performed with others, but only individually. These actions will
not contribute to belonging. Secondly, some groups set a limit to how much personal
sacrifices can be put in performing an action. Actions of a group of friends playing
a game or having a drink together cost little time or money and only small amounts
of significance can be gained. A political party needs volunteers or board members,
and a sports teams requires practice and, therefore, result in more significance. These
groups are not beneficial for gaining a lot of significance. Finally, we define loose
versus tied groups, which refers to the spreading I of allowed intensities action can
be performed with. The intervals are set around the most chosen intensity level of
actions by its members, which means the interval moves over time. Loose groups
have a wide spread, so agents are allowed to deviate from average group behaviour.
Tied groups on the other hand force agents to choose intensities similar to those of
other group members.

Joining a new group Agent can only become a member of a group if they meet
two requirements: proximity and acceptance. The agent has to be in close proximity
of a member of the potential new group, modelling the importance of having social
connections to new groups before becoming a member. An agent can only join group
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Gi if another member of one of his already joined groups is also member of group
Gi . Secondly, the agents needs to be accepted within the group. An agent is accepted
when he has fits the intensity requirements of the group, i.e. he performed an action
at intensity level l and l ∈ IGi .

4.4 Model Behaviour

Agents are member of multiple groups from the start of the simulation. Depending
on the type of group they are a member of, they are able to fulfill their needs of
significance and belonging. At the start of the deliberation they determine if action is
needed. If so, they select all the possible actions from their personal identity, i.e. the
collection of actions from their social identities. They compute which action is most
beneficial, where the satisfaction levels determine the urgency for one or another
action. When the need for belonging is lower than the need for significance, actions
that can be done together are preferred over actions accounting for significance. Each
agent has a so-called action schedule. It is a sequence of the groups he is member of,
and requires agents to perform an action with group Gt at tick t . It represents daily
life where one has to work fromMonday to Friday, and play soccer at Saturday. One
can skip the requirement, but this will lead to a penalty, i.e. a decrease in belonging.

Some agents will not be able to fulfill their needs within their existing groups.
This depends on the combination of the groups they belong to, i.e. can significance
and belonging be gained, of their own needs, i.e. a low versus high threshold for the
needs, and the possibility of performing an action at a feasible level, i.e. does the
group allow the agent to perform at an intensity level he can reach. The agent has
the option to change groups if his needs stay below satisfaction levels for a number
of ticks. He can choose to join a new group, with new actions, but only when the
proximity and acceptance requirements are met. He needs to share a group with a
member of the new group, and he must be allowed to perform the new actions at level
1. He can also join a group with actions already available in his personal identity, but
the same requirements hold. When the group contains new actions he must ensure a
balanced identity.

4.5 Emergence of Identity Fusion

With the above proposed model we can study in which circumstance an agent
becomes fused. We defined identity fusion as the process in which an agent develops
one dominant social identity. Other social identities can exists but they contain no
actions counteracting on the main social identity. Furthermore, the agent still has the
option to choose actions from other identities but prefers his main social identity.

An agent develops such a main social identity when the actions from the social
identity are chosen over other identities, which is the result of the positive feedback
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Fig. 2 Different scenarios for an agent with a high need for significance. Scenario (a) shows a
balance between identities. Fusion will only occur in scenario (b) and (c), while in (d) the agent
has to look for another group

loop between need satisfaction and commitment towards a group and the motive for
a balanced personal identity. Different scenarios can occur when an agent has a high
need for significance, of which only some result in identity fusion, see Fig. 2.

First of all, the process starts when an agent has a high need for significance.
It will motivate the agent to join a group where significance can be gained. The
more resources an agents put in, the more significance is earned. This will result in a
positive evaluation of the group and, thus, a high commitment towards the associated
social identity. If the agent has multiple groups to gain significance, no emergence
will occur (a). In (b) the agent can join group 1wheremore significance can be earned
than in group 2. He maintains cognitive balance. As he has only one group to gain
significance, he has to choose actions with a high intensity level. It results in a higher
commitment towards group 1 and fusion emerges, while remaining a commitment
towards group 2. In scenario (c) the agent is member of group 2 associated with a
counteracting action regarding group 1. He has to distance himself from members of
group 1 to remain cognitive balanced. He has to choose actions with a high intensity
level to gain significance to and overcome the rejection from group 1. It leaves the
agent with less groups to choose from to satisfy his need and fusion emerges. Finally,
an agent will not always be able to join a group where high levels of significance
can be earned (d). If the agent is not surrounded by a member of such a group, he
is forced to gain little amounts of significance from groups he can join. Also, when
such a group exists in one’s environment, the agent should be accepted within the
group. If not, fusion will not emerge.

5 Discussion and Future Work

Webuild amodel to study the process of identity fusion.We defined identity fusion as
developing a dominant social identitywhich the personal identity is committed to.We
expect identity fusion to start with an agent having a high need for significance, i.e.
being acknowledge by one’s group for sacrificing personal costs in favor of the group.
An agent has the option to join a group providing ameans to gain significance as long
as he is in close proximity with a group and is accepted within the group. The need
drives the agent to choose actions with a higher intensity level over time, sacrificing
personal costs. As long as the agent has multiple groups to gain significance from
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and can commit to a variety of social identities, fusion will not happen. An agent
will develop a dominant social identity if it has only one group to gain significance
from. The agent will stay connected with other groups as long as the social identities
ensure cognitive balance. If, however, his main social identity contains counteracting
actions the drive for cognitive balance enforces him to avoid other groups. Identity
fusion is accelerated when less social identities are contained in the personal identity.
The need for belonging on itself will not cause identity fusion, but will boost the
process of fusion in combination with a high need for significance.

With this model, we show how to integrate personal and social identities for
which we have taken multiple theories from sociology and psychology into account.
Furthermore, we show how both needs on an individual level and groups on a social
level can be put together. We also showed that the combination of the theories can be
build into one mechanism in which agents develop social identities in general, and
identity fusion might emerge.

The model can be extended on multiple levels. We modeled identities as the col-
lection of actions and attitudes towards those actions. Values should be included too
as they are an important concept regarding group identities and ideologies. Research
on identity fusion shows that the strongest fusion emerges within groups containing
values in their identity [1]. Furthermore, we only took social identities into account
of surrounding groups. However, we all have an identity based on gender and nation-
ality. These are not primarily based on social groups but do play an important role
in our personal identity. Therefore, these should be integrate to. Finally, we left out
the relation between groups. Some groups have a negative attitude towards other
groups, such as opponent sport teams or political parties. Integrating this relation
gives agents the possibility to reason about groups and members of the groups. We
can use this to model ingroup superiority and outgroup inferiority.

Although the model is a simplification, it creates a complex model with multiple
variables interacting with each other. The next step would be implementing the
model and simulate the mechanism of developing social identities. We can validate
the model by proving all variables are needed for identity fusion to happen, and
analyse the scenarios in which identity fusion occurs.
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HUM-e: An Emotive-Socio-cognitive
Agent Architecture for Representing
Human Decision-Making in Anxiogenic
Contexts
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Abstract This paper introduces HUM-e emotive-socio-cognitive decision-making
architecture of human agents. TheHUM-e is an extension of theHUMATarchitecture
representing socially influenceddecision-making.Thenewarchitecturewas designed
to be used in contexts where fear and social identity play significant roles in attitude
formation. Crucially, we propose that fear changes the goal of information exchange
between interlocutors and influences the persuasiveness of information sources in
face-to-face communication. The development of HUM-e was theoretically inspired
by emotional contagion theory, identity fusion theory, and social identity theory.

Keywords Emotional contagion · Social identity · HUMAT · HUM-e ·
Decision-making · Attitude formation

1 Introduction

The goal of this paper is to introduce the HUM-e emotive-socio-cognitive decision-
making architecture of human agents. The next section briefly grounds the architec-
ture in previous scholar work. Subsequently, we describe HUM-e with the use of the
ODD protocol [1].
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2 The Need for a New Decision-Making Architecture

Early approaches to modeling human behaviors focused mostly or solely on human
rationality, simply assuming the validity of rational choice theory. Over the last
few decades, perfect rationality has been robustly challenged by empirical findings
and theoretical contributions [2]. Consequently, numerous architectures representing
human decision-making processes have been developed (for a review, see [3]). Users
of agent-based representations of human decision-making devoid of the emotional
aspects found them lacking and began working to change the status quo. One group
of scholars have developed new models explicitly focused on accounting for the role
of affect in human attitudes and behaviors. Their models or architectures are based
on theories such as the appraisal theory of emotions [4, 5] and Bayesian affect control
theory [6]. Inspiring as computational theories, themore general representations pose
significant challenges when calibrating to real-life cases. Another group of scholars
have altered established cognitive ABM architectures to incorporate the affective
dimension, e.g., ACT [7] or CLARION [8], EBDI [9, 10]. This work belongs to the
second group.

Here, we described our work extending the HUMAT socio-cognitive agent archi-
tecture with fear. The driving force behind our work was the need to represent human
attitude formation and decision-making in a novel, COVID-19 context. Quantitative
data abundantly clear about the importance of fear for COVID-19 compliance [11–
13] meant that computational representations of the phenomenon should incorporate
the fear factor. Acknowledging the role fear plays in attitude formation in addition to
the socio-cognitivemotives present inHUMAT (i.e., experiential needs, social needs,
and values), the HUM-e architecture explicitly specifies how fear is synergised with
the cognitive and social dimensions of information processing and decision-making.
The specification of assumptions related to fear and social identity was rooted in
emotional contagion theory, identity fusion theory, and social identity theory (see
Sect. 3.2.1).

3 HUM-e

3.1 Overview

3.1.1 Purpose and Patterns

The purpose of the HUM-e emotive-socio-cognitive architecture is to represent the
processes of attitude formation and decision-making when at least one choice alter-
native is perceived as harmful to one’s health or well-being. The HUM-es exchange
information to form attitudes toward choice alternatives (a1, . . . , an ∈ A), and subse-
quently choose the preferred alternative. The architecture can be extended to allow
for a relevant number of alternative choices.
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3.1.2 Entities, State Variables, and Scales

Agents represent individuals in themodelled population. Each agent has a social iden-
tity designating personal group affiliation. Agents identify themselves as members
of one of three groups (g1, g2, g3 ∈ G). Group membership describes an aspect
of identity that is particularly important in the context of the choice the agents
make (e.g., authoritarian, centre, or libertarian political views). Communication
between in-group members (e.g., two agents who identify as g1) always aims at
reaching consensus, independent of speakers’ agreement about the chosen alterna-
tive. Communication betweenmembers of different non-antagonistic groups (e.g., g1
and g2 or g2 and g3) builds consensus only of the speakers agree. Otherwise, when
the speakers choose different alternatives, communication results in ignoring the
interlocutor. Last, communication between antagonistic group members g1 and g3
results either in repulsion (if speakers advocate different alternatives) or in consensus
(if speakers agree about their choices; see Interaction for details).

Each agent is characterized by a set of motives that are relevant in the context of
making a particular decision. Motives can be related to experiences, values, health-
concerns, and social inclusion (e1, v1, h1, s1 ∈ M). The architecture can be extended
to allow for any number of choice-relevant motives. The agents vary with respect
to how choice alternatives (a1 and a2) evaluate the motives. Evaluation of a choice
alternative (Etn

a,m, j ∈ 〈−1, 1〉 is a sum of evaluations of individual motives:

Etn
a, j =

∑4
m=1 E

tn
a,m, j

4
= Etn

a,e1, j
+ Etn

a,v1, j
+ Etn

a,h1, j
+ Etn

a,s1, j

4
(1)

Etn
a,m, j—evaluation of choice alternative a with respect to motive m for HUM-e j at

time tn .
Choice alternative can be evaluated:

• negatively: −1 ≤ Etn
i,m, j < 0,

• neutrally: Etn
i,m, j = 0

• positively: 0 < Etn
i,m, j ≤ 1.

In an implementation of HUM-e, calibration of initial evaluations of motives for
choice alternatives can be linked to in-group beliefs and values.

Links between the agents enable communication acts i.e., sharing information
about the expected consequences of each choice alternative of (a1 and a2) for the rele-
vant motives. Information exchange between agents can take two forms: signalling
and inquiring (see Information exchange for details). One time step of the model is
an abstract unit and represents the trigger for discrete events.
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3.1.3 Process Overview and Scheduling

As depicted in Fig. 1, HUM-e consists of two main processes executed at each time
step: (1) information exchange in social networks, and (2) attitude formation (see
Eq. 1).

Information exchange

As the agents are making up their mind about what alternative to choose, they reflect
on pros and cons of both choice alternatives and create an expectation on how satis-
fying each decision will be for them. For each choice, if at least one motive is
evaluated positively and at least one negatively, the agent experiences an unpleasant
state of cognitive dissonance. This ambiguity (see Initial choice section of Initializa-
tion for details) occurs because the evaluated alternative is neither uniformly good
nor uniformly bad for all relevant motives, but rather has both pros and cons. Conse-
quently, the agent faces a dilemma and, if the dissonance is strong enough, engages
in information exchange to reduce it and maintain cognitive consistency. The agent
strives to change either its own beliefs or the beliefs of others in the agent’s social
networks, so that the preferred alternative becomes more internally consistent. The
agent achieves this either by signalling to others (attempting to convince others that
they should do what the persuading agent chose to do) or by inquiring of others
(asking for advice).

The dissonance reduction strategy implemented by the agent depends on the
configuration of pros and cons that the preferred alternative evokes. The agent can
face two types of dilemmas: social and non-social, which lead to two different types
of information exchange: signalling and inquiring, respectively. A social dilemma
occurs when the preferred alternative yields negative evaluation of the social inclu-
sion motive and a positive evaluation of any of the other motives. It corresponds to
a situation in which the agent is convinced that its preferred alternative has enough
pros, but at the same time it feels isolated with this opinion, because not enough

Fig. 1 HUM-e process overview. *Being signalled to or inquired depends on dissonance reduction
strategies of other agents. Within one tick, it may not take place at all or take place multiple times
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alters in the ego network chose the same alternative. To resolve a social dilemma,
the agent signals to one of the alters, trying to convince them to change their mind
(see Signalling sub-model for details).

A non-social dilemma occurs in any other instance of cognitive dissonance, when
the agent is convinced that the preferred alternative is popular enough among alters
but, in its opinion, has significant non-social disadvantages. To resolve the non-social
dilemma, the agent inquires with alters in its ego network to find more advantages,
or to make the already existing ones seem more important (see Inquiring sub-model
for details).

Attitude formation

When forming the attitude towards the preferred alternative, the agent revises its
beliefs based on the collected information about the preferences and beliefs of
contacted alters. Once all the information is up to date, the agent compares the
expected satisfaction and dissonance level of the considered option with an alterna-
tive and selects the more preferred choice. Once the choice is made by all agents,
the time progresses by 1 tick—an abstract unit which triggers information exchange.
After each tick, fear is depreciated by 1.

3.2 Design Concepts

3.2.1 Basic Principles

The HUM-e emotive-socio-cognitive architecture is based on three major theoretical
pillars.

• Emotional contagion theory;
• Social identity & identity fusion theories; and
• Cognitive consistency theories.1

Emotional contagion theory (ECT) was formulated and developed by Elaine
Hatfield and colleagues [14, 15]. The main premise of the theory is that when indi-
viduals attend to others, they spontaneously mimic each other’s emotional expres-
sions (facial, vocal, postural, and instrumental), and therefore synchronize emotional
states. How fluidly emotions move from one person to another depends on individual
differences in susceptibility of individuals involved. Susceptibility to emotional
contagion is the tendency to automatically mimic and synchronize with the expres-
sions of others and, through afferent feedback from the facial and/or skeletalmuscular
activity, to experience or “catch” the others’ emotions ([16], p. 149). HUM-e uses this
assumption and focuses on the spread of the emotion of fear through social networks.

1 Cognitive consistency theories as theoretical foundations of HUMAT were described at length
elsewhere [19], therefore we will focus our attention on the theoretical foundations to additions to
HUMAT.
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Fear as an emotion is distinct from the dissatisfied motive of personal health (i.e.,
cognitively realising that an alternativemight be harmful to one’s health), even though
the two are closely connected—an agent can only become scared about its own health
if it believes that choosing an alternative will threaten its health and well-being.

The architecture also includes mechanisms informed by social identity theory
(SIT) and identity fusion theory (IFT), both of which shed light on the ways in
which a person’s sense of identity can affect their motives. SIT hypothesizes that
individuals from different social groups attempt to differentiate themselves from
one another because of pressures to evaluate their own group positively through
ingroup/out-group comparisons [17]. These value laden social differentiations can
ratchet up tension between groups, which can impact people’s motivation to protect
their group. IFT postulates that motivation toward extreme behaviours is enhanced
when a person’s sense of their group becomes functionally equivalent to their sense
of self [18]. In HUM-e, group affiliation influences the attitude agents take when
communicating, eventually driving their opinions (1) closer towards a consensus, (2)
farther apart in an act of repulsion, or (3) causing agents to ignore each other.

3.2.2 Emergence

Emergent outputs of the agent-based model are aggregates of the characteristics of
individual agents (popularity of the choice alternatives, perceived evaluation of the
choice alternatives, and average dissonance level of the agents).

3.2.3 Objectives

Every agent chooses the more preferred alternative. Knowledge of HUM-es is repre-
sented as cognitions—beliefs about how satisfying each alternative will be for the
relevant motives of the individual [20]. Overall evaluation of each alternative is
a cumulative evaluation of all motives (see Eq. 1). HUM-es only change their
mind if they receive information significantly changing their knowledge about how
(dis)satisfying alternative choices are. The chosen alternative maximizes the indi-
vidual’s overall motive evaluation and minimizes the level of experienced cognitive
dissonance (see Interaction for details).

Interaction

The process of attitude formation is supplemented by information exchange between
agents, which is implemented as a dissonance reduction strategy used by the agents
and can take two forms: signalling and inquiring (see Signalling and Inquiring sub-
models). Communication flow is complete and one-directional. Complete means that
information regarding all beliefs (pros and cons of both alternatives) is communi-
cated in an interaction. Unidirectionality means that information is shared by one
side (information source) and influences the other side of the conversation (target
of the information). In signalling, the information flows from the signalling ego
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(source) seeking to influence the alter (target). In inquiring, the alter (source) shares
information with ego (the target). Each conversation between two agents will have
one of three results: (1) bringing the target closer to a consensus with the source, (2)
driving the repelled target farther away from the source’s point of view or (3) the
target ignoring the source (Table 1) depending on:

• Emotional state of fear of the source;
• Similarity of group affiliation between the source and the target;
• Similarity of the chosen alternative between the source and the target.

If the source of information is not afraid that the alternative threatens its health, and
the source and target choose the same alternative, the target’s new motive evaluation(
Etn+1
a, j(t)

)
will resemble the source’s motive evaluation (consensus) to the extent the

source is persuasive in the eyes of the target. Persuasiveness of the source depends
on how close the beliefs of the two interlocutors originally are. The more similar
views about how an alternative satisfies a motive the pair has the closer to 0.5 is the
source’s persuasiveness (weight of its opinion). Eventually, the target’s new motive
evaluation is a result of its previous views (minimum weight = 0.5), and the views
of the information source (maximum weight = 0.5):

Table 1 Results of conversations for the target’s new attitude

g1 g2 g3

a1 a2 a1 a2 a1 a2

Source: no fear

Target g1 a1 Consensus Consensus Consensus Ignore Consensus Repel

a2 Consensus Consensus Ignore Consensus Repel Consensus

g2 a1 Consensus Consensus Consensus Ignore

a2 Consensus Consensus Ignore Consensus

g3 a1 Consensus Consensus

a2 Consensus Consensus

Source: in fear

Target g1 a1 Consensus
+ boost

Consensus
+ boost

Consensus
+ boost

Consensus Consensus
+ boost

Consensus

a2 Consensus
+ boost

Consensus
+ boost

Consensus Consensus
+ boost

Consensus Consensus
+ boost

g2 a1 Consensus
+ boost

Consensus
+ boost

Consensus
+ boost

Consensus

a2 Consensus
+ boost

Consensus
+ boost

Consensus Consensus
+ boost

g3 a1 Consensus
+ boost

Consensus
+ boost

a2 Consensus
+ boost

Consensus
+ boost
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Etn+1
a, j(t) =0.5 −

(
0.25 abs

(
Etn
a, j(t) − Etn

a, j(s)

)
∗ Etn

a, j(s)

)

+ 1 −
(
0.5 −

(
0.25 abs

(
Etn
a, j(t) − Etn

a, j(s)

))
∗ Etn

a, j(t)

)
(2)

If the agents choose different alternatives, but the groups they affiliate with are not
in conflict (i.e., they belong to g1 and g2 or to g2 and g3), the target simply ignores
what the source is saying:

Etn+1
a, j(t) = Etn

a, j(t) (3)

If they choose different alternatives and the source and the target identify with
antagonistic groups (i.e., g1 and g3), the target will be repelled by what the source
is saying, and will be driven away from source’s beliefs to the same extent it would
have been drawn towards the source’s point of view, had the source belonged to the
target’s in-group:

Etn+1
a, j(t) =2 ∗ Etn

a, j(t) −
(
0.5 −

(
0.25 abs

(
Etn
a, j(t) − Etn

a, j(s)

)
∗ Etn

a, j(s)

)

+1 −
(
0.5 −

(
0.25 abs

(
Etn
a, j(t) − Etn

a, j(s)

))
∗ Etn

a, j(t)

))
(4)

If the source is afraid that a choice alternative threatens its health and well-being,
the genuine expression of emotions will make it seem convincing to the target.
Effectively, the conversation will be driven by the goal of consensus (see Eq. 1),
irrespectively of group affiliation and chosen alternative. If the agents choose the
same alternative and/or perceive each other as in-group members, the scared source
will get an extra persuasiveness boost—a maximum of 0.05, depending on the level
of target’s fear contagion

(
C j(t)

)
. Being in fear for your life is therefore assumed to

cross barriers built by group affiliations:

Etn+1
a, j(t) =(0.5 −

(
0.25 abs

(
Etn
a, j(t) − Etn

a, j(s)

)
+ (

0.05 ∗ C j(t)
)
) ∗ Etn

a, j(s)

)

+ 1 −
(
0.5 −

(
0.25 abs

(
Etn
a, j(t) − Etn

a, j(s)

)
+ (

0.05 ∗ C j(t)
)) ∗ Etn

a, j(t)

)

(5)

3.3 Details

Initialization

The HUM-e architecture can be calibrated to represent human decision-making in a
wide range of cases, where beliefs and fear for one’s health/safety/well-being spread
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Non-social motives

• Initiate 
experiential 
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values ( ) and 
health motive 
( ) for choice 
alternatives 
(

• Initiate fear
• Dissonance 

tolerance
• Social tolerance

Basic choice

• Based on 
evaluations of 
experiential 
motive ( ), 
values ( ) and 
health motive 
( )

Initial choice

• Representation 
list

• Social motive
• Identify 

Dilemmas
• Choose 

alternative 
based on 
evaluations of 
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Alter 
representations
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• Inquiring & 
signalling lists

• Inquired, 
inquiring, 
signalled and 
signalling HUM-
es

Dissonances

• Update 
dissonances

• Dissonance 
strength

Fig. 2 Initialization of agents

through communities. Initiation of the “empty” architecture draws attention to the
dimensions of calibration and signal data needs.

World initialization

At initiation, a selected number of agents are distributed over a random radius from
the centre of the world. The agents link with a maximum of 20% other agents located
within a distance of 20 patches, so that each agent has at least one alter in the ego
network. For calibration to a specific case, GIS data and relevant networking can be
implemented.

HUM-e initialization

Once the world setup is finalized, the agents are initialized (Fig. 2).

Non-social motives: The modeller chooses the properties of the distribution of the
initial non-social motive evaluations (experiential motive (e1), values (v1) and health
motive (h1)) for each choice alternative. In the non-calibrated architecture, this can be
achieved in twoways: either by choosing froma list of possible choices (heavily right-
skewed, slightly right skewed, normal, slightly left skewed, heavily left skewed), or
bymanually inputting the parameters of the beta distribution in the code. Quantitative
empirical data can be used to calibrate agent’s initial evaluations. In the absence of
quantitative data, qualitative insight can also be utilized.

Fear is a temporary state grounded in cognitive beliefs, which lasts for 3 consec-
utive ticks once it’s triggered. All agents who find at least one choice alternative

scary with respect to their health
(
Etn
a,h1, j

≤ −0.7
)
set their fear to a random integer

between 1 and 3 (to avoid all agents synchronizing on three ticks at initiation).
Other individual differences initialized at the setup stage follow a random normal
distribution (μ = 0.5; σ = 0.14) ranging from 0 to 1:

• fear contagion
(
C j(t)

)
—the individual difference governing how susceptible to

fear the target of the information is. The most fear susceptible agents (fear conta-
gion = 1) perceive the source of information as more persuasive (to a maximum
boost of 5%) when the source communicates about an alternative it’s afraid of.

• social tolerance—the individual difference governing the need to belong to a
group of similarly choosing alters. The most socially needy agents (social need
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importance= 1) require all alters in the ego network to choose the same alternative
as they do. On the other end of the spectrum, agents with low social tolerance
are individualistically-minded and do not give into social pressure easily. If the
fraction of alters who choose the same alternative as ego is smaller than the social
need importance, the agent’s social need is evaluated negatively, and the agent
may engage in signalling to the most gullible alter to change its attitude.

• dissonance tolerance (Tj )—the individual difference governing howmuch cogni-
tive dissonance the agent is comfortable with without the need to implement
dissonance reduction strategies (signalling and inquiring).

Basic choice: Agents make their basic choice between alternatives. The chosen alter-
native is cumulatively evaluated highest with respect to the evaluations of initialized
non-social motives.

Initial choice: Agents set up representations of alters in their ego networks. For
each alter, the ego stores the information about the identified ([who] of alter), the
fact of having had inquired of them already (0 at initiation), the fact of having
signalled to the alter already (0 at initiation), perceptionof alter choice (80%correct—
correctedwhen information exchange takes place), the distance between ego and alter
group affiliations (perfect knowledge), whether alter is afraid of alternative a1(0 at
initiation—changed when information exchange takes place), and whether alter is
afraid of alternative a2(0 at initiation—changed when information exchange takes
place). For calibration purposes, the list can be extended. The ego counts the alters,
who, in its perception, chose the same alternative. This is the basis for the evaluation
of the social motive. If the fraction of alters who choose the same alternative exceeds
ego’s social tolerance, ego evaluates the alternative positively. Similar to evaluations
of other motives, social evaluation is normalized between − 1 and 1 with social
tolerance level = 0.

Afterwards, the agent calculates cognitive dissonances and identifies choice
dilemmas. Agents experience cognitive dissonance when a choice alternative is
perceived as internally inconsistent—it has both pros (positively evaluates some
motives) and cons (negatively evaluates other motives). The amount of dissonance a
choice alternative evokes:

Dtn
a, j = 2d/d + c

where:

d—dissonant cognitions
(
min

(∑
Etn
a, j > 0,

∑
Etn
a, j < 0

))
,

c—consonant cognitions
(
max

(∑
Etn
a, j > 0,

∑
Etn
a, j < 0

))
.

Most often dissonant cognitions are suppressed or ignored as an effective disso-
nance reduction strategy [21]. Therefore, in HUM-e, dissonance needs to be actively
resolved when it exceeds the individual’s tolerance threshold (Tj ). As a consequence
of unignorable dissonance, the agents either signal or inquire—depending on the type
of dilemma they face. A social dilemma occurs when the social evaluation of a choice
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alternative is negative, and evaluation of at least one other motive is positive (Table
2). Non-social dilemma occurs when social evaluation is positive and at least one
other motive is evaluated negatively.

Finally, the agentmakes an initial choice, which is based on allmotive evaluations.
If the evaluations of both alternatives are sufficiently similar with respect to cumula-

tive evaluation, the agent chooses the alternative which is not scary
(
Etn
a,h1, j

> 0
)
. If

both alternatives are similar with respect to how scary they are, the agent chooses the
alternative which is less dissonant. If both alternatives are similarly dissonant, the
agent sticks to the alternative chosen previously. Cognitive dissonance is a motiva-
tional force for a change in knowledge [22] or behaviour [23].Occurrence of cognitive
dissonance leads to a psychologically unpleasant state of facing a dilemma.

Alter representations: The agents update alter representations (in the same proce-
dure implemented in the Initial choice) and set inquiring and signalling lists (see
Signalling and Inquiring sub-models for details).

Dissonances: Based on new information from social networks, agents update their
cognitive dissonances and dilemmas, and are ready to implement dissonance reduc-
tion strategies once the model starts running (See Process overview and scheduling
for details).

Table 2 Social and non-social dilemmas in HUM-e

Experiential motive e1 Values v1 Health motive h1 Social motive s1 Dilemma

≥ 0 ≥ 0 ≥ 0 < 0 Social dilemma

≥ 0 ≥ 0 < 0 < 0 Social dilemma

≥ 0 < 0 ≥ 0 < 0 Social dilemma

< 0 ≥ 0 ≥ 0 < 0 Social dilemma

≥ 0 < 0 < 0 < 0 Social dilemma

< 0 < 0 ≥ 0 < 0 Social dilemma

< 0 < 0 < 0 < 0 No dilemma

< 0 < 0 < 0 ≥ 0 Non-social dilemma

< 0 < 0 ≥ 0 ≥ 0 Non-social dilemma

< 0 ≥ 0 < 0 ≥ 0 Non-social dilemma

≥ 0 < 0 < 0 ≥ 0 Non-social dilemma

< 0 ≥ 0 ≥ 0 ≥ 0 Non-social dilemma

≥ 0 ≥ 0 < 0 ≥ 0 Non-social dilemma

≥ 0 ≥ 0 ≥ 0 ≥ 0 No dilemma
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Sub-models

Signalling

If the preferred alternative is not popular enough among alters
(
Etn
s1, j

< 0
)
and the

dissonance level exceeds the agent’s tolerance threshold, ego signals to its most
gullible alter with an opposite preference and tries to convince it to change its mind.
To this end, ego copies the alter representation list and stores it as the signalling
list after applying appropriate sorting and identifying in the beginning of the list
the alters who: (1) have not yet been signalled, (2) choose a different alternative,
and (3) have the closest group affiliation. Once the most gullible agent is identified
as first on the signalling list, the conversation between agents starts and the target
of the information listens to the signalling source, changes its beliefs about how
different alternatives satisfy individual motives (see Interaction for details), and
forms a new attitude (see Attitude formation for details). Subsequently, the signalling
agent updates the information about the alter and forms a new attitude. As a result
of the conversation, both agents have updated information about their interlocutor
(updated choice alternative, the facts of having signalled to andbeing signalled to) and
formed new attitudes (including recalculating dissonances, identifying dilemmas,
and possibly making a new choice).

Inquiring

If the preferred alternative is popular enough among alters, but evokes unignorable
dissonance for other reasons, the egowill actively look for advice in its social network.
To this end, ego copies the alter representation list and stores it as the inquiring list
after applying appropriate sorting and identifying in the beginning of the list the alters
who: (1) have not yet been objects of inquiry, (2) choose the same alternative, and
(3) have closest group affiliations. Ego perceives such an alter as the most persuasive
and becomes a target of the information sharing (see Interaction for details). As a
result of the interaction, both agents form new attitudes (see Attitude formation for
details).
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Identity Drives Polarization: Advancing
the Hegselmann-Krause Model
by Identity Groups

František Kalvas , Ashwin Ramaswamy , and Michael D. Slater

Abstract In this article we describe an Agent-Based Model that extends the
Hegselmann-Krause model of opinion dynamics to study the role of social identity
in opinion polarization. In our model, an agent’s social identity is a function of two
things—the agent’s opinion in relation to those of the other agents, and the observer’s
sensitivity to the tightness of clustering. We implement this by first selecting a subset
of the agent population that are deemed to have close neighbors, and then using
Louvain community detection to find identity groups. At every time step, agents
only consider the opinions of other agents within their identity group that also fall
within their Hegselmann-Krause opinion boundary, ε. We show that our dynamic
implementation of social identity systematically modulates the relationship between
average ε and polarization.

Keywords Bounded confidence model · Dynamic identity · Polarization

1 Introduction

The process of consensus formation in public opinion is at least partially believed to
be impacted by social interactions. Individuals gather information about the world,
other individuals, and societal structures through conversations with each other. They
also learn about accepted norms and normative evaluations of individuals and situ-
ations through interactions with others. Through this process they ultimately form
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their own beliefs and opinions about relevant issues using social information as one
of the inputs. People with differing points of view may reconcile their differences
through conversation by either learning to adopt the other’s views, or convincing the
other of one’s own or by resisting opinion change.

The Hegselmann-Krause (HK) model of opinion dynamics is a bounded-
confidence model with continuous real-valued opinions [1]. Classically, the HK
imposes a constraint that allows a listening agent to only consider other agents whose
opinion falls within a distance of a boundary parameter (commonly denoted by ε) of
the listening agent. The listening agent updates its opinion to the average value of
the opinions of all such agents. Different system parameters and initial conditions
can cause the HK system to produce consensus, polarization, or fractured states.

A number of theoretical properties of the HKmodel have been studied such as the
probability [2] and kinetics of consensus [3], the role of noise [4, 5], heterogeneity
in ε [6], adding more dimensions to the opinion space [3, 7], and how the presence of
social network constraints influences dynamics [8]. Someother studies have extended
the HK model by adding to the dynamics new features such as the presence of
agenda-setting ‘leaders’ [9] or extremists [10].

We took a slightly different approach to advancing the HK model, by intro-
ducing an additional component to the dynamics that simulates the role of social
identity groups on the asymptotic behavior of the system. Social Identity Theory
(SIT) proposes that pairwise inter-personal interactions are relevant but insufficient
to explaining the collective dynamics of a society, and that perceived group identi-
ties influence one’s behavior towards another [11]. Identities may help individuals
understand and approximate a complex landscape of public opinion and interests
by reducing nuances and variances into simplified labels. We aimed to study the
relevance of social identities to polarization—a qualitative state of the system where
the opinions of all agents tend to be split into two antagonistic camps—given its
sociological significance as a commonly occurring state of public opinion [12, 13].

Both assumed (by the self) and perceived (of others) identities are known to
influence one’s opinion. For example, a study by Wojcieszak and Garrett found that
priming national identity, and exposure to anti-immigration news increases reported
anti-immigration sentiment among anti-immigration participants [14].We follow the
Reinforcing Spirals Model [15, 16] in proposing that salience of social identity and
the degree to which there exists closed vs open communication norms are major
drivers of polarization in a dynamic model.

Consistent with SIT, we treat opinions and identities as interacting components
of social behavior that are both relevant for dynamics. Therefore, we model the
formation of social identities as an emergent process in the opinion space. Agents
look at the entire opinion space to find groups of agents that are well-clustered, and
assign identities to these clusters. Then they update their opinions using only the
inputs from agents that are both within their own identity group, and also satisfy
the HK opinion boundary. Our model thus assumes that social identity acts as an
additional filter for agents as they select other agents to seek consensus with at
each step. Therefore, an agent might ignore another’s opinion either because their
opinions are too far from each other, or because they perceive the other agent to be
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in a different identity group. Importantly, identities are not pre-assigned to agents—
rather they are inferred from the opinion positions of the entire population. Some
agents may “see” different identity groups than others. Moreover, identity groups
might evolve as opinions of agents evolve—as agents move through the opinion
space the groups might merge, shift and break up.

We needed a plausible algorithm to dynamically assign agents to identity groups
based on their opinion positions in the opinion space. For this, we needed to consider
what conditions must be satisfied for agents to be said to form an identity group
based on opinions. Firstly, for an identity group to be said to exist, there must be at
least a few agents showing a high degree of proximity to one another in the opinion
space. Secondly, for an agent to be considered as part of an identity group, she must
demonstrate sufficient similarity to the identity group’s ideology. Thirdly, the identity
group must not only be defined by the proximity of the opinions of its own members,
but must also be sufficiently far from agents it excludes. In other words an identity
group isn’t defined just by the oneness of its members, but must also take into account
the otherness of agents it excludes.

Our algorithm for identity group detection follows a similar logic as detailed
above. Identity groups are detected in the opinion space by considering only those
agents that have enough sufficiently like-minded agents in the opinion space. In this
subset of non-isolated agents, the detector applies a Louvain Community Detection
(LCD) [17] algorithm, which is our implementation of a general mechanism that lets
agents automatically detect the existence of identity groups from information about
the spread of opinions in the population.

An important parameter in the process above controls what we mean by “suf-
ficient like-mindedness” in the filtering step. We call this parameter “Salience of
Proximity in Identity-Relevant Opinions” (SPIRO), since it defines which pairs of
agents are close enough in opinion space to be relevant for LCD, and treat it as an
experimental variable. SPIRO is a property of the detector—as agents look around
in the opinion space and detect identity groups, they may be differentially sensitive
to agents clustering close together.

In this article we present five hierarchically related models, of which the last two
include social identity effects. We do this to introduce not only our implementation
of social identity, but also other model features and variables we believe may have
interesting effects alongside identity. In Sect. 2 we discuss our methods, including
their components (Sect. 2.1), the model variants (Sect. 2.2), and our variables of
interest (Sect. 2.3). In Sect. 3 we present evidence that the presence of identity drives
polarization, alongwith some preliminary results involving other variables. In Sect. 4
we interpret these data and present plans for future work with these models.
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2 Methods (Code and Data are Available [18])

2.1 Model Components

Hegselmann-KrauseDynamicswith conformity.Anagent’s opinion is represented
as a real number between − 1 and + 1, implemented at the resolution of 3 decimal
places. Opinions of all agents are updated at every time-step based on their previous
opinion and the opinions of influencers according to the rule:

oi (t) = oi (t − 1) + αi

⎡
⎣ 1

|Ni (t)|
∑

j∈Ni (t)

o j (t − 1) − oi (t − 1)

⎤
⎦ (1)

where,

oi (t) ∈ [−1,+1] is the opinion of agent i at time t .
αi ∈ [0, 1] is the conformity parameter, it controls how quickly agent i moves
towards the found consensus.
Ni (t) is the neighborhood of agent with index i at time t .

Ni (t) = { j : ∣∣o j (t − 1) − oi (t − 1)
∣∣ ≤ εi } (2)

εi ∈ [0, 1] is the boundary parameter and tells us the maximum dissimilarity in
opinion agent i can accommodate. Note that εi is normalized—it is measured as
a fraction of the maximum possible distance, i.e. εi = 1 means that agent i with
opinion oi = −1 also takes into account agent j with opinion o j = +1.

Thus Ni (t) is the set of all agents (including the listening agent itself) whose
opinion fall within a distance of the boundary parameter εi of the listening agent.

Social Identity Boundary. In the model with social identity, an agent only listens
to another agent who additionally also shares the same identity group as oneself at
each time step.

Let I di (t) represent the index of the identity group of agent i at time t. Therefore,
the neighborhood of an agent Ni (t) is redefined as:

Ni (t) = { j : ∣∣o j (t − 1) − oi (t − 1)
∣∣ < εi } ∩ {

j : I d j (t) = I di (t)
}

(3)

Identity Group Assignment. The identity groups are dynamically updated at every
time step as follows:

Firstly, we convert the opinion space into an equivalent weighted full network
(the ‘Proximity Network’) by representing each agent by a node creating a weighted
link between every pair of agents. The weight of each link is given by:

wi, j (t) = 1 − d
(
oi (t), o j (t)

)
(4)
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where,

wi, j (t) ∈ [0, 1] is the weight of the link between nodes i and j at time t.
d(a, b) is the Euclidean distance between points a and b in the opinion space,

normalized by the maximum theoretical distance in the opinion space. Therefore,

d
(
oi (t), o j (t)

) =
∣∣oi (t) − o j (t)

∣∣
2

(5)

Thus a weight of 1 means the two linked agents have identical opinions, while a
weight of 0 means they are maximally dissimilar.

We then perform community detection on a subset of the Proximity Network,
keeping only edges of sufficient weight and nodes sufficiently connected by such
edges.We use a SPIRO-thresholded definition of which edges’ weights are sufficient,
and we keep only nodes connected by 2 or more such edges, along with only edges
of sufficient weight to these nodes. We then perform LCD on this sub-graph. In
practice, “sufficiently connected” edges are edges whose weight in the Proximity
Network equals or exceeds the perceiving agent’s SPIRO value. Thus, higher SPIRO
values would mean we tend to return fewer nodes and links after these reduction
steps.

In order to ensure every agent is assigned to an identity group, we follow up LCD
with k-means clustering as follows—we consider the number of detected communi-
ties after SPIRO-thresholding and LCD on the Proximity Network, and compute the
opinion centroid of the set of agents corresponding to each community. We use the
number of communities and the centroids thus found as initial values to the k-means
clustering algorithm which is performed on the entire agent population (including
those excluded before LCD). Every excluded agent is initially assigned to the cluster
whose centroid is closest to it. k-means clustering is repeated on the opinion space
thereafter until the centroids converge. Thus, every agent is assigned to an identity
group.

Global versus individual detection of identity groups. We wanted to simulate the
possibility of different agents being differently sensitive to identity-related informa-
tion from the opinion space—in our model this translates to agents having different
SPIRO values (see Sect. 2.2, model VBVI). Implementing this directly would mean
running theLouvain algorithm several times at every time step,making the simulation
computationally very expensive. To make the process more efficient, we segmented
the agent population into eight partitions, each having its own pre-defined SPIRO
value. Although the number and index of the agents assigned to each partition may
vary across simulations, every partition—and therefore every agent—can take on
SPIRO values only from the set: {0.15, 0.25, 0.35, 0.45, 0.55, 0.65, 0.75, 0.85}.

To determine which agent gets assigned to which SPIRO value, we implemented
an approximation of a discrete normal SPIRO distribution as follows: During simu-
lation set up, every agent samples a value xi from a normal distribution with mean
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μSP I RO and standard deviation σSP I RO . If xi /∈ [0, 1], its sampling is repeated until
xi ∈ [0, 1]. The SPIRO of the agent i is given by the closest possible value to xi from
the set of valid SPIRO’s given above.

2.2 Model Variants

We ran 2,504,964 simulations in total spanning 5 variants of the HK model. The
models are described:

Deterministic Start HK Model (DHK): Initial opinions of agents are a set of evenly
spaced real numbers between [− 1,+ 1]. Agents have the same confidence boundary
ε.

Randomized Start HK Model (RHK): Initial opinions of agents are uniformly
distributed real values in the interval [− 1, + 1]. Agents have the same confidence
boundary ε.

Heterogeneous Boundary Model (VB): Agents have individualized confidence
boundaries and conformities. The confidence boundary εi of an agent is obtained
from a truncated normal distribution as follows: Every agent samples a value εi from
a normal distribution with mean με and standard deviation σε. If εi /∈ [0, 1], its
sampling is repeated until εi ∈ [0, 1]. αi is also sampled with an identical method as
εi , with mean μα and standard deviation σα .

Heterogeneous Boundary with Identity (VBI): Agents only communicate within
their identity groups, which are assigned at the beginning at every time-step via
a common identity group assignment step as outlined in Sect. 2.1. This assignment
is parametrized by the common SPIRO value, which determines the tightness of
identity groups thus formed.

Heterogeneous Boundary with Heterogeneous Identity (VBVI):Agents only commu-
nicate within their perceived identity groups, but they may be inconsistent across
agents. This is done by relaxing the assumption of a single SPIRO value for the
entire population as follows:

1. At the beginning of the simulation all agents are assigned an individualized
SPIRO value as described in Sect. 2.1. This is done to allow for heterogeneous
identity effects while keeping the model computationally efficient.

2. At the beginning of every time step, one instance of the identity group assignment
step outlined in Sect. 2.1 is run for each partition.

3. The detected identity groups for each partition are then inherited by each agent
within the partition. Thus, all the agents in a partition perceive a common set of
identity groups.

The abovemodels are hierarchically related, in that every subsequent model in the
list above inherits features of the previous models (exception: RHK does not inherit
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the regularly-spaced initial opinion space condition fromDHK). Therefore, VBI and
VBVI both have normally distributed ε values for instance. We ran each simulation
for 365 time steps, or until consensus is reached, whichever is earlier.

2.3 Variables

Independent Variables. Besides με, σε, μα , σα , μSP I RO , and σSP I RO which are
defined in Sects. 2.1 and 2.2, we also included the following two variables in our
experimental design since we were also interested in studying some robustness
properties of the HK model for a related study:

Evenness or Oddness of population size: Population size is either N = 100 or N =
101.

Randomness of initial opinion distribution: The initial opinion of agents is either
drawn uniformly at random (Random_start?=TRUE), or can assume equally spaced
out values in the interval of [− 1, + 1] (Random_start? = FALSE).

Note: in models with no variability of some parameter p, μp stands in for the
common value of p.

Dependent Measure—Polarization. To measure polarization we adapt the Equal
Size Binary Grouping (ESBG) algorithm from Tang et al. [19], which gives a
continuous-valued metric we call ESBG Polarization, or just ESBG. The ESBG
measure is based on the ideal type of maximally polarized community. Such a
community is divided in two camps of equal size. These camps are very homoge-
nous, i.e. opinions of camp’s members are the same, but these camps are on opposite
poles of opinion scale, i.e. the distance of camps in opinion space is maximal. To
reflect this ideal type, ESBG firstly divides the population in two groups by a specific
version of k-means clustering algorithm. This algorithm divides the population in
two groups of equal size, but on the other hand it minimizes opinion heterogeneity
of these forcibly created groups. Then ESBG computes distance of group centroids
and mean deviation of groups’ members’ opinions around respective centroids. Then
ESBG value is computed as centroids’ distance divided by sum of 1 and mean devi-
ations of both clusters. Centroids’ distance and mean deviations of both clusters are
normalized by maximum possible distance which ensures that the resulting ESBG
is between 0 and 1, where 0 signifies perfect consensus and 1 signifies complete
polarization.

ESBG = Norm(B)

1 + Norm(w1) + Norm(w2)
(6)
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where,

Norm(x) = x√
4 × Number of Opinion Dimensions

= x

2
(7)

B = Absolute distance between the two cluster centroids

wi = Total mean deviation of agent opinions of cluster i from its centroid

Analysis:We performedmultiple regression for our dependentmeasure on the exper-
imental variables of interest: με, σε, μα , σα , μSP I RO , σSP I RO , Evenness of Popula-
tion Size, and Randomness of initial opinions. To avoid making assumptions about
linearity of relationships we treated each variable as a factor. In our results section we
report mean ESBG value of all simulations run for a given combination of variables.

3 Results

The relationships between polarization and με of each of our models show qualita-
tive differences (Fig. 1). Firstly, we observe that the two models with dynamically
updated identity groups (VBI and VBVI) maintain polarized states for much higher
values of με than the other models. Secondly, we observe the lowest polarization in
the Heterogeneous Boundary Model (VB), the difference in polarization is striking
and significant especially for lower values of με (approximately in interval 0.10–
0.23). Thirdly, we observe the effect of deterministic starting conditions: polariza-
tion produced by the DHK model in response to με values qualitatively dramati-
cally differs from all other models based on or employing random start conditions.
Fourthly, we observe that σSP I RO has a negligible effect—models VBI and VBVI
differ just slightly and they reachmaximal difference only for the highest investigated
value of με. Fifthly, we observe that μα and Size of Population (N) have effect on
models not employing heterogenous Boundary (DHK and RHK), models VB, VBI
and VBVI seem to qualitatively keep their behavior despite the values of μα and N.

Here we report that evenness appears to drive a qualitative change in the
Polarization-Boundary relationship only when the initial condition is not random-
ized (DHK).We originally investigated the effect of population size.We surprisingly
found that size itself does not matter much, but what matters for DHK was whether
the population size is even or odd. For example, even for DHK it had almost no effect
whether the size of population was 20, 100, or 256 agents, but it had a substantive
effect whether the size was 21 instead of 20, or 101 instead of 100, or 257 instead
of 256 agents. For the final presentation of our analyses in this paper we chose N
= {100, 101}, since these sizes spot the effect of evenness and are heavily used in
the canon of literature. We intend to explore this methodological issue further in a
subsequent paper (in preparation).
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Fig. 1 ESBG-με relationship for each model. Panels represent different conditions of population
evenness and conformity. Ordinate in each panel is the Mean ESBG at the end of all simulations
with the given parameter combination

Mean ESBG polarization differs across our models in the following way: VB
< DHK < RHK < VBVI < VBI (Table 1). The two models with identity in them
have the highest mean polarization—showing that identity drives polarization and
impedes consensus. In all the models, με is negatively associated with polarization
as expected (Table 2).

A consistent finding throughout our analyses is that higher σε brings down polar-
ization dramatically (Table 2), and its influence is stronger than that of the mean
boundary. This is also evident in Figs. 2 and 3. We interpret this as an unbalanced
mitigating influence of agents with higher-than-average boundaries (see discussion).
σSP I RO also lowers polarization, although far not as strongly as σε.

The main drivers of polarization are μSP I RO , σε, and με. This can also be seen
in Figs. 2 and 3 for a model with heterogeneous identity (VBVI). Interestingly
however,μSP I RO systematicallymodulates the relationship betweenμε andpolariza-
tion (Fig. 3). For μSP I RO values from 0.25 to 0.61, μSP I RO is positively associated

Table 1 Summary statistics for ESBG in different models

Model N Min Max IQR Median Mean SD SE CI

DHK 84 0 0.419 0.361 0.282 0.199 0.177 0.019 0.038

RHK 5040 0 0.534 0.371 0.304 0.242 0.167 0.002 0.005

VB 80,640 0 0.872 0.251 0.026 0.114 0.157 0.001 0.001

VBI 483,840 0 0.937 0.154 0.408 0.378 0.177 0.000 0.000

VBVI 1,935,360 0 0.940 0.208 0.405 0.354 0.195 0.000 0.000
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Table 2 Regression on ESBG in model VBVI. (N = 460,800)

Estimate Std. Error t value Pr(>|t|)

Intercept 0.401 0.001 354.267 0.000

σSPIRO (contrast: 0)

0.05 − 0.015 0.001 − 21.450 0.000

0.10 − 0.027 0.001 − 38.374 0.000

0.15 − 0.036 0.001 − 50.784 0.000

μSPIRO (contrast: 0.25)

0.37 0.057 0.001 65.217 0.000

0.49 0.110 0.001 125.936 0.000

0.61 0.150 0.001 171.538 0.000

0.73 0.076 0.001 86.889 0.000

0.85 0.091 0.001 103.378 0.000

σε (contrast: 0)

0.05 − 0.021 0.001 − 28.738 0.000

0.10 − 0.129 0.001 − 180.832 0.000

0.15 − 0.151 0.001 − 210.761 0.000

με (contrast: 0.10)

0.15 − 0.004 0.001 − 5.087 0.000

0.20 − 0.029 0.001 − 36.039 0.000

0.25 − 0.063 0.001 − 78.256 0.000

0.30 − 0.112 0.001 − 139.412 0.000

Random_start? (contrast: TRUE)

FALSE 0.022 0.001 43.744 0.000

σα (contrast: 0)

0.10 − 0.001 0.001 − 1.230 0.219

μα (contrast: 0.20)

0.80 − 0.005 0.001 − 9.537 0.000

Population size (contrast: 100)

101 − 0.008 0.001 − 15.579 0.000

with polarization across boundary values. However, polarization decreases when
μSP I RO is raised from 0.61 to 0.73 and 0.85. We interpret this as a consequence of
the dominant system dynamics transitioning from polarized state to fractured state
for the highest μSP I RO values (see Sect. 4).
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Fig. 2 ESBG-με relationship for model VBVI for different values of μSP I RO . Panels represent
different values of σε

Fig. 3 ESBG-μSP I RO relationship for model VBVI for different values of με . Panels represent
different values of σε
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4 Discussion and Future Work

In this work we implemented a novel algorithm for dynamic detection of identity
groups based on their opinions. In recognition of the common observation that people
differ in their judgements on how many partisan groups there are in a society, and
which individual belongs to which group, we parameterized our implementation of
identity with the variable we call SPIRO.

SPIRO determines how closely a pair of agents must be to be considered for
identity group detection. Through visual inspection of the course of the models’
runs, it appears that higher SPIRO values (0.73 and 0.85) causes the opinion space to
be split into more identity groups. The effects of these parameters will be explored
in detail elsewhere (in preparation). In our last model we allow SPIRO to vary across
agents to account for people perceiving different sets of identity groups around them.
This makes our model more realistic, while being computationally efficient due to
our method of partitioning.

Through our analysis of the behaviors of our models, we are able to determine
which experimental variables in our different models are the most relevant for polar-
ization.We find that models with identity exhibit a higher average polarization across
their different experimental conditions than models without identity. We also find
that introducing heterogeneity in both Boundary and SPIRO in our model lowers
polarization overall. This is admittedly a simplistic way of analyzing the effects of
identity and heterogeneity. We will dive deeper into the role of these model features
in a future article.

We also observe that the influence of identity on polarization depends on the
SPIRO value of the agents. For moderate values of mean SPIRO, polarization
monotonically increases with SPIRO. However, the highest two SPIRO values we
have considered here show a deviation from this trend and show reduced polariza-
tion. Since the ESBG algorithm privileges bi-polarization over fractured states with
multiple tight clusters, this can be explained by a fracturing of the agent population
into several opinion camps. This is another aspect of our analysis that we will discuss
in more detail in a future work.

Going forward, we will also be looking at the effect of heterogeneity of boundary
and SPIRO on the behavior of the system. Previous studies have looked at the influ-
ence of boundary heterogeneity on consensus [20] and the number and size of opinion
clusters [6, 21]. Consistent with these studies we find that heterogeneous ε causes
the system to tend towards less polarized states, possibly towards consensus. This is
likely due to the possibility that agents with above-average ε act as bridging agents
due to their openness to a wider range of opinions, while the agents with below-
average εmight not have much of an influence on the system dynamics. We purport a
similar mechanismmight be at play in the case of the heterogeneous SPIROmodel—
variance in group classification might lead to less clearly defined identity bubbles,
which would allow some agents to act as bridges between clusters that emerge due
to identity effects.
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Abstract The main goal of this research is to study the dynamics of the opinion
among teenagers by reconstructing the processes of influence that take place during
their interactions, raising further questions about the ways and reasons why individ-
uals get in touch with others. The integration between Agent-Based Modelling and
sociometry allowed the conceptualization of the phenomenon as a diffusion study,
considered as the outcome of the imitative process triggered by any compliance
motives especially in view of the sociological tradition. In particular, the concepts
of social influence and homophily can be traced back to a dual mechanism able of
explaining it: (1) the behavior of peers occupying a relevant position within relational
groups (school classes); (2) the interaction favored by specific elements linked to the
similarity between individuals. The empirical results obtained from a web survey
has been compared with the ones from the simulation model in order to reproduce
the above social phenomenon and to confirm the theoretical assumptions behind the
model itself.
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1 Introduction

1.1 Theoretical Framework

Music at any ages is an essential component thatmarks the important steps of people’s
lives: it drives the beginning or the end of a love affair or a friendship, it helps people
to process and overcome a disappointment, or it revives good times. The sociology
of music has received a significant interest in recent decades. Early work in this
area had already raised important questions, such as how individuals listen to the
music [1, 2], how music figures in community life [3] and how musical preferences
vary within a population by documenting the patterns and preferences in different
audiences [4]. Taste and competence deserve instead a separate discourse in terms of
cultural capital: if Bourdieu [5] argued that artistic preferences and competences are
class-based, today traditional status distinctions are becoming more and more faded
as far as the emergence of a cultural omnivore style of consumption [6].

Although music reception may seem a private and isolated activity, many studies
point out that it is also a group activity since people with similar choice options
may gravitate towards each other. Such studies tend to gloss over the music content,
emphasising the lifestyle elements that distinguish music-based groupings such as
fashion and public behavior [7]. According to research conducted by North et al.
[8], teenagers spend between two and three hours a day listening to the music. It
is prevalent enough in their teens to intrigue those authors who have attempted to
justify this practice by defining two main functions, one like solo and the other
one like collective. Considering the last one, music can be often at the root of the
formation of groups or the reason for belonging to one of them: people tend to get
closer and create relationships with their peers and, in addition to similarity of trend,
likenesses may occur in musical choices.

This leads to the following questions: (i) what kind of role do opinions on musical
preferences play in social interactions? (ii) How do actors select each other building
dynamically their relational structure over time?

Even if social encounters are reckoned us spontaneous events, scientific research
affirms that sympathy, closeness and similarity are key points in the formation of
social relationships [9–14]. This set of elements we usually take for granted are not
visible on the surface: they lie below the observation plane influencing the interaction
process among individuals.

Within this framework, in the first place studying musical opinions is expressing
what they contribute to social relations.
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1.2 Opinion Dynamics

Opinion formation is influenced by the combination of several elements: self-
reflection, external sources of information and real-world experiences that supports
the individual’s reasoning process. Moreover, social interactions within the commu-
nication system play a critical role in their formation.

Agent-BasedModelling for the study of this topic has become an independent area
in social sciences with a strong interdisciplinary attention. Existing representations
of opinion dynamics can be divided on two different features1: (a) the representation
of the opinions through binary, discrete or continuous variables; (b) the local rules
of interactions between agents that reflect the basic theories of the models. The most
relevant are:

• the voter model [15], which investigates the trend of public preferences, such as
the voting choices between two candidates; its essential version (peer-to-peer)
involves a set of agents, in a defined space, whose opinions may change in rela-
tion to their neighbours, giving effect to a global process connecting the entire
population; another type is the so-called majority model [16], where agents try to
follow the mainstream;

• the Sznajd model [17], which is based on the assumption that it is easier to be
convinced by two or more agents sharing the same opinion than to be convinced
by only one;

• the dissemination of culture [18], based on the assumptions that agents are more
likely to interact with the ones who share many of their features (1); these
exchanges tend to increase the number of features they have in common, thus
increasing the likelihood of interacting again (2); according to the author, culture
represents the set of individual traits susceptible to the social influence;

• the bounded confidence [19, 20], according towhich each agent has an opinion that
can change when it becomes conscious of the opinions of its neighbours within
a relational network. In order to be mutually influenced, two interacting agents
must have opinions close enough: if the difference between of the opinions is
significant, the communication process is impossible and there will be no change
in their respective views; the result of the interaction is a sort of compromise
towards the other’s opinion unless their dissension is below a given threshold.

The purpose of these models is to combine theoretical assumptions with
hypotheses described in algorithmic terms through computer simulations in order
to explain and replicate the formation process of the opinions.

1 The following review cannot do justice to all the contributions in the literature, but we believe
that our classification can provide as a general guideline for the development and communication
of the opinion formation models.
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Table 1 Conceptualised
features grid Students features Network Musical opinions

Gender Nodes Rock

School performance Edges Classic

Parents education Jazz

Music competence Dance

Music enjoyment Pop

Rap/Hip hop

Trap

Reggae

Indie

2 Method

2.1 Web Survey

The collection of the informationwas carried out through the construction and admin-
istration of a self-compiled online questionnaire divided into 24 questions for a total
of 85 respondents, divided into seven classes of two different schools. Having inter-
viewed limited groups, such as the students of the school classes in the present case,
it has been achieved the use of a proposal of integration between web survey and
sociometry, thus deepening the structure and the intensity of the relationships among
classmates.

As originally intended [21] and according to certain principle of choice, the socio-
metric test concerns the preferences of eachmember of a group for the othermembers
of the same group. In this work, we decided to focus on 5 possible choices notifying
the possibility of expressing a lower number, also weighting these combinations
according to a preference ranking (weight): the first option corresponds to a score of
5 points, the second one to a score of 4 points, and so on. As a result of this scheme,
it has been possible reconstructing the school classes social maps and identifying the
presence of central nodes.

A variety of aspects concerning modes of music consumption/performance, opin-
ions on different musical genres and socio-demographic individual features have
been investigated, too (Table 1).

2.2 Web Survey

The model integrates some features of the bounded confidence [19, 20] and the
dissemination of culture [18] model from real data assuming a hybrid interaction
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dynamic: agents influence each other with a strength based on a convergence param-
eter (μ), which tells how strongly the agent x gets the opinion of the agent y, but only
if the difference between the features of the agents is less than a tolerance parameter
(θ ).2 Considering a population of N agents, the opinion space is [a, b] ∈ R. If x and y
agents are randomly selected and they meet at a t time with opinions [a, b] ∈ R, the
interaction rule is as follows:

(ηt (x), ηt (y)) =((a + μ(b − a), b + μ(a − b))

i f [a − b] ≤ θ(a, b) (1)

where ηt (x) is the opinion of x agent at a t time.
On one hand, these two inner workings suppose the exchange of views takes

place according to the similarity among the agents. On the other hand, if the theory
of social influence [22–25] is developed within a more relational paradigm, has
been possible to hypothesise the presence of agents within a relational network with
different degrees of expertise even in the music field (defined as leadership opinion)
based on certain features.

The distance among the features of the agents (similarity) is a real number between
zero and one (2): where the more the agents are similar the more the similarity value
is close to zero; the more they are different the more the similarity value is close to
one.

D(x, y) = [(x1 − y1) + (x2 − y2) + · · · (xn − yn)]

n
(2)

The simulation is set up in the following way: we have an agent-set (students)
reproducing the same features of those obtained from the empirical analysis (i);
a network topology reproducing the same structure obtained from the empirical
analysis (ii); a spread of music opinions3 through a random algorithm at the first step
(iii). Based on this, we wonder whether it will be possible to reproduce a similar or
a different opinion dynamic at the final step as empirically observed.4

2 The model uses the tolerance and convergence parameter—both with a value between zero and
one—where the former is considered as a similarity-based confidence threshold describing an
agent’s resistance to alternative points of view. If the difference between the features of the two
agents is below it, the gap can be reduced by reaching a kind of a compromise of one or the other,
otherwise they keep their current opinions after the interaction. The latter measures instead the
influence capacity of the model, as a multiplier stating the relative agreement between the involved
agents.
3 The answers on each genre have been recoded into a discrete variable from 1 to 4 (1 = strongly
like it; 2 = like it; 3 = don’t like it; 4 = don’t listen it).
4 The analyzed interaction dynamics will focus on the students’ favourite music genre (Rap/Hip
Hop).
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Table 2 Average value of the distance of opinion as a function of the similarity of interactions: the
table shows the results at the aggregate level

Similarity

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Mean opinion distance value (web
survey)

0.15 0.66 0.42 0.75 1.15 1.15 1.13 1.7 1

Table 3 Average value of the distance of opinion as a function of the intensity of ties: the table
shows the results at the aggregate level

Weight

1 2 3 4 5

Mean opinion distance value (web survey) 1.1 1.12 0.9 0.83 0.83

Table 4 Illustrative overview of the opinion dynamics at the micro level

Talker Receiver Similarity Weight Opinion distance

A B 0.3 5 1

A C 0.5 4 2

A D 0.1 3 0

B A 0.4 1 1

… … … … …

X Y 0.2 1 0

3 Results

3.1 Empirical Analysis

The idea that people tend to interact more with their own kind has been empiri-
cally validated also in the course of this investigation: in fact, the average value of
the opinion distance increases as the similarity of interactions decreases and as the
intensity of ties of interactions decreases: we can observe an increasing trend if we
consider the similarity among the students (Table 2) and a decreasing trend if we
consider the intensity of the relationships, instead (Table 3). Basically, students with
the same opinion on a certain musical genre are also those characterised by high
similarity and strong ties.

The tables as shown above are the aggregate-level5 representation of the following
pattern at the micro level (Table 4).

5 Data analysis has been performed on a total of 221 interactions on the sympathy network topology,
the sociometric dimension through which we asked to the respondents the following question:
“among your classmates, who do you like the most?”.
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Table 5 Average value of the distance of opinion as a function of the similarity of interactions

Similarity

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Mean opinion distance value (μ & θ

= 0.1)
0.92 1.09 1.04 1.29 1.31 1.37 1.15 1.66 1.33

Mean opinion distance value (μ & θ

= 0.2)
1.07 1.09 0.95 1.29 1.24 1.33 1.18 1.22 1.33

Mean opinion distance value (μ & θ

= 0.3)
1.07 1.09 0.91 1.26 1.24 1.21 1.18 1.44 1.33

Mean opinion distance value (μ & θ

= 0.4)
1.07 0.9 1 1.32 1.34 1.21 1.21 1.55 1.33

Mean opinion distance value (μ & θ

= 0.5)
1 1.09 0.91 1.23 1.24 1.13 0.9 1.66 1.33

Mean opinion distance value (μ & θ

= 0.6)
1.07 1.09 0.95 1.26 1.24 1.13 1.21 1.44 1.33

Mean opinion distance value (μ & θ

= 0.7)
0.46 0.27 0.79 0.76 0.96 0.94 0.93 1.88 1.66

Mean opinion distance value (μ & θ

= 0.8)
0.38 0.54 0.79 0.76 1.17 1.03 0.93 1.88 1.66

Mean opinion distance value (μ & θ

= 0.9)
0.15 0.45 0.37 0.32 0.65 0.68 0.78 1.88 1.66

Mean opinion distance value (μ & θ

= 1)
0.23 0.81 0.25 0.29 0.55 0.54 0.51 1.11 1

3.2 Simulative Results

The NetLogo software has been set up in order to run the model many times with
the chance to change its settings and recording the results of each run.6 This process
allows us to explore different configurations and different behaviors in the action
system: each time unit (step) corresponds to an execution of the influence process
where each agent connects with its partners.

To understand what is the best match among parameters capable of reproducing
an opinion dynamic more or less similar to the one empirically observed, we imple-
mented themodel executing some initial experiments in view of numerous scenarios:
due to this, it has been possible to examine the robustness of the model outcomes7

in relation to the changes of the parameter values.
The simulation allowed us to generate data that were perfectly comparable with

the empirical ones: varying the parameters of the theorised mechanisms by a value
of 0.1 each time, ten different scenarios have been generated (Tables 5 and 6).

6 Model, code and results are available at the following link: https://github.com/DarioGermani/
Music-opinion-dynamic.
7 Sensitivity analysis aims to ascertain interaction effects by sampling the model output over a wide
range of parameter values [26].

https://github.com/DarioGermani/Music-opinion-dynamic
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Table 6 Average value of the distance of opinion as a function of the intensity of ties

Weight

1 2 3 4 5

Mean opinion distance value (μ & θ = 0.1) 1.25 1.36 1.2 1.07 1.35

Mean opinion distance value (μ & θ = 0.2) 1.07 1.13 1.3 1.19 1.28

Mean opinion distance value (μ & θ = 0.3) 1.18 1.11 1.37 0.98 1.28

Mean opinion distance value (μ & θ = 0.4) 1.25 1.19 1.35 1.03 1.28

Mean opinion distance value (μ & θ = 0.5) 0.96 1.11 1.37 1 1.13

Mean opinion distance value (μ & θ = 0.6) 1.22 1.02 1.32 1.01 1.28

Mean opinion distance value (μ & θ = 0.7) 1.03 1.05 0.92 0.88 0.66

Mean opinion distance value (μ & θ = 0.8) 1.14 1.11 0.92 0.96 0.73

Mean opinion distance value (μ & θ = 0.9) 0.88 0.88 0.57 0.49 0.47

Mean opinion distance value (μ & θ = 1) 1.03 0.63 0.47 0.31 0.3

4 Conclusion

In the beginning, we identified a common approach to replicate the dynamic of the
opinions among teenagers through ABMs in literature. On one hand, this research
represents the attempt to test the predictions of theoretical assumptions implemented
into a simulative model: it was not just a matter of observing the phenomenon but
reproducing it by doing experiments; on the other hand, it contributes to filling a gap
to the relation between music, opinion formation process and social interactions.

Following the lead of bounded confidence and dissemination of culture, we
hypothesized that the dynamic through which people interact and influence each
other in this sphere (and we may presume in others as well) has to do with similarity.
Themodel outcomes show that many scenarios described accurately the same pattern
empirically observed, in particular whenwe increase the value of the parameters. The
most important result is the average value of the opinion distance among the students
that increases as the similarity decreases and as the intensity of ties decreases.

Therefore, the algorithm we suggested poses how individuals interact and convey
opinions on musical preferences: based on this, Agent-Based Modelling has proved
to be a powerful tool for testing hypotheses on social mechanisms.

Acknowledgements We thank Miss Melissa J. Wilkinson for her contribution in the proofreading
phase.
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Networked Models of Social Influence:
Explaining Left-Right Political
Landscapes in Europe Through Opinion
Dynamics and Network Structure

Daniel Reisinger, Michael Vogrin, Guilherme Wood, Thomas Schmickl,
and Georg Jäger

Abstract Traditional models of social influence typically use assimilative or repul-
sive influence to study how consensus or polarization emerge. Given simple network
structures, such as fully connected graphs, traditional models often fail to account
for the multi-modal opinion distributions found in empirical data. In this study, we
focus onmore realistic social network structures in terms of clustering coefficient and
average shortest path length and construct a model that allows both assimilative and
repulsive influence to drive opinion changes in individuals. We find that non-trivial
patterns emerge when the forces of assimilative and repulsive influence are kept at a
specific ratio and the network structure is highly clustered. Comparisons with empir-
ical left-right political opinion landscapes show that our model produces realistic
results that share the multi-model characteristics as observed in data collected by the
European Social Survey program.

Keywords Social influence · Opinion dynamics · Polarization · Political
landscapes · Networks · Micro-macro link

1 Introduction

Social influence can be defined as change in an individual’s opinion, attitude, feeling,
thought, or behavior in response to interactions with other individuals and encom-
passes the mechanisms that drive this change [13]. Resulting change of opinions
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can thus be conceptualized as a function of that individual’s opinion, the opinions
of its surrounding, and the kind of social influence, which ultimately determines the
direction of the opinion change. Literature identifies many different types of social
influence including conformity, obedience, persuasion, and differentiation [11]. Con-
formity, obedience, and persuasion clearly point in the direction of reducing opinion
differences, whereas differentiation points towards increasing opinion differences.
The idea of conformity can be used to explain social stability through convergence of
opinions [16]. Analogously, the idea of differentiation can be used to explain the phe-
nomenon of polarization [17]. To understand the dynamics that arise from the many
different types of social influence, numerous models have been proposed to capture
the conditions under which phenomena such as opinion convergence, polarization,
or clustering emerge.

In a recent review of models of social influence, it is argued that much of the
literature on social influence and opinion dynamics revolves around three classes
of models: (i) models of assimilative influence, (ii) models with similarity biased
influence, and (iii) models with repulsive influence [5]. The key assumptions behind
these models as well as their core results are briefly summarized here.

(i) Models of assimilative social influence assume that individuals with different
opinions move towards reducing these opinion differences [5]. This assump-
tion is supported by classical psychological findings such as Asch’s conformity
experiment [2], the effects of peer influence [1], theoretical models such as bal-
ance theory [8], and frameworks that focus on persuasion [12]. Assimilative
social influence typically leads to consensus among individuals in the long run
[5].

(ii) Models of similarity biased influence assume that social influence is dependent
on the degree of difference in opinions of individuals such that only sufficiently
similar individuals can influence each other towards reducing opinion differences
[5]. The key assumption of similarity biased influence can be supported, for
example, by the “Backfire Effect”, in which individuals are not persuaded by
facts that contradict their beliefs, but instead fortify their positions [15]. Models
of similarity biased influence typically lead to consensus if the similarity bias
is low, but may also show patterns of opinion clustering if the similarity bias is
high [5, 6].

(iii) Models of repulsive influence draw on the assumption that if individuals are
too dissimilar they may influence each other towards increasing their opin-
ion differences [5]. Salzarulo justifies repulsive influence by referring to self-
categorization theory [14]. Others point to specific phenomena that are tied to
repulsive influences such as xenophobia or differentiation [10]. Generally, mod-
els of repulsive influence predict that individuals form opposing opinion groups
resulting in patterns of bi-polarization.

The question remains how useful these models are in replicating and explaining
empirical data such as shown in Fig. 1 [9]. In this regard, it has been argued that (a)
the central peaks in such data suggest the presence of assimilative social influence,
(b) the non-central opinion clusters can be taken as evidence of similarity-biased
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Fig. 1 Left-right political landscapes. Respondents from Europe (aggregated) and selected Euro-
pean countries placed themselves politically on a left-right spectrum in 2018. Data are obtained
from the European Social Survey [4]

social influence, and (c) the extremal peaks on the far left and far right in the opinion
spectrum indicate repulsive influences in the social system [5]. Thus, the models of
social influence described above appear to be capable of capturing the core character-
istics of empirical left-right political opinion landscapes. However, they do so only
in isolation, meaning one characteristic at a time. The model classes fail to capture
the pattern in its entirety, i.e. they fail to reproduce the multi-modal opinion distribu-
tions shown in Fig. 1. In this study, we continue the works by Flache et al. and study
how one might achieve a better model fit without additional model assumptions on
the social influence mechanisms. Instead, we want to focus on how the empirical
left-right opinion landscape can be explained through a balancing of assimilative
and repulsive forces in combination with more realistic network structures.

2 Methodology

2.1 Social Influence Mechanisms

Social influence is modelled following traditional opinion dynamics equations. Indi-
viduals are represented by nodes in a network where every node has an opinion oi
in the closed interval [0, 1]. The interval boundaries represent an extreme left and
an extreme right political opinion and a value of 0.5 represents neutrality or indif-
ference. The structural relationship between individuals is described by a network
where individuals may only interact with one another if they are directly connected,
i.e. immediate neighbors. The equations describing the social influence mechanisms
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are modelled following [5]. In this regard, we distinguish between an assimilative
mechanism (with similarity bias) and a repulsive mechanism. The general updating
equation for either mechanism follows

oi,t = oi,t−1 + μ
∑

j

fw · (o j,t−1 − oi,t−1) (1)

where oi represents the opinion of node i and o j the opinion of one of node i’s
neighbors. The parameter μ represents the rate of convergence of a particular social
influence mechanism and the function fw describes the working principle of the
social influence mechanisms itself. For assimilative influence, the function f aw is
defined as

f aw =
{
1, if |o j − oi | < ε.

0, otherwise.
(2)

where ε describes a confidence level that determines how close two opinions have to
be for assimilative influence to take effect. For repulsive influence, the function f rw
is defined as

f rw = 1 − ω · |o j − oi | (3)

whereω is used to set the critical level of opinion difference for the repulsive influence
to take effect. Note that for the above equation the opinions are not naturally bound
on the opinion interval [0, 1] and require occasional truncation [5]. Figures2 and 3
show example opinion dynamics for assimilative influence with varying parameter
values of ε and for repulsive influence with varying parameter values of ω on a
complete graph. Opinions are initialized randomly and uniformly over the interval
[0, 1]. Individuals interact based on the social influence mechanisms defined above
where every line represents the dynamic of a single individual’s opinion over time.
Depending on the value of ε, assimilative influence can create opinion clustering as
well as full consensus (see Fig. 2). Depending on the value of ω, repulsive influence
can create full consensus as well as bi-polarization (see Fig. 3).

We then construct a model to account for both social influences including assim-
ilative and repulsive dynamics where the updated opinion of an individual is simply
the combined change in opinion of the assimilative and the repulsive mechanisms as

Fig. 2 Assimilativemechanism (with similarity bias). Shows opinion dynamics for different values
of ε on a complete graph with 100 nodes
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Fig. 3 Repulsive mechanism. Shows opinion dynamics for different values of ω on a complete
graph with 100 nodes

outlined above. The updated opinion of an individual in the combined social influence
setting is calculated following

oi,t = oi,t−1 + Δa + Δr (4)

�a = μa
∑

j

f aw · (o j,t−1 − oi,t−1) (5)

�r = μr
∑

j

f rw · (o j,t−1 − oi,t−1) (6)

In contrast to the assimilative mechanism (Eq.2) which may only produce opin-
ion convergence, and the repulsive mechanism (Eq.3) which, on its own, is already
able to reproduce both opinion convergence and opinion polarization, the combined
model should be interpreted as follows: Every individual in the system experiences
assimilative influence due to the assimilative mechanism (Eq.2) which gets, depend-
ing on local network structure, further amplified or reduced due to the addition of
the repulsive mechanism (Eq.3).

2.2 Watts-Strogatz Networks

Social network structure plays an important part in the study of opinion dynamics
as the properties of a specific network may accelerate or decelerate the opinion
change induced by the mechanisms of social influence. Selecting a network structure
with similar properties as observed in real social networks is, thus, crucial to the
assessment of different social influence mechanisms. For this purpose, we select a
graph generating method known as the Watts-Strogatz model [18] which allows us
to vary two network properties especially relevant to social networks: (i) the average
clustering coefficientC and (ii) the average shortest path length L [3]. The properties
may be varied by changing the model’s rewiring probability p, which determines the
probability of selecting and rewiring an edge in an initially highly clustered graph.
This allows us to generate vastly different networks in terms of average clustering
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Fig. 4 Properties of
Watts-Strogatz graphs.
Shows the average clustering
coefficient C and the average
shortest path length L for
different rewiring
probabilities p in the
Watts-Strogatz graph with
average degree 10 and 200
nodes

coefficient and average shortest path length. Note that real social networks typically
exhibit a high average clustering coefficient and a low average shortest path length
[3]. In Fig. 4, this would correspond to networks generated with rewiring probability
p ≈ 0.01.

2.3 Simulation Setup

To capture the opinion patterns produced by the combined social influence model
on different network structures we devise the following simulations setup: We gen-
erate Watts-Strogatz networks with 200 nodes where every node is randomly and
uniformly assigned an opinion value between 0 and 1. The opinion of a node oi is
updated following Eq.4 where a node’s neighboring opinions o j are given by the
structural relationship of the network. All opinions are updated in random sequential
order and the updating procedure is repeated for a simulation period of 200 time
steps. The stopping condition of 200 time steps is oriented on the drop of average
opinion differences between timesteps—1/N

∑N
i=1 |oi,t−1 − oi,t |—which shows a

significant slowing down of the system after an initial 100 timesteps, thus, signifying
a relatively stable phase. At 200 time steps the system’s average opinion difference
between two timesteps is already well below 10−3. At the end of the simulation we
take the opinion distribution over all nodes in the form of a histogram with eleven
equal sized bins, corresponding to the bin size of the empirical data shown in Fig. 1.

To identify (i) the space of non-trivial patterns and (ii) the model fit with empirical
data, we perform a parameter sweep over the rates of convergence, μa and μr ,
driving the change of the assimilative and repulsive mechanism. Both parameters are
varied iteratively in 30 steps over the closed interval [0, 0.1] while the confidence
level of assimilative influence is fixed at ε = 1 and the critical level of repulsive
influence is fixed at ω = 2. For assimilative influence, ε = 1 corresponds to full
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opinion convergence of structurally linked nodes (see Fig. 2) excluding any form
of similarity bias. For repulsive influence, ω = 2 corresponds to a critical level for
opinion differences of 0.5, meaning that any opinion difference between two nodes
greater than 0.5 leads to a repulsive influence between those nodes and any opinion
difference smaller than 0.5 to an assimilative influence between those nodes. For
every parameter combination μa and μr we performed 10 simulations in total. To
quantify (i), we categorize opinion patterns into three categories: full consensus,
bi-polarization, and non-trivial. For this purpose, opinion values at the end of the
simulation period are apportioned by creating three equal-sized bins ([0, 1/3], [1/3,
2/3] and [2/3, 1]) covering the whole opinion interval [0, 1]. If all opinion values
land in the center bin, we classify the opinion pattern as a case of “full-consensus”.
If all opinion values land in off-center bins, we classify the opinion pattern as “bi-
polarization”. Every other pattern is classified as non-trivial. To quantify (ii), we
calculate the absolute error between the simulated opinion histogram of eleven equal-
sized bins and the empirical opinion histogram of Europe (see Fig. 1).

This analysis is done for three different network structures in terms of average
clustering coefficientC and average shortest path length L: aWatts-Strogatz network
with rewiring probability p = 0.0001 (highC and high L), with rewiring probability
p = 0.01 (high C and low L), and with rewiring rewiring probability p = 1 (low C
and low L). Networks are generated using NetworkX [7].

3 Results

Figure5 shows example opinion dynamics within the parameter space of non-trivial
patterns, μa = 0.005 and μr = 0.015, produced on a Watts-Strogatz network with
high average clustering and low average shortest path lengths. The balancing between
the assimilative and repulsive mechanism in combination with a highly clustered
network structure leads to opinion distributions in line with the empirical data shown
in Fig. 1. The simulated patterns include a strong dominant opinion center, left and
right extremal peaks, and off-center clusters. Figure6 depicts the simulation space
of non-trivial patterns, i.e. patterns other than full-consensus or bi-polarization, and
the model fit with the empirical left-right political landscape of Europe, for three
different network structures in terms of average clustering and average shortest path
length. For a fixed confidence level ε = 1 and critical levelω = 2, non-trivial patterns
are observed when the ratio between assimilative and repulsive rate of convergence
is approximately 1/3. As network structure is changed from p = 0 (high C , high L)
to p = 1 (high C , low L), to p = 1 (low C , low L), the space of non-trivial patterns
becomes narrower and the model fit with empirical data becomes worse. We find the
best model fits on network structures with high clustering, while average shortest
paths seems to have less of an impact.
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Fig. 5 Multi-modal opiniondynamics. Shows example opiniondynamic produced for the combined
social influencemodel on aWatts-Strogatz networkwith high clustering and low average path length
(p = 0.01 and 200 nodes). The simulation setup is the same in all three examples: ε = 1, ω = 2,
μa = 0.005, μr = 0.015

4 Discussion

In this study we extend the existing knowledge on social influence mechanisms [5] in
networked systems by analyzing a simple model that can generate complex opinion
distributions. For this purpose, we investigated a networked model of social influ-
ence that includes both assimilative and repulsive dynamics. We find that the model
produces non-trivial patterns, i.e. opinion distributions other than full consensus or
bi-polarization, when the forces of assimilative and repulsive influence are balanced
and the underlying network structure is highly clustered. Simulations performed in
this setting produce opinion distributions that share the multi-modal characteristics
of empirical left-right political opinion landscapes observed in data collected by the
European Social Survey program [4]. Generally, consensus and bi-polarization, as
explained by traditional models of social influence, describe many social situations
very well. For example, given a number of different communication channels all
equally suitable, people choose a specific one and influence others around them to
choose the same. Over time, consensus is reached and everyone in the group uses
the same channel. The alternative to the above scenario would be the division into
polarized groups. An extreme case of this is bi-polarization, where the groups find
themselves on opposing ends of the opinion spectrum. Both outcomes, consensus
and bi-polarization, can be considered stable outcomes: If social influence makes
individuals more alike in their opinions, then consensus becomes stronger over time.
Similarly, if social influencemakes individualsmore unlike in their opinions, then the
opposing groups drift apart over time. These dynamics have been studied with great
success and opened the door to studies of more complicated or as we call it, “non-
trivial”, opinion distributions. Given our results, we suspect such non-trivial opinion
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Fig. 6 Patterns observed onWatts-Strogatz graphs (200 nodes) with varying clustering coefficients
C and average shortest path lengths L . Left column shows patterns other than full consensus and bi-
polarization produced. Right column showsmodel fit with the empirical left-right opinion landscape
in Europe (see Fig. 1). Top row shows simulations on aWatts-Strogatz with p = 0, middle row with
p = 0.01, and bottom row with p = 1 Opinion values are taken at t = 200. The confidence level
and critical level are fixed at ε = 1 and ω = 2
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distributions, as seen in empirical left-right political opinion landscapes (see Fig. 1),
to be unstable outcomes by nature. However, given a certain balance of assimilative
and repulsive forces and a clustered network structure, the pattern can be sustained
for a prolonged period of time. In this respect, the multi-modal opinion distribution
simulated with the combined model can be explained against the backdrop of the
different opinion convergence speeds of the mechanisms. A right balance between
the assimilative and the repulsive mechanism allows opinions to initially assimilate
in almost all parts of the networks. If this assimilative dynamic is fully dominant,
meaning that some parts of the network build polarized node pairs, the repulsive
influence of these pairs can very slowly shift the network towards polarization. If,
however, the assimilative force is too high, convergence dominates the occasional
repulsive dynamics by the repulsive mechanisms and repulsive node pairs cannot
develop. With parameter values as shown in Fig. 5 the majority of the network ini-
tially assimilates except in places where nodes start with highly opposing opinions
and the repulsive influence is strong enough to locally exceed assimilation. Because
the repulsive mechanism requires truncation, the repulsive dynamics of just a few
polarized node pairs can slowly polarize the whole network. In this regard, network
structure determines how quickly the repulsive dynamics can propagate through the
network. Highly clustered networks may, thus, slow down this dynamic significantly.
Finally, it has to be discussed whether the implemented mechanisms at the micro-
level and the meso-structural conditions represent realistic assumptions. There is
plenty of evidence from empirical studies to justify both assimilative and repulsive
influence. The assumption of including both influences in a single model could be
justified by a multiple arguments. For one, individuals are inconsistent, that is, indi-
viduals sometimes act in an assimilative way and sometimes in a repulsive way,
depending on the topic or whom they interact with. Alternatively, individuals in a
population could be heterogeneous, with some reacting more assimilative and others
more repulsive. Lastly, it could be the case that the opinion distribution observed are
the product of multiple sub-opinions, some of which are influenced more by assim-
ilative force, and others more by repulsive force. Note that none of these possibilities
exclude the others and all may apply. However, it is important to point out that the
experimental evidence for repulsive influence suggests that it happens primarily in
specific conditions. Our model assumptions take this into consideration, since assim-
ilative influence is always present while repulsive influence is situational. Regarding
the meso-structural conditions, we aimed at finding a compromise between com-
plexity and realistic depictions of real networks. The Watts-Strogatz model allows
us to create a realistic network structures in terms of average clustering and shortest
average path lengths, with the general premise that real social networks also exhibit
high average clustering and a low average shortest path length. The network struc-
tures generated by us have comparable properties in this regard, e.g. networks for
the collaboration of scientists [3].
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In conclusion, we suggest that multi-modal opinion distributions can be best
understood as the result of opposing forces acting on agents in a network. A strong
imbalance of these forces leads to either consensus or bi-polarization. However, if the
opposing forces are in a certain balance and the underlying social network structure
is highly clustered, then interesting and non-trivial opinion distributions can sustain
themselves over some time.
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Observations on Modeling Social
Identity: Suggestions to Address
the Challenges of Social Identity

Norman L. Johnson

Abstract In the last two decades, social identity (SI) modeling and simulation have
significantly advanced. They are building on and, in many cases, improving the over
a half-century of validated SI experimental studies and theories. In this paper, obser-
vations on modeling and simulation of SI explore niches of additional opportunities
based uponmultiple perspectives: the evolution of social organisms, non-competitive
theories of evolution, emergent properties of collective problem solving, advances in
non-social computational modeling, epidemiological simulations, and complexity
science. Based on these observations, specific recommendations are provided for
expanding SI modeling and simulation. The main recommendation is to develop a
general model of SI based on the observation that all social organisms share common
traits, such as the innate drive to form SI or how individual states of uncertainty or
stress trigger SI, but also recognize that complex species present more complex
expressions of SI. Other recommendations are: SI models must accommodate that
not all expressed SI traits have origins in or require higher fitness, all or many SI
traits have triggers and maybe trigger thresholds that must be modeled, the inclusion
of emergent group performance that may change SI behavior and strategies, and the
development of a SI community model for research and realistic applications.

Keywords Social identity · Agent-based model · ABM · Diversity · Group
performance · Emergent properties ·Multilevel system · Evolution theories ·
Conformity · Complexity science

1 Introduction to Broadening the Approach to SI Modeling

All social organisms, almost by definition, can be said to express SI. Yet, there appear
to be few researchers attempting to model what is common to all social organisms,
particularly SI. The author’s realization of the universality of social identity in social
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organisms became apparent while attending the 2002 Self-Organisation and Evolu-
tion of Social Behaviour Workshop [11]. By construction, the organizers included
an equal representation of experimentalists and theoreticians/modelers. The publica-
tion of the workshop proceedings in 2005 captured why a unified approach to social
organisms is beneficial: “Self-organisation of social systems can be observed at all
levels of biological complexity, from cells to organisms and communities. Although
individuals are governed by simple rules, their interactions with each other and
their environment leads to complex patterns. … The study of social systems from the
perspective of complexity science leads to unusual results that show that, by self-
organisation, complex patterns of behaviour may arise from very simple behaviour.
By building these rules into certain computer models we develop a new type of
understanding. This method may be applied to social systems of all kinds and of all
organisms. Yet, so far, it has rarely been used among biologists. Moreover, biologists
are little aware of the use of this method in the study of social systems in humans”
[11]. Much has changed since the writing of this introduction: agent-based models
(ABM) in social sciences andSImodeling are common [18, 22].Yet,whilemany cita-
tions of the workshop publication appear after 2005, none address a unifiedmodeling
approach to social organisms, even in biology. Notably, none seem to associate SI
with social organisms, except humans.

While the text above argues for the use of complexity science, a multilevel and
evolutionary analysis for modeling SI also has benefits and is captured in personal
communication by J.J. van Bavel in 2018, “I follow the logic of consilience laid out
by E.O. Wilson, which is that a theory that operates successfully at multiple levels
of analysis is more likely to be true and stand the test of time. On those grounds, I
think there is a lot to be gained by not only looking at social psychological aspects
of identity but seeing how these unfold at higher levels of analysis (social systems)
and lower levels of analysis (the brain and cognition)…Moving up and down levels
of analysis can generate new predictions and insights that might be hard to see if we
always stick at the same level of analysis” [4]. This quote adds an evolutionary and
multilevel perspective to the discussion of SI modeling.

This paper examines SI modeling from various perspectives, including how the
evolution of social organisms of different species represents different levels of adap-
tation of SI, matching the complexity of their environment. It proposes alternative
approaches or missed opportunities for SI modeling and simulation. The goal is not
to subsume the more than five decades of SI clinical experiments and theory but to
explore the niches whichmay have been overlooked, mainly as theymight be applied
to mature ABM applications to advise and solve real-world challenges.
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2 Observations on the Modeling Social Identity

The following section captures observations on the modeling of SI, followed by a
section selection of publications that illustrate the observation and recommendations.

2.1 SI is Fundamental to all Social Organisms, Not Just
Humans

A complete treatment of the multilevel evolution of SI is beyond the scope of this
paper, but an observation supports the utility of such an exercise.An example from the
Social Behaviour Workshop cited in the Introduction is the observation that all social
organisms—from slime molds to social insects to social spiders to social mammals
to lower and upper primates—exhibit a type of social copying when stressed or
uncertain, capturing the transition from an individual activity to collective coordina-
tion. For example, when stressed from lack of water or nutrients, a slime mold (the
social amoeba) shifts from independent behavior to coordinated action, including
self-sacrifice—the extreme expression of SI, leading to propagation [7, 19]. On the
other end of the evolutionary spectrum, humans are also observed to switch to social
copying when uncertain or stressed [5, 26, 29]. This observation is revisited in the
discussion of the CONSUMAT model in §2.3. Hence, the behavior of copying or
imitating peers under uncertainty and stress is a candidate for a universal feature of
SI in social organisms.

What if SI modeling started with the goal of capturing what is shared across all
social organisms as a foundation on which to build more complex descriptions that
are species-specific? This modeling approach is standard in the hard sciences, where
dynamical theories (governing equations) are developed in the broadest descriptions,
such as the equations ofmotion, followed by applying specialized constitutivemodels
and simplifying assumptions to model specific problem areas. With the accessibility
of extreme computing resources, the hard sciences have had even greater success in
realistic modeling across many fields where simplified models combined with high-
resolution simulations proved to be as good or better than complex models at a lower
spatial resolution, e.g., ABM in epidemiology [8, 9], simplified constitutive models
in continuummechanics, and the direct numerical simulation of turbulence. A similar
understanding is developing in modeling social behavior, particularly with ABM’s
advantages of self-organizing functionality [14, 18]. Is an opportunity being missed
in SI modeling where more realistic SI behavior can be captured from simplified SI
models combined with realistic, dynamic social networks generated or changed by
the SI model? Recent publications and reports that address this question are provided
in §3.3.
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2.2 Behavior-Changing Social Identity Can Form
from Trivial Differences

Another aspect of simplifying SI models may involve considering that some aspects
of an individual’s SI are less complex and more flexible than is often argued for
humans. How would this observation affect SI modeling? The unlikely answer may
be found in evolutionary theory.

One misconception about the origins of social behaviors in primitive social
organisms is that the details of their expressions are genetically pre-programmed.
But a researcher of social wasps, Gadagkar, concluded from decades of research
that ecological, physiological, and demographic factors dominate the influences of
genetic relatedness in selecting for or against social traits [7]. This suggests that
the expressions of SI may be more fluid than previously believed, even in the least
complex social organisms. To generalize Gadagkar’s conclusion: SI is an innate drive
in all social organisms, but where the expressions depend on the species’ complexity
and local environment.

Many experiments show how humans can form strong and behavior-changing SI
from minimal differences, such as experiments with children using random, trivial
differences [24]. Akerlof and Kranton’s 2000 paper summarizes: “… competition is
not necessary for group identification, and even the most minimal group assignment
can affect behavior. ‘Groups’ form by nothing more than random assignment of
subjects to labels, such as even or odd. Subjects are more likely to give rewards to
those with the same label than to those with other labels, even when choices are
anonymous and have no impact on [their] own payoffs. Subjects also have higher
opinions of members of their own group” [2]. Does the ease of formation of behavior-
modifying SI from random attributes change SI models, and in what way?

This suggestion to modify SI models does not reduce the significance of over
a half-century of experimental research on SI, particularly by the influential work
of Tajfel [25] and the extensions of Tajfel’s Social Identity Theory (SIT) after his
early death, both in maturation and to the successful application of SIT in a variety of
unrelated fields, as reviewed byBrown [4].One resolution of themature and validated
SI theories with the above observations is that the behavior-changing formation of SI
is an innate drive or need in all social organisms, but where the expression of the need
is dependent on the social sophistication and environment of the species. One could
also argue that Tajfel’s SIT applies in social situations where a mature expression of
SI is preexisting or the experimental design stimulates the strong formation of SI.
But in experiments where random associations without payoff lead to SI formation,
the innate need for the development of SI is triggered without recourse to competitive
motivations.

Another argument by analogy on the possibility that SI is an innate need that finds
a variety of expressions comes from the history of evolutionary theory. A common
popular belief, even bias, is that all “evolutionary” features expressed in the animal
species have an evolutionary significance of higher fitness during formation. Many
academic papers havewritten justifications for an observed feature in a species simply
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because of the assumption that if it occurred, there must be an increase in fitness due
to the feature from selective evolution. A more mature evolutionary theory proposes
that once the engine of diversity creation exists, the engine continues to create lasting
diversity, even if the evolutionary selection pressure is lessened or absent [15]. Hence,
the observed diversity in mature expressions of nature isn’t exclusively because of
evolutionary fitness but also because of the lack of evolutionary fitness and selection.
For example, the extreme diversity of coloration in birds may not be associated with
any increased fitness due to the coloration, but because the diversity creation of colors
is not selected by an increase in fitness, and the diversity production engine freezes
in evolutionary color changes.

When the above argument is applied to SI, possibly the innate need to form SI
without payoffs or changes in self-esteem can induce behavior-modifying SI from
trivial, non-competitive, random features. A possible characterization of this process
is that the need for SI is an innate attractor in the individual, in complexity parlance,
which requires a minimal stimulus to cause SI formation and where the expression
of SI depends on the individual’s internal state and external environment. There is
nothing specific to human SI in this speculation. Hence the viewpoint provides a
unified SI foundation for all social organisms. This innate SI attractor may have been
overlooked as a universal, cross-species trait due to experimental designs that trigger
mature expressions of SI. This observation leads to the next topic of triggers and
thresholds in SI dynamics.

2.3 Triggers, Thresholds, and Habitual Behavior in SI
Dynamics

There are unasked questions concerning experiments where SI occurs from minimal
or random differences discussed in §2.2. What are circumstances in which a new SI
is induced, or a pre-existing SI expression is triggered? Or when multiple SIs exist in
an individual, what circumstances cause the expression of one SI over another? Or,
more generally,what are the endogenous (individual) and exogenous (environmental)
conditions that form or stimulate the expression of a SI or selection of one SI from
multiple SIs? Is the formation of SI a gradual or abrupt process?Can the expression of
a SI be a habitual state, not requiring rational choice? These questions become more
relevant as the expression and management of multiple SIs within an individual are
recognized and modeled [20]. While answering all of these questions is beyond this
paper, this subsection examines the importance of modeling triggers and thresholds
of SI behaviors and distinguishing between modeling conscious and habitual states.

An example of an ABM that best explores these questions was developed for
consumer dynamics by Jager et al. in 2000 to implement a composite model from
the many validated but niche behavioral theories [13]. The CONSUMATmodel used
three dominant behavioral models for individual choice: (1) bounded rationality, (2)
social awareness and imitation of other consumers (peers), and (3) a rest state of
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habitual behavior—the thoughtless repetition of prior choices. The CONSUMAT
model was tested using anABMon different social networks. As aweak form of vali-
dation but a significant achievement, the full spectrum of consumer buying dynamics
is replicated with different parameter selections: high volatility in product choice,
prolonged time volatility with instabilities, highly stable choices with a high diversity
of product selection, and highly stable with low diversity of product selection.

A trigger of an individual behavioral state is implemented to initiate a specific
decision process. The two triggers in CONSUMAT that initiate the individual’s tran-
sition fromhabitual behavior to an activated decision state are (1) increased stress and
uncertainty, leading to social imitation and copying (as discussed in §2.1), and (2)
dissatisfaction from a historical comparison of needs fulfillment, leading to a rational
choice of different options based on bounded awareness. These modeling choices
capture the realistic behaviors: (1) an individual will sustain habitual behavior unless
triggered to a heightened state of internal or external awareness, and (2) triggers of
different internal states induce different types of behaviors.

Perhaps, one reason that habitual SI behavior appears not to be included in exper-
imental studies is that the experimental design often induces an activated SI state,
either consciously or unconsciously. The absence of SI habitual states in experiments
appears to be carried over to the simulations of SI, as captured in the pre-review of
the current state of SI models [22]. The above modeling observations can be applied
to SI models: (1) some aspect of habitual behavior needs to be included, and (2)
different triggers select between different types of behavior, including SI and non-SI
behaviors.

In private communicationswith Jager, he shared that adding thresholdswas neces-
sary for the dynamic realism in CONSUMAT, where a threshold of a trigger captures
a tipping point from habitual to behavioral change: a behavior does not gradually
appear with a non-zero stimulus trigger, such as uncertainty, but first appears at a
threshold level. Again, specific to SI models, what are the different SI behaviors and
their triggers, and do they require a threshold before the behavior is expressed?

To provide a perspective on the above observations, a comprehensive frame-
work for mapping and comparing behavioral theories in models of social-ecological
systems was proposed in 2017 [21]. The framework is intended for applications
in natural resource management, but the social-psychological framework proposed
generally applies and shares goals and features of the CONSUMAT development
from 17 years earlier. While the presentation does not include the concept of social
identity—“identity” is only stated once in a long list of individual need states where
“Needs are motivational goals/factors for behaviour,” social norms are cited as
a crucial element of a person’s behavior and central to social science disciplines.
Overall, one main recommendation of the study is the necessity for a comprehen-
sive model to switch appropriately between different behavioral modes, including
habitual behavior.

While no mention of triggers appears in the framework paper, the one threshold
reference is “What defines a loss versus a gain is a threshold, or more precisely,
a reference point that is a reflection of people’s expectations or beliefs about past
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outcomes.” An example of a habitual fisher agent provides an informative descrip-
tion, illustrating that threshold levels need not be fixed: “Every time step that it brings
back a catch and its needs are satisfied the behaviour becomes stronger and the
threshold to switch to a different behaviour becomes higher. If the satisfaction drops
below a threshold, the agent will start deliberating about alternative behaviour.”

In summary, a comprehensive SI model needs to have a rest state of habitual
behavior as a foundation, with activated states of behavior with corresponding
triggers and thresholds, based on internal states and external influences.

2.4 Emergence and Emergent Properties in SI Group Utilities

The word “emergence” has become a common descriptor in many social science
publications; for example, in 2008, “90% of papers on complexity and social simu-
lation explicitly refer to emergence” [23]. Emergence is now commonly used to
mean appearance, expression, coordination, and, possibly the least useful, surprise,
and consequently has lost its technical meaning [3]. This widespread usage of emer-
gence does not capture the definition for an emergent multilevel property: a feature
observed in the group (global) but not observed or expressed in the individual (local).

For most modeling studies of SI, the goal is to provide a descriptive model of
known or proposed SI features for evaluation, where the expression of SI or its
utility is not treated as an emergent property. One example of a limitation of not
including emergent dynamics and features in the modeling is when the utility of the
group has an emergent component but is not captured, which can, in turn, cause the
lack of the individual utility to reflect the full expression of the group utility and,
therefore, might change the conclusions of the study. This limitation is in addition
to the additional difficulty that if the group utility is explicitly modeled within the
individual, the question arises as to the realism of the modeling: the group utility
cannot typically be objectively known because individuals have only perceptions of
group utility but no mechanism to evaluate the group state objectively. The exception
to this statement is when group payoffs are explicitly made to individuals by an
intentional group structure.

An excellent example of the hazards of omitting emergent properties is the decades
of studies on the evolutionary origin of cooperation in publications. Many of these
studies largely fail in their goal because the models explicitly include coopera-
tive behavior as an option within the individual behavior. In this explicit modeling
approach, the simulations cannot demonstrate the emergent origin of cooperation
but only the desirability or selection of cooperation. By contrast, if an agent behav-
ioral model doesn’t include cooperation, but the global dynamics of the simulation
exhibit emergent cooperation, then themodel and simulation can be strongly stated to
capture the origin of emergent cooperation. Then, by using evolutionary processes,
once the emergent property increases individual fitness, the emergent cooperative
expression can be internalized within the population of individuals through selective
genetics [15].
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The ABM simulations of Hemelrijk in 1997 of the dynamics of herd structure
[10] illustrate the above argument. In simulations with only aggressive individual
behavior, Hemelrijk observed that a stable interaction could occur between a strong
individual and multiple weaker individuals in the formation of the dominance struc-
ture of the herd. The multiple weaker individuals exhibited emergent cooperation,
even though the behavioral model did not include individual cooperative behavior.
Many models at the time claimed to demonstrate that cooperation was an evolu-
tionary adaptation to higher fitness. Yet, the individual models typically included
cooperation as an individual option and arguably failed in their demonstration [10].

While the evolutionary origins of SImay be less attractive tomany researchers, the
above discussion has relevance to SI modeling choices and possibly SI theories. For
perspective, one of the significant advancements in evolutionary theory in the last two
decades is the resolution of the controversy concerning group utility in evolution, as
captured in amonograph by two of themost influential evolutionary theorists,Wilson
andWilson, in 2007:“Current sociobiology is in theoretical disarray, with a diversity
of frameworks that are poorly related to each other. Part of the problem is a reluctance
to revisit the pivotal events that took place during the 1960s, including the rejection
of group selection and the development of alternative theoretical frameworks to
explain the evolution of cooperative and altruistic behaviors… Multilevel selection
theory (including group selection) provides an elegant theoretical foundation for
sociobiology in the future, once its turbulent past is appropriately understood” [28].
Although SI should be a key component of sociobiology theories, it is not mentioned
in the monograph. While this omission is significant to the history of SI theories, the
discussion of its implications is beyond the scope of this paper. Still, specific aspects
of the multilevel evaluation of utilities are relevant to ABM SI modeling and can be
discussed.

The key to determining utilities in the context of SI is capturing the benefits and
costs expressed at multiple levels: for agents, an SI group of agents, and communities
of SI groups. A feature of all ABM treatments of SI is the use of agent and group
utilities, either as payoffs or for strategy evaluations. For example, if a rational choice
model is used, then the utility of an agent determines the agent’s behavior. If different
individual or group management strategies are examined, group utilities are used to
evaluate them. While it is beyond the goal of this paper to review the models of SI
utilities, such as the commonly used self-esteem [25], the emergent sources of utility
appear to be overlooked in multilevel SI models of individual and group(s).

In the late 1990s, two groups of researchers independently discovered how diverse
groups could outperform the average individual and how even a group of high-
performing experts can be outperformed by a group of individuals with a diversity
of individual performance or skills [12, 14]. Identical to the challenges faced in
gaining acceptance of group selection described by Wilson and Wilson [28], both
first attempts to publish these results were rejected, with a reviewer of my 1998
submission stating, “I don’t see what is wrong, but it can’t be right.” Two decades
later, these concepts are popularly accepted and published as “collective intelligence”
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and are key to understanding the invisible hand in optimizing stock markets and
managing large research programs [16]. The following asks if a similar bias has
occurred in the history of SI modeling.

One example of emergent utility is when an optimal but emergent group solution
to a problemmay not be comprehensible to the individual. In a 1998 report, I analyzed
how information derived from a collection of independent agents solving a maze can
be aggregated to obtain the shortest path [14]. Because a myotic agent has no global
perception of the maze, the agent has nomechanism to judge the quality of its chosen
path. A significant discovery was that any reduction in the contribution of experi-
ences by the agents in the aggregation for the group solution led to reduced group
performance. This discovery led to an analysis that found that group performance
correlated with the diversity of individual contributions to the group solution. This
diversity correlation occurs only for a range of problem complexity that confounds
an expert solution but is not so great as to cause the individual’s contribution to be
noise [16].

In the 1998 study, it was assumed that all agents had a common worldview (they
agreed on options in the maze), reflecting a common SI. In a later study of the same
maze problem but using agents with different worldviews or SI (they disagree on
options), the resulting biases lowered the group performance unless the biases them-
selveswere diverse or, more accurately, uncorrelated [16]. An additional discovery of
the 1998 studywas that the optimal emergent group performancewaswhen each indi-
vidual could communicate their full experience to the group solution, not their best
option, nor a uniform weighting of all options. One way to understand these results
is that in complex problem domains, individuals have diverse and non-overlapping
areas of experience. One individual, including an expert, cannot perceive the global
problem in complex problem domains. The collective aggregate of experience or
skills always yields a better solution than an average performer and often the expert.

These results have direct application to the SI modeling: (1) emergent group
utility can be uncorrelated with aggregate individual utility, which in turn, may alter
conclusions about the efficacy of SI, (2) a higher emergent utility of a SI group
requires compatibility of individual contributions—a shared worldview or SI, (3)
because the emergent solution is robust to uncorrelated bias and even extreme noise in
the individual contributions [14], SI groups may show higher emergent performance
in experiments in the presence of miscommunication, misinformation, or low SI
coherence, and (4) optimal SI group performance occurs when individuals of a SI
group can communicate their complete experience, which could be restricted by
repressive SI conformity. In summary, including emergent properties in multilevel
SI simulations can result in more robust and realistic models, change the conclusions
of studies, and contribute a new understanding of SI in group performance.
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3 Illustration of the Above Observations to ABM SI Studies

This section examines three recent papers describing ABM implementations of SI
theories to illustrate the observations of the prior sections. These studieswere selected
based on the quality of the behavioral models and implementation choices, repre-
senting this author’s view of the sophisticated state of SI modeling.While few papers
were selected to illustrate the observations presented herein, the advantages of the
observations are hopefully helpful to other publications and identify SI modeling
additions for more realistic applications.

3.1 ABM of a Comprehensive Social Identity Theory (SIT)

Upal and Gibbon, in 2015 [27], presented a socio-cognitive model of SI dynamics
and illustrated how agent-based social simulation could be a valuable tool for theory
refinement. The simulations use a rational choice theory that maximizes individual
utility. Intergroup behavior is driven by the need to maintain positive self-esteem,
derived partially from affiliation with SI groups. Comments on the implemented
SIT’s accuracy are beyond this paper’s scope, but the study is an example of the
advanced implementation of a mature behavioral model. The SIT model captures a
comprehensive spectrum of socio-structural beliefs, individual and collective strate-
gies, intergroup permeability, and personal and group costs… to name some of the
features. The simulations of 100 agents examined 12,000 simulation groups with
500 rounds per group, initializing each run with random distributions of individual
resources, agent perceptions of permeability, legitimacy, stability, and individual
esteem. The analysis of the simulations examined correlations between the input
variables and outcomes of multiple SI management strategies. Given the maturity of
the SIT model, the analysis provided extensive results on the sensitivity of different
strategies to themodel parameters. The strongest correlations observedwere that out-
group resources were negatively correlated with all SI management strategies. “This
means that agents are more likely to denigrate, glorify, attack and change entry condi-
tions targeting groups that are believed to have few resources” and “As in-group
resources increase, agents become more likely to engage in collective strategies
against the out-group members.” The two unexpected results, labeled “emergent,”
were (1) the positive correlation between average group resources and all SI actions
and (2) the negative correlation between outgroup resources and SI actions.

The reason for citing this study is to note that the implementation of the SIT is
linear in all relationships (an explicit assumption) and deterministic (the same initial
conditions produce the sameoutcome). Themodel excludes triggers and thresholds in
behavior, whichwould introduce nonlinear dynamics. Similarly, there is nomodeling
of habitual behavior, which adds a strong path dependency in the solutions, another
nonlinear behavior. The deterministic nature of the model excludes the possibility of
SI forming from random events. The addition of modeling any of these behavioral
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effects while increasing the complexity of the analysis would result in amore realistic
model and results.Afinal comment is that the unexpected results are labeled emergent
patterns, using the more popular definition of emergence. There is no indication in
the results that the simulations show emergent behavior as defined in §2.4.

3.2 ABM Study of Trust and Conformity, Using Fitness
of Group Diversity

A 2022 paper by Fazelpour and Steel studies the positive and negative effects of
different types of diversity on SI performance using an ABM [6]. The problem chal-
lenging each agent is selecting two options with unknown payoffs that are sequen-
tially observed to optimize their preference. Their resulting payoff preferences can be
shared based on a predetermined and fixed social network. The study’s main conclu-
sions are that different types of diversity “can, in certain circumstances, benefit
collective performance by counteracting two types of conformity that can arise
in homogeneous groups: those relating to group-based trust and those connected
to normative expectations toward in-groups.” The main conclusions duplicate the
earlier diversity studies described in §2.4 and [14]. Still, because the simulations
include multilevel SI dynamics of information sharing and blocking, the nuances
of the effect of diversity on collective SI performance are also revealed. While the
use of a fixed social network does not realistically represent SI group formation
and change, as discussed in §2.2, the authors’ variable weights of social network
connections are stated to capture intergroup dynamics, but no details are provided.
No modeling information is provided if triggers and thresholds were included in
implementing behavior models, communication, or strategies. Habitual behavior is
not mentioned.

3.3 Multipurpose SI Community Model for Large-Scale
ABM Simulation

A significant advancement of epidemiology and its usefulness in pandemic strategies
transpired in the 2000s when ABM simulations with billions of agents were demon-
strated at Los Alamos National Laboratory by modifying a molecular dynamics
simulation resource. The resultingABMepidemicmodeling resource, EpiCast, simu-
lated pandemics at a national level, capturing the movement and infection state of
every individual in the U.S. (300 million at the time) using census and mobility data
[8]. The EpiCast results were so influential that pandemic policy decisions of the
last century were changed in the U.S. and internationally and have continued today
with the COVID pandemic, utilizing the rapid development of vaccines instead of a
national quarantine. A critical precursor that made EpiCast possible was developing
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a 2000-person ABM community model of the infectious spread of smallpox [9]. The
advantage of the community model is that it captures the realistic spread of infection
through a contact network with movement between homes, workplaces, and public
locations. The model was validated with other infectious diseases and became a
standard test platform for developing new infectious models. EpiCast replicated this
model to duplicate the populations of each county in the U.S., thereby capturing the
entire U.S. population.

Based on the success of EpiCast as a team member and PI, I developed a research
proposal in 2009 [17] after concluding a Phase 1 exploratory study for an ABM
resource formanagingmessage campaigns in actual geographical regions with polar-
ized SI populations, using a simplified SI model, a replicated community model
based on the smallpox community model [9], and data-driven social networks. The
combinedABM resourcewith data assimilationwas argued to assist decision-makers
in conflict management and policy deployment. Another trial SI community model
was proposed in 2022 to study the “emergence of social norms” [1]. This study
also adds genetic algorithms to enable the evolution of rules to optimize individual
fitness in the presence of information exchange, enabling the discovery, rather than
a specification, of collective norms.

Thedynamical similarity between a community experiencing an infectious disease
with adaptive behavioral changes and a community experiencing SI formation and
adaptive behavioral changes suggests that the development and use of a SI community
modelmight be transformational to the testing of newSImodels and the development
of large-scale policy management resources, similar to the experience of EpiCast.

4 Conclusions and Future Studies

These are highlights of the suggestions that might be included in future SI resources.
§2.1: Start with a universal SI model common to all social organisms, and then
specialize the model for specific social organisms—the more complex the organism,
the more complex the SI. §2.2: Consider that expressions of SI may not require
modeling of fitness but can occur by chance, reflecting the attractor nature of SI. §2.3:
Consider inclusionof habitual behavior andwhat triggers and thresholds activate each
SI feature. §2.4:Allow for emergent properties inmultilevel SImodels, particularly in
howgroup performance benefits the individual. And, §3.3: Consider the development
of a validated, multi-purpose SI community model with realistic, highly-resolved,
SI-driven social networks.

A theme throughout this paper is that the challenge of the high complexity of
evolved human SI may hamper the advancement of SI modeling. And how an evolu-
tionary perspective might guide the development of SI models. For this author, the
most exciting discovery in examining the evolutionary development of SI is the
perspective that human SI might be viewed as an emergent collective consciousness
of the group. This observation aligns with an unpublished theory of the author that
the evolutionary origin of consciousness or sentience in an organism is the ideation
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equivalence of the biological sense-of-self of advanced immune systems to address
the high internal complexity of a multicellular organism. From this viewpoint, SI
evolved as an expression of emergent immunity of the SI group to outside ideas
while managing the SI group’s high internal complexity or diversity. This leads to
the observation that in lower forms of social organisms, SI is not self-aware or emer-
gent but purely responsive at an individual level. And, in higher social organisms,
emergent SI provides forms of group awareness and immunity to outside ideas, which
the individual cannot understand.
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The Friendship Field - an Agent-Based
Model on Dyadic Friendship Formation
Driven by Social Battery

Chrisja Naomi van de Kieft and Eva Margretha Timmer

Abstract Humans have an intrinsic need for friendship, especially in adolescence
when entering a new social environment where they do not know anybody. The
question as to how friendships form is frequently asked. In research, three important
factors have been identified in the formation of friendship: extraversion, resemblance
and social status. To our best knowledge, a missing aspect in current research on
friendship formation is the concept of “social battery”. The social battery compre-
hends an individuals’ energy level to engage in social contact.When the social battery
is exhausted, it can prevent an individual from social contact, and consequently from
making new friends. The recharging and exhaustion of the social battery heavily
depends on the person’s extraversion level. In this paper, we develop an agent-based
model “the Friendship Field” that simulates real-life dyadic friendship formation
where the individuals’ interactions are motivated by their social battery. With this
model, we investigate emergent patterns regarding extraversion, resemblance and
status. Themodel reproduces a pattern of themere-exposure-effect, an existing theory
on friendship formation. Moreover, it proposes a new factor for friendship formation
in social sciences: the social battery.

Keywords Friendship · Social battery · Extraversion · Status · Resemblance ·
Agent-based model (ABM)

1 Introduction

Humans feel the need to belong, the need for closeness and thus, the need for friend-
ships [1]. Especially in adolescence, the importance of friendships increases [3].
They provide a sense of acceptance and belonging for young people. Friendships

C. N. van de Kieft · E. M. Timmer (B)
Department of Social Sciences, Information Technology Group, Wageningen University and
Research, Hollandseweg 1, 6706 KN Wageningen, The Netherlands
e-mail: eva.m.timmer@hotmail.com

C. N. van de Kieft
e-mail: chrisjavdkieft@gmail.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Squazzoni (ed.), Advances in Social Simulation, Springer Proceedings in Complexity,
https://doi.org/10.1007/978-3-031-34920-1_24

299

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34920-1_24&domain=pdf
http://orcid.org/0000-0002-8359-6860
http://orcid.org/0000-0002-8552-9469
mailto:eva.m.timmer@hotmail.com
mailto:chrisjavdkieft@gmail.com
https://doi.org/10.1007/978-3-031-34920-1_24


300 C. N. van de Kieft and E. M. Timmer

help to develop compassion, care, and empathy, as well as a helping to define the
self, outside of the family. A very important year for adolescents to establish new
friendships is in the first year of university. This is an example of entering a new
social environment with many unknown people. The question of ‘How do friend-
ships form?’ has been the topic of interest in a broad range of research fields for
over 100 years [2, 5, 10]. In many of these studies, several social interaction aspects
were nominated as having a significant impact on friendship formation. However,
to our best knowledge, the individuals’ energy level to engage in social contact is
not considered in previous studies. We propose to implement this energy level as
a “social battery”. In this paper, we develop an agent-based model “the Friendship
Field” that simulates real-life dyadic friendship formation where the individuals’
interactions are motivated by their social battery. People can only become friends
when they have enough energy for social contact.

With our model, we investigate emergent patterns regarding a set of well-studied
factors in the field of social sciences: extraversion, similarity (or resemblance) and
social status [11, 12, 14, 15]. Furthermore, the model proposes a new factor in
friendship formation: the social battery. The Friendship Field simulates a generic
version of friendship formation, since it can be applied to all situations with no
initial friendships and no hierarchy. However, the model was built according to the
idea of first year bachelor students in theNetherlands, therefore in this cultural setting
status is of less importance than in other situations.

The remainder of this paper is organised as follows: Sect. 2 (Background) elab-
orates on the factors influencing friendship formation and introduces the concept of
social battery. Section 3 (Model Design) provides an overview of the model design
including the timestep description and parameters. Section 4 (Model Validation and
Analysis) presents the results of the sensitivity analysis. Section 5 (Discussion and
Conclusion) summarises the findings and proposes suggestions for further research.

2 Background

Extraversion is a personality trait in the “Big Five” OCEAN model of personality
by Costa and McCrae [4]. The model describes a range from a passive and reserved
personality to more talkative and sociable characteristics. People with low extraver-
sion (introversion) prefer smaller groups or solitude and avoid large social situations,
while people with high extraversion tend to seek the company of others. Extravert
people experience social interaction more often as positive and are therefore more
likely to select friends [15]. Another important difference between extraverts and
introverts is that extraverts gain energy from social interaction, while for introverts
it costs energy [8].

The tendency to become friends with people that are close in space to you is
called the proximity principle [6]. Proximity (literal closeness) increases the interac-
tion between people, which is key for friendship formation [10]. People with similar
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characteristics (figurative closeness) have a higher chance of reciprocating a friend-
ship nomination [12]. A friendship nomination is considering someone a “friend”,
so when the nomination is reciprocated a bidirectional friendship arises [11].

This phenomenon of bidirectionality is inherently intertwined with status. Status
encompasses many aspects of social life, including social importance, appeal, and
kindness [7]. In Kemper’s status-power theory, status is the voluntary compliance
with what the other human wants [9]. Kemper’s status-power theory of social rela-
tionships describes (amongst others) the balance between gaining status, conferring
status, and claiming status. Roughly said, when a person receives a status conferral,
they compare the conferral to their expected and wanted status. If these match,
the person accepts the status conferral. Two people who accept each other’s status
conferral consider the interaction as pleasant and therefore, their relationship is
improved. When the status conferral is lower than expected, the recipient considers
the interaction unpleasant. The power part of the status-power theory is based on
involuntary compliance, when the expected status is not given so the human forces
the interaction to gain status. However, we feel that this does not happen in our
cultural environment with no hierarchy and therefore we will not consider this in our
model.

People do not always have the energy to engage in social contact. The level of
this energy can be regarded as the “social battery”, since it can deplete and recharge.
In grey literature, the term social battery is referred to as one’s capacity to engage
in social contact [13, 16]. For people with various levels of extraversion, the social
battery depletes or recharges at a different pace during social interaction. The state of
the social batterymight influencewhether one interactswith people and thus,whether
friendships can arise. Since social contact is a key factor in friendship formation, we
believe that social battery is a crucial component of the friendship dynamics. More-
over, interactions with known people cost less or bring more social energy than
interactions with new people. Therefore, a lower social battery level can prevent an
introvert person from interacting with yet unknown people but might allow for inter-
actions with already established friends. Thus, the ways in which the social battery
affects different people and their interactions, influences the friendship dynamics.

Furthermore, Kemper theorizes about reference groups. Reference groups are the
groups of people who motivate us to perform actions [9]. Reference groups can be
anything or anyone, alive, dead, real or imagined. Besides other people as a reference
group, one of the reference groups mentioned by Kemper, is the “organism” or the
body. The body has certain interests (food, energy, sex) and these interests can be
regulated or repressed by social or moral codes. When the organism is pushed to
its limits, it can refuse. We linked the concept of social battery to the organism as
a reference group, where the limiting factor for engaging in social interaction is the
organism’s social energy.

Based on these concepts, friendship networks arise in our model. In these
networks, people have a different number of friends and stronger or weaker rela-
tionships. As in real life, relationships can decay over time when a long time of no
interaction occurs.With no repeated interaction, the relationships fade over time, and
this gives the network a dynamic structure.
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3 Model Design

The full model can be retrieved from https://www.comses.net/codebases/29cb34a1-
9128-494d-937d-02d1e34b5fc4/releases/2.0.0/.

3.1 Timestep Description

Setup. At the setup of the model, the humans are placed on the field. Randomly,
all humans receive an extraversion level ranging between −1 and 1, and a status,
kindness and appeal ranging between 0 and 1. The humans receive a list of random
characteristics that can either be a 0 or a 1 (characteristics-list). This number repre-
sents the absence or presence of a characteristic (e.g. are they vegetarian?) that the
humans possess. Furthermore, their initial social batteries (social-battery) are set to
the social battery threshold (sb-threshold), a slider in the interface. An extraversion
below 0means the human is an introvert and a positive extraversionmeans the human
is an extravert. Extraversion levels in the range −0.1 to 0.1 are excluded to create
more separation between the humans.

Chill on the field. On the start of a timestep, the humans “decide” whether they
want to meet someone (Fig. 1). Their want-to-meet is a probability ranging from 0 to
1, calculated with their social-battery, their extraversion level and the sb-threshold.
For extraverts, a social-battery level higher than the sb-thresholdmeans that they have
a sufficient level of social energy and do not necessarily need to meet another human

Fig. 1 Flowchart of one timestep in the friendship field

https://www.comses.net/codebases/29cb34a1-9128-494d-937d-02d1e34b5fc4/releases/2.0.0/
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to involve in social contact. For introverts, a social-battery level higher than the sb-
threshold means that they have enough social-battery to engage in social interaction.
A social-battery that is below the sb-threshold means for extraverts that they need
to have social contact, while in this situation the introverts would rather avoid social
contact. If the humans do not engage in social interaction, they chill on the field
(COF). Half of the human’s extraversion level is added to the relative difference
within the social-battery and the sb-threshold, as extraversion influences the desire
to meet people in real life.

RelativeDi f f erence =(1 − abs(Social Batter ySBT hreshold)/

(MaxSB − MinSB) )/2

WantT oMeet = RelativeDi f f erence + Extraversion/2

(N.B. In Netlogo, different words within a variable name are separated with a dash
’-’ by convention. For readability, the variables in the formula boxes are inCamelCase
style). The want-to-meet is bound to fall between 0 and 1. A human’s not-want-to-
meet equals 1—want-to-meet. The human boolean variable is-available? is set to
True or False, weighted with the want-to-meet and not-want-to-meet probabilities.

Finding a mate. Next, the humans try to find a mate: another human with whom
they can interact. The probability of meeting someone is related to the relationship
level (relation). This means that the better the relationship between two humans is,
the higher the chance they meet again. Each human semi-randomly picks a candidate
from all available humans and the humans become each other’s mates. The extravert
humans immediately interact, while the introvert humans first check whether the
mate is already a friend. If the mate is already a friend, the interaction starts. If the
mate is not yet a friend, the introvert humans first check if they have enough social
battery to engage in a social conversation with someone they do not know. This
is dependent on the extraversion level of the human and the introversion-weight,
another slider in the interface.

Social Batter y + Extraversion ∗ I ntroversionWeight >= SBThreshold

This social battery check is because meeting new people generally costs more
social battery then already known people, especially when the human is introverted.

Status conferral. The first step of the interaction is the status conferral. The mate
of the human determines how much status they are willing to confer to the human
based on status, appeal of the human, kindness of the mate and existing relationship
status between the human and the mate [7].

StatusCon f erral = ((StatusWeight ∗ MatesStatus)

+ (Personali t yWeight ∗ (OwnK indness + Mates Appeal)/2 )

+(Current RelationWithMate ∗ RelationWeight))
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The weight of the status (status-weight), personality (personality-weight) and
relationship (relation-weight) can be changed with the sliders in the interface. These
weights sum up to 1, but their relative weights can be adjusted to investigate the
importance of the three determinants in the status conferral. If the status-conferral
of the mate is higher than the status of the human, this will have a positive effect on
the interaction. When the received status-conferral is lower than the human’s status,
the human is offended, and this has a negative effect on the interaction.

Interaction. After the status conferral, the interaction itself takes place. The
human and its mate both determine the interaction value based on the percentage
of corresponding characteristics, extraversion level combined with the relationship
(openness), and the status-conferral. As you get to know people (relation increases),
your extraversion contributes less to your openness. Extraverts have an advantage
in the relationship increase when the relationship is yet beginning, while introverts
strengthen their relationships with people they already know more easily. The simi-
larity in characteristics and openness both have a higher weight in the equation than
status conferral, according to the cultural setting of this model. However, this can be
adjusted in the code.

I nteraction = (Percentage ∗ CharsWeight + Openness ∗ OpennessWeight

+StatusCon f Weight ∗ StatusCon f erral)/10

Update. After interaction, three variables of the humans get updated. The status
is updated based on the status conferral they received from the mate. The volatility
is hard-coded as 0.10, according to the start value in the playground model [7].

Status = (Status + (StatusCon f erral − Status) ∗ Volatili t y)

The second variable that gets updated is the relation between the human and the
mate. The new relationship is increased with the interaction value. When the relation
exceeds the friendship-threshold, the humans are considered friends.

Relation = Relation + I nteraction

Thirdly, the humans update their social battery, see section ‘Social battery and
Extraversion’.

Un-mate. In un-mate, the humans set their mate to nobody and the relationship-
links that are above the friendship-threshold become visible.

Relation-decay. At the end of the timestep, the relationships of all humans decay.
This formula takes into account the yet established relation value between humans,
because relationships with people you are very good friends with have a lower decay
rate.

Relation = (Relation − (1.1 − Relation) ∗ 0.05)
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The 1.1 prevents the decay from being 0. Whilst calibrating, the 0.05 is a decay-
constant that provided the most plausible outcomes in our opinion.

Social battery and extraversion. For introverts, it costs energy to have social
contact and the social battery recharges on the field. On the contrary, extraverts
gain energy by engaging in social contact and exhaust their social battery whilst on
the field. We implemented this in our model by creating two different ways for the
humans to lose and gain social battery. The social battery changes after the interaction
and when the humans chill on the field due to not having found a mate.

FieldSocial Battery :
Social Battery = Social Battery − FieldBatteryConstant ∗ Extraversion

Interact Social Battery:
Social Battery = Social Battery + I nteract BatteryConstant ∗ Extraversion

The interact-social-battery ensures that the extravert humans gain energy from
interacting, and the introvert humans lose energy from interacting. This same
mechanism is used the other way around in the field-social-battery.

Adaptive characteristics.When interactingwith friends with different character-
istics, people tend to adopt each other’s characteristics. To implement this, a switch
adaptive-characteristics? was built which turns on the adaptation of characteristics.
At the end of the interaction, the human checks whether the mate is a friend. If this
is true, the human with the lowest status changes one characteristic to its mate’s.

Run time. One timestep resembles one chance to interact with someone. We
assume three interaction chances per day, therefore one day consists of three
timesteps. As the study investigated how friendships formed during one year, the
model runs for 1095 timesteps.

3.2 Parameters, Variables and Design

Agents. The agents in thismodel are humans. These humans have a fixed extraversion
level, kindness, appeal and a list of abstract binary characteristics. They also have
an adaptive status, social battery and current mate with whom they interact. Besides
this, the humans also have a variable candidate. This variable is used to determine the
other humans that are available to become a mate with. Based on these interactions,
the humans develop a certain relation and hence, the humans can form friendship
networks. All human variables are described in Table 1.

Environment and Networks. The grid is a theoretical space in which humans
can meet but it has no spatial meaning. The humans are able to confer status to each
other and depending on their interaction, theirmutual relationship can change. All the
humans have a link to all the other humans and the humans function as nodes, their
reciprocal relationship represented by the weight of that edge. Furthermore, the links
all have a resemblance: the percentage of agreeing characteristics they possess. The
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Table 1 Overview of the variables attributed to the humans

Variable Use Value

Extraversion Level of how extravert a human is −1 to 1

Status Amount of status a human has 0–1

Kindness How easily they confer status to others 0–1

Appeal How easily they attract status from others 0–1

Social-battery How much social energy they have to form
new friends/maintain friendships

0–100 (START = 100)

Characteristics-list List of binary characteristics in which they
can resemble others

List of random 0 s or 1 s

Candidate Possible human to become mates with Another human
(START = nobody)

Mate The human with whom they are interacting Another human
(START = nobody)

Is-available? Whether the human is available to meet TRUE or FALSE
(START = TRUE)

Friends-counter The number of friends an human has 0 to
(number-of-humans—1)

links become visible when the relation value is higher than the friendship-threshold.
All global parameters are described in Table 2.

4 Model Validation and Analysis

Before analysing the model, we validated certain constants to establish reliable
settings. These settings were used in the model analysis, which will be discussed
further below.

4.1 Simulating Real Life Batteries

Two formulas are used to update the social battery: the field-social-battery and the
interact-social-battery.Both formulas involve afield-battery-constant and an interact-
battery-constant. To calibrate these constants, we performed a sensitivity analysis to
find the constants that best represent reality to our experience.

The percentage of humans that do not engage in social interaction is the %COF.
We measured the %COF of the introverts and the extraverts and calibrated the field-
battery-constant and interact-battery-constant in such a way that with the default
parameters, the extraverts mean %COF was around 25% and the mean %COF for
the introverts was around 40%.
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Table 2 Overview of global parameters

Parameter Use Value Default

Status-weight The importance of status in the status
conferral

0–1 0.33

Personality-weight The importance of personality in the
status conferral

0–1 0.33

Relation-weight The importance of the relationship in the
status conferral

0–1 0.33

Volatility* The importance of the conferral in status
changing

0.1 0.1

Sb-threshold The percentage of social battery needed
to interact for introverts

0–100 60

Interact-battery-constant The rate at which social interaction
affects the social battery

0–30 10

Field-battery-constant The rate at which chilling on the field
affects social battery

0–30 30

Friendship-threshold The value at which people are considered
friends

0–1 0.6

Introversion-weight The importance of introversion to have
the energy to socially interact

0–40 20

Number-of-characteristics The number of characteristics the humans
have

0–20 8

Number-of-humans The number of humans placed on the field 2–100 60

*Hard-coded

4.2 Resemblance

To determine the number of characteristics to include in the model, we chose the
number of characteristics at which the average number of friends stabilised, which
was 8.

When the switch adaptive-characteristics? was switched on, within a year almost
all characteristics combinations have become the same: the resemblance between
the humans is 1 for every relation. Although everyone possessing the same combi-
nation of characteristics is not realistic, it is interesting to see that with adaptive
characteristics, the humans form more friendships (p < 0.0001) (Fig. 2).

4.3 Mere Exposure Friendship

One of the interesting things our model showed was that the higher the number
of humans in the field, the lower the average number of friendships formed. The
highest number of friendships forms at a group size of 20 humans and with more
humans, the average number of friends decreases (Fig. 3). This phenomenon can



308 C. N. van de Kieft and E. M. Timmer

Fig. 2 Effect of adaptive characteristics on the average number of friends when the model was run
with default settings

be explained by the fact that with more humans, a human has a lower chance of
meeting another human they already met before and thus contributing interaction
to their relation. Beside this, the decay has a higher effect in the model with more
humans, because they meet less repeatedly than in a model with less humans. When
two people interact repeatedly, this often results in the two people liking each other,
known as the mere-exposure effect [6]. This makes a high number of humans in the
model result in relatively few friendships, whereas in a field with a lower number of
humans, everyone gets at least one friend. Extraversion, resemblance or status does
not matter in that case, the mere-exposure effect increases the relations enough to
form friendships. From our own experience, this is also the case in the real world.
In a smaller classroom, the chances of becoming friends with the other students are
much higher than in a large lecture room.

Interestingly, this effect is larger for introverts than for extraverts. The number of
humans at which the extraverts form the most friendships is 20, while for introverts
the optimum lies around 10 humans (Fig. 3).

4.4 Status Importance

In the formula for calculating the status conferral, the weights of status, personality
and previous relationship together is 1. The importance of status can be evaluated by
setting the status weight to 1 (making the personality weight and the relation weight
0) and comparing to the results with status weight is 0 (making the personality weight
and relation weight both 0.5). Figure 4 shows that the importance of status did not
affect the number of friends. Interestingly, the final statuses of the humans did differ
between the status weights. When the status was neglected, the final statuses fell in a
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Fig. 3 Effects of group size (number of humans) on the number of friends for introverts, extraverts
and the average for all humans when run 5 times
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Fig. 4 The effect of the status weight on the number of friends plotted against the final statuses of
the humans

range from 0.2 to 0.7, while with the status being important the final statuses ranged
from 0 to 1.

5 Discussion and Conclusion

In summary, we created the Friendship Field model to simulate friendship formation
including the concept of social battery.

The Friendship Field showed that if humans can adapt their characteristics to
become more similar to their friends, the average number of friends increases. Even
when the resemblance between all humans is 1, not all humans become friends,
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because a relation is not only influenced by resemblance, but also by extraversion,
status, appeal and kindness. The adaptivity of the characteristics is a discussion point
because in our model the adaptation goes fast compared to our own experience. A
future modification to our model could therefore be to include more characteristics
and to make people less susceptible to change.

A pattern that resulted from the Friendship Field analysis was the mere-exposure
friendship. In a larger group, the probability that one encounters a certain human
multiple times is lower than in a smaller group. Therefore, in smaller groups rela-
tively more friendships arise due to the mere-exposure effect. As this is a known
phenomenon in social psychology, our model shows an accurate representation of
the real world. The optimal group size for friendship formation is for introverts
smaller than for extraverts (10 and 20). An explanation for this observation could
hold that for introverts, a smaller group size makes it easier to meet people, while
the extraverts meet more easily in general so also in larger groups. The optimum
for the extraverts is higher because in a larger group, extraverts are able to make
more friends due to more possibilities for a friendship. For introverts, having more
possibilities for friendships does not benefit them due to their reluctance to meet new
people.

The sensitivity analysis suggests that increasing the importance of status in the
status conferral results in befriending people with a similar status. When status is
neglected, humans can become friends regardless of their status difference. Humans
with a low status receive status from other humans with a higher status more easily
due to personality and relation, thereby influencing each other’s status and forcing
the final statuses to be within a smaller range. We expect that when status is impor-
tant, humans with a high status only become friends with humans with a high status
and vice versa, explaining the broad range of final statuses. However, in the current
model analysis this effect cannot properly be assessed. Future research might also
investigate whether people with a similar status are more likely to become friends.
Also, the importance of status and status conferral is dependent on the cultural envi-
ronment. Our model set the importance of status conferral relatively low because a
non-hierarchical environment was assumed. As the importance of status and status
conferral is adjustable, the model can serve as a base model for future research in
different cultural environments.

Lastly, the friendship threshold in the Friendship Field is the same for every
human. However, in real life, the friendship threshold can differ per person. For
future research, a different friendship threshold for every human in the model can be
incorporated to simulate an even more realistic model.

In conclusion, the FriendshipField proposes a new factorwith aspects ofKemper’s
organism as a reference group theory for friendship formation in social sciences: the
social battery. Moreover, it can be used to simulate dyadic friendship formation,
based on extraversion, resemblance and status. The model is supported by the theory
of the mere-exposure effect on friendship formation. Because of its generality, the
Friendship Field can be used for further research in friendship dynamics using the
concept of a social battery.
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The Importance of Dynamic Networks
Within a Model of Politics

Ruth Meyer and Bruce Edmonds

Abstract Many simulation models of social influence are for the theoretical explo-
ration of the outcomes resulting from certain mechanisms. They therefore tend to
be relatively focussed on one mechanism at a time—the KISS approach. Here we
take a more KIDS approach, looking at the interaction of two mechanisms within an
evidence-led simulation of political behaviour in Austria 2013–2017. In this simula-
tion there is not only the mutual social influence of attitudes (within a 7D space), but
this social influence is constrained by a social network. However, one can also allow
this social network to adapt based on the interactions between agents, so the social
attitudes and social networks co-evolve. In this model, we find that (a) whether the
social network is allowed to adapt is more important to the outcomes than the partic-
ular kind of social network it is initialized with, but also that (b) (given all the other
mechanisms, parameters and structures in this model) a changing social network
seems essential to getting outcomes that are qualitatively similar to the patterns in
the observed polling data.

Keywords Agent-based simulation · Opinion dynamics · Social influence · Social
network

1 Introduction

There are now a lot of models that incorporate opinion dynamics, many of them
following [1]. For a structured survey of such models, see [2]. Most of these models
are intended for the abstract exploration of the consequences of their mechanisms,
which is easier if the model is kept relatively simple (certainly free of those details
considered not essential to this task). In such models, homophily basically deter-
mines who will influence whom—although any two agents can interact, they only
influence each other if their opinions are sufficiently close (the difference less than
their individual uncertainty). However, when trying to understand social influence
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in observed cases this assumption is not plausible—people only try interacting with
a restricted range of people, namely those in their extended social networks (those
they interact with face-face, on the phone, on social media etc.). In such cases a
social network constrains social influence in addition to homophily as in [3, 4]. This
changes the structure of influence, for example a person with opinions that are very
different frommost others is unlikely to repeatedly contact random others in the hope
of finding someone with similar views to their own—more plausibly, they will adapt
their social network so that their interactions will be more fruitful more of the time.

In this paper,we look at the importanceof the social networkon the social influence
process within a simulation of political behaviour, specifically some of the politics in
Austria between 2013 and 2017. Unlike those models which are aimed at exploring
the consequences of abstract mechanisms, this model aimed to be led by the available
evidence and data (following the ‘KIDS’ approach [5]). This results in a much more
complicated model. Here, we are interested in the following questions:

1 How does the social network change how social influence works within this
model?

2 What social network elements seems to be necessary to get anything like the
observed polling outcomes?

2 A Model of Voting and Party Competition in Austria

The model used for the exploration of different social influence mechanisms is an
agent-based model of voting and party competition in Austria [6]. It simulates the
development in Austrian party politics between the national elections of 2013 and
2017, a period that was affected by the refugee crisis of 2015/2016, the ensuing
rise of the populist FPÖ, and the leadership-change in and shift to the right by the
conservative ÖVP. Parties and voters are agents interacting within a political space
spanned by seven policy issues ranging fromeconomical, societal, and environmental
topics to immigration policy. Each of these is interpreted as a spatial dimensionwithin
a left–right ideological spectrum. Parties and voters take positions on particular
issues with lower values indicating they are ideologically left-leaning and higher
values indicating they are ideologically right-leaning. The respective values for each
voter and party agent are initialised from empirical data: the 2013 Austrian National
Election Study (AUTNES) [7] for the voters and the Chapel Hill Expert Survey
administered in 2014 [8] for the parties.

Other agent attributes are also defined by the data. For the voters these are demo-
graphic characteristics (age, gender, level of education, residential area, income situ-
ation), political attitudes (closest party, level of political interest, propensities to vote
for any of the parties, probability to vote in the election) and up to three issues of
the political space they find most important. For the parties these are their names
(included are the seven major Austrian political parties at the time, namely SPÖ,
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ÖVP, FPÖ, Grüne, NEOS, BZÖ, and Team Stronach) and equally up to three issues
identified asmost important. Both parties and voters assignweights to themaccording
to their importance.

Empirical data on issue salience in the public opinion available from the Euro-
barometer series of surveys [9] is used as a proxy tomodel the influence of the media.
After matching the relevant Eurobarometer categories to the seven issues represented
in the model and rescaling the data, the respective values are applied as probabili-
ties to select the topic to talk about during voter interactions to emulate the media’s
influence on voter opinion.

The behaviour of voter and party agents is based on theories from the polit-
ical science literature. To attract voters, parties apply one of a variety of strategies
to position themselves in the political landscape [10, 11]; they can choose from
“Sticker” (stick to their ideological positions), “Aggregator” (move towards the centre
of supporters), “Satisficer” (move like an aggregator until the aspired vote-share is
reached), or “Hunter” (seek votes opportunistically by changing direction when-
ever the vote-share drops). The movement of both “Hunter” and “Aggregator” are
restrained to a party’s most important issues.

Voters use another set of decision-making strategies to decide which party to vote
for. The five strategies identified by [12] comprise “Rational choice”, which chooses
the party closest in all seven dimensions; “Confirmatory”, which picks the party a
voter feels closest to (taken from AUTNES); “Fast and frugal”, which only looks
at the two most important issues to determine the closest party; “Heuristic-based”,
in which a voter follows recommendations from friends; and “Go-with-your-gut”,
where voters follow their instinct.

Voters can change their opinions on any of the policy issues due to social influ-
ence. This is realized as a bounded confidence opinion dynamics approach, in which
randomly paired voter agents only interact if their ideological distance falls under a
certain threshold. This threshold represents a voter’s ‘affective level’ and is different
for each agent [13]. As the outcome of an interaction voters either move closer
together on the discussed topic (agreement) or further apart (disagreement) [14].

The best results obtained with this model using an empirically determined mix of
voter decision strategies qualitativelymatched the target data, which are the observed
opinion polls from 2013 to 2017 (see Fig. 1). However, only a small number of runs
did this.

3 Social Influence Mechanisms

The social influence mechanism implemented in the Austria model is an opinion
dynamics approach which assumes bounded confidence [1, 16]. Two agents only
interact if their opinion on the policy issue chosen for discussion (influenced by the
Eurobarometer data) is not too dissimilar, i.e., does not exceed a certain confidence
threshold. Similarity of opinion is measured as the Euclidean distance between the
two agents’ opinion in the political space. Following [13], the confidence threshold
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Fig. 1 Observed polling data for the period 2013–2017 [15] versus model-generated polling data

is interpreted as affective involvement and is therefore different for each agent. The
Austriamodel derives this value fromempirical data, in particular the political interest
of voters, assuming that higher political interest coincides with stronger involvement.

3.1 Random Mixing (Totally Connected Network)

In the first version, as usual with opinion dynamics models, interaction partners are
chosen randomly from the whole population of agents. In social network terms, this
can be interpreted as everyone being connected to everyone else. An analysis of the
interactions happening during simulation runs with a small number of discussions
per time step (parameter discussion-freq set to 1) show that any two randomly chosen
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voter agents talk to each other at most 5–6 times over the course of the simulation
(208 time steps). However, this is very rare; most will never interact (>70%) or only
once (about 22%). Agents have between about 40 to over 400 different interaction
partners—numbers at oddswith someevidence frompolitical science research,which
suggests that the size of political discussion networks is relatively small: people tend
to talk to 0–5 other people about politics [17].

3.2 Fixed Social Networks

To investigate if the realism of the model can be improved by choosing discussion
partners from a voter’s social links as suggested by political science research, we
consider four different network topologies.

• A regular random network, where each voter is connected to exactly n randomly
chosen other voters (with n specified by model parameter number-of-friends).

• An Erdös-Rényi random network, where each configuration of a network with
the given mean degree is equally likely; the algorithm used to create this network
keeps adding links between randomly chosen pairs of voters until themean degree
(model parameter number-of-friends) is reached.

• A scale-free network obtained from preferential attachment, i.e., the probability
to connect with a voter rises with the number of links this voter already has.

• The homophily-based network as already implemented in the model, where each
voter forms links with other voters most similar in age, education, and residential
area from a pool of randomly chosen individuals.

To achieve networks as close as possible to the specification of political discussion
networks with 0–5 discussants for every voter, we set the parameter n to 3. Table 1
shows the resulting typical values for the different topologies and a population of
1060 voters. The chosen social network is created at model initialisation and remains
fixed during a simulation run.

Table 1 Social network characteristics

Network type Total
number
of links

% voters
with 0–5
links

Mean
degree

Max.
degree

Min.
degree

Number of
unconnected
voters

Homophily-based 1064 99.3 ≈2 7 0 123

Regular random 1590 100 3 3 3 0

Erdös-Rényi 1590 91.3 3 11 0 50

Scale-free 1059 95.5 ≈2 58 1 0
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3.3 Dynamic Social Networks

Keeping the network fixed means that interactions outside the existing social links
are not possible. Since these links are still mostly assigned randomly, however, some
connections may function less well than others. Some linked voters might be ideo-
logically too far apart on one or more issues for them to ever engage in a conversation
on that topic, whereas others might interact but disagree repeatedly. The simulated
time frame of four years is also long enough for it to be possible that voters could
make new acquaintances to have political discussions with.

We therefore consider an alternative scenario with dynamic networks, where
agents may form new random links, friend-of-friend links or drop links with those
they disagree with a lot. To this end we introduce three new model parameters: the
maximum number of disagreements before the link is dropped (drop-threshold), the
chance to make a new link (new-link-prob) and the proportion for new links to be
created with friends of a friend ( fof-prop). The outcome of any interaction between
two voters is recorded on the link that connects them and stored in a list (-1 for
disagreement, + 1 for agreement). At the end of each simulation step, a process to
evolve the social network is added. This first deletes all links where the number of
disagreements exceeds the drop threshold. Then each voter has the chance to form
a new link with either a friend of a friend (80%) or a randomly chosen other voter
(20%).

In the experiments reported here, the drop threshold was set to 10 and the proba-
bility for a new link to 0.007. While the latter number looks rather small, it avoids an
excessive increase in the number of links, keeping the overall ‘shape’ of the network
close to the requirements for political discussion networks.

4 Discussion of Results

4.1 Effect of Fixed and Dynamic Social Networks

Fixed and dynamic networks are explored through a set number of different scenarios,
defined by varying a few chosen model parameters. These govern how often political
discussions happen amongst voters (discussion-freq: 1, 2 or 5), how easily voters
are convinced to change their opinion (voter-adapt-prob: 0.5 or 1) and the shape
(network-type: one of the four different topologies homophily-based, regular random,
Erdös-Rényi, preferential attachment) and variability of the social network (model
parameter dynamic-network? switched off or on). Each scenario is simulated 50
times with the same set of random number seeds.

To compare the different scenarios, we look at election results in the form of
possible government formation and measure voter satisfaction as distance to the new
government in the two most important issues. Government formation here solely
takes the vote shares of parties into account. The largest party forms a coalition with
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the next largest party or parties until they reach a majority (> 50%). The ideolog-
ical positions of such a government in the political space are then computed as the
weighted averages of the coalition partners. While this may result in very unrealistic
coalitions, for example combining the populist FPÖ with the Greens, it is still a
suitable indication of the outcome of a simulation.

To see if voter interaction via the social network improves the realism of the
results, each run is compared to the observed historical data. We find that for the
fixed networks, none of the runs come close and that the network topology does not
make much of a difference. The SPÖ prevails as the biggest party throughout, while
the ÖVP comes out as the second biggest party in about 70% of runs, forming a
coalition with the SPÖ. The populist FPÖ manages to join the government in up to
a third of the cases, mostly in 3-party coalitions. The change of issue salience in the
public opinion (rise of the immigration topic) never leads to a dramatic gain for the
FPÖ but rather benefits the ÖVP temporarily (see Fig. 2 for an example). This effect
is slightly more pronounced with increased discussion frequency, coinciding with
a decrease in the government participation of the populists. Figure 3 illustrates the
subtle trends with regard to voter interaction.

The results differ for the dynamic networks, i.e., if voter agents are allowed to gain
new discussion partners and stop talking to people they disagree with a lot during a
simulation. Regardless of network type, there are no longer any 3-party coalitions,
and the Greens are never in government. The larger parties win enough vote share
to only need one other coalition partner and the Greens are not amongst those. The

Fig. 2 Typical runwith a fixed network (scenario: scale-free network, discussion frequency 2, voter
adaptation probability 1)
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Fig. 3 Composition of notional governments over different scenarios across all fixed networks

SPÖ is still either the biggest or the second biggest party, but the FPÖ now manages
to win up to 27% of cases depending on the parameter settings defining the voter
interaction (discussion frequency, voter-adapt-prob): starting from 3% (scenarios
1–1, 2–0.5) to 16% (scenario 2–1), to 27% (scenario 5–1). The gain for the ÖVP
is even more dramatic, ranging from 3% (scenarios 1–1, 2–0.5) to 43.5% (scenario
5–1). The more people talk and convince each other, the higher the chance that the
FPÖ or ÖVP become the largest party instead of the SPÖ (see Fig. 4).

Change in issue salience in the public opinion now has a noticeable effect, though
the advantage is still mostly taken by the ÖVP. A few runs do come qualitatively
close to the historical data and here the network type does make a difference: while

Fig. 4 Composition of notional governments over different scenarios across dynamic networks
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Fig. 5 Best model results with dynamic networks

the Erdös-Rényi and Regular Random network both display examples of “success-
ful” runs the other two network types (homophily-based and scale-free) do not.
Figure 5 shows the best result, obtained with the Erdös-Renyi network in scenario
5–1 (discussion-freq 5, voter-adapt-prob 1).

4.2 Sensitivity to Network Type and Dynamics

To see the impact of various non-network settings in fixed and dynamic network cases
we varied the following parameters with 10 independent runs for each set (192,000
simulation runs in total).

• discussion-freq: {1, 2}
• max-p-move: {0.5, 1}
• voter-adapt-prob: {0.5, 1}
• max-salience-change: {1.5, 3}
• dynamic-network?: {true, false}
• network-type: {“homophily-based political discussion network”, “regular random

network”, “preferential attachment”, “Erdös-Rényi random network”}
• number-of-friends: {1, 3, 5}

The key output measure of interest we use is the level of voter satisfaction with
the notional elected government at the end of a simulation run, i.e., the proportion of
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Fig. 6 Overall contrast of dynamic versus non-dynamic networks for each of four initial network
configurations

voters within 10% of the centroid of government policies in their two most important
issues. In each such diagram the error bars show one standard deviation either way
(Fig. 6).

The significance of the dynamism of the network is evident. For all four different
topologies used to initialize the interaction network it clearly makes a difference
whether the network evolves during a simulation or not.

The sub-case where it made the most difference was with the following settings
(Fig. 7):

• max-salience-change: 3
• voter-adapt-prob: 1
• max-p-move: 1
• discussion-freq: 2

The sub-case where it made the least difference was as follows (Fig. 8):

• max-salience-change: 1.5
• voter-adapt-prob: 0.5
• max-p-move: 0.5
• discussion-freq: 1

Lower values of the model parameters max-salience-change, voter-adapt-prob,
max-p-move and discussion-freq result in less difference between dynamic and non-
dynamic networks, but this is still a clearly identifiable difference.
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Fig. 7 The sub-case where the dynamism of the network made the greatest difference
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5 Conclusion

Our main conclusion is that, given all the other features of the model (many but
not all of which were suggested by the available evidence), the network dynamics
are essential for producing results like that of the reference case in this model. The
opinion dynamics and network dynamics co-evolve and reinforce each other. This
echoes the results in some previous models with social influence aimed at under-
standing political processes, namely the abstract model described in [18] and a more
evidence-led model looking at the reasons why people bother to vote [19]. The
dynamism of the network makes most difference with more discussion between
agents, more adaptivity by voters in terms of attitudes and salience change, and a
greater adaptivity from those parties who change policies in response to the voter
attitude landscape. Since many models are for theoretical exploration, they tend to
focus on either social influence of attitudes or adaptation of social networks. This
work suggests that, at least in some empirically-driven cases, bothmechanismsmight
be needed, since they can act to amplify or dampen each other’s effects.
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A Preliminary Study of Individual Based
Crowd Simulation Based on Bayesian
Nash Equilibrium

Yiyu Wang , Jiaqi Ge , and Alexis Comber

Abstract The lack of experimental datasets for individual behaviours has hindered
the systematic studies of pedestrian behaviours as well as the refined development of
regular laws of individual movement in simulation models. This research developed
a simulation model for crowd evacuation on the basis of Bayesian Nash Equilibrium
(BNE) and a Multi-Agent System (MAS). BNE was introduced in this research to
augment the rationality of individual decision-making process in evacuation simu-
lation and to assist pedestrians in discovering an optimal evacuation route to avoid
congestions. A series of simulation experiments were conducted to evaluate the
performance of the initial model, and the current experimental results demonstrate a
noticeable positive influence of BNE on reducing evacuation time. A detailed intro-
duction of the establishment and implementation details of the model as well as
model analysis have been provided in this paper. Limitations and a few optional
research directions in the future are also discussed.

Keywords Agent based modelling · Bayesian nash equilibrium · Emergency
evacuation · Pedestrian behaviours · Multi-agent system.

1 Background

The rising prevalence of large crow gatherings in public places has attracted the
attentions of relevant researcher who have sought to discover efficient measures for
crowd evacuation to minimise the risk of causalities in unexpected incidents such
as disasters [1]. However, a series of obstacles, such as the lack of empirical experi-
mental dataset, have hindered further studies on pedestrian flow to some extent. To
overcome these challenges, a range of field observations and theoretical studies have
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been carried out to gain insights into the movements of pedestrian flow during emer-
gency evacuations in difference scenarios [2, 3]. Despite these efforts, the system-
atic features of pedestrian movements remain poorly understood, highlighting the
demand for realistic experimental data on individual behaviours during emergency
evacuations in different scenarios.

To address this gap, this study proposes an effective simulation model for pedes-
trian flow in which individuals enable to evacuate more realistically and will be
provided suggestions for faster evacuation routes. To achieve this, Bayesian Nash
Equilibrium (BNE) was employed within a Multi-Agent System (MAS) to augment
the simulation of individual decision-making process during emergency evacuations.
The proposed model seeks to improve the realism of pedestrian behaviours during
emergency evacuations in order to address the shortage of realistic experimental
datasets for relevant research on pedestrian flow.

The model development process was outlined using the ODD + D protocol
proposed by Müller et al. [4], which emphasizes the importance of specifying the
objectives, design concepts, and details of the simulation model. The analysis of
simulation results has also been provided in the following sections to evaluate the
performance of the proposed model.

2 Design Concept

2.1 Theoretical Background

BayesianNashEquilibrium (BNE) is awidely adopted concept in game theory,which
extends the standard framework of Nash Equilibrium by introducing the possibility
of incomplete information [5]. In some real-world scenarios, players may not have
access to complete information about the strategies and payoffs of other players in
the game. Instead, they need to choose a strategy to play only depending on their
beliefs about the others’ strategies based on their experience and knowledge of the
game. BNE offers a more comprehensive framework for analysing the interactions of
strategies taken by different players in such scenarios, by considering the uncertainty
that arises from incomplete information. Consequently, the capability of BNE to
incorporate the impact of incomplete information and the changes of belief status over
time is particularly important in the analysis of game-theoretic scenarios involving
complex and dynamic environments.

BNE provides a way to update the probabilities of the other players’ strategies
on the basis of new evidence. And players using BNE rules are capable to maximize
their own expected utility by updating their beliefs about the strategies played by
their neighbours in light of the new information obtained [5]. That is, the crucial
factor in determining the next strategy to play is the probability distribution of other
players making the same decision in the same game. In this model, the rules of BNE
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is reflected in the calculations of relevant utilities during agents’ decision-making
process, which will be explained in details in the following section.

2.2 Individual Decision-Making

The process of how the agent competes with its neighbours and select the moving
direction is described in detail below.

BNE provides a relative flexible approach to modelling the decision-making of
strategies, by allowing for the consideration of the multiple factors which may affect
the decision-making of players in the game. In this model, there are no restrictions on
the sequence of an agent’s decision-making, offering a more realistic description of
the dynamic and complex environments involving the interactions between players
as well as strategies [6].

In this model, Total Utility (Ut ) is associated with the distance from the current
location to the exit (i.e. Distance Utility Ud), the number of nearby agents in same
patch (i.e. Comfort Utility Uc) and the probabilities of neighbours moving to the
same patch in the next time step (i.e. Expected Comfort Utility Uec). The sum of Ud

and Uec is used to calculate the value of total utility, as expressed in Eq. 1.
Reverse movement has not been allowed in the current implementation of the

model which means that agents are restricted to choose from six available directions
P0, P1, …, P5 at evert time step (refer to Fig. 1). It is highly probable that multiple
agents may converge in the same patch during evacuation, resulting in congestions
with varying degrees. To address this issue, BNEwas introduced here to enable agents
to avoid congestions and evacuate efficiently, which can be achieved by calculating
the probabilities of the number of agents entering each patch in the next time step.
-Each BNE agent will assess the total utilities of six optional patches in front of itself
(see Fig. 1) and selects the one with the maximum total utility for movement in the
next time step.

Ut = Ud +Uec (1)

Agents in this model use the information on neighbours’ current location and
their probability distribution of moving directions to predict future situation of crowd
gatherings. And in this study, all the related BNE utilities were set as patch attributes.
Total utility used for simulation is related to three key elements: Distance Utility,
Comfort Utility andExpectedComfort Utility, and the detailed identifications of these
utilities are provided in the followings.

DistanceUtility. It reflects the distance from current position to the exit and keeps
increasing as the exit is closer, as shown in Eq. (2).

Ud = (D − d)/D (2)
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Fig. 1 Optional directions of agents in the model

where, d represents the distance to the exit and D refers to the length of the diagonal
of simulation space.

Comfort Utility. It is a crucial component of the model which makes it possible
to capture the comfort levels experienced by the agents situated in the same patch. A
series of coefficients has been involved to provide a numerical reflection of individual
comfort in the given space. Considering the real-world scenarios where limited space
capacity may negatively affect the comfort level of residents, comfort utility in this
model would be assigned a value of 0 when the number of agents occupying the same
patch exceeds four. This, to some extent, ensures that the model is able to capture
the realistic constraints of physical space and provide a support for the following
evacuation simulations.

Uc =

⎧
⎪⎪⎨

⎪⎪⎩

1.00, n ≤ 2
0.51, n = 3
0.07, n = 4
0.00, n ≥ 5

(3)

where, n refers to the number of agents in one patch.
Expected Comfort Utility. It is the multiplication of comfort utility Uc and the

probability of agents in the patch in the next time step p(n). Specially, all agents
on the patch where they are on and their 8 neighbour patches have been taken into
account of the calculation of expected comfort utility.

Uec =
4∑

n=0

Cn
N P

n
m(1 − Pm)

N−n (4)

where, n refers to the number of agents in one patch; N represents the total number
of agents on 10 patches; Pm means the probability of the agent moving to the patch,
which can be adjusted by the corresponding slider in the model.

The relationship of these BNE utilities is illustrated in Fig. 2.
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Fig. 2 The schema of BNE utilities

3 Implementation Details and Model Analysis

3.1 Implementation Details

The initial model of this study was implemented in Java using NetLogo. The source
code has been published on COMSES and available at https://doi.org/10.25937/
75wf-aa82 [7].

By default, model world was initialized with 2000 agents scattered randomly
over the evacuation space and presumed that individuals could evacuate through
the two exits on either side with a width of 6. The initial speed of individuals has
been determined based on the number of their neighbours in 8 surrounding patches.
The simulation environment representing the physical space was divided into 1360
(68*20) patches, and each patch allowed over one agent to occupy. For each patch,
both distance utility and expected comfort utility were calculated at the initialization
stage. Agents following BNE behavioural model tended to choose a patch where was
in front of them and had the highest value of total utility tomove towards. The agents’
decisions, as well as their speed and other parameters, was continuously updated per
time step until the end of simulation.

In addition, the model allows for the regulation of several relevant variables such
as the percentage of agents using BNE, exit size, and so on, through the corre-
sponding sliders. The moving pattern of agents can be selected using the chooser
“moving-pattern” which enables the observation of the behaviours and movements
of evacuating pedestrians in different scenarios.

Four options for moving patterns are provided in this model, which are Random
Follow (RF), Shortest Route (SR), BNEmixed with RF and BNEmixed with SR. To
be specific, the Shortest Route option means that all the agents move directly to the
exit whichmay result in congestions and extend the evacuation time; RandomFollow
allows agents randomly select a neighbour in their views to follow and update their

https://doi.org/10.25937/75wf-aa82
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following targets every time step; The BNE mixed with Shortest Route and BNE
mixed with Random Follow options allow for a specific percentage of agents using
BNE behavioural model, which can be adjusted by the slider “Percentage-of-agents-
with-BNE”, to participate in evacuation simulations, while the rest follow either the
SR or RF patterns.

It is important to note that no input data is currently used in this model and all the
parameters are set by default or regulated by the corresponding sliders.

3.2 Preliminary Results

NetLogo BehaviorSpace was introduced in this study to appraise whether and how
pedestrian evacuation could be impacted by BNE involved. A series of experiments
were carried out with three different behavioural models: BNE, Random Follow,
Shortest Route). For each pattern, 50 runs were undertaken with 100% agents evac-
uated successfully in each simulation. The evacuation time for agents with different
moving patterns was also recorded in order to evaluate the performance of the BNE
model during emergency evacuations.

Figure 3 presents a comparison of the evacuation time among three different
moving patterns: Shortest Routes, Random Follow, and BNE at 100% adoption rate.
The results demonstrate that the evacuation timewhen all agents use BNE to evacuate
is apparently lower than that of other two patterns, which means that the adoption of
BNE function has a significant impact on reducing exit time during simulations.

The findings of this study point out the potential of using BNE in realistically
simulating evacuating behaviours and improving pedestrian evacuation strategies
in emergency scenarios, and incorporating BNE as a decision-making model could
effectively reduce evacuation time and improve the overall efficiency of evacuation
efforts, which can ultimately contribute to more comprehensive and safety measures
for crowd management.

4 Conclusion and Future Work

This study aims to develop an evacuation simulation model for pedestrian flow,
which incorporates Bayesian Nash Equilibrium (BNE) to enhance the rationality
of pedestrian decision-making within a Multi-Agent System (MAS) that simulates
pedestrian movements and behaviours during evacuating. A series of experiments
have been conducted under different moving patterns in order to evaluate the perfor-
mance of the proposed model. The current experimental results demonstrate a clear
positive influence of BNE on reducing evacuation time, suggesting the effectiveness
of the proposed model.
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Fig. 3 Evacuation time of three moving patterns: 100%BNE, random follow, and shortest route
(number of agents: 2000)

However, it should be noticed that the proposed model, while offering valuable
insights into individual decision-making in emergency evacuation scenarios, has
still been subject to several limitations that need to be addressed to improve its
applicability and predictive accuracy.

Firstly, certain model attributes, such as moving speed, comfort utility, and so on,
require further calibration in order to accurately reflect the individual movements
and behaviours in the real-world evacuation scenarios. And sensitivity analysis is
also required to assess the influences of these attributes on the performance of the
model.

Secondly, as several variables, such as the number of pedestrians, the percentage
of BNE users, and so on, were held fixed during simulations in this paper, additional
simulation experiments still need to be conducted with a wider range of parameter
configurations, including different widths of exits, combinations of different moving
patterns, a broader range of the number of agents, to gain a relatively comprehensive
assessment of the effects of BNE on evacuation process.

Thirdly, real or pre-existing evacuation datasets that could provide valuable empir-
ical evidence need to be employed in order to validate the reliability and predictive
accuracy of the proposed model.

The role of space played in individual decision-making process need to be further
investigated through the introduction of different types of blockades into the simu-
lation space before or during evacuations, which would also enable researchers to
examine how pedestrians adapt their decisions in response to unexpected barriers
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or changes in the simulation environment as well as evaluate the influences of such
factors on the overall evacuation process.

Furthermore, the incorporation of greater self-organizing behaviours among
pedestrians, such as competitive behaviours, could make the model more adaptable
to a broader range of relevant research on pedestrian simulations, and also contribute
to better simulating individual behaviours and movements in complex and dynamic
environments.

In conclusion, the proposedmodel provides valuable insights into individual deci-
sion making in emergency evacuation scenarios and offers a promising avenue for
improving crowd evacuation strategies, yet several limitations need to be addressed
through further research. The integration of BNE within a MAS presents a novel
approach to simulating individual decision-making process and improving the
realism and accuracy of evacuation simulations of pedestrian flow, which could
ultimately contribute to more effective implementations for crowd management.
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Agent-Based Simulations and Process
Mining: A Green BPM Case Study

Emilio Sulis

Abstract This paper investigates the interactions between agent-based modeling
and process mining, which is an increasingly widespread applied discipline in the
context of business process management. In particular, we explore a practical “green
BPM” perspective. We propose a simulation approach to describe the environmental
effects of two different health policy strategies: the hospital scenario and the home
hospitalisation scenario. Furthermore, we demonstrate the application of process
discovery techniques from an ‘event log’ obtained from an agent-based simulation.
As a case study, we propose the home hospitalisation service of a hospital in Turin.
The traditional hospital-centred care scenario shows howmuch pollution is produced,
compared to the scenario with the same number of patients treated at home. Finally,
we describe how discovering processes from event logs opens the way to improving
the organisation’s service management.

Keywords Agent-based modeling · Process mining · Event-logs

1 Introduction

The discipline of agent-based computational management has gained interest in both
research and industrial fields [1, 2]. The growth of process-oriented and data-driven
applications makes it possible to achieve different research perspectives through the
integration of techniques and tools available in the various disciplines. Recently,
an important research area focused on business processes management (BPM) has
extensively explored the adoption of event-logs (from real or simulation data) by
means of pattern extraction, as well as techniques for comparing the process model
with log data, in the processmining (PM) approach [3]. Applications can bemultiple,
such as management tools, monitoring, decision support in different sectors, e.g. in
industry, environment, or health.
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Research in economics and business has typically focused on discrete-event sim-
ulations or system dynamics [4]. The most recent approach involves agent-based
modelling (ABM), which facilitates the exploration of the complexity of emerging
phenomena and stakeholder understanding. In addition to simulation, the exploration
of event-logs makes it possible to examine processes of interest (e.g. sequences of
industrial activities, environmental events, patient care pathways in healthcare) by
means of discovery algorithms. This paper explores the integration of agent-based
simulations and PM, exploring a case of sustainability in health policy, with a practi-
cal application ofgreenBPM. The aim is to compare the impact of pollution generated
by a health care management based on the home hospitalisation model instead of the
traditional health care model with centralisation of patients in hospital. Using pol-
lutant emissions as an indicator to compare environmental impact, our result shows
the benefits of the innovative home hospitalisation service (HHS) compared to the
impact of hospital-only care of the same patients. In addition, the agent-based sim-
ulation of HHS can be used to generate an event-log of the care processes. The log
of activities can be explored with process discovery techniques to demonstrate the
usefulness of the PM perspective.

In the remainder of the article, Sect. 2 describes the backgroundwith related work,
themethodology, and the case study. Simulation results are presented in Sect. 3, while
Sect. 4 describes a process discovery application. Section5 concludes the article by
introducing some future work.

2 Background

Related work. Agent-based simulation has been applied to healthcare in several
directions, e.g. in a management perspective [5], epidemiology for influence-like
virus spreading [6], social problems as drug addiction or elderly facilities [7]; spatial
impact (spatial perspective, closed environment) [8].

In the business process life cycle, business process modelling is a central phase of
analysis. The BPM research area typically explores modeling processes by means of
standard notations such as Petri Nets, BPMN, or Direct Follower Graph (DFG) [9].
Nevertheless, agent-oriented approaches recently concerned operational business
processes from real-world event data [10], as well as agent-based business process
simulation [11].

The adoption of real event-logs for process modeling in PM implies two main
applications, i.e. the discovery of the workflow model from real data or process
discovery [12], as well as the comparison between the ideal model and the discovered
one or conformance checking [13]. event-logging systems in healthcare are still not
widespread, requiring costly investments in sensors and system architectures [14].
In cases where no real logs are available, an alternative is to run the simulations
from which the event-log is derived [15]. Our case study investigates an healthcare
application in a perspective of green BPM [16], by focusing on the environmental
degradation caused by pollutant emissions from vehicles.
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Hospital-at-home service case study. An application of interest concerns, in partic-
ular, the HHS of the main hospital in Turin, the City of Health and Science. This
service has been running for over 35years, at the Complex University Geriatrics Unit
of the Molinette Hospital. A medical-nursing team takes care of patients at home on
a daily basis, with benefits for both the family and healthcare.1 The HHS is a care
model that has proved to be a valid alternative to hospitalisation for a whole range of
acute and chronic exacerbated diseases, with a lower risk of complications such as
infections, delirium and malnutrition. During the COVID-19 pandemic emergency
there was a need to reduce the pressure on hospital beds and a consequent reshaping
of the HHS service for the management of mild COVID-19 patients but above all for
the management of non-infected patients, also supported by telemedicine tools [17].

Methodology. Themain parameters of the agent-based simulation has been addressed
by a secondary analysis of the real data for the last 5years to reconstruct the most
frequent patterns, identify the arrival frequencies, the patients’ needs. In addition,
the model was built by interacting with domain experts, i.e. doctors from the HHS.
We analysed the data on patients’ examinations for each of the work teams involving
nurses and doctors. We obtained the frequency of each procedure, integrated with
qualitative concerns by domain experts. E.g. ‘midline’ medication is performed in
about the 40% of patients, then typically repeated at least 3–4 times. Finally, we
consider the order of the sequence of visits that each patient must always follows,
e.g. structured visit, then medical visit, then nurse visit.

To compare the simulation results, theHHS scenario considers the 5 teams (vehi-
cles) moving to reach about 700 patients in one year, with about 20–24 procedures
each day. The same initial setting addresses a simulation of the traditional care sce-
nario, where patients are treated in the hospital (HOS scenario). In this case, a number
of relatives/caregiver/parents move to the hospital during the patient’s stay. We con-
sidered a relative for each patient moving to the hospital (by own vehicle) each day.
This causes a negative impact on environmental conditions. As a key performance
indicator, we adopt a measure of 30grammes of CO2 per kilometre (g CO2/km) to
compute the pollution of vehicles.

To explore ABM,we rely onNetLogo, a platform suitable to address a small-scale
simulation, as in our case. We adopt two extensions: GIS to import the shapefile
corresponding to the streets of the city of Turin, on which the vehicles move in the
simulations, and time, to obtain realistic data for constructing the event-log in the
simulation results. We adopt a subset of real patient addresses from the HHS service
in order to obtain a more realistic dataset on which to base the simulation. The code
is available on the repository associated to the paper.2 Figure1 describes the agents
for teams and patients in a GIS environment.

Finally, the PM exploration requires the generation and extraction of an event-log
from the simulation that must include traces of all activities of each patient from
the initial commitment to the HHS (‘TAKE-CHARGE’) to the last activity with
the discharge (‘DISMISSION’). Each trace in the log has three main relevant three

1 HHS details at: https://www.ospedaleadomicilio.it/.
2 https://github.com/sulemil/SSC22.

https://www.ospedaleadomicilio.it/
https://github.com/sulemil/SSC22
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Fig. 1 The simulation of patients and teams moving in a GIS-based representation

attributes: the case identifier of the patient (anonymously labelled by an ID code),
the event (name of the procedure), and the timestamp (at the precision of minutes).
The simulation can also record the completion date, but for a demonstration exercise,
as in this case, the start date is sufficient. In addition, we also record the team that
performed the activity (added as an attribute of the event-log). The complete event-
log obtained during the simulation has been exported in a CSV file. A validation of
the log with domain experts is necessary, to focus on more interesting cases (e.g. we
filter out cases with only one activity and lasting less than three days). On the top of
the event-log, we apply process discovery techniques to investigate the sequence of
activities of patients. We adopt PM Fluxicon’s Disco tool,3 by using the fuzzy miner
algorithm [18].

3 Scenario Analysis

Hospital-at-home service scenario. The first scenario of interest is that of home
hospitalisation (HHS scenario). Results for pollution refer to a period of one year.
The execution of 100 simulations gives an average value of total pollution of
5,457,427.8g CO2/km (with a standard deviation of 119,365.6). Figure2 describes
the model with an example of the generation (on the left) of the event log for later
exploration with process discovery techniques (as detailed in Sect. 4).

Hospital scenario. In the case of the traditional scenario with hospital care (HOS
scenario), the simulation shows an increased presence of pollution mainly due to
the movements of relatives and caregivers to reach the hospital. Despite having set a
relatively low number of visits (one per day for the duration of hospitalisation) the
emission values reach very high values. In fact, the average total pollution for 100
executions is 52,211,149.8g CO2/km (standard deviation of 7,239,572.1). Figure2
describes on the right part of the interface with the HOS scenario, while the central
area describes a visualization of the pollution as clouds.

3 https://fluxicon.com/disco/.

https://fluxicon.com/disco/
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Fig. 2 A view of the simulation model for hospital-at-home service (HHS) and hospital (HOS)
scenario. In the left area, the construction of the event-log. On the right, some indicators about
pollution and healthcare management.

4 Discovery Results

4.1 Event-Log

The simulation results can be used to generate a synthetic dataset, i.e. an event log
including the case ID of the patient, the operation, and the starting date.

45,TAKE-CHARGE,2022-01-19 13:23,Team33

67,MEDICATION-MIDLINE,2022-01-19 13:35,Team30

45,TRASF-1,2022-01-19 13:41,Team31

67,MIDLINE,2022-01-20 10:11,Team33

18,MEDICAL-VISIT,2022-01-20 10:21,Team32

18,ENEMA,2022-01-20 10:22,Team30

45,ECOGRAPHY,2022-01-19 13:11,Team31

In the example, three patients (numbers 45, 67 and 18) were involved in different
medical operations at the corresponding start date, with the hospital team that per-
formed it. The complete event-log can be inspected to remove possible outliers, and
filter appropriately before proceeding. We also consider a warm-up period of one
month. For example, we removed incomplete patient traces (e.g. those that do not
end at the time of the end of the simulation). Then, the event log is analysed with a
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PM tool to identify the main features in an initial exploration. The traces in the log
corresponds to 20 activities for 479 cases, with a median duration of 10days. These
value has been validated by domain experts as well as by the historical data of HSS.

4.2 Control-Flow and Performance Analysis

Based on the event-log described above, discovery techniques can obtain the control-
flow perspective of the activities of patients. Figure3 describes the output from
DISCO of the sequence of activities (the number indicates the frequency of each
activity in the log). The visualization (a DFG diagram) allows to easily interpret
data. Moreover, modifications can be made on the simulated model, once validated
by domain experts, to check whether the activity flow of the log reflects, improves
or worsens the prospects of interest.

A further analysismakes it possible to check times in the process flow, highlighting
the arcs that take the longest, on average, between one activity and another. In this
way, possible bottlenecks can emerge, to be studied with the domain experts in order
to propose effective solutions, perhaps even through the automation of certain tasks
or punctual scheduling. Figure4 describes the output of process discovery from the
event-log including only the 50% of activities, to focus on more frequent activities.

Fig. 3 The control flow perspective describes the sequence of activities and their frequency, as
registered in the event-log
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Fig. 4 The performance perspective shows the average duration between the corresponding tasks,
clearly indicated by the weighted arcs. This is useful to identify bottlenecks in the flow of activity.

Theweight of the arcs indicates inmost cases a time between 5 and 7days between the
tasks, while some activities are closer in time. These tools can be used, by changing
the settings appropriately, for management and monitoring purposes.

5 Conclusions

We explored the possible synergy between an agent-based simulation and process
mining techniques, by exploring a practical application in green BPM. Limitations
are in the inherent complexity of the task, while the use case presented here with Net-
Logo is illustrative and demonstrative of the framework to be used. The introductory
examples in the modeling and simulation platform open the way to further investi-
gation for performing analysis with different techniques or directions, e.g., parame-
ter sweeping, learning algorithms, social network analysis, conformance checking.
Finally, an interesting possibility lies in the automatic construction of agent-based
simulations from real event-logs.

Acknowledgements This research has been partially carried out within the “Circular Health for
Industry” project, funded by “Compagnia di San Paolo”.
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Collaborative Search and Autonomous
Task Allocation in Organizations
of Learning Agents

Stephan Leitner

Abstract This paper introduces a model of multi-unit organizations with either
static structures, i.e., they are designed top-down following classical approaches to
organizational design, or dynamic structures, i.e., the structures emerge over time
from micro-level decisions. In the latter case, the units are capable of learning about
the technical interdependencies of the task they face, and they use their knowledge
by adapting the task allocation from time to time. In both static and dynamic orga-
nizations, searching for actions to increase the performance can either be carried
out individually or collaboratively. The results indicate that (i) collaborative search
processes can help overcome the adverse effects of inefficient task allocations as
long as there is an internal fit with other organizational design elements, and (ii) for
dynamic organizations, the emergent task allocation does not necessarily mirror the
technical interdependencies of the task the organizations face, even though the same
(or even higher) performances are achieved.

Keywords NK framework · Adjacent walk · Evolutionary organizational design ·
Guided self-organization

1 Introduction

Designing organizations includes a multiplicity of decisions, such as breaking down
the task of the larger problem for smaller units, allocating responsibility and authority
to departments and individuals, coordinating behavior through incentives, communi-
cation, leadership, and routines, among others, and it is well known that an organiza-
tion’s design substantially impacts the organization’s performance [3, 4]. The main
challenges of organizational design are to achieve an external fit, i.e., to design orga-
nizations for dynamic and uncertain situations and perhaps even situations that have
not been seen before [3], and an internal fit among the organizational design elements
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[13], which might be particularly difficult when organizations evolve through phases
of their life-cycle and the employees’ capabilities and knowledge are dynamic [5].

There are twomainworld-viewsonorganizational design: First, classic approaches
follow the premise of the rational actor and postulate that organizational design is
the result of deliberate decisions [14]; following this view, managers design feasible
organizations top-down. Second, evolutionary approaches consider that organiza-
tional structures emerge bottom-up. The latter approach includes a shift from the
macro-level to the micro-structures, focusing on mechanisms that drive the emer-
gence of organizational design elements [6]. This paper addresses two such micro-
level issues: First, limited information, learning, and adaptation, and second, collab-
orative search processes.

Limited information, learning, and adaptation concern the technical character-
istics and decomposition of the task the organization faces. Previous research rec-
ommends that an organization’s structure should mirror the task’s technical interde-
pendencies (mirroring hypothesis) [12]. There are ambiguous results regarding this
hypothesis; some previous research criticizes it based on empirical evidence, and,
at the same time, there are also empirical results that support it [1, 10]. Efficiently
designing organizations top-down and in line with the mirroring hypothesis requires
that the technical structure (i.e., the structure of interdependencies) is public knowl-
edge. In reality, this structure is unknown and unclear in most cases [11]. Highly
complex tasksmight not only be challenging to decompose; previous research argues
that increasing the number of interdependencies also unfolds non-linear effects that
lead to performance drops, what is often labelled as ‘complexity catastrophe’ [7].
This paper addresses both cases of organizational design mentioned before; there
are scenarios in which (i) the technical interdependencies of the task are known
beforehand, and organizations are designed top-down, and (ii) the technical interde-
pendencies are not known, but agents learn about it over time and can adapt the task
allocation over time.

This paper relies on situated learning theory to model collaborative search pro-
cesses, according to which search processes might take place in interactive commu-
nities [16]. While traditional search algorithms mainly focus on individual search
processes [15], this paper enriches the models of an organization with distributed
and autonomous decision-makers by a social network that constitutes organizational
connections. These connections are then used to autonomously coordinate search
behavior, resulting in collaborative search efforts. For dynamic and static organi-
zations, the paper tests whether there are organizational design elements, such as
control mechanisms and (collaborative) search processes, that either reinforce or
weaken the ‘complexity catastrophe’.

The remainder of this paper is organized as follows: Sect. 2 introduces the model
and the method of data analysis, Sect. 3 presents and discusses the results. Finally,
Sect. 4 summarizes and concludes the paper.
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2 Model

The model builds on the well-known NK framework [15]. The organization com-
prises M ∈ N organizational units, referred to as agents henceforth. All agents face
an N -dimensional decision problem with K interdependencies among them, where
N ∈ N and K ∈ N0. The interdependencies shape the decision problem’s complex-
ity. Due to limited capacities, the agents cannot solve the entire decision problem
alone, but they decompose it into M sub-problems that agents can handle (Sect. 2.1).
The agents aim to increase their utilities by employing an individual or collabora-
tive search processes (Sect. 2.2). The agents know that they face a complex decision
problem. However, they do not know the actual number and structure of interdepen-
dencies between decisions. Still, they are endowed with the capability to learn about
the structure of interdependencies (Sect. 2.3). Also, the agents use their knowledge
by adapting the task allocation from time to time (Sect. 2.4). For t = {1, . . . , T } ⊂ N

periods it is observedhow the agents’ decisions affect the organization’s performance.
The model was implemented in Matlab® (R2022a).

2.1 Task Environment and Decomposition

The decision problem faced by the agents consists of N binary decisions and is for-
malized by d = [d1, d2, . . . , dN ], where dn ∈ {0, 1} and n = {1, . . . , N } ⊂ N. Every
decision dn contributes f (dn) ∼ U (0, 1) to the organization’s performance. Due to
interdependencies among decision, the performance contribution f (dn) might not
only be affected by decision dn but also by K other decisions. The corresponding
contribution function for decision dn is formalized by f (dn) = f

(
dn, di1 , . . . , diK

)
,

where {i1, . . . , iK } ⊆ {1, . . . , n − 1, n + 1, . . . , N } and 0 ≤ K ≤ N − 1. The orga-
nizations’ performance is the average of all performance contributions:

P(d) = 1

|d|
|d|∑

n=1

f (dn) . (1)

The agents are limited in their capabilities and/or resources, i.e., they might
have limited cognitive capacities, limited time, or limited further resources to
solve the decision problem. Consequently, they have to collaborate to find a fea-
sible solution to the complex decision problem captured by the task environment.
To do so, they decompose the decision problem into M sub-problems dm, where
m = {1, . . . , M} ⊂ N and [d1, . . . , dM ] = d. For agent m, the decisions dm repre-
sent the area of responsibility, while the complement d−m = d \ dm is referred to as
residual decisions. The agents can observe the solutions to their sub-problem dm at
any time. However, the solutions to the residual decision problem d−m , can only be
observed after implementation.
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Fig. 1 Interdependence matrices

This paper considers two stylized interdependence structures presented in Fig. 1,
where an ‘x’ indicates that a decision and a performance contribution are interdepen-
dent. The task allocation indicated by black lines is used for scenarios with top-down
designed organizations. The considered structures are of complexity K = 2 and
K = 5, representing a fully decomposable and non-decomposable decision prob-
lem, respectively.

In organizations with emergent structures, the allocation of tasks to agents might
be adapted from time to time, i.e., agentsmight swap tasks. In these scenarios, in every
period t mod τ = 0, agents can adjust the task allocation (Sect. 2.4). In contrast, in
periods t mod τ �= 0, agents seek to maximize their utility given the currently active
task allocation (Sect. 2.2), where τ ∈ N. The task allocation in period t = 1 follows a
random process that allocates tasks equally so that the number of decisions assigned
to agent m is |dm | = N/M .

2.2 Utility Functions and Search Processes

The performance contributions of agentm’s own (dmt ) and residual decisions (d−mt )
in t are denoted by P(dmt ) and P(d−mt ), respectively. The organization employs a
linear outcome-based incentive scheme that shapes the agents’ utility functions. In
particular, the parameter α ∈ R

+ is used to weight the agents’ own and residual per-
formances, respectively, where 0 ≤ α ≤ 1. Agentm’s utility at period t is formalized
by

U(dmt , d−mt ) = α · P (dmt ) + (1 − α) · P (d−mt ) . (2)
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The agents seek to maximize their utilities by employing one of the following two
variants of a hill-climbing algorithm:

Individual search. Agentm discovers a solutiond∗
mt to their partial decision problem

in period t characterized by a Hamming distance of 1 to the solution dmt−1, i.e., d∗
mt is

different from dmt−1 in exactly one position. Direct communication between agents
is omitted in individual hill-climbing, so agent m has no information about the other
agents’ decisions but relies on the other agents’ decisions from the previous period,
d−mt−1, to compute the utility. Agent m selects the solution to be implemented in t
from their options Dind

t = {dmt−1, d∗
mt } according to the following rule:

dmt = argmax
d′∈Dind

t

U
(
d′, d−mt−1

)
. (3)

Collaborative search. Agents are connected in a ring network, and they interact with
one of their nearest neighbors with probability P. If they interact, agents m and n
jointly perform adjacent hill-climbing [16] to maximize their joint utility. They share
information about the solutions dm and dn to their partial decision problem. Let us
denote the solutions to the decisions outside the two agents’ areas of responsibility
by d−(m,n) = d \ (dm ∪ dn). Then, the agents’ joint utility in period t is the mean of
the individual utilities in Eq.2:

U adj
(
dmt , dnt , d−(m,n)t

) = 1

2
· (U (dmt , d−mt︸︷︷︸

d−(m,n)t∪dnt

) +U (dnt , d−nt︸︷︷︸
d−(m,n)t∪dmt

)) (4)

The two agents discover and share with their counterparts the new solutions d∗
mt and

d∗
nt . Again, the newly discovered solutions are characterized by a Hamming distance

of 1 to the corresponding solutions in the previous period. For the decisions outside
their areas of responsibility, the agents m and n rely on the residual solutions imple-
mented in the last period, d−(m,n)t−1. The agents jointly choose the solutions to be
implemented in period t from the tuplesDadj

t = {(dmt−1, dnt−1), (d∗
mt , dnt−1), (dmt−1,

d∗
nt )} according to the rule

(dmt , dnt ) = argmax
(d′

m ,d′
n)∈Dadj

t

U adj
(
d′
m, d′

n, d−(m,n)t−1
)
. (5)

Computation of the overall solution. The solution to the decision problem that is
implemented in period t is the concatenation of the decisions made by all M agents,
dt = [d1t , . . . , dMt ], and the performance achieved by the organization in t is P(dt )

(Eq. 1).



350 S. Leitner

2.3 Learning Mechanism

The agents know that they face a complex decision problem, but they do not know the
exact structure of interdependencies among decisions. However, agents are endowed
with beliefs on the interdependencies, and they update them in all periods t mod τ �=
0. We formalize agentm’s belief on the interdependencies between decisions i and j
in period t by bi jmt ∈ R, where i, j = {1, . . . , N } ⊂ N, i �= j , and 0 ≤ bi jmt ≤ 1. The
beliefs bi jmt are computed as the mean of the Beta distribution B(pi jmt , q

i j
mt ). For the

initial beliefs, pi jm1 = qi j
m1 = 1 so thatbi jm1 = 0.5.During the observation period, agent

m makes decisions in their area of responsibility and fixes the decisions dmt to be
implemented in t by either following the individual (Eq. 3) or adjacent hill-climbing
algorithm (Eq.5). If agent m decides to change a decision so that dmt := d∗

mt , the
beliefs on interdependencies are updated as follows:

1. Let us denote the decision that has been flipped by agentm in t by i , where dit ∈
dmt. After implementing the decisions dmt , agent m observes the performance
contributions of all decisions within their area of responsibility.

2. Whenever agent m observes that the performance contribution of decision j
changes from period t − 1 to period t if the decision i is flipped, pi jmt is increased
by 1, otherwise qi j

mt is increased by 1:

(
pi jmt , q

i j
mt

)
=

⎧
⎪⎨

⎪⎩

(
pi jmt−1 + 1, qi j

mt−1

)
if f (d jt ) �= f (d jt−1),

(
pi jmt−1, q

i j
mt−1 + 1

)
otherwise .

(6)

3. Agent m recomputes the beliefs bi jmt .

Please note that agents canonly observe the performance contributionswithin their
areas of responsibility. Suppose the decision problem is decomposed so that there
are interdependencies with decisions from outside an agent’s area of responsibility;
in that case, there might be external influence on performance contributions that the
agent cannot identify as such.

2.4 Task Re-allocation Mechanism

In all periods t mod τ = 0, agents are granted the possibility to re-organize the task
allocation.1 To account for limitations in resources, every agent is characterized by a
maximum capacityCm that indicates the maximum number of decisions that agentm
can handle at a time. Cm can be interpreted in terms of maximum cognitive capacity
or maximum financial resources, time, manpower, etc., that are available to solve
decision problems.

1 Please note that a re-allocation of decision also affects the computation of the agent’s utility in
terms of what is regarded as own and residual performance (see Eq.2).
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Computation and exchange of signals. Agents follow the idea of the mirroring
hypothesis and aim at maximizing the interdependencies within their own areas of
responsibility. The process is organized as follows:

1. Agentm identifies the task i in their own area of responsibility that is associated
with the minimum belief on internal interdependencies. Agent m also sends a
signal (Eq. 7) that is used as a threshold for trading this decision, i.e., the task is
only re-allocated if the other agents’ signals exceed the threshold signal.

ρi
mt = min

∀i :dit∈dmt

⎛

⎜⎜
⎝

1

|dmt | − 1

∑

∀ j :d jt∈dmt
j �=i

bi jmt

⎞

⎟⎟
⎠ (7)

2. Agentm informs the other agents that the task i that fulfils Eq.7 and the threshold
signal ρi

mt . Agents r proceed with the next step and send signals iff |dr t | < Cr .
3. Agents r submit the average belief on the interdependencies between the offered

task i with the decisions within his or her area of responsibility dr t as a signal
in period t . Agent r ’s signal for decision i in t is formalized by

ρ̄i
r t = 1

|dr t |
∑

∀ j :d jt∈drt

bi jr t (8)

Task re-allocation. Once all agents sent their signals, for every offer i , there are at
most M − 1 signals. Recall, agent m offered task i at a threshold signal of ρi

mt and
the other agents sent signals ρ̄i

r t . Let us denote the set of signals for task i in period
t by Pi

t , the maximum signal for task i in period t by ρ̄i
r∗t = maxρ̄i

r t∈Pi
t
(ρ̄i

r t ), and the
agent sending the maximum signal by r∗. The tasks are (re-)allocated as follows: If
the maximum signal ρ̄i

r∗t is equal to or exceeds the threshold signal ρ
i
mt , the task i is

re-allocated from agent m to agent r∗ according to

dmt := dmt−1 \ {dit−1} and (9a)

dr∗t := [
dr∗t−1, dit−1

]
, (9b)

where \ indicates the complement. If the maximum signal ρ̄i
r∗t does not exceed the

threshold ρi
mt , agent m remains responsible for task i , so that dmt := dmt−1.

2.5 Parameters and Data Analysis

Parameters. The main parameters are summarized in Table1. This paper puts par-
ticular emphasis on the analysis of the relation between task performance (as the
dependent variable) and task complexity K , collaborative search probability P, and
the incentive parameterα (the independent variables). To assure comparability across
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Table 1 Parameters

Type Variables Notation Values

Independent variables Task complexity K {3, 5}

Time steps t {1 : 1 : 150}
Collaborative search
probability

P {0 : 0.05 : 0.5}

Incentive parameter α {0, 25, 0.5, 0.75}
Dependent variable Normalized task

performance
P̃(dt) [0, 1]

Other parameters Number of decisions N 15

Agents M 5

Agents’ cognitive
capacities

Cm 5

Task re-allocation τ {∅, 25}

Number of simulations S 800

simulation runs, the observed performance P(dts) is normalized by the maximum
attainable performance in that scenario, P(d∗

s ), so that P̃(dts) = P(dts)/P(d∗
s ). In

addition to cases in which agents can adapt the task allocation in every τ = 25 peri-
ods, i.e., emergent organizational structures, there are benchmark scenarios in which
the initial allocation of tasks already follows the mirroring hypothesis (which is indi-
cated the bold lines in Fig. 1) and the agents cannot re-allocate tasks (τ = ∅), i.e.,
top-down designed organizations.

Regressions and partial dependencies. To analyze the functional dependencies
between the dependent and the independent variables, regression neural networks
are trained, and partial dependencies are computed [2, 9]. Let X be the set of all
independent variables included in Table1. The subset Xs includes the independent
variable(s) that are in the scope of the analysis, andXc consists of the complementary
set of Xs in X. Then, f (X) = f (Xs, Xc) represents the trained regression model.
The partial dependence of the performance on the independent variables in scope
is defined by the expectation of the performance concerning the complementary
independent variables so that

f s(Xs) = Ec( f (Xs, Xc)) ≈ 1

V

V∑

i=1

f (Xs, Xc
(i)), (10)

where V is the number of independent variables in Xc and Xc
(i) is the i th element. By

marginalising over the independent variables in Xc, we get a function that depends
only on the independent variables in Xs .
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Task allocation efficiency. The efficiency of task re-allocation is evaluated using
the following metric: Let C(dmt ) be a count-function that returns the number of
interdependencies within agent m’s sub-problem in t . Then, the following ratio of
interdependencies within agent m’s sub-problem (nominator) to the total number of
times the decisions assigned to agent m affect performance contributions (denomi-
nator) is used as the task re-allocation efficiency metric:

ηmt = C(dmt )

|dmt | · K (11)

3 Results

3.1 Effects of Complexity, Time, and Collaborative Search
on Performance

Complexity. The partial dependencies of performance on complexity are plotted in
Fig. 2. The results indicate that whether or not endowing the agents with the capa-
bility to re-allocate tasks reinforces the ‘complexity catastrophe’ [7] depends on the
incentive system effective in the organization. In particular, the results for top-down
designed organizations reflect the finding that higher levels of complexity result in
lower task performance [8]. The results for emergent organizational structures show
that individualistic incentives reinforce the effect of complexity on performance. In
contrast, task re-allocation appears to slightly weaken (or, at least, not reinforce) this
effect in cases with altruistic incentives. Thus, focusing on complexity only, bottom-
up designed organizations are best off if they employ altruistic incentives, whereas
individualistic incentives result in the most significant drop in performance.

Time and collaborative search probability. The partial dependencies of perfor-
mance on time and collaborative search probability are presented in Fig. 3; top-down
and bottom-up organizational designs are indicated by solid and dashed lines, respec-
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Fig. 2 Partial dependence of performance on complexity
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tively. Dots circles ( �) indicate scenarios with decomposable tasks, and triangles
(�) stand for non-decomposable tasks.

For decomposable tasks, the partial dependencies indicate that the performances
in top-down designed organizations grow relatively fastly and reach the upper limit
early in the observation period. For emergent organizational structures, both the
speed and the upper limit are affected by the incentive parameter: The performance
grows relatively slowly and eventually reaches the upper limit of the performance
in top-down organizations if individualistic incentive systems are effective (Fig. 3a).
The partial dependencies of task performance on the collaborative search probability
(Fig. 3d) indicate that this pattern is reinforced if the collaborative search probability
is low, i.e., the distance between the performances in the two cases gets larger. In
contrast, the performances become more similar if the collaborative search proba-
bility is high. In the case of balanced incentive systems (Fig. 3b), the dependence of
the performance on time is relatively similar to panel A, and the collaborative search
probability appears not to significantly affect the slopes of the performance curves
(Fig. 3e). If altruistic incentive systems are effective (Fig. 3c), the performance reacts
more substantially to time when the organizational structure is dynamic. The per-
formance is eventually higher compared to the performance in top-down designed
organizations. The results presented in Fig. 3f indicate that this effect is reinforced
if the collaborative search probability increases. This means that relatively high col-
laborative search probabilities pay off in performance if altruistic incentive schemes
are effective in the organization.

The patterns observed for scenarios with non-decomposable tasks are similar to
those for decomposable tasks, whereby, as already evident from Fig. 2, relatively
lower performances are achieved. For individualistic incentive schemes (Fig. 3a), the
performance increases faster and reaches a higher level in top-down designed orga-
nizations than in cases with emergent structures; increasing the collaborative search
probability in these cases only has negligible effects. The performance increases
faster but has approximately the same upper limit if balanced and altruistic incentive
mechanisms are effective in the organization (Fig. 3b, c). When altruistic incentive
systems are effective, the performances in top-down and bottom-up designed organi-
zations become very similar; the partial dependencies plotted in Fig. 3f indicate that
this pattern is robust against variations in the collaborative search probability.

3.2 Task Allocation Efficiency

This section analyses to what extent the emerging organizational structure in scenar-
ios with task re-allocation conforms to the task allocation suggested by the mirroring
hypothesis (i.e., the solid lines in Fig. 1). The following task allocation efficiency in
scenarios with top-down structures are used as a benchmark: In the case of decom-
posable decision problems, all interdependencies are internalized into the agents’
decision problems (Fig. 1, K = 2), and, in consequence, the benchmark efficiency
metric reaches a value of 1. For non-decomposable decision problems, only a sub-
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set of the interdependencies can be internalized; only 6 out of 15 interdependencies
(40%) are inside an agents’ decision problems in Fig. 1, K = 5, and, in consequence,
the benchmark efficiency metric is 0.4.
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The cumulative distributions of the task allocation efficiency metric are plotted in
Fig. 4 (for all agents and all periods). Interestingly, in only approx. 10% of the cases,
agents achieve a task allocation efficiency of 0.5 out of 1 in the case of decomposable
tasks and 0.3 out of 0.4 for non-decomposable tasks. Even though the signals for
task re-allocation are based on the agents’ beliefs on interdependencies, the incentive
parameter affects the task allocation efficiency: Irrespective of task complexity, altru-
istic incentive schemes result in a slightly higher task allocation efficiency; this might
be driven by an indirect effect coming from the individual search behavior induced
by altruistic incentives as well as the resulting update of beliefs on interdependencies.

4 Conclusions

This paper presents a model of either dynamic or static organizations, in which
search processes are carried out individually or collaboratively. The results indicate
that collaborative search processes can indeed weaken the adverse effects of emer-
gent task allocations that do not conform to the mirroring hypothesis. However, this
is only true if there is a fit between the search processes and the remaining orga-
nizational design elements, namely with the inventive scheme: The results indicate
that emergent approaches to organizational design work best with rather altruistic
incentive schemes. Surprisingly, the results also indicate that organizations are better
off if they follow an emergent design approach together with altruistic incentives if
tasks are decomposable: In these cases, the performance even exceeds that of top-
down organizations. Thus, the results indicate that the long standing finding that an
organization’s structure should mirror the technical interdependencies of the task
the organization faces is not necessarily applicable in organizations with emergent
structures.

This work can be seen as the first step toward an organizational design theory in
dynamic organizationswith autonomous agents. Further research could, for example,
analyze different strategies for task re-allocation (e.g., different ways to compute
the signals), different network structures for organizational links, and the effects of
collaborative search in networks of organizations. Also, future research might take
into account other forms of performance landscapes (e.g., plateaued landscapes).
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Controlling Replication via the Belief
System in Multi-unit Organizations

Ravshanbek Khodzhimatov , Stephan Leitner , and Friederike Wall

Abstract Multi-unit organizations such as retail chains are interested in the diffusion
of best practices throughout all divisions. However, the strict guidelines or incentive
schemes may not always be effective in promoting the replication of a practice.
In this paper we analyze how the individual belief systems, namely the desire of
individuals to conform, may be used to spread knowledge between departments.
We develop an agent-based simulation of an organization with different network
structures between divisions through which the knowledge is shared, and observe
the resulting synchrony. We find that the effect of network structures on the diffusion
of knowledge depends on the interdependencies between divisions, and that peer-to-
peer exchange of information is more effective in reaching synchrony than unilateral
sharing of knowledge from one division. Moreover, we find that centralized network
structures lead to lower performance in organizations.

Keywords Agent-based modeling and simulation · Levers of control ·
Replication · Imitation · NKCS-framework

1 Introduction

Multi-unit organizations are (potentially geographically) dispersed organizations that
consist of a large number of divisions such as retail chain stores or fast-food franchises
[9]. The divisions in multi-unit organizations predominantly operate in the same
industry and promise customers the same brand experience in all divisions [18].
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To achieve this, the organizations have to make sure that divisions comply with
the standards and best practices, but at the same time are given enough freedom to
discover successful practices in the first place [2, 27].

To address this tension, organizations may employ different control mechanisms.
Simons’ Levers of Control framework [22] identifies four levers that constitute a
management control system. Diagnostic control systems are formal mechanisms
that ensure that the branches work towards the agreed-upon goal (e.g., incentive
schemes). Interactive control systems are formal information systems which give a
focused view on the aspects of performance (e.g., KPIs). Boundary systems delineate
the acceptable behavior in the organization (e.g., codes of conduct, franchise opera-
tions manuals) and can be enabling or constraining, depending on the management’s
decisions. Belief systems is a set of core organizational values and definitions that
management uses to foster a desired environment (e.g., mission statements, organi-
zational culture).

Belief systems in this context can be used to describe conformity, which is defined
as the internal desire of individuals to alter their behavior to match that of their peers.
In contrast to compliance to organizational requirements, individuals conform vol-
untarily in pursuit of goals to blend into a team, gain approval of others, or increase
accuracy of their actions by adopting the best practices of their peers [4]. The actual
desire to conform changes with cultural and demographic characteristics of individ-
uals and with the environment and norms [5]. However, the effect of desire of branch
managers to conform on the actual adoption of the peers’ practices depends on many
factors, including the similarity in faced tasks [6], geographic proximity between
branches [7], communication channels between branches [11], and the rotation of
employees [13].

Chang and Harrington [3] studied the extent of centralization in retail chains in
whichmanagers come upwith ideas for new practices. They found that organizations
should employ boundary control systems that allow branches to experiment with new
practices and routines subject to the constraint that branches need to adopt predeter-
mined practices, and to combine this with diagnostic control systems by rewarding
branch managers for replicating and passing along ideas. Garvin and Levesque [9]
proposed diagnostic control systems that allow managers to prioritize their branch
performance over the adoption of set practices. These studies implicitly assume that
the best practices can be codified and put in a guideline, ready for replication. How-
ever, Haldin-Herrgard [10] showed that this is usually not possible, and suggested
decentralized (interpersonal) knowledge transfer mechanisms. Additionally, Garvin
and Levesque [9] found that due to the large number of branches, it is difficult to
enforce a centralized control in multi-unit organizations. In this context, the less
studied lever of control, belief systems, may be more effective because they allow
organizations to foster an environment for imitation without strict centralized control
mechanisms [23].

In this study we are interested to what extent does the individuals’ desire to
conform affect the diffusion of knowledge between divisions, and how do differ-
ent network structures through which the agents communicate affect this relation.
We employ an agent-based simulations approach [19, 26] to model the multi-unit
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organization and the NKCS-framework [14, 15] to model the environments in which
the units (divisions) operate. The rest of the paper is structured as follows: Sect. 2
presents the method, Sect. 3 summarizes our findings, Sect. 4 concludes the paper.

2 Model

In this section we introduce the agent-based model of an organization with P = 5
units. The task environment is based on the NKCS-framework [15, 20]. Agents make
decisions to (a) increase their performance and (b) conform to the observed behavior
of others. Section 2.1 introduces the task environment, Sects. 2.2 and 2.3 characterize
the agents and describe how conformity is modeled. Section 2.4 describes the agents’
search process, and Sect. 2.5 provides an overview of the sequence of events in the
simulation.

2.1 Task Environment

Wemodel an organization with P = 5 agents (units), each of which faces a complex
decision problem that is expressed as the vector of N = 4 binary choices:

x = (x1, x2, x3, x4
︸ ︷︷ ︸

x1

, . . . , x17, x18, x19, x20
︸ ︷︷ ︸

x5

), (1)

where bits xi ∈ {0, 1} represent single tasks. Every decision on a task xi yields a uni-
formly distributed performance contribution φ(xi ) ∼ U (0, 1). The decision problem
is complex in that the performance contribution φ(xi ), might be affected not only by
the decision xi , but also by decisions x j , where j �= i .

We differentiate between two types of such interdependencies: (a) internal, in
which interdependence exists between the tasks within unit p, and (b) external, in
which interdependence exists between the tasks in units p and q for p �= q. We
control interdependencies by parameters K ,C, S, so that every task interacts with
exactly K other tasks internally and C tasks assigned to S other agents externally
[14]:

φ(xi ) = φ(xi , xi1 , . . . , xiK
︸ ︷︷ ︸

K internal
interdependencies

, xiK+1 , . . . , xiK+C ·S
︸ ︷︷ ︸

C ·S external
interdependencies

), (2)

where i1, . . . , iK+C ·S are distinct and not equal to i . The exact choice of the coupled
tasks is randomwith one condition: every task affects and is affected by exactly K +
C · S other tasks. In our analysis we consider two benchmark cases: (i) only internal
interdependence (K = 3,C = S = 0) and (ii) internal and external interdependence:
(K = C = S = 2), as depicted in Fig. 1.
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Fig. 1 Stylized interdependence structures with P = 5 agents facing N = 4 binary tasks. The
crossed cells indicate inter-dependencies as follows: let (i, j) be coordinates of a crossed cell in
row-column order, then performance contribution φ(xi ) depends on decision x j

Using Eq.2, we generate performance landscapes as follows: for every task xi
we generate performance contribution values corresponding to every combination of
interdependent decisions from a uniform distribution. This results in a N × 21+K+C ·S
matrix of uniform random numbers. We generate entire landscapes at the beginning
of every simulation run to find the overall global maximum and normalize our results
accordingly, to ensure comparability among different simulation runs.

At each time period t , agent p’s performance is a mean of performance contribu-
tions of tasks assigned to that agent:

φ p(xp
t ) = 1

N

∑

xi∈xp
t

φ(xi ), (3)

and the organization’s overall performance is a mean of all agents’ performances:

�(xt ) = 1

P

P
∑

p=1

φ p(xp
t ) . (4)

All agents in themulti-unit organization operate in (not perfectly) similar environ-
ments, i.e., the same decisions of agents tend to lead to the same performance, with
minor differences stemming from their local environments. We model this similarity
between task environments of different units using the pairwise correlations between
their performance landscapes [25]:
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Fig. 2 Network structures in which P = 5 agents (nodes) share information through directed links.
Star and Line networks capture unidirectional transfer of knowledge and Ring and Cycle networks
capture mutual transfer of knowledge

corr
(

φ p(xp
i ), φq(xqi )

) = ρ ∈ [0, 1], (5)

for all 1 ≤ i ≤ N and p �= q. In our analysis we use the value of ρ = 0.9 as our
benchmark, as it represents high similarity in units with a few local differences.

2.2 Conformity Metric

To measure conformity we implement our version of the Social Cognitive Optimiza-
tion algorithm introduced by Xie et al. [28]. At every time step t , agents share the
decisions they havemade on their taskswith the fellow agents, according to one of the
network structures described in Fig. 2, where nodes represent agents and the directed
links represent sharing of information.1 Every agent p stores the shared information
in the memory set L p for up to TL = 50 periods, after which the information is
“forgotten” (removed from L p).

The measure of conformity of agent p’s decisions xp
t is computed as the average

of the matching bits in the memory:

φconf(x
p
t ) =

⎧

⎪
⎪
⎨

⎪
⎪
⎩

1

|L p
t | · N

∑

xL∈L p
t

N
∑

i=1

[x p
i == x L

i ], t > TL

0, t ≤ TL

(6)

1 Including network structures in the model is a major extension over the papers using a similar
approach to model the spread of information in organizations [16, 17].
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where |L p
t | is the number of entries in agent p’s memory at time t , and the statement

inside the square brackets is equal to 1 if true, and 0 if false [12].

2.3 Agents’ Preferences

We model the agents’ preferences as a linear function [1, 8, 24] of performance φ p

and conformity metric φconf (see Eqs. 3 and 6):

u p(xp) = α · φ p(xp) + β · φconf(xp) (7)

where α + β = 1.

2.4 Search Process

In line with Simon [21], our agents are boundedly rational. In particular, the agents
are not global optimizers and want to increase their utility given limited information:
at time t , agents can observe their own performance in the last period, φ p(xp

t−1), and
the decisions of all teammembers in the last period after they are implemented, xt−1.

In order to come up with new solutions to their decision problems, agents perform
a search in the neighbourhood of xt−1 as follows: agent p randomly switches one
decision xi ∈ xp (from 0 to 1, or vice versa), and assumes that other agents will not
switch their decisions (Levinthal [20] describes situations in which agents switch
more than one decision at a time as long jumps and states that such scenarios are less
likely to occur, as it is hard or risky to change multiple processes simultaneously).
We denote this vector with one switched element by x̂p

t .
Next, the agent has to make a decision whether to stick with the status quo, xp

t , or
to switch to the newly discovered x̂p

t . The rule for this decision is to maximize the
utility function defined in Eq.7:

xp
t = argmax

x∈{xp
t−1,x̂

p
t }
u(x), (8)

2.5 Process Overview, Scheduling and Main Parameters

The simulation model has been implemented in Python 3.8 and Numba just-in-
time compiler. Every simulation round starts with the initialization of the agents’
performance landscapes, the assignment of tasks to P = 5 agents. For reliable results,
we generate the entire landscapes before the simulation, which is feasible for P = 5
givenmodern computing limitations, and the initialization of anM = 20 dimensional
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Fig. 3 Process overview

Table 1 Main parameters

Parameter Description Value

M Total number of tasks 20

P Number of agents 5

N Number of tasks assigned to a
single agent

4

[K,C,S] Internal and external couplings [3, 0, 0], [2, 2, 2]
ρ Pairwise correlation between

landscapes
0.9

TL Memory span of agents 50

T Observation period 500

R Number of simulation runs per
scenario

1000

[α, β] Weights for performance φ

and conformity φconf

[1, 0], [0.5, 0.5], [0, 1]

bitstring as a starting point of the simulation run. After initialization, agents perform
the hill climbing search procedure outlined above and share information regarding
their own decisions according to the network structure. The observation period T , the
memory span of the employees TL , and the number of repetitions in a simulation, R,
are exogenous parameters, whereby the latter is fixed on the basis of the coefficient
of variation. Figure3 provides an overview of this process and Table1 summarizes
the main parameters used in this paper.
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3 Results

In this section we present selected findings from running R = 1000 simulations
for 4 different network structures and task environments with and without external
interdependencies between departments. In each simulation scenario we observe
organization-level performance and the measure of synchrony across divisions for
T = 500 time periods. Section 3.1 defines the synchrony measure, and Sects. 3.2
and 3.3 present the findings.

3.1 Measure of Synchrony

To measure the synchrony of a strategy we first define the Hamming distance, which
is a metric that returns the number of bits that are distinct in two bit strings. For
example, the Hamming distance between a bit string 1001 and 1101 is equal to 1,
as they differ in only one bit, and flipping just one bit is sufficient to make them
equal. Similarly, the Hamming distance between identical bit strings 1001 and 1001
is equal to zero.

Next, we define the asynchrony or distinctness of a bitstring as the sum of all
pairwiseHamming distances between the bit sub-strings allocated to different agents.

H(x) =
P

∑

p=1

P
∑

q=p

H(xp, xq) (9)

Finally, we measure the synchrony of a bitstring as a complement of the asyn-
chrony normalized by its maximum:

S(x) = 1 − H(x)
max{H(x)} (10)

3.2 Findings Regarding Synchrony

In this section we analyze how the synchrony in the organization is affected by the
individuals’ desire to conform by the different network structures through which
they communicate. Solely prefer the conformity and do not consider the actual per-
formance in their departments (i.e., α = 0, β = 1) to understand how the network
structures operate to spread the best practices between departments. Figure4 shows
that the top-to-bottom unilateral sharing of knowledge in Star and Line network
structures leads to the full synchrony, with Line network being slower to converge.
The peer-to-peer egalitarian network structures like Cycle network lead only to par-
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Fig. 4 Synchrony measure for full conformity (α = 0, β = 1). This figure applies to all scenarios
with P = 5, and, by construction, is not affected by the structure of the task environment

tial synchrony even if the agents have a full desire to conform. By construction, this
relation holds for all task environments with P = 5 agents.

This intuitive finding, however, no longer holds in a more realistic scenario,
in which agents have both performance and conformity in their preferences (i.e.
α = β = 0.5). Indeed, we find that centralized Star network leads to a high syn-
chrony only in the short term in the absence of external interdependencies between
divisions. In the long term, however, the Cycle network leads to a higher synchrony.
In presence of external interdependencies between divisions, the Ring network leads
to the highest synchrony and passes the Star network after 50 periods. Moreover, the
Line network leads to the lowest synchrony for interrelated divisions. All of these
scenarios, however, lead to a significantly higher synchrony than the situations in
which agents do not have a desire to conform (i.e., α = 1, β = 0), which lead to a
synchrony measure S(x) ≤ 0.3 (Fig. 5).

These results indicate that, while conformity can significantly increase the dif-
fusion of best practices in the organizations, the management should be careful in
promoting it and consider the nature of tasks the units are facing and the interde-
pendence between them. We find that the naive idea of identifying the successful
unit and promoting other units to directly replicate its practices does not always lead
to the highest diffusion of knowledge, and that forsaking a centralized control and
promoting a peer-to-peer communication is more effective in the long run.

3.3 Performance Measure

Next, we look at how the different network structures affect the organization-level
performance for environments with and without external interdependencies. We find



368 R. Khodzhimatov et al.

Fig. 5 Synchrony measure for moderate level of conformity

Fig. 6 Performance for moderate level of conformity

that the centralized Line and Star network structures actually lead to less organiza-
tional performance than the decentralized Ring and Cycle networks. This happens
because in the centralized network structures, the central units do not see decisions
of their peers and, thus, cannot benefit from the knowledge they have gained. In the
decentralized network structures, on the other hand, all units directly or indirectly
observe the decisions made by their peers, and, thus, can benefit from the knowledge
of all departments.

Between the latter two, the Ring network leads to the higher performance in
presence of external interdependencies between units, and the Cycle network leads
to the highest long-term performance in the absence of them (Fig. 6).
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4 Conclusion

In this paper we studied how multi-unit organizations can employ individuals’ belief
systems, particularly, their desire to conform to the behavior of their peers, to achieve
the diffusion of best practices between their units. We performed an agent-based
simulation of the organization and compared the achieved synchrony for different
network structures between the units. We found that, contrary to the intuition, the
centralized spread of knowledge from a single unit to others leads to a lower long-
term synchrony than the decentralized peer-to-peer sharing of knowledge between
all units. Interestingly, our results do not feature a trade-off between organizational
performance and synchrony—we find that in most situations the decentralized Cycle
andRing networks help to achieve both the high synchrony and the high performance.

The implications of our results are that themanagement inmulti-unit organizations
should forsake the centralized control over the diffusion of knowledge (via diagnostic
or boundary control systems) and to promote an organizational culture of sharing
knowledge and conforming to the most frequent practices. The limitations of our
research include the lack of historical performance in the agents’ consideration to
conform—further research might address this via dynamically updated weights for
the desire to conform.
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Abstract Laboratory experiments are among the most frequently used methods in
management accounting research because they offer high internal validity, enabling
the examination of causal relationships. However, experiments often struggle with
providing support for a specific proposed causal mechanism, given the abundance of
psychological and behavioral theories that predict similar outcomes. In this paper, we
argue that agent-based modeling is well suited to complement experiments because
agent-based modeling is a powerful method to increase confidence in the proposed
causal mechanism. As a showcase project, we conduct an experiment to explain
antecedents of honest reporting behavior in a participative budgeting setting and
propose that a social norm of honesty is the underlying causal mechanism. Next,
we adapt an agent-based model to our participative budgeting setting and create
two submodels incorporating alternative causal mechanisms. Finally, we assess the
capability of the two submodels to reproduce the experiment’s results to evaluate
whether the observed behavior in the experiment can be better explained with the
causal mechanism representing social norm theory.
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1 Introduction

As in many other social science disciplines, laboratory experiments are among the
most frequently usedmethods inmanagement accounting research. Bloomfield, et al.
[1] examined all papers published in the Journal of Accounting and Economics,
the Journal of Accounting Research, the Journal of Accounting and Economics, The
Accounting Review, and Accounting, Organizations and Society from 2003 to 2013
and found that experiments and field studies are themost usedmethod inmanagement
accounting research to gather data. Guffey and Harp [2] examine articles published
in the Journal of Management Accounting Research from 1989 to 2013 and find
that experiments are among the five most frequently used methods. Besides the need
for management accounting research to gather data themselves because available
archival data is limited in this research field [1], experiments are often used because
randomization and a controlled setting provide high internal validity, which allows
for studying causal relationships [3].

However, experiments often struggle when researchers are interested in the inter-
vening mechanisms through which the independent variable affects the dependent
variable. Since experiments only provide direct evidence about individuals’ behavior,
but not their reasoning [4], it may be challenging to provide support for a specific
mechanism due to the abundance of psychological mechanisms predicting similar
outcomes [5–7]. Distinguishing between possible mechanisms may be crucial when
the research goal is to derive effective interventions to change a certain behavior. For
example, individuals may split their endowment in a dictator game equally because
they have a social preference for fairness and value an equal distribution (i.e., they
choose a fair behavior because they generally prefer fairness in social interactions)
[8], or because they comply with an established social norm of fairness (i.e., they
choose a fair behavior because they comply with their expectations about others’
behavior and beliefs) [9]. Interventions that aim to increase fairness should be aimed
at changing individuals’ expectations about others’ behavior and beliefs when a
social norm is the underlying causal mechanism, while this is ineffective in the case
of a mechanism rooted in the social preference for fairness.

In this regard, process evidence becomes crucial. Process evidence is data
describing the underlying causal mechanisms through which independent variables
affect dependent variables [6]. In addition to mediation and moderation analyses,
Asay, et al. [6] propose a multiple-method approach to take advantage of triangu-
lation and increase confidence in the proposed causal mechanism when there are
multiple plausible mechanisms. For their multiple-method approach, Asay, et al.
[6] consider experiments in combination with analytical models, archival analyses,
surveys, and interviews. We extend the list of methods and argue that the combi-
nation of experiments with agent-based modeling (ABM) is also able to increase
confidence in the proposed causal mechanism [4]. Although there are examples of
combining experiments and ABM in other disciplines like behavioral economics
(e.g., [10, 11]) or team cognition (e.g., [12, 13]), ABM as a research method is fairly
new to management accounting [14]. Considering the frequent use of experiments



Combining Experiments with Agent-Based Modeling ... 373

in management accounting research and the limitation of experiments to support
a specific causal mechanism, we see great potential for ABM to benefit manage-
ment accounting research. The following steps outline our approach to combine
experiments and ABM:

1. Experimental research provides empirical information on how individuals behave
in a particular situation.

2. An agent-based model is developed in which the proposed and alternative causal
mechanisms are explicitly implemented as part of agents’ decision process.

3. The results of the agent-based models based on the proposed and alternative
causal mechanisms and the experiment are compared to check whether they
resemble the experiment’s results; if this is the case, this would provide support
that the implemented mechanism proxies the participants’ decision process in
the experiment.

2 Experiment

2.1 Design

As an illustration of the advantages of combining experiments and ABM in experi-
mental management accounting research, we examine honest reporting in the context
of participative budgeting. We choose this setting for two reasons. First, partic-
ipative budgeting is one of the most widely investigated topics of experimental
research in management accounting [15]. Second, management accounting literature
has recently begun to use social norm theory to predict and decrease opportunistic
behavior (i.e., dishonest reporting) in participative budgeting [16–18]. However,
compliance with a social norm can only be inferred if the behavior is shown to
be conditional on individuals’ expectations about others’ behavior and beliefs; thus,
observing behavior in an experiment (e.g., more or less honest reporting behavior)
is not sufficient to infer the existence and influence of a social norm [19]. Therefore,
we argue that the case of honest reporting in participative budgeting is an appropriate
setting where ABM can increase confidence in the proposed mechanism (in our case,
a social norm of honesty).

Our experiment employs a 2 (internal reporting environment closed/open) × 2
(pooled profit-sharing plan absent/present) × 10 (periods) mixed factorial design.
Each participant acts as a division manager in an organization consisting of three
divisions. In each period, each division yields revenues of 6000 Lira and pays partici-
pants a fixed salary of 500Lira. Participants receive information about their division’s
true costs and must report their true costs to corporate headquarters to get funding. In
line with the trust contract fromEvans, et al. [24], corporate headquarters only knows
that divisions have a possible range of costs between 4000 and 5500 Lira and accepts
any budget request within this range. Thus, participants can increase their payoff
by overstating true costs, while this decreases the division’s and, subsequently, the
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organization’s profit. For example, when a participant chooses to report the highest
possible costs of 5500 Lira, the division’s profit for that period will be 0 Lira due
to the participant’s fixed salary of 500 Lira, and the division’s contribution to the
organization’s profit will thus also be 0 Lira.

We manipulate the openness of the internal reporting environment by varying the
information participants receive about others’ true costs and their submitted budget
reports to corporate headquarters. In the closed reporting environment, participants
do not get information about others’ true costs and submitted budget reports. In the
open reporting environment, participants observe others’ true costs and submitted
budget reports; thus, participants can infer others’ level of honesty. Further,wemanip-
ulate the presence of a pooled profit-sharing plan. When a pooled profit-sharing plan
is absent, participants only receive a fixed salary of 500 Lira. When a pooled profit-
sharing plan is present, participants receive their fixed salary plus 5% of the pooled
profits of all three divisions in their organization (i.e., the organization’s profit). In
line with Boster et al. [20], we design the pooled profit-sharing plan in such a way
that dishonest reporting still maximizes the participants’ payoffs. Finally, partici-
pants in all conditions can sanction other participants in each period. In line with
experiments in behavioral economics [21–23], we operationalize peer sanctioning
as participants’ option to assign an integer amount of 0–10 sanction points to each
of the other two participants in their organization in each period. Each sanctioning
point assigned decreases the payoff of the sanctioned participant by 10% with a
maximum of 100% but is also costly for the sanctioning participant as each sanction
point assigned decreases the sanctioning participant’s payoff. For example, when
participants assign eight sanction points in total to the other two participants, their
costs for assigning sanction points equal their fixed salary. Our dependent variable
is participant’s honesty. In line with Evans, et al. [24], we measure honesty ranging
from 0 to 1 as follows:

Honesty = 1− (Reported costs−True costs)/(5500− True costs) (1)

Our predictions regarding participants’ honesty are based on social norm theory
[9]. It states that one reason for complying with a social norm (in our case, the
social norm of honesty) is the expectation that relevant others (in our case, other
division managers) follow and think one should follow a given behavioral rule (in
our case, report honestly) and are willing to sanction otherwise. First, we predict
that an open internal reporting environment will increase honesty by increasing divi-
sion managers’ perceived risk of being sanctioned, compared to a closed internal
reporting environment. While division managers in the closed internal reporting
environment can hide their misreporting behind the lack of transparency among
division managers, their misreporting in an open internal reporting environment is
exposed to their peers and may trigger peers’ sanctions. Second, we predict that a
pooled profit-sharing plan will further increase honesty. Since overstating costs in
the budgeting process impacts the division’s profit, the organization’s profits, and
subsequently, division managers’ profit-share, pooled profit-sharing plans introduce
interdependency among managers. This interdependency will increase the number
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of sanctions because sanctions are driven by negative emotions like the feeling of
being exploited by others [23, 25]. Being sanctioned by others will also increase the
salience of the norm, increasing the psychological costs for future norm violations
[26, 27].

2.2 Results

The average level of honesty per period and condition is shown in Fig. 1. To test
our predictions, we use a mixed-effects regression with random effects at the indi-
vidual level to account for within-subject dependency. We use participants’ honesty
in each period as the dependent variable and the openness of the internal reporting
environment and the presence of a pooled profit-sharing plan as independent vari-
ables. We also control for potential time effects by including period as a covariate.
Untabulated results of the mixed-effects regressions show that honesty increases by
approximately 0.18 when the internal reporting environment changes from closed to
open (β = 0.18, t-value= 2.504, p < 0.05). Similarly, honesty increases by approxi-
mately 0.14 when a pooled profit-sharing plan is present compared to when a pooled
profit-sharing plan is absent (β = 0.14, t-value = 2.082, p < 0.05). Both effects are
significant and in line with our prediction that an open internal reporting environ-
ment and a pooled profit-sharing plan increase honesty. In contrast, our results show
a significant negative effect of period (β = −0.02, t-value = −8.097, p < 0.01),
suggesting that honesty declines over time.

Although dishonest reporting alwaysmaximizes participants’ payoffs in all condi-
tions, our results show the highest level of honesty in Condition 4 where participants
can see each other’s reporting behavior and a pooled profit-sharing plan introduces
interdependency among participants in terms of their payoff. Compared to the other
conditions, we argue that in this condition the social norm of honesty is more salient
(i.e., participants have higher empirical and normative expectations),whichmotivates
more participants to comply with the social norm and report honestly. The reason is
that in this condition participants’ dishonest reporting decreases others’ payoff due to
the pooled-profit sharing plan. Since dishonest reporting can be observed due to the
open internal reporting environment, we argue that among all conditions this condi-
tion has the highest number of sanctions. In line with our argumentation, untabulated
results show that in Condition 4 dishonest participants aremore often sanctioned than
in the other conditions. Being sanctioned gives participants a clear signal that peers
view dishonest reporting as a norm violation, thus increasing participants’ empirical
and normative expectations regarding the social norm of honesty [10]. However,
an alternative explanation may be rooted in agency theory. Standard agency theory
predicts that individuals are solely motivated by material self-interest and want to
maximize their utility through wealth [28]. Since sanctions significantly decrease
participants’ payoff, reporting honestly and thereby avoiding any sanctions may
become participants’ reporting choice with the highest payoff. Thus, participants
are still solely motivated by material self-interest and simply report more honestly
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Fig. 1 Average honesty per period and condition

to avoid sanctions that are more common in Condition 4. This alternative expla-
nation only considers the material consequences of sanctions but not sanctions’
norm-signaling function. To distinguish between these two explanations, we apply
an agent-based model. In Sect. 3, we develop an agent-based model with submodels
that represent both causalmechanisms. In Sect. 4, we assesswhether the causalmech-
anisms proposed in social norm theory or agency theory can better approximate the
observed honesty level in the experiment. Finally, based on this comparison, we draw
conclusions about whichmechanism is most likely underlying participants’ behavior
in the experiment.
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3 Agent-Based Model

3.1 Setting, Procedure, and Agents’ Decision Making

We adapt the agent-based model by Andrighetto, et al. [10] to our participative
budgeting setting inCondition 4 (i.e., open internal reporting environment and pooled
profit-sharing plan) as it explicitly incorporates compliance with a social norm as
part of agents’ decision process. Their model is dynamic in that agents observe other
agents’ behavior, changing their preference to follow a social norm over time and
thus going beyond a purely static social preference model [10]. In our model, like
in our experiment, each agent represents a division manager, and three managers
form an organization. In each period, agents learn the true costs of their division and
decide whether or not to report honestly and to sanction the other two agents for their
reporting choice. To simplify themodel, agents’ reporting choice is binary: report the
true costs (i.e., report honestly) or report the highest possible costs of 5500 Lira (i.e.,
report dishonestly). Agents who reported honestly in a given period can sanction
agents who reported dishonestly after observing their reporting choices. In line with
the experiment, agents can assign up to 10 sanction points that reduce the sanctioned
agent’s payoff by 10% per sanction point but are also costly for the sanctioning agent.
The choice to report honestly depends on a probability that is updated every period
as a function of agents’ individual drive (ID) and normative drive (ND).

The ID reflects agents’ goal to maximize their payoff not considering what the
norm prescribes and is updated with a winner-stay-losers-change algorithm [29]. In
themodel, agents calculate their potential payoff separately for each reporting choice
considering the true costs in this period and assuming the other two agents in their
organizationwould report like in the previous period. If agents have received sanction
points in a previous period, they consider these when calculating the potential payoff
for reporting dishonestly. Then the ID moves towards the action that returns the
potential higher payoff. The NDmodels agents’ motivation to comply with the social
norm, dependent on the norm’s salience. Norm salience is an agent’s perception
regarding the importance of the social norm within the group and is updated every
period for each agent according to the norm cues agents receive. Norm cues include
own norm-compliance and norm-violation, observed norm-compliance and norm-
violation of other agents in the same organization, and being sanctioned by others.
The effect of these normcues on the norm salience varies and is derived fromCialdini,
et al. [27] and defined in Andrighetto, et al. [10] (for details, see [10]). Since agents
may receive different norm cues to update norm salience, there is heterogeneity
regarding norm salience within the population. The extent to which ID and ND
affect the reporting choice is determined through the parameters individual weight
(IW) and normative weight (NW). These parameters express the importance of ID
and ND for each agent. Using agent’s ID and ND, as well as the parameters IW and
NW, agent’s probability to report honestly p is calculated as follows:

phonest in t = phonest in t−1 + (ID× IW+ ND× NW) (2)
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In sum, in each period each agent goes through the following steps:

1. Process information from the previous period (starts in Period 2)

(a) Update ID
(b) Update ND
(c) Update the probability to report honestly

2. Choose to report honestly (true costs of the period) or dishonestly (highest
possible costs of 5500 Lira)

3. Observe the other two agents’ reporting behavior
4. Choose to assign sanction points to the other two agents.

3.2 Submodels

The parameters IW and NW express the importance of ID and ND for each agent
and always add up to 1 (i.e., NW = 1−IW), which is supposed to represent that a
higher importance of material payoffs decreases the importance of complying with
the social norm and vice versa. We vary the weights of IW and NW to build two
different submodels with theory-compliant agents:

• Submodel 1: Agents based on agency theory (IW = 1.0, NW = 0.0)
• Submodel 2: Agents based on social norm theory (IW = 0.5, NW = 0.5)

In Submodel 1, agents’ IW is 1 and NW is 0, thus agents only consider the
material payoff of an action when updating their probability to report honestly in the
next period. Since agency theory assumes that the maximization of wealth is agents’
sole motivation [28], we consider this a good approximation for an agent based on
agency theory. In Submodel 2, agents’ IW is 0.5 and NW is 0.5, thus agents consider
their wealth and compliance with the social norm of honesty when updating their
probability to report honestly in the next period. We do not use agents who solely
consider norm compliance (i.e., IW= 0, NW= 1) when updating their probability to
report honestly in the next period since social norm theory postulates a norm-based
utility function inwhich individuals tradeoff utility frommaterial possessions against
disutility from norm violation [9]. Therefore, we consider agents with an IW of 0.5
and an NW of 0.5 as a good approximation for an agent based on social norm theory.

For each submodel, we conduct 100 simulation runs in which 30 agents each are
created and divided into groups of three to form10 organizations as in the experiment.
Further, each simulation run was performed with 10 periods representing the 10
budgeting periods. In each period in each run, we calculate the honesty level of the
population, which is calculated as the average honesty of all 30 agents. Therefore,
we use the same true costs as in the experiment. Further, we determine agents’ initial
probability to report honestly and to assign sanction points using the empirical data
from the first period of the experiment. In the subsequent periods, the probability of
sanctioning a dishonest agent is inversely proportional to the number of dishonest
agents within the organization [10].
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3.3 Results

Figure 2 shows the average honesty of the 100 populations in each period for both
submodels.We can see that in Submodel 1where agents solely consider theirmaterial
payoffs, average honesty rapidly declines after Period 1 and remains at a very low
level throughout the remaining nine periods. Although the level of honesty is very
low, it is above 0 because in some organizations agents are sanctioned and therefore
honest reporting becomes the wealth-maximizing reporting choice. Average honesty
in Submodel 2 where agents balance wealth maximization and norm compliance
also declines over time but this process is much slower than in Submodel 1. After
Period 6, average honesty remains constant on a low level but is slightly higher than
in Submodel 1. The results indicate that the social norm influences agents’ behavior
decreases over time due to norm violations, thus, agents consider norm compliance
less and less over time, making considerations of wealth maximization relatively
more important.

Fig. 2 Average honesty per period and submodel
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4 Comparison of Simulated and Empirical Honesty Levels

We compare simulated and empirical honesty levels to evaluate which causal mech-
anism is a better explanation for the experimental results. Since we predicted the
strongest effect of a social norm of honesty in the condition with an open internal
reporting environment and a pooled profit-sharing plan, we adapted the model to this
situation and therefore use the average honesty of the participants from condition 4
as an empirical benchmark for our simulated honesty levels. We follow Lorscheid
and Meyer [12] and calculate for both submodels the empirical distance as the abso-
lute distance from the simulated honesty level to the empirical honesty level in each
period t.

Empirical distancet =
∣
∣simulated honestyt − empirical honestyt

∣
∣ (3)

Table 1 shows the empirical distance averaged over all 100 runs per period and in
total for all periods. For example, 0.08 in Period 1 from Submodel 1 expresses that
in Period 1 the absolute honesty difference between the simulated population and
participants from Condition 4 in the experiment is on average 0.08 (honesty ranges
from 0 to 1).

The empirical distance averaged over all 10 periods is significantly lower in
Submodel 2 (all= 0.22) than in Submodel 1 (all= 0.51). Thus, agents based on social
norm theory provide honesty levels more consistent with the empirical honesty levels
than agents based on agency theory. Further, the empirical distance of Submodel 1 is
very high. Since considering the monetary consequences of sanctioning is the only
reason for an agent in Submodel 1 to report honestly, this indicates that participants
in the experiment not only report honestly to avoid the monetary consequences of
being sanctioned. Submodel 2 shows significantly lower empirical distances than
Submodel 1, which suggests that participants’ behavior in the experiment can be
better explained when considering the norm-signaling function of sanctions and
participants’ motivation to comply with a salient social norm of honesty. Neverthe-
less, also Submodel 2 still shows significant empirical distances, thus, there are other
influences that Submodel 2 does not capture.

Table 1 Average empirical distances per period and submodel compared to Condition 4 in the
experiment

Period

Submodel 1 2 3 4 5 6 7 8 9 10 All

1 0.08 0.67 0.61 0.36 0.47 0.58 0.48 0.66 0.63 0.58 0.51

2 0.07 0.18 0.14 0.29 0.29 0.23 0.36 0.19 0.22 0.28 0.22
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5 Conclusion

Experiments are among themost frequently usedmethods inmanagement accounting
research because they allow us to examine causal relationships due to their high
internal validity. However, experiments often struggle with providing support for
a specific proposed causal mechanism, given the abundance of psychological and
behavioral theories that predict similar outcomes. Adding to the proposed multi-
method approach by Asay, et al. [6] to increase confidence in a specific causal mech-
anism, we suggest that ABM can supplement experiments by providing additional
support for the proposed mechanism (in our case, a social norm of honesty).

To illustrate this, we adapted an agent-based model to our participative budgeting
setting with an open internal reporting environment and a pooled profit-sharing plan.
We created two submodels in which agents’ decision process incorporates either
the causal mechanism based on social norm theory or agency theory. Results show
that agents who consider the monetary consequences and norm-signaling function of
sanctions provide honesty levels more consistent with the empirical honesty levels
than agents who in line with agency theory only consider the monetary consequences
of sanctions. This provides initial support that participants in the experiment not
only report honestly because they want to avoid the costs of being sanctioned but
also because peers’ sanctions increase participants’ empirical and normative expec-
tations that motivate more participants to comply with the social norm and report
honestly. Since honesty levels in Submodel 2 are still different from the honesty
levels in the experiment, this is only the first step to providing support for a social
norm as the underlying causal mechanism in our experiment. Future research should
refine our model. So far, Submodel 2 only considers heterogeneity regarding the
norm information agents receive, but not regarding the extent to which agents are
affected by the social norm. Since social norm theory assumes that individuals differ
regarding the extent to which social norms affect their behavior [9], this appears to be
a promising way to refine the model and test whether this further decreases empirical
distances. Overall, this study provides a first step to support our claim that ABM is
suitable to be part of a multi-method approach to increase confidence in a specific
causal mechanism. We hope to pave the ground for further research questions in
management accounting research to be tackled with such a multi-method approach.
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Modelling Regional Innovation Systems
in Low and Middle-Income Countries

Özge Dilaver, Alain Nkusi, Joshua Omoju, and Roseline Wanjiru

Abstract Innovation is an important means of economic growth. It is, thus, much
needed in low and middle income countries. Although this need was recognised
early on, innovation literature is largely based on empirical studies in high-income
countries. Theorising based on evidence on high-income countries can provide some
insights about factors relevant to low andmiddle income countries ifwe assume coun-
tries follow similar growth trajectories. Yet, both innovation and growth are much
more complex. Innovation occurs through complex interactions between various
actors and it is often embedded in social contexts that vary across regions. It is,
then, adopted and adapted to local needs and contexts. Agent-based social simula-
tion offers an important potential to capture these complex dynamics. In this chapter,
we put together two much-needed reviews: existing literature on innovation systems
in low and middle income countries, and existing agent-based models of innovation
systems. By juxtaposing our findings in these two reviews, we explore how agent-
based models can address some of the major limitations of the information systems
approach.

Keywords Innovation system · Regional innovation system · Low-income
countries ·Middle-income countries

1 Introduction: Innovation, Economic Growth
and Innovation Systems

Innovation is thought to explain the observed differences between the growth of
factors of production and the output. It is, therefore, considered as “the single, most
important component of long-term economic growth” [58, p1]. Through the lens
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of methodological individualism of mainstream economics, innovation appears as
the distinct outcome of firms’ R&D investments. This level of abstraction, however,
hides the inherent complexity of the innovation process that involves uncertainties
and bounded rationality [19, 61]. Firmswith similar assets and resources, operating in
similar environments can hold different capabilities [46]. Thus, knowledge creation
is path dependent and highly idiosyncratic [34, 49, 51]. Innovation systems (IS)
perspective holds a more distributed nature of knowledge and events, and positions
innovation as an interactive process between users and producers [43, 44], multi-
plicity of firms, as well as broader formal and informal institutional settings. Hence,
it draws more complex and socially embedded representations of both innovation
and economic growth that align with the methodological strengths of agent-based
social simulation (ABSS).

Social embeddedness of innovation already implies the significance of places and
geographies. Regions—areas that are distinguished from the surrounding land—
captured interest in innovation studies because innovations are not uniformly
distributed in space [8], and some regions significantly outperform others. Regional
innovation systems (RIS) have long captured the interest of policymakers,who aim to
emulate their success, and scholars, who aim to understand why businesses in related
value chains agglomerate in certain places. The literature on specialised regions and
industrial clusters (IC), dates further back at least to Marshall [45], who identified
long-term benefits of knowledge exchange and diffusion of innovations between
businesses and people when an industry “chosen a locality for itself” (p 27). RIS is
a relatively new approach to innovation policies that view innovations as embedded
within and shaped by dynamic interactions between actors in innovation networks,
including private and public actors [6, 15]. It sees innovation as an interactive and
cumulative process of learning and considers the critical role that strong regional
capacities can contribute towards boosting the performance of systems of innovation
[16, 29]. While some of the influential contributions to the study of RIS emerged
from the work on the conceptual limitations and policy relevance of national innova-
tion systems [8, 15, 16], and conceptual nuances can be identified between RIS and
IC, they are similar enough to be used interchangeably (see, for example, [53]), and
difficult to distinguish empirically. From a Schumpterian perspective, furthermore,
since innovation is seen as endogenous to economic activity, it is difficult to separate
production from innovation, and IC from RIS.

From this vantage point, existing literature on regions and innovativeness is volu-
minous, and at the core of this rich body of literature are case studies of successful
regions in high-income countries. These studies highlight inter-firm exchanges and
relationships. Firms are commonly thought as themain agents of innovation and firm-
specific competencies and organisational learning are expected to create competitive
advantages at the regional level due to their impact on skills, institutional environment
and common assumptions and values.

Both IC and RIS are concerned with how geographical proximity facilitates
economic growth and innovativeness. Although it was innovations in information
and communication technologies that inspired many to imagine a placeless, border-
less global economy, like many economic fields, innovation itself continues to
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reveal spatial patterns. Proximity matters for knowledge production, and innovative
processes, therefore, are often geographically concentrated [8, 68]. In this regard, it
has been argued that innovation may be better understood and governed locally at
regional level [7, 14].

While RIS of global importance and scale such as Silicon Valley, Detroit and
Hollywood are investigated from various angles, and industrial clusters in OECD
countries in general are observed via longitudinal analyses, our knowledge of inno-
vation systems in low income countries remains scant. We do not know if innovation
systems in low income countries impact upon global trade and global innovation
systems. We also do not know how firms operating in industrial clusters in low
income countries develop their dynamic capabilities, identify opportunities, respond
to consumer affordability constraints and exchange knowledge across value chains.

If innovation is the main engine of economic development in market economies,
these gaps in the existing literature are important for a broad range of stakeholders. In
both low-income and middle-income countries, furthermore, effectiveness of inno-
vation policies (at national and regional level) and strategies (at firm level) are of
crucial importance due to limited resources. In this chapter, our main research ques-
tion is: how can ABSS be useful for studying RIS in low-andmiddle-income (LMIC)
countries? We address this question by taking stock of our existing understanding of
innovation systems with a specific focus on RIS in low- and medium-income coun-
tries. We, then, review agent-based social simulation models of innovation models
and explore research avenues for future models.

2 Conceptual and Methodological Limitations
of Innovation Systems Approach

The innovation system approach improves our understanding of innovation as a
complex, socially embedded and path-dependent process. Yet, it has some conceptual
ambiguities and methodological limitations that may affect wider implementation of
research findings. All of the terms used namely “innovation”, “system”, “national”
[50] and “regional” [16] have been scrutinised. While the resources and activities
of the firms that are at the world’s technological frontiers can be different from
others, strict definitions of innovation that are limited to these contexts can isolate
innovations from their impact on economic growth, and so may not be always useful
for research. Hence, innovation is often defined from the perspective of individual
agents, whether or not something is new to the firm or the person is the criterion and
not whether it is new to the world [50].

In a similar vein, “system” is an ambiguous concept. Systems can be naturally
existing (e.g. ecosystem, cardiovascular system) or purposefully designed (e.g. infor-
mation system, social welfare system). From an evolutionary point of view, further-
more, this important distinctionmayblur. Throughmutation and survival both biolog-
ical and societal systems can acquire functionwithout any teleological design.Nelson
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and Rosenberg [50] raise the issue of conscious design, and clarify that by “system”,
they refer to “a set of institutional actors that, together, plays the major role in influ-
encing innovative performance” (p4). From a slightly different perspective Asheim
and Gertler [8] highlight the “systemic”, rather than idiosyncratic nature of relation-
ships and practices within an innovation system. According to the authors, in order
to be systemic, relationships between actors need to involve some degree of interde-
pendency. As such, the term “system” is used loosely to capture interdependent, or
game-theoretic relationships.

When it comes to “national”, Nelson and Rosenberg [50] point out that on one
hand this unit of analysis may seem too broad. On the other hand, it is too narrow and
excludes the impact of globalisation. Elsewhere in social sciences, “nation” is already
a contested term (see also [16]). Anderson [3] refers to “nation” as “an imagined
community”, a political invention of the nineteenth century. From this perspective,
national territories are not well-defined containers of distinct economies and national
borders often arbitrarily cut through social reality. On the other hand, states have
unique powers in policy making, shaping educational institutions and distributing
resources. “National” in this sense, is useful in capturing states’ top-down impact on
economic and innovative activities.

Despite being a core concept in multiple social science disciplines, “region” has
multiple and ambiguousmeanings too. The term is commonly used for defining areas
at both sub-state (e.g. Italian districts) and supra-state levels. Region is, furthermore,
‘ontologically slippery’ [52], p. 21 in that it is not always clear if the region of
interest exists independently of the attempts of studying it, or making sense of areas
on a map. All of these conceptual ambiguities have implications for regional inno-
vation systems, and in particular the bottom-up and top-down dynamics that are
briefly mentioned above. Cooke et al. [16], therefore, distinguish between cultural
and administrative regions, and relatedly processes of bottom up regionalism and
top-down regionalisation.

Some of the methodological limitations of innovation systems approach stem
from these conceptual difficulties. As the conceptual elements and properties of
these systems are not developed a priori, research on RIS focuses on empirical
descriptions of successful cases. The ex poste identification of structural, institutional,
and organisational factors that are thought to have led to the emergence of more
innovative, or competitive nations or regions falls short of determining the direction
of causality, whether such factors impact success or vice versa. In addition, the
broad scope of RIS and the rich contexts covered in case studies make it difficult to
apply to other regions with different but equally rich contexts. Edquist [24] argues
that innovation systems approach has limitations in providing formal propositions
related to causality. As such it is more of a conceptual framework than a theory.

These conceptual andmethodological shortcomings are particularly important for
investigating RIS in LMIC. There are inherent challenges related to identification
of innovation systems where the link between new ideas, technological applications
and economic growth is much less visible. At the regional level furthermore, while it
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is easy to identify and possible to empirically study complex and dynamic processes
and networks of innovation in Silicon Valley, it is hard to know what to look for
when such clear instances of RIS do not emerge.

These limitations on one hand, and the need for understanding RIS in LMIC on
the other yield a peculiar form of knowledge accumulation. While the study of RIS
in high-income countries focus on empirical case studies, arguably with a relative
shortage of theoretical contributions, low and middle-income contexts are theorised
without much empirical content. Authors theorise on innovation systems failures in
comparison to ideal type innovation systems. In the context of RIS, for example,
Tödtling and Trippl [66] argue that innovation activities differ strongly between
central (metropolitan), peripheral and old industrial areas. Peripheral regions suffer
from ‘organisational thinness’, they have lessR&D intensity, incremental and process
innovations instead of product innovations (see also [25, 57]).

3 What do we Know About Innovation in Low-
and Middle-Income Countries?

This section aims to review and summarise our existing knowledge on RIS in low
income countries. To our knowledge, there are no empirical studies of RIS in low
income countries. We, therefore, expanded our scope to findings and arguments
related to innovation and (both national and regional) innovation systems in LMIC.
In doing so, we do not assume that findings on NIS and middle-income countries can
be extended to RIS and low-income countries respectively, but we aim to take stock
of what we know in these broader contexts to better identify remaining questions.

In studies on innovation in low income countries, the link to development has been
widely acknowledged at least since the SussexManifesto [62] that called for strength-
ening scientific and technological capabilities of developing countries instead of
transferring technologies from the developed countries or establishing hierarchical
division of labour in science. This fault line between innovating in a way that suits
local needs, infrastructures, skills and factor endowments, and acquiring technologies
developed elsewhere remains important in more recent literature.

There is a growing number of studies that apply the systems perspective to low-
income countries at the national level [12, 26, 36, 37, 39, 70]. One of the common
arguments emerging from these studies is that the knowledge on NIS as conceived in
high-income countries does not necessarily capture innovation processes and factors
in low-income countries [37, 39] and so modifications are needed [26]. For example,
given that innovation activities differ vastly between developed and developing
economies [54], the effectiveness and relevance of indicators for measuring inno-
vation are criticised for not putting adequate emphasis on the learning and capacity
building processes [64], also have a look at: introducing innovation frameworks that
transcends constraints imposed by contextual variations [39, 64]. Casadella and Tahi
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[12] propose using qualitative indicators to capture learning capacity rather than
focusing on R&D. Similarly, Khan [37] calls for considering inclusive absorptive
capacity.

In a similar vein, regarding learning and developing capabilities, studies looking
at low-income countries hold a common theme of firms and catching up [39]. They
investigate innovation strategies of domestic firms in trying to upgrade their capa-
bilities. However, since low-income countries experience critical barriers such as
limited public resources to support innovation, challenges related to implementing
policy in socio-economic conditions shaped by poverty, and relatedly, weak and/or
short-term commitment of institutional actors [13], this approach often reports fail-
ures than success stories [4, 20, 66]. Relatedly, Kaplinsky and Kraemer-Mbula [36]
identify two structural problems facing low and middle-income countries that may
hinder their chances of growth through trajectories used in the past. These problems
are the prevalence of the informal sector and the erosion of the growth by export
model due to China’s dominating role in international trade. The authors point out
to new and multiple trajectories stemming from the innovative potential within the
informal sector, the potential of South-South trade, and the transformative potential
of new information and communication technologies in LMIC.

Lately, several authors argued the exclusion of the informal sector blurs our under-
standing of innovation systems in LMIC [26, 28]. For example, Egbetokun et al. [26]
argues that innovation networks may involve more informal links than formalised
ones in developing countries. Hence, the common assumption that regional actors
in developing countries are poorly networked (see [7] may be overlooking informal
links. In addition, in their study of the informal sector in Tanzania, Cozzens and
Sutz’s [18] found that the informal sector helps in adaptation of products produced
elsewhere to local conditions in Tanzania. Furthermore, Fu et al. [28], who analysed
patterns of innovation contributions in developing countries, found that although
technological innovations have a greater overall contribution to firm productivity
and growth than non-technological innovations, informal firms get as much out of
non-technological innovations as formal firms do. The authors argue, therefore, that
existing approaches to IS do not capture differences in the informal sector and the
peculiar ways innovation occurs in such contexts.

Asmentioned above, in our reviewwe did not find any empirical studies on RIS in
low-income countries. Some recent studies in lower-middle income countries in the
Middle East and North Africa echoe arguments in innovation literature. They point
out that RIS in LMIC have features and dynamics that are qualitatively different from
what is often referenced in the RIS literature [23, 27]. Djelfat and Cummings [23]
highlight that even though supporting organizations are present, the critical linkages
and the institutional set-ups that are needed to facilitate innovation, remain weak
and fragmented. Hence, endogenous capabilities in these contexts are weak and well
below what is required to address challenges in the productive sphere and society at
large.

For these reasons, Djelflat and Cummings [23] propose that systems of innovation
in developing countries and African countries in particular should be understood as
systems in construction. This is similar to Fardj and Hammadi [27], who state that
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the “emergence” paradigm is more appropriate to characterise innovation systems
in neo-peripheral countries than the catch-up one. They cite evidence fromMaghreb
countries such as Morocco, where new proactive strategies for “emergence” are
being undertaken, which includes the creation of zones and platforms dedicated to
industrial structures, with an attractive incentive framework.

4 Agent-Based Social Simulation Models of Innovation
Systems—An Overview

In this section, we provide an overview of the existing ABSS models of IS based
on our systematic literature review. Our primary aim while conducting this review
was better understanding existing RIS models, but we could only identify a few
[11, 21, 30, 55, 57, 60, 65]. Using an approach similar to the previous section,
we expanded our scope to gather insights from relevant models. Since ABSS is
grounded in complexity theory and social networks have been modelled extensively
through ABSS, some studies focused on innovation networks. These studies are
relevant to our main research question in this chapter and so we included “net-
works” in our keywords.We scanned the existing literature usingWeb of Science and
different combinations of keywords (“innovation systems”, “innovation networks”,
or “innovation” and “agent-basedmodelling”, or “agent-basedmodeling”). This scan
produced our initial list of papers. As a secondary level of selection, we checked the
papers that cited the 3 most highly cited papers in our initial list, and identified
relevant studies.

In total, we identified 47 studies published as journal articles (39) or conference
proceedings (8). These papers were published in 32 different publications, none of
which published more than 2 of the papers in our list. In our view, this diversity
indicates that there isn’t yet an established dialogue, or a research area in ABSS
models of IS. There is, however, a variety of approaches developing independently,
and a growing number of studies (see, for example, [21, 38, 40] around the SKIN
model [31, 32]).

In order to identify the similarities and differences between selected studies, we
used the conceptual anatomy framework (CAF) proposed byDilaver andGilbert [22].
The framework represents five main conceptual elements of ABSS models namely,
agents, environment, social structure, actions and interactions, and temporality. Our
review both sheds light on the shared, or common aspects in ABSSmodels of IS, and
demonstrates the diversity of these models in detail. In this respect, we expect this
overview to contribute to the development of this research area, and the currently
lacking dialogue between studies.

Within the five elements of the conceptual anatomy framework, the first element—
agents—is most developed in the reviewed ABSS/IS studies in terms of richness and
detail provided. Regarding types of agents, the typical agent in these models repre-
sents firms. To be clear, except Sebestyén and Varga [60] in which agents represent
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regions, all of the studies we reviewed involved firm agents. [5, 10, 11, 30, 33, 69].
This is followed by universities [41, 47, 63, 65, 67]. Other types of agents include
governments [55, 63], funding agencies [41], research agencies/centres ([65, 67],
and venture capitalists [67]. In Dilaver et al. [21], in addition to organisations, there
are people (researchers and managers). These agents exist in a multi-level structure:
firms are an evolutionary output of the people they employ and those whom they
employed in the past (see also [5]).

The heterogeneity of the firm agents is often represented via differences in knowl-
edge. The “kene” concept from the SKIN model is influential in this conceptualisa-
tion. The kene represents the aggregate knowledge of a firm [1, 57, 67]. It consists of
triples representing a firm’s capability (C) in a scientific, technological, or business
domain,its ability (A) to implement knowledge in this field; and its expertise level (E)
with respect to the ability. In a similar vein, Dilaver et al. [21] place firms in a three-
dimensional knowledge space. The horizontal dimensions of this space correspond
to scientific areas and technological fields, and the vertical dimension corresponds to
their level of expertise. Similarly, firms are represented as three-component vectors
in Cannavacciuolo et al. [11] and this closely resembles the kene. Mao et al. [47]
define four knowledge fields inwhich firms’ knowledge levels vary. Slightly different
from kene, the authors distinguish between explicit and implicit knowledge.

In a similar, but more dynamic way, heterogeneity is also thought in terms of
organisational learning or absorptive capacity [11, 17, 47, 48, 65]. Relatedly, knowl-
edge and capabilities are also approached in a relative manner, often expressed in
terms of agents’ cognitive distance from each other [9, 42] or network position [35].
Proximity, in this context, often corresponds to the probability and willingness for
agents to form links [11, 60].

The model descriptions we reviewed were not as detailed and explicit for the
second and third elements of the CAF framework; environment and social structure
respectively. In most studies we reviewed, properties of the simulated environment
and structures are described in-between lines that focus more on agents, or actions
and interactions. Ponsiglione et al. [55], for example, introduce their competitive
environment that holds regularities and relatedly innovation opportunities as an agent.
In some studies, theoretical background and themodel structure is explained together.
In Cannavacciuolo et al. [11], the virtual environment is a closed system and this
property is justified in reference to industrial districts literature. Some RIS models
are based or calibrated with data on specific geographic areas [5, 9, 11, 60, 63, 65].
Dilaver et al. [21] study the effects of changing entrepreneurial character of regions
on the development of industrial clusters in two simultaneously simulated regions
based on the historical competition between Boston and Silicon Valley. Through 3D
visualisation, the model accommodates three connected environments. One of these
environments (earth space) represents local spatial dynamics, and the remaining
two (reward space and knowledge space) represents innovation opportunities and
knowledge resources of people and firms. Reward space furthermore is a semi-visible
environment that each person agent sees differently according to their knowledge in
related areas.
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In terms of social structure, social networks are the most apparent feature of
the studies we reviewed. Social networks are used both as explanatory [9, 47] and
dependent variables [11, 35, 59]. Hence, on one hand, a priori network structure
is thought to impact innovativeness, and on the other, interactions between agents
are thought to yield ex post network properties. These dynamics indicate the evolu-
tionary and path-dependent nature of relationships in IS. Kwon and Motohashi [38],
furthermore, distinguishes between short-termand informal and long termand formal
relationships.

In addition to networks, since most models we reviewed use firm agents, there
are economic structures in the models we reviewed. The most common economic
structure is a supply or value chain [11, 17, 30]. In some models, this structure is
called a market [56, 57], yet it is not clear if these models entail demand, supply and
price dynamics. In Dilaver et al.’s [21] multi-level structure, people agents are tied
to firm agents through employment (as researchers or managers), or entrepreneurial
actions (creating a start-up/spinoff).

Regarding actions and interactions, the fourth CAF element, the most important
dynamic is the choice of a partner to collaborate, or to exchange (buy or sell prod-
ucts). These dynamics reflect the assumption of bounded rationality in that agents
do not fully know the variety of capability and the knowledge level of other firms
[30, 60, 67]. The models we reviewed compared the impact of different search and
match algorithms based on random selection, spatial selection, selection based on
knowledge capital and/or complementarity of knowledge [2, 40, 57].

Finally, in terms of temporality, the fifth element of the CAF framework, the
model descriptions we reviewed are not very detailed. Time dimension is not explic-
itly discussed. In most of these models, innovations are key events that impact upon
simulated histories. Innovation is often (see, for example, [21, 35] thought of as a
function of various knowledge requirements and some models describe the rules that
determine innovation events in detail and with graphics. Through above mentioned
interactions, firms acquire and accumulate knowledge over time and when this accu-
mulation satisfies pre-set conditions, successful innovations emerge. In this context,
innovation represent different outputs including scientific papers, patents [65, 67],
Mahmoudzadeh anAlborzi, 2017, quality of products [30], profits [57], or the number
of firms as an indirectmeasure of profits [21] and knowledge creation [47] or diffusion
[9, 40]. As these are related but different concepts, explicit discussions of simulated
histories can support cross-fertilisation between ABSS models of IS.

5 Conclusions

RIS perspective regards innovation as an interactive process that involves both
bottom-up and socially embedded dynamics and the impact of top-down policies.
Compared to methodological individualism of mainstream economics, this way of
approaching innovation and economic growth aligns better with the methodological
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strengths of ABSS. Interactionwithin and between users and producers involve inter-
dependencies and path, or history-dependency. Knowledge, furthermore, has a tacit,
subjective and distributed nature that calls for special attention to heterogeneities and
their evolution over time.

While the need for understanding RIS in contexts where economic growth is
most needed was identified early on, due to conceptual and methodological limita-
tions constraining empirical research, the literature on IS in general and on RIS in
particular is generally limited to repeated calls for further research on one hand, and
theoretical analyses of “system failure” developed through comparisons to ideal type
RIS. Overall, the established indicators and measures that are largely driven from
high-income countries fall short of capturing innovation and growth in LMIC where
regional transformations would be most needed. Our review of the existing literature
highlighted three directions for producing research relevant in this context. Firstly,
echoing the Sussex Manifesto (see Sect. 2), there is a need for studying innova-
tion in low and middle-income countries in their own context, in terms of developing
capabilities for addressing local needs, or needs in similar LMIC. Secondly and relat-
edly, there is a need for moving beyond tautological explanations of RIS “failure”
(e.g. poorer regions are poor because they are poor). Finally, the role of informal,
or shadow economy in learning, innovation and growth requires fresh and unbiased
perspectives.

Existing ABSS models of IS offer several strengths for addressing these needs
in silico. These models can represent learning and innovation at multiple levels
in a way that supports the broad conception of innovation at the level of individ-
uals and organisations, while also making it possible to follow the links between
micro andmacro events. They can generate stochastic, path-dependent processes that
better represent multiplicity of growth trajectories compared to overly deterministic
catching-up models. ABSS/IS models can also support improved understandings of
self-reproducing patterns of learning, networks and capital. Finally, thesemodels can
be used for capturing the semi-visible and fuzzy dynamics of informal economies.

There are also some challenges for ABSS models in capturing RIS in LMIC.
Although the relevant literature is growing, this growth is occurring in silos. More
research effort is needed to increase awareness of existing studies, enable cross-
fertilisation and create a dialogue between these studies. We believe our review
(Sect. 4) will contribute towards improving the transparency of ABSS IS models. A
second challenge is that like the IS field in general, some of the influential ABSS
models are built with IS in high-income countries in mind. Hence, in modelling of
RIS in LMIC, the relevance of existing measures and representations need to be
carefully reconsidered in the light of relevant literature that we reviewed (Sect. 3) in
this chapter.



Modelling Regional Innovation Systems in Low and Middle-Income … 393

References

1. Ahrweiler, P., Gilbert, N., Pyka, A.: Agency and structure: a social simulation of knowledge-
intensive industries. Comput. Math. Organ. Theory 17(1), 59–76 (2011)

2. Akbas, M.I., Gunaratne, C., Garibay, O.O., Garibay, I., O’Neal, T.: Role of entrepreneurial
support for networking in innovation ecosystems: an agent based approach. In: 2015 Winter
Simulation Conference (WSC) (2015)

3. Anderson, B.: Imagined Communities: Reflections on the Origin and Spread of Nationalism.
Verso, London (1991[1983])

4. Arocena, R., Sutz, J.: Weak knowledge demand in the South: learning divides and innovation
policies. Sci. Pub. Policy 37(8), 571–582 (2010)

5. Arutyunovich, A.S., Yuryevich, A.M.: Assessment of innovative activity of regions in the
Russian Federation. Montenegrin J. Econ. 11(1), 7–21 (2015)

6. Asheim, B.T., Isaksen, A., Trippl, M.: Advanced Introduction to Regional Innovation Systems
(2019)

7. Asheim, B., Coenen, L., Moodysson, J.: Methods and applications of regional innova-
tion systems analysis. In: Handbook of Research Methods and Applications in Economic
Geography, pp. 272–290. Edward Elgar Publishing (2015)

8. Asheim, B.T., Gertler, M.S.: The geography of innovation: regional innovation systems. In:
Fagerberg, J., Mowery, D.C. (eds.) The Oxford Handbook of Innovation Oxford Academic,
pp. 291–317 (2009). https://doi.org/10.1093/oxfordhb/9780199286805.003.0011.

9. Bogner, K., Müller, M., Schlaile, M.P.: Knowledge diffusion in formal networks: the roles of
degree distribution and cognitive distance. Int. J. Comput. Econ. Econometrics 8(3/4), 388
(2018)

10. Caiani, A.: Innovation dynamics and industry structure under different technological spaces.
Ital. Econ. J. 3(3), 307–341 (2017)

11. Cannavacciuolo, L., Iandoli, L., Ponsiglione, C., Zollo, G.: Learning by failure VS learning by
habits. Int. J. Entrep. Behav. Res. 23(3), 52 (2017)

12. Casadella, V., Tahi, S.: national innovation systems in low-income and middle-income coun-
tries: re-evaluation of indicators and lessons for a learning economy in Senegal. J. Knowl.
Econ., pp. 1–31 (2022)

13. Chaminade, C., Padilla-Pérez, R.: The challenge of alignment and barriers for the design
and implementation of science, technology and innovation policies for innovation systems
in developing countries. In: Research Handbook on Innovation Governance for Emerging
Economies, pp. 181–204. Edward Elgar Publishing (2017)

14. Cooke, P.: Regional innovation systems, clusters, and the knowledge economy. Ind. Corp.
Chang. 10(4), 945–974 (2001)

15. Cooke, P.: Regional innovation systems: competitive regulation in the new Europe. Geoforum
23(3), 365–382 (1992)

16. Cooke, P., Uranga, M.G., Etxebarria, G.: Regional innovation systems: institutional and
organisational dimensions. Res. Policy 26(4–5), 475–491 (1997)

17. Cozzoni, E., Passavanti, C., Ponsiglione, C., Primario, S., Rippa, P.: Interorganizational collab-
oration in innovation networks: an agent based model for responsible research and innovation
in additive manufacturing. Sustainability 13(13), 7460 (2021)

18. Cozzens, S., Sutz, J.: Innovation in informal settings: reflections and proposals for a research
agenda. Innov. Dev. 4(1), 5–31 (2014)

19. Cyert, R.M., March, J.G.: A Behavioral Theory of the Firm, vol. 2, no. 4, pp. 169–187.
Englewood Cliffs, NJ (1963)

20. Delvenne, P., Thoreau, F.: Dancing without listening to the music: learning from some failures
of the ‘national innovation systems’ in Latin America. In: Research Handbook on Innovation
Governance for Emerging Economies, pp. 37–58. Edward Elgar Publishing (2017)

21. Dilaver, Ö., Bleda, M., Uyarra, E.: Entrepreneurship and the emergence of industrial clusters.
Complexity 19(6), 14–29 (2014)

https://doi.org/10.1093/oxfordhb/9780199286805.003.0011


394 Ö. Dilaver et al.

22. Dilaver, Ö., Nigel, G.: Unpacking a black box: a conceptual anatomy framework for agent-
based social simulation models. J. Artif. Soc. Soc. Simul. 26(1), 4. http://jasss.soc.surrey.ac.
uk/26/1/4.html. https://doi.org/10.18564/jasss.4998(2023)

23. Djeflat, A., Cummings, A.: Emergence of territorial systems of innovation in developing coun-
tries: building a conceptual framework based on LatinAmerican andNorthAfrican experiences
(2015)

24. Edquist, C.: Systems of innovation: perspectives and challenges. In Fagerberg, J., Mowery,
D.C. (eds.) The Oxford Handbook of Innovation Oxford Academic (2009)

25. Edquist, C., Eriksson, M.L., Sjögren, H.: Characteristics of collaboration in product innovation
in the regional system of innovation of East Gothia. Eur. Plan. Stud. 10(5), 563–581 (2002)

26. Egbetokun, A., Oluwadare, A.J., Ajao, B.F., Jegede, O.O.: Innovation systems research: an
agenda for developing countries. J. Open Innov. Technol.Market Complexity 3(4), 1–16 (2017)

27. Ferdj, Y., Hammadi, A.: Dynamic and emergence of development territorial, Algerian cluster
study. Revue tadamsa d’unegmu 3(1), 96–108 (2023)

28. Fu, X., Mohnen, P., Zanello, G.: Innovation and productivity in formal and informal firms in
Ghana. Technol. Forecast. Soc. Change 131(C), 315–325 (2018)

29. Fernandes, C., Farinha, L., Ferreira, J.J., Asheim, B., Rutten, R.: Regional innovation systems:
what can we learn from 25 years of scientific achievements? Reg. Stud. 55(3), 377–389 (2021)

30. Giardini, F., Di Tosto, G., Conte, R.: A model for simulating reputation dynamics in industrial
districts. Simul. Model. Pract. Theory 16(2), 231–241 (2008)

31. Gilbert, N., Pyka, A., Ahrweiler, P.: Innovation networks—a simulation approach. J. Artif. Soc.
Soc. Simul. 4(3). http://www.soc.surrey.ac.uk/JASSS/4/3/8.html (2001)

32. Gilbert, N., Ahrweiler, P., Pyka, A.: Learning in innovation networks: some simulation
experiments. Physica A 378(1), 100–109 (2007)

33. Heshmati, A., Lenz-Cesar, F.: Policy simulation of firms’ cooperation in innovation. Res. Eval.
24(3), 293–311 (2015)

34. Hodgson, G.M.: Competence and contract in the theory of the firm. J. Econ. Behav. Organ.
35(2), 179–201 (1998)

35. Hua, L., Wang, W.: The impact of network structure on innovation efficiency: an agent-based
study in the context of innovation networks. Complexity 21(2), 111–122 (2015)

36. Kaplinsky, R., Kraemer-Mbula, E.: Innovation and uneven development: the challenge for
low-and middle-income economies. Res. Policy 51(2), 104394 (2022)

37. Khan, M.S.: Absorptive capacities approaches for investigating national innovation system in
low and middle income countries. Int. J. Innov. Stud. 6(3), 183–195 (2022)

38. Kwon, S., Motohashi, K.: How institutional arrangements in the national innovation system
affect industrial competitiveness: a study of Japan and the US with multiagent simulation.
Technol. Forecast. Soc. Change 115, 221–235 (2017)

39. Lema, R., Kraemer-Mbula, E., Rakas, M.: Innovation in developing countries: examining two
decades of research. Innov. Dev. 11(2–3), 189–210 (2021)

40. Li, L., Xie, J., Wang, R., Su, J., Sindakis, S.: The partner selection modes for knowledge-based
innovation networks: a multiagent simulation. IEEE Access 7, 140969–140979 (2019)

41. London, J.O.N., Sheikh, N.J.: Innovation in African-American high-tech enterprises: a multi-
agent approach. Entrepreneurship Sustain. Issues 7(4), 3101 (2020)

42. Long, Q., Li, S.: A multi-agent-based evolution model of innovation networks in dynamic
environments. In: 2014 International Conference on Mathematics and Computers in Sciences
and in Industry (2014). https://doi.org/10.1109/mcsi.2014.34

43. Lundvall, B. (ed.): National Systems of Innovation: Towards a Theory of Innovation and
Interactive Learning. Pinter, London (1992)

44. Lundvall, B.: Innovation as an interactive process: fromuser-producer interaction to the national
system of innovation. In: Dosi, G., et al. (eds.) Technical Change and Economic Theory,
pp. 349–369. Pinter, London (1988)

45. Marshall, A.: Principles of Economics: An Introductory Volume. Macmillan, London (1920)
46. Malerba, F., Orsenigo, L.: Knowledge, innovative activities and industrial evolution. Ind. Corp.

Chang. 9(2), 289–314 (2000)

http://jasss.soc.surrey.ac.uk/26/1/4.html
https://doi.org/10.18564/jasss.4998
http://www.soc.surrey.ac.uk/JASSS/4/3/8.html
https://doi.org/10.1109/mcsi.2014.34


Modelling Regional Innovation Systems in Low and Middle-Income … 395

47. Mao, C., Yu, X., Zhou, Q., Harms, R., Fang, G.: Knowledge growth in university-industry
innovation networks—results from a simulation study. Technol. Forecast. Soc. Change 151
(2020)

48. Muller, M., Kudic, M., Vermeulen, B.: The influence of the structure of technological knowl-
edge on inter-firm R&D collaboration and knowledge discovery: an agent-based simulation
approach. J. Bus. Res. 129, 570–579 (2021)

49. Nelson, R.R.: Why do firms differ, and how does it matter? Strateg. Manag. J. 12(S2), 61–74
(1991)

50. Nelson, R.R., Rosenberg, N.: Technical innovation and national systems. In Nelson, R.R. (ed.)
National Innovation Systems: A Comparative Analysis. Oxford University Press, New York,
pp. 3–22 (1993)

51. Nonaka, I., Toyama, R., Nagata, A.: A firm as a knowledge-creating entity: a new perspective
on the theory of the firm. Ind. Corp. Chang. 9(1), 1–20 (2000)

52. Paasi, A., Metzger, J.: Foregrounding the region. Reg. Stud. 51(1), 19–30 (2017)
53. Padmore, T., Gibson, H.: Modelling systems of innovation: II. A framework for industrial

cluster analysis in regions. Res. Policy 26(6), 625–641 (1998)
54. Pfotenhauer, S.M., Wentland, A., Ruge, L.: Understanding regional innovation cultures:

narratives, directionality, and conservative innovation in Bavaria. Res. Policy 52(3), 104704
(2023)

55. Ponsiglione, C., Quinto, I., Zollo, G.: Regional innovation systems as complex adaptive
systems: the case of lagging European regions. Sustainability 10(8), 2862 (2018)

56. Pyka, A., Gilbert, N., Ahrweiler, P.: Simulating knowledge-generation and distribution
processes in innovation collaborations and Networks. Cybern. Syst. 38(7), 667–693 (2007)

57. Pyka, A., Kudic, M., Müller, M.: Systemic interventions in regional innovation systems:
entrepreneurship, knowledge accumulation and regional innovation. Reg. Stud. 53(9), 1321–
1332 (2019)

58. Rosenberg, N.: Innovation and Economic Growth in Innovation andGrowth in Tourism, OECD
Publishing, Paris. https://doi.org/10.1787/9789264025028-4-en (2004)

59. Savin, I., Egbetokun, A.: Emergence of innovation networks from R&D cooperation with
endogenous absorptive capacity. J. Econ. Dyn. Control 64, 82–103 (2016)

60. Sebestyén, T., Varga, A.: Knowledge networks in regional development: an agent-based model
and its application. Reg. Stud. 53(9), 1333–1343 (2019)

61. Simon, H.A.: From substantive to procedural rationality. In: 25 Years of Economic Theory:
Retrospect and Prospect, pp. 65–86 (1976)

62. Singer, H., Cooper, C., Desai, R.C., Freeman, C., Gish, O., Hill, S., Oldham, G.: Draft intro-
ductory statement for the world plan of action for the application of science and technology
to development, Annex II in Science and Technology for Development: Proposals for the
Second Development Decade, United Nations, Dept of Economic and Social Affairs, New
York, Document ST/ECA/133 (1970)

63. Sjafrina, N., Udin, F., Anggraeni, E.: A mapping of current downstream shallot supply chain
based on agent-basedmodeling and quadruple innovation helix: a case study at Cirebon district,
Indonesia. In: IOP Conference Series: Earth and Environmental Science, vol. 472, no. 1,
p. 012056, Apr 2020. IOP Publishing (2020)

64. Sutz, J.: Measuring innovation in developing countries: some suggestions to achieve more
accurate and useful indicators. Int. J. Technol. Learn. Innov. Dev. 5(1–2), 40–57 (2012)

65. Uribe-Gómez, J.A., Giraldo-Ramírez, D.P., Gallón-Londoño, L., Fernandez-Ledesma, J.D.,
Quintero-Ramírez, S.: Analysis of dynamics, structures and agent relationships in regional
innovation systems. Estudios Gerenciales 35(153), 379–387 (2019)

66. Todtling, F., Trippl, M.: One size fits all? Towards a differentiated regional innovation policy
approach. Res. Policy 34(8), 1203–1219 (2005)

67. Triulzi, G., Pyka, A.: Learning-by-modeling: insights from an agent-basedmodel of university-
industry relationships. Cybern. Syst. 42(7), 484–501 (2011)

68. Uyarra, E.: What is evolutionary about ‘regional systems of innovation’? Implications for
regional policy. J. Evol. Econ. 20(1), 115 (2010)

https://doi.org/10.1787/9789264025028-4-en


396 Ö. Dilaver et al.

69. van Rijnsoever, F.J.: Meeting, mating, and intermediating: how incubators can overcome weak
network problems in entrepreneurial ecosystems. Res. Policy 49(1), 103884 (2020)

70. Wandera, F.H.: The innovation system for diffusion of small wind in Kenya: strong, weak or
absent? A technological innovation system analysis. Afr. J. Sci. Technol. Innov. Dev. 13(5),
527–539 (2021)



Embedding Social Simulation
in the Design of Wine Pricing Policies

Nikitas M. Sgouros

Abstract Weprovide an overview of Politika, a policy design prototype, and explain
how it is applied in developing and analyzing pricing policies for wine brands ver-
sus their competitors. These policies seek to maximize the purchase motivation for
specific brands of wine relative to their competitors in a population. Politika pro-
vides explicit representations for the policy parameters and their base case values
that reflect the current state of the market. It then represents each policy alternative
as a set of alternative values for a subset of the policy parameters. Furthermore, it
is able to describe a set of constraints in the simulation of each alternative that can
facilitate comparisons between alternatives. Finally, Politika allows the definition of
criteria that will be automatically applied to the outcomes of the simulations and will
allow the designer to estimate whether each alternative fulfills the policy goals.

Keywords Policy design · Agent-based simulation · Consumer behavior

1 Introduction

One of the most frequent and difficult problems in policy design is that no empirical
data exist for the outcomes of many of the proposed policy alternatives. For example,
our knowledge of the effects of different pricing of particular wines in specific mar-
kets come from empirical data only for the pricing policies that have been applied to
these products previously. In this case, simulation provides a promising solution to
the analysis of such untried alternatives justifying the need for it to become tightly
integrated to policy design. Furthermore, policy design can result in the formula-
tion of incompatible policy alternatives. Thus, it is important to develop design and
analysis tools that provide transparency and facilitate comparisons between policy
alternatives. We provide an overview of Politika, a policy design prototype and its
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application to the design of wine pricing policies. These policies seek to increase
the purchase motivation of selected wine brands in relation to their competitors in
a specific population. Politika forms the social dynamics component of the Policy-
CLOUD architecture [3], an EU-funded project that aims to provide analytic tools
for supporting policy modeling and design on the cloud.

2 Modeling of Wine Purchase Motivation

Each simulation model in Politika includes:

1. A list of policy attributes and their initial values.
2. A set of rules for policy dynamics. These rules specify. how the policy attributes

change during the simulation.
3. A list of individual attributes and their initial values. These describe the charac-

teristics of each individual agent in the population.
4. A set of rules for individual dynamics. These describe how attributes for each

individual are updated during the simulation.
5. A set of rules for connection dynamics. These describe how both connections

and their attributes change during the simulation. Such dynamics depend on the
attributes of the nodes at both ends of the connections and on the policy-relevant
attributes.

6. The size of the population on which the policy will be simulated. along with the
number of cycles for which the simulator will run.

7. The specifications of a network generator component. This is used whenever the
user wants to simulate policy effects on a population generated from a known
network model such as a random graph or various power-law networks. The
features of such a model are provided as a set of key-value pairs.

8. A list of metric units used for all policy, individual or connection attributes.

In developing a simulation model for wine purchase motivation, we assume that
price and quality are the main factors influencing consumers when purchasing wine.
In addition consumers can be influenced by their exposure to wine-related advertis-
ing/marketing campaigns and the wine preferences of their social circle. Based on
these assumptions we define the following set of parameters of interest for estimating
the purchase motivation for a particular brand of wine (e.g., A) in a specific region:

1. Actual price for A
2. Quality (in a scale of 0 to 1) of A as determined by its average rating in a series

of online reviews.
3. Estimate of the average price of wines sold in the region of interest.
4. Estimate of the maximum price for wine that is acceptable for an average con-

sumer (e.g. double the average price of wines sold in the region).
5. Average quality of the wines sold in the region of interest (0 to 1).
6. Average income of the population in the region of interest.
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7. Upper income of the population in the region of interest (e.g., double the value
of the mean income in the population).

8. Average relative exposure of individuals to the advertising campaign for A (0 to
1). We assume that average exposure is proportional to the relative size of the
advertising budget for A compared to its competitors.

We further assume that the population in the regionof interest is represented as a social
network, where each node corresponds to an individual. For each individual (e.g., X),
each outgoing edge is labeled with a weight (contact_strength) representing
the influence that X exerts on the wine purchasing decisions of one of its social
connections. The purchase influence of X towards A (purchase_influence_A)
is computed as the product of the contact_strength of the current edge times
the current purchase motivation of X towards A (purchase_motiv_A).

Each individual X has a set of attributes that are relevant towards A. These include
X’s:

1. Income ranking (in a scale of 0 to 1) as determined by the ratio of its income to
the maximum income for the region.

2. Sensitivity to the price of A as determined by the product of the difference of 1
minus X’s income ranking times the ratio of the current price of X to the maxi-
mum wine price in the region. Therefore, price sensitivity provides an estimate
of how much the price of A affects X’s willingness to buy it. According to this
estimate, poor individuals are more sensitive to the price of wines compared to
wealthier ones.

3. Sensitivity to the quality of A as determined by the ratio of the current quality
of A to the average quality of wines in the region, times X’s income ranking.
Therefore, quality sensitivity provides an estimate of how much the quality
of A affects X’s’ willingness to buy it. According to this estimate, wealthier
individuals are more sensitive to the quality of wines than poor ones.

4. Susceptibility to the advertising/marketing campaign for A (0 to 1). This esti-
mates the extent to which an individual attends to and values ad messages as
sources of information for guiding her consumptive behavior. This can depend
on the exposure of X to the ad campaign with more exposure leading to less
susceptibility.

5. Perceived influence for A fromX’s social circle. This is computed as the average
purchase influence for A stemming from X’s social circle.

Based on these attributes, the model estimates X’s purchase motivation for A as a
linear combination of:

1. X’s price sensitivity for A.
2. X’s quality sensitivity for A.
3. The product of X’s advertising susceptibility for A to the intensity of A’s ad

campaign.We assume that the intensity of the ad campaign for A is a real number
between 0 and 1 that is proportional to the relative size of the advertising budget
for A compared to its competitors but also to the type of ad campaign (e.g.
targeted or undirected) used.



400 N. M. Sgouros

4. The perceived influence for A from X’s social circle.

Figure1 describes the coding of the base case for the wine pricing policy model in
Politika. This is the case that reflects the current status between two competing wines
A and B in terms of price, quality and ad intensity for a specific population of 1000
individuals with an average number of three connections. The “1” specification in
the units denotes unitless parameters.

3 Creation and Comparison of Wine Pricing Alternatives

Politika associates with a policy a set of design constraints that include:

1. The base case scenario. This is the set of policy attributes and their values that
reflect the current state of the world before any policy intervention is tried.

2. The set of policy alternatives that will be explored during design. These
are denoted as alternative sets of attribute-value pairs that denote the subset of
policy attributes and their values that are different from the base case for each
alternative.

3. The population model relevant to the policy. We assume that the popula-
tion can be described as a graph in which individuals correspond to nodes and
their relations as edges. In order to facilitate comparisons and reason about pol-
icy alternatives,it is often the case that their analysis should be based on the
same population model. Consequently, the definition of the population model is
adopted by all policy simulations in their network generator component when
creating their population of individuals.

4. The number of simulation rounds and sizes of populations on which each
alternative will be simulated.

5. A set of criteria for evaluating the outcome of each alternative. Typically
such criteria are desired values for some policy attributes after the simulation of
each alternative or desired ratios between such attributes or a combination of the
two. The application of a criterion on the outcomes for an alternative will result
in a true/false value.

Based on these constraints Politika automatically generates a bottom-up processing
pipeline for transforming simulation outcomes of the various alternatives into policy
recommendations. More specifically, when the user chooses to simulate all policy
alternatives associated with a specific simulation model then Politika applies the
design constraints defined for it and automatically runs all the simulations involved.
It stores the results of all the roundsof simulations indexedunder the roundnumber for
each. These results are then used to compute a set of analytics for each of the policy-
relevant attributes defined in the design. Currently, this set includes the average value
of each attribute along with its minimum and maximum value after all the simulation
rounds for each alternative.

In order to design a policy for improving the purchase motivation of a specific
wine versus a competitor in Politika, the policy maker provides data from specialist
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Fig. 1 Specification of the simulation model for the base case policy in our example for two
competing wines A and B
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Fig. 2 Specification of design constraints and alternatives for pricing policy (A = Ignacio Marin,
B = Torres)

wine sites (e.g. prices, quality) andWikipedia (e.g. average income for the population
of interest) for two competing wines, e.g. A and B, for the parameters of interest in
our simulation model.

The policy maker can then define and simulate various alternatives for pricing
and/or advertisement effort for A in order to discover the mix that could improve
A′s average purchase motivation in the population with respect to B in a specific
population. For example,in Fig. 2 the user has defined two alternatives (priceA :
11, adintensi t yA : 0.4 or priceA : 9, adintensi t yA : 0.2) separated with ′|′. In the
same Figure the user has defined two criteria for evaluating each alternative. The
adequacy criterion is satisfied when the average purchase motivation for A is found
to be greater than the one for B, while the effectiveness criterion is satisfied if the
ratio of the motivation for A versus B is greater than 1.1. Each simulation will run on
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Fig. 3 Tree-based GUI for the specification of design constraints and alternatives for our wine
pricing policy

a social network generated using the specifications in the Social Network Generator
field where all nodes will have a uniformly distributed degree between 1 and 6 and
the edges will be undirected. The size of each network will be 1000 nodes and there
will be 2 simulation rounds (repetitions) for each alternative.

We validate the computed relation (>, =, <) of the purchase motivation for A
versus B in the base case using as proxy the relation between the number of ratings
for them in such wine specialist sites (if A has a higher number of ratings than B this
means that more people have purchased A therefore we can assume that currently
the purchase motivation for A is greater than the one for B).

Politika provides an alternative interface for modeling policies through a tree-
based GUI (see Fig. 3). The root of such a tree contains a Policy node having a set
of alternative Goals as its children. Each Goal contains an abstract description of the
desired outcomes of a policy. Under each Goal hangs a set of alternative Objectives
for achieving this Goal. An Objective corresponds to a specific methodology for
achieving a goal. It represents a policy alternative for a specific Goal. EachObjective,
in turn, is decomposed into a sequence of Steps. Each Step represents a policy
execution step in the methodology of the parent Objective. We assume that the
execution of each Step can be simulated, thus providing a value range for its possible
outcomes. Figure3 visualizes the policy as a tree structure in which the green (root)
node contains the description of the Policy and the red node contains the description
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Table 1 Results for the design of a pricing policy for wine X versus Y

# Price Ad intensity Purchase motivation

1 0.81818 1 1.026

2 1.1 1 0.97518

3 1.18182 1 0.93223

4 1.18182 1.5 1.01546

5 1.18182 2 1.09368

6 1.27273 2 1.09859

7 1.36364 2 1.05261

8 1.45455 2 1.02714

9 1.54545 2 1.03182

Each alternative is simulated 2 times for 10 cycles. The population size is set to 1000 individuals
for all alternatives. Column 2 describes the price ratio for X versus Y. Column 3 describes the ratio
of ad intensity effort for X versus Y. The values for both these columns are set by the user. The final
column describes the ratio of the average purchase motivatios for X versus Y resulting from the
simulation of each alternative. The third row (in bold) is the base case where no policy is applied

of a policy Goal. The particular Goal in the Figure has two alternatives depicted as
blue nodes and corresponding to the different policy Objectives for reaching the goal
and below each Objective lies a yellow node representing the models referred to as
Steps that will be used to simulate each alternative. By clicking on any of these nodes
the user can see and edit the contents for it in the text area at the bottom of the screen.
Using the menu at the top of the screen, she can then update, delete or execute this
element or add another element below it. The results of the execution are shown in
the text area at the bottom of each screen. For example, the specific scrollable text
area in Fig. 3 depicts part of the contents of one of the Objectives indicated with the
blue squares in Fig. 3.

We provide a video.1 that demonstrates the use of the tree-based GUI related to
the wine pricing policy. An experimental version of Politika can be found here.2

3.1 Results and Commentary

We use Table1 to indicate the types of results and insights that can be reached with
Politika using as an example the design of a pricing policy for wine X versus its
competitor Y based on the model described in §2. We define our policy goals as a
maximum increase in the average purchase motivation for wine X versus Y in the
population of interest assuming that we vary the price and ad intensity efforts for X,
while leaving unchanged all parameters for Y along with the population parameters
in every alternative. As described in §3, the user can create policy alternatives by

1 http://www.epinoetic.org/Assets/SocSim22.mp4.
2 http://www.epinoetic.org:4000.

http://www.epinoetic.org/Assets/SocSim22.mp4
http://www.epinoetic.org:4000
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selecting values for policy parameters such as the prices of wines X and/or Y or the
ad intensity efforts for X and/or Y.

As Table1 shows, the best policy alternative among the nine alternatives that
were simulated occurs for a price ratio of 1.27273 between X versus its competitor
Y and for a doubling of the intensity of the ad effort for X versus Y. At this point
we compute the highest purchase motivation for X versus Y (a 1.09859 value for the
ratio of the average purchase motivation of X versus Y). This is much better than the
base case that estimates the current status between these two wines with no policy
applied. For this base case we compute an average purchase motivation for X lower
than that of Y (a 0.93223 ratio of average purchase motivations) at a price ratio of
1.18182 , assuming the same intensity of the ad effort between X and Y. Therefore,
for the best policy alternative compared to the base case we were able to increase
both the purchase motivation for X and the price for X but with a doubling of the
intensity of the ad effort for X versus Y. The identification and estimation of such
trade-offs between policy variables is one of the advantages of using Politika for
simulating and evaluating a series of policy alternatives. This is especially useful
for the early, conceptual phase of policy design, during which policymakers need to
establish high-level insights for the comparative effectiveness, efficiency, viability
and complexity of various alternatives with respect to the policy goals. The outcomes
of this phase can then guide strategic decisions on the policy alternatives that should
be further pursued and refined in subsequent design stages.

4 Conclusions and Related Work

Recently there has been an interest in applying agent-based social simulation inmod-
eling consumer behavior in general [1] and wine purchase motivation in particular
[2]. Our efforts complements this research by embedding social simulation in pol-
icy design so that the development, analysis and evaluation of alternatives can be
facilitated. More information on the inner workings of Politika can be found in [4].
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Abstract Trust is crucial in economic complex adaptive systems, where agents
frequently change the other side of their interactions, which often leads to changes in
the system’s structure. In such a system, agents who seek asmuch as possible to build
lasting trust relationships for long-term confident interactions with their counterparts
decide whom to interact with based on their level of trust in existing partners. A trust
crisis refers to the time when the level of trust between agents drops so much that
there is no incentive to interact, a situation that ultimately leads to the collapse
of the system. This paper presents an agent-based model of the interbank market
and evaluates the effects of using a voting-based consensus mechanism embedded
in a blockchain-based loan system on maintaining trust between agents and system
stability. In this paper, we rely on the fact that blockchain as a distributed system only
manages the existing trust and does not create it on its own. Furthermore, this study
uses actual blockchain technology in its simulation rather than simply presenting an
abstraction.
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1 Introduction

Trust seems to be a focus in promoting the ability of agents to collaborate across
a complex adaptive system [1, 2]. Models developed in this area seek to avoid the
failure of agents’ collaborative efforts by entering them into a relationship in order
to collaborate [3]. However, trust may be damaged due to unforeseen changes in the
environment. In addition to the agents’ selfishness due to different ownerships, which
sometimes makes them unreliable, one primary source of mistrust in such systems is
their lack of global perspective and complete knowledge of the whole environment
and their peers with hidden intentions [4].

An interbank market, as a highly stochastic economic environment [5], is a
complex adaptive system [6, 7] where banks lend large amounts of money to each
other at interbank rates when they need liquidity in a short period [8], thus adapting to
this stochastic environment. Establishing more lending relationships in this market
helps borrowers with more diverse sources of liquidity [9] and enables them to
borrow at lower interest rates from lenders with whom they have a relationship [10].
However, these relationships dynamically change due to the short-term nature of
unsecured funding [11]. In order to preserve credit relationships, maintaining a level
of trust is essential for all market participants, as its evaporation can lead to instability
and liquidity crises [8].

These days, the notion of distributed trust [12] has been reintroduced through the
use of blockchain [13]. As a cryptographically secured, distributed ledger, this tech-
nology is widely believed to spread trust in digital environments [14]. In this study,
using the aggregate balance sheet of French banks, we model an interbank market as
a multi-agent system and examine whether blockchain is able to compensate for the
loss of trust among peers during economic declines. Concretely, the contributions
of this paper are twofold: (i) adding to the literature on trust in multi-agent systems
and (ii) using blockchain as part of the simulation platform. The rest of the paper is
organized as follows: Sect. 2 gives background information on related work previ-
ously performed in this area. Section 3 describes the components of the model and
the behavior of various agents in different circumstances. The results of simulating
this model based on a number of scenarios are presented in Sect. 4. Finally, Sect. 5
concludes the paper and gives avenues for future research.

2 Related Work

2.1 Distributed Trust

The notion of distributed trust is not new and dates back to the late 1990s [12].
Among the methods proposed for building trust in multi-agent systems, one can find
those that benefit from this notion. Jordi and Sierra [15] use a reputation mechanism
in which each agent records its direct trust in other agents resulting from interacting
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with them in a local database and shares these data with other agents so that they use
them in their indirect trust estimation. Jurca and Faltings [16] propose a set of broker
agents responsible for gathering reports from other agents on their interactions with
each other. The broker agents also provide reputation information to agents who need
it. Tweedale and Cutler [17] attribute trust to the collective decision of a hierarchical
team of which the agent is a member. Huynh et al. [18] integrate all of these methods
into a framework called FIRE. However, in the past, there were many obstacles
to the objectification and implementation of distributed trust in practice because
it is unreasonable to expect such information to be shared by all members of the
system [18].

By using blockchain, which refers to a cryptographically secured distributed
ledger with a decentralized consensus mechanism, it is easier to implement such
ideas. Calvaresi et al. [19] provide a JADE-based architecture and implement a
system that computes agents’ reputations using smart contracts and enables tracking
of how their reputation changes. Khalid et al. [20] propose maintaining trust in an
agent-based distributed energy trading system by publishing information on inter-
agent agreements in the blockchain. Alaeddini et al. [21] consider blockchain in
designing a multi-agent interbank trading system, where trust is regarded as a signif-
icant concern. It is worth noting that none of these studies addresses an individual
agent’s threshold for the trust it needs to have in another agent to interact, and in
fact, they all have given the same recommendation to all agents, regardless of their
specific characteristics. Also, none of the models uses a real blockchain as part of
their simulation system.

2.2 The Selected Trust Mechanism

Unlike the mentioned methods of trust in multi-agent systems, we propose a new
method to develop a trust model based on the consensus reached by agents and using
some variables found byBülbül [22]. The following features are themain distinctions
of this method from others:

• Both the expected level of trust of the agent responding to the interaction and the
level of trust met by the agent requesting the interaction are considered;

• It uses a blockchain-based consensus algorithm to establish distributed trust; and
• Unlike some other methods (e.g., Khalid et al. [20]), it does not publish any

confidential information of agents on the blockchain.

The model uses a reputation system as an additional trust layer based on counter-
parts’ relationships [23] and applies six values from−1 (distrust) to 4 (complete trust)
for both direct and indirect trust. The value of direct trust is the result of assessing
the lender’s trust in a borrower for a loan transaction, while an indirect value is based
on reputation information. An agent uses values of its direct trust in other agents
in order to arrive at a consensus on their reputation and recommend them to other
agents.
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To calculate the level of trust desired by the lender agents, the model uses
three determinants, including current interaction with the central bank (X1i,t ),
equity (X2i,t ), and size (X3i,t ) of the lending bank as follows at every time step
t = 1, 2, . . . ,T:

X1i,t =
{
1, bank i has a debt to the central bank in time t
0, otherwise

(1)

X2i,t =
⎧⎨
⎩
2, bank i ′s capital at time t >average capital of banks of similar size
1, bank i ′s capital at time t = average capital of banks of similar size
0, otherwise

(2)

X3i,t =
⎧⎨
⎩
1, bank i is small in size
0, bank i ismedium in size
−1, otherwise

(3)

τi,t = max
[−1,

(
X1i,t + X2i,t + X3i,t

)]
(4)

where τi,t denotes bank i’s observed ordinal variable as the trust threshold at time t .
Let θi,j,t denote the trust level between banks i and j at time t . A lending rela-

tionship between lender i and borrower j is allowed at time t if θi, j,t + τi,t > 4. The
level of direct trust between banks i and j at time t is obtained from the Eq. 5, where
Hi, j,t+ indicates the history of good records of bank j in repaying the loans it has
received from bank i until time t , and Hi, j,t− denotes the history of bad records in
the same period. Hi, j,t indicates the number of lending relationships between banks
i and j from the beginning to time t .

θi, j,t ≈ max

[
−1,

(
Hi, j,t+ − Hi, j,t−

Hi, j,t
× 4

)]
(5)

To calculate the level of indirect trust between two peers who did not have a
lending relationship with each other before time t , each agent asks endorsers to
examine the level of trust of the new counterpart. Endorsers, which are nodes located
in the credit paths leading to the endorsee node, calculate its trust level by tracking
the points assigned to that node and their credit paths that lead to it. The final score,
subject to consensus, would be obtained based on the recommendations of other
related nodes before the time of the loan transaction. The model defines the indirect
trust of bank i to bank j as the direct/indirect trust of the counterparts k of bank i to
bank j , weighted by the trust of bank i towards these neighbor agents k. Let wi, j,t ,
defined as follows, denote the elements of the stochastic matrix for normalizing the
values of θi, j,t (= 0 if there is no link between agents i and j).

wi, j,t = 1

4
× θi, j,t

n
(
Ni,t

) (6)
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where Ni,t is the set of neighbors of agent i at time t , and n(Ni.t ) denotes the number
of elements in this set. The indirect trust score of bank i to bank j is calculated as
follows:

θi, j,t ≈
∑
k∈Ni,t

wi,k,tθk, j,t (7)

This means that in order to calculate the level of trust of a counterpart if there
is a direct relationship, agents use (5); otherwise, they need the consensus of other
agents based on (7) (maybe in a recursive mode).

3 The Model

3.1 The Agent-Based Simulation System

Our model developed in Repast Simphony builds on a number of recent studies [5,
24–26] and is populated by two types of agents: (i) N banks that interact with and
lend to each other, and (ii) one central bank that regulates the market and helps banks
avoid failure when necessary. Furthermore, a lending contract has been developed
to support interactions among the agents.

Banks are heterogeneous, imperfect, autonomous, and, to some degree, adaptive
agents. They follow base-level rules to make interbank placements and must meet all
regulatory requirements in their transactions and changes in their balance sheets.
The initiation stage in our model creates random counterparts for banks, assigns
their initial assets and liabilities according to banks’ sizes, and determines each
bank’s balance sheet. The natural and financial sides of the market are linked by
multiple, non-linear feedbacks and evolve in a finite time horizon. In each time step
(one day), the items on the banks’ balance sheets change stochastically by following
Gaussian randomwalks with relatedmoving driftsμoi,t−1 and noises σoi (see Sect. 3.2
for details).

The general logic of the simulation is that banks manage their liquidity (cash)
by exchanging funds in the market. It is assumed that, at first, there are no loans
to be repaid by banks (none of the banks owes to other banks). After the change in
the banks’ balance sheets in the first time step, the interaction of banks to borrow
funds overnight in order to compensate for their lack of liquidity forms the interbank
lending network in our model. The payments settlement is managed by a central
clearing counterparty (i.e., the central bank), and all interbank loans are simulated
to be paid in the blockchain (see Sect. 3.2). Figure 1 shows the sequence of actions
performed at each time step.

As shown in Fig. 1, at the beginning of each period, the amounts of clients’
deposits, loans, and interbank payments resulting from the total transactions of
clients with clients of other banks are updated stochastically. The central bank makes
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Fig. 1 The simulation process in BPMN (Y: yes; N: no; C: compensated; UC: uncompensated)

a clearing matrix for the payments, and banks use their reserve balance to settle
their clearing vector. Then banks repay their matured interbank debts by their cash
(reserve) balance and are evaluated by the lender. Banks that do not have enough
reserves to repay their debts, if they have credit receivable on the same day due to the
repayment of other banks’ debts, wait until the successive settlement cycles on the
present period; otherwise, they repay their debts by borrowing first from their coun-
terparts and then from other banks (see Fig. 2). Banks then calculate their liquidity
excess or deficit and provision their reserve. Banks that have excess liquidity pay part
of the surplus to buy securities (investment) and then lend to other banks, according
to Fig. 2. Finally, if banks owe money to the central bank, they repay it.

As shown in Fig. 2, in order to manage their liquidity, banks borrow or lend
in the market. For this purpose, based on their history, borrowing banks send their
loan requests first to their lending counterparts. Lending partners respond to requests
based on their excess and borrowing banks’ history. If banks cannot borrow from
their existing counterparts, they will apply for a loan from other banks with a lending
position in the network. If lending banks meet all or part of the liquidity needs of
the applicant banks, they adopt two different strategies against the two off-chain
(traditional) and on-chain (blockchain-based) modes (see Sect. 4.1). In either case,
both borrowing and lending banks add each other to their counterparty list if the loan
is agreed upon.

Banks that have not been able to make up for their need in the market will be
refinanced by the central bank if they have enough securities; otherwise, they will
have to fire sell—selling assets at heavily discounted prices. Then, banks try to repay



Exploring Credit Relationship Dynamics in an Interbank Market … 413

Fig. 2 The loan process in BPMN (Y: yes; N: no; C: compensated; UC: uncompensated)

their overdue loans, if relevant. At the end of each period, a bank goes bankrupt if
it fails to make up for its liquidity deficit or its equity is zero or less and does not
compensate for these problems by raising its equity. The failed bank is removed from
the model. The bank’s failure also leads to losses resulting from its zero debt to the
banks from whom it has borrowed. This is the unique source of systemic risk and
instability in our model. It is worth noting that the flow diagrams in Figs. 1 and 2
represent real bank behaviors [24, 25].

3.2 The Blockchain-Based Loan System

Adapted from Cucari et al. [27], we develop a simple loan system on the consortium
blockchain Corda that records loan transactions of agents. To develop this system, we
use the logic of a simple CorDapp already implemented by the Corda team and make
changes based on our specific needs. One of the items that the loan system records
and maintains is loan state, which is an immutable object representing facts (loan
data) known only by counterparts. The system also benefits from smart contracts
between banks by turning the contract terms into code that executes automatically
when they are met. The contract code is replicated on the nodes in the network. All
these nodes have to reach a consensus that the terms of the agreement have been met
before they execute the contract. Figure 3 shows the sequence of consensus in the
system.
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Fig. 3 The UML sequence diagram of consensus in the blockchain-based loan system

Loan transactions must achieve both validity and uniqueness consensus to be
committed to the ledger. The first determines if a transaction is accepted by the smart
contracts it references, while the latter prevents double-spends, i.e., the risk that the
money is paid twice or more. A transaction must have all the necessary signatures
to reach the validity consensus, meaning that the qualification of a borrower who
has no previous relationship with a particular lender must be endorsed by a notary
consisting of the banks that have already lent to that borrower. Uniqueness consensus
is when the notary checks that the lender has not used the same input for multiple
transactions.

Communication between banks is point-to-point using aflow,which automates the
process of agreeing on ledger updates between the banks. Our agent-based simulator
communicates with the loan system through an API that we developed. The initiation
stage in our model deploys one node in the blockchain for each agent. The deployed
blockchain nodes containing the API that records loan transactions on the blockchain
are then run at this stage. Therefore, the environment we implement to simulate
agents’ behavior is as similar as possible to the real environment that banks may use
in a real market by employing a real blockchain to record their loan transactions.
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Table 1 Parameters for
different economic cycles Parameter Growth Decline Recession

Noise of credits
and lending

U(0, 0.005) U(0.05, 0.1) U(0.1, 0.25)

Noise of deposits
and payments

U(0, 0.003) U(0.03, 0.06) U(0.06, 0.15)

4 Experimental Evaluation

4.1 Scenarios

We study the interbank market dynamics with and without using blockchain.We first
test three economic cycle scenarios in the absence of blockchain (off-chain mode)
using the parameters from a uniform distribution shown in Table 1. In the next
step, we intervene with consensus in the blockchain on the level of trust between
banks and test the three scenarios again (on-chain mode). To investigate the number
of simulations required to smooth out irregularities, we apply the convergence of
subsequent mean values at the aggregation level by forming a moving mean value.
As soon as the deviation of the calculated mean value from the convergence mean
value is less than 0.05, we consider it to be robust. Although 40 simulations on
average are enough to reach a robust mean, we only run each simulation ten times
because of time constraints. Finally, we compare the average of results of these six
experiments.

Each of these setups assumes that banks face an abundance or lack of liquidity
with specific dynamics. The values of the other parameters used in our study are
the same for all scenarios and are according to the coefficients and minimums set in
Basel III and enforced by the ECB.

4.2 Experiments

Due to the limited hardware resources for simultaneous allocation to the blockchain
network nodes, we perform this simulation with 30 random banking agents of
different sizes whose balance sheets are adjusted based on the characteristics of
banks operating in the French interbank market. Each experiment is based on an
independent draw of the initial network for interbank loans as well as the balance
sheet amounts of different banks. All initial networks are formed based on an initial
value of 3 as the number of each bank’s counterparts. However, as the simulation
progresses, it is possible for banks to make new relationships over time. In off-chain
mode scenarios, the acceptance of the request by a new lender is 1− σli likely but at
a higher premium than what the other partners of that agent pay. In on-chain mode
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scenarios, conditions in Sect. 2.2 must be met for the request to be accepted by a
new lender, and the interest rate will be subject to the same procedure as the agent’s
other counterparts.

Comparing the number of banks in both off-chain and on-chain modes during
350 days of activity in times of economic growth in Fig. 4a shows the stability of
banks throughout the period. This means that when uncertainty is low, banks meet
each other’s liquidity needs well, and no default or failure is observed. From Fig. 4b,
as the economy grows, the total number of loans in 40% of days in the off-chain
mode is in a position above the ‘number of banks’ line (n = 30). It seems that in
this mode, the general tendency of the borrowing banks is to borrow from more
partners, and most of the lending banks tend to diversify their loan portfolio and lend
to more banks. Another possible reason for this could be the dual activity of some
banks, which act as both the lender and borrower in one day. By the intervention
of blockchain, this trend goes surprisingly below the line (100%), meaning that a
higher level of trust is interpreted as having narrower yet a deeper relationships with
peers.

A look at the starting points and progression trends of the failures in Fig. 4a
provides a similar comparison for the economic decline situation. The simulation
results of the employed consensus algorithm to build trust among market members
show that although the use of blockchain to realize this algorithm cannot ultimately
prevent cascades of banks’ failure, they can delay the collapse at least for a consid-
erable time (89 days). During a recession, this opportunity is reduced to 45 business
days. This means that the impact of using blockchain in restoring trust in the market

(a) (b) 

(c) 

Fig. 4 Evolution of banks (a), the number of interbank loans (b), and total amount of interbank
loans (c) in times of different economic situations: off-chain versus on-chain modes
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during an economic decline is almost twice as great as during a recession. According
to the almost uniform distance between the two on-chain diagrams in these two states
in Fig. 4a, it seems that this is more affected by the severity of uncertainty caused by
the economic situation than due to the blockchain features.

Similar to economic growth scenarios, there are significant gaps between off-
chain and on-chain modes in both the number and the total amount of loans in
times of economic decline and recession (see Fig. 4b and c). It means that if the
blockchain is used in an unstable economic situation, both parties would prefer to
reduce the number of agreements and increase the amount instead (i.e., trustworthy
relationships). The gap between the number of loans in these two modes remains
almost constant.

5 Conclusion and Future Work

This paper presents a multi-agent simulation platform for the interbank market and
integrates the notion of trust using a blockchain-based consensus algorithm to explore
dynamics of lending relationships and the effects of uncertainty caused by different
economic conditions. In order to compensate for the lack of liquidity of their peers,
banks lend each other overnight. Unlike Khalid et al. [20], we do not publish infor-
mation on inter-agent agreements in the blockchain. Instead, we ask endorsing nodes
in the network to determine how reliable is the borrower based on their previous track
records, and finally to validate the transaction through a voting mechanism.

Basedon the simulation results, the bankingnetwork remains stable duringperiods
of economic growth without any additional need for a mechanism to strengthen trust.
The issue of which of these two strategies in times of economic growth leads to
lower cost and more operational advantage for the system and members can be the
subject of new research. However, by increasing the uncertainty caused by changes
in economic conditions, the establishment of a blockchain-based consensus mecha-
nism in the market can help maintain trust between banks and, consequently, system
stability (i.e., continuation of the presence of agents in the system). Although such
a mechanism is not able to fully protect the market from contagious failures in the
long run, it undermines the destructive effects of uncertainty for a significant period.
An important point for the regulator and market participants is that since blockchain
is an important factor in ensuring market resilience, the resiliency of the blockchain
infrastructure should also be taken into account in times of stress so that it can meet
expectations.

Good and bad history kept by the agents in our model can be interpreted as belief
and disbelief [28]. Also, because uncertainty is considered as a parameter affecting
the agents’ behavior, we are interested in combining our method with the method of
Cheng et al. [28], which basically uses these items in calculating trust. As a limitation
of our model, banks’ decisions about lending, like other events outside their control,
have a stochastic basis. Another future agenda is adding learning capabilities to the
model so that agents make decisions based on their current and future goals, use
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what they learn from the past, and consider other agents’ behavior. Maintaining
trust between agents can be one of the goals to which they apply what they learn in
using blockchain to conduct more trustful transactions in the future. Furthermore,
the results do not model the case of a black swan event that could be the cause of
a systemic collapse. A scenario in which economic growth is abruptly followed by
recession can be of interest to scholars and practitioners to analyze the market in
off-chain and on-chain modes.
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5. Steinbacher, M., Jagrič, T.: Interbank rules during economic declines: can banks safeguard
capital base? J. Econ. Interac. Coord. 15(2), 471–499 (2020)
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Simulating Bounded Rationality
in Decision-Making: An Agent-Based
Choice Modelling of Vehicle Purchasing

Khoa Nguyen, Valentino Piana, and René Schumann

Abstract This paper investigates the possibility of simulating bounded rationality
effects in an agent’s decision-making scheme by limiting its capability of perceiving
information and utilising a decision-making framework of Triandis’ Theory of Inter-
personal Behaviour. Based on previous work on an agent-based platform, BedDeM,
we propose how to capture the effects of sequential, emotional, habitual and multi-
criteria decision-making. The Perception component in the agent is further extended
to take into account confirmation bias and the bandwagon effect. We demonstrate
the functionality of this model in the context of purchasing vehicles in Switzerland’s
households.

Keywords Agent-based simulation · Bounded rationality · Choice modelling ·
Behavioural theory

1 Introduction

The number of agent-basedmodels (ABM) used to represent human decisionmaking
is increasing. Agent designs with notion of perfectly rational maximise expected util-
ity but crucially ignore the resource costs incurred. Researches in bounded rationality
(BR) offer an alternative to how to model behaviours in an uncertain environment
with limited available cognitive resources. However, the ABMs utilised in these
researches often focus only on simulating one particular type of BR (see surveys
such as [6, 15] and Sect. 2). This study looks at an universal approach of devel-
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oping an agent-based platform that can investigate the impact of multiple BRs on
decision-making.

Discussing the term bounded rationality equals walking on a tightrope due to
different interpretations across and even within disciplines. In this study, we follow
the definition provided by Carley et al. [5] regarding two types of bounds in agents—
limits to capabilities and limits to knowledge. Capabilities are related to the agent’s
physical, cognitive and computational architecture. Knowledge is the ability to learn
and construct intellectual history. This paper attempts to take advantage of active
perception to limit the agent’s capability to observe relevant information. Through
this data filtering capacity, BR is an extension of the model of the perfectly informed,
optimised individuals to account for restricted knowledge and resources, i.e. a form
of bounded optimality [22] [p. 1050]. Coupling this definition with the notions of
bounded rationality coined by Simon [23] and the heuristics and biases advanced by
other researchers, several phenomena can be targeted in this study:

• Sequential decision-making refers to algorithms that consider the dynamics of the
world, thus delaying parts of the problem until they must be solved [8, 337].

• Emotional decisions happenwhen the people’s emotional state influences the depth
of information processing related to decision-making [24].

• Habit formation is the process by which a behaviour becomes automatic when it
is repeated with a routine [24].

• Multiple criteria other than cost can be considered, depending on the decision-
making context [22][p. 622–628].

• Confirmation bias is the tendency of people to select the information that supports
their views, ignore contrary information, or when interpret ambiguous evidence
as supporting their existing beliefs or values [18].

• Bandwagon effect is a psychological phenomenon in which an idea or belief is
being followed because everyone seems to be doing so [14].

We acknowledge that this list is limited and only covers the general ideas of each
BR. However, it represents topics that are often mentioned in ABM research (see
surveys such as [6, 15]) and provides a starting point for what can be considered in
our study.

Previously, we have developed an agent-based model, and integrated tooling—
BedDeM—based onTriandis’ Theory of InterpersonalBehaviour (TIB) [16, 17]. The
decision-making modules in this model can be used to implement different mecha-
nisms representing items from the list above. In particular, it currently factors in the
effects of sequential, emotional, habitual andmultiple criteria decision-making (see
Sect. 3.4). We modify the Perception component to take into account confirmation
bias and bandwagon effect.

The business of purchasing new vehicles is an essential field for Switzerland’s
energy strategy, especiallywhen it provides anunderstandingof theneedof individual
consumers and requirements for future infrastructure [4]. It is also an area where BRs
are particularly pervasive, as decisions are made at the level of deeply heterogeneous
individuals and households. Due to the significant number of individual decision-
makers involved and alternatives offered in vehicle purchasing, ABMs are often
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utilised for the assessment of BR’s effects in the lab as well as in the field (e.g.
[10, 13]. Therefore, it is chosen as a suitable context to implement and test the
functionality of the new bounded Perception component.

The paper is organised as follows: After considering some of the related ABM
architectures in Sect. 2, we present the structure of our agent-basedmodel and explain
how the mentioned BRs are specified in Sect. 3. Next, a case study is provided
to evaluate the result of applying this bounded Perception in Sect. 4. Finally, we
conclude and suggest further development in Sect. 5.

2 Related Works

This section provides the state-of-the-art in terms of ABM that addressing the BRs
mentioned, i.e. sequential, emotional, habitual, multi-criteria decision-making, con-
firmation bias, and the bandwagon effect. Our agent decision-making architecture,
which also covers several different types of BRs, will be discussed in Sect. 3.

In terms of sequential decision-making, researchers in ABM often take the
approach of multiple steps/stages in decision-making before the final output. The
most famous architecture of this category is Belief-Desires-Intention (BDI) model
[9]. It is centred around three mental attitudes, namely beliefs (the informational
state of the agent), desires (the objectives or situations that the agent would like to
accomplish or bring about) and, especially, intentions (the deliberative state of the
agent - what the agent has chosen to do). Other extensions of BDI, cognitive and
normative architectures that have a perception-deliberation-action cycle also belong
to this category. A good summary of them can be found in [2].

There is a body of work focusing on emotions in BDI agent reasoning (see [2]).
However, only a few agent architectures considered emotions explicitly in literature.
These include PECS [27], Emotional BDI (eBDI) [19] and BRIDGE [7]. The first
of these is an extension of the BDI architecture that incorporates emotions as a
decision criterion into the agent’s decision-making process. PECS aims to enable
integrative modelling of physical, emotional, cognitive and social influences within a
component-oriented agent architecture. BRIDGE represents emotions using the Ego
component to specify different emotional responses to various stimuli. According to
[2] and the best of our knowledge, these architectures are used as reference models,
so few specifics can be found about their actual implementations in practice.

To represent the habitual patterns in human behaviour, hybrid approaches that
allow for heuristics, as well as deliberation and reactive production rules, are often
utilised in ABM. Two examples of this category are Consumat [12] and BRIDGE [7].
Consumat allowed for modelling habitual behaviour by introducing five heuristics
based on uncertainty and cognitive effort that can be utilised instead of complete
deliberation. BRIDGE, similar to Consumat, introduces the idea of the basic needs of
the agent, which can overrule any deliberate decision-making process via a response
component to ensure that agents can react when needed.
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Multi-criteria decision-making is usually addressed by applying multi-attribute
utility theory, which is used to represent the preferences of an agent over bundles of
goods either under conditions of certainty about the results of any potential choice or
under conditions of uncertainty [22][p. 622–628]. To consider the attribute that is not
mutually utility independent, Thiriot et al. also propose amulti-objective multi-agent
system (MOMAS) to explicitly consider the possible trade-offs between conflicting
objective functions [26]. The criteria are often context-dependent, i.e. the modeller
has to define them based on statistics or previous empirical studies.

Confirmation bias considers how various sources of information are filtered due
to personal cognitive biases. For example, eBDI filters information from all per-
ceptions and other sensor stimuli using semantic association rules derived from its
internal beliefs. BRIDGE architecture has an Ego component that contains different
filters and ordering preferences. They are utilised to interpret the input stream of
information to form the beliefs in the agent. Confirmation bias is also considered
under the opinion dynamics modelling frameworks. Sobkowicz introduced a quasi-
Bayesian belief updating framework, where the incoming information is filtered by
the cognitive biases or predispositions of the agent (e.g.memory priming/availability,
simplicity/attention and emotional filters) [25]. Rollwage et al. suggest implement-
ing confirmation bias via meta-cognition (accuracy of belief formation) of agents,
allowing them to down weight contradictory information when correct but still able
to seek new information when they realise they are wrong [21].

The bandwagon effect can be associatedwith the ability to consider social learning
in agent design, which is often found in normative models. Several architectures can
be listed in this category, including BRIDGE, EMIL-A [1] and Consumat. BRIDGE
accounts for some social concepts, including a social interaction consideration, the
social concept of culture, and a notion of self-awareness (and resulting differentiation
of one-self and other agents). In EMIL-A, social norms instead play a central role.
It models the process of agents learning about norms in a society, the internalisation
of norms and the use of these norms in the agents’ decision making. On the social
level, Consumat has some idea of sociality in terms of agents being able to reason
about the success of their actions in relation to the success resulting from the actions
of their peers. If the agent does not perform as well, it simply imitates (i.e. copies)
the action(s) of others.

Although some account for multiple aspects of behaviour, the agent architectures
and implementations surveyed above do not comprehensively cover all BR effects
mentioned in Sect. 1. Therefore, in this study, we create an agent model capable of
considering these effects in its decision-making scheme.
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Fig. 1 Overview of agent’s components

3 Simulating Bounded Rationalities in Agent’s
Decision-Making

Several effects of BRs can already be covered using our previous work on an agent
framework based on TIB [17], including sequential, emotional, habitual and multi-
criteria decision-making. We further extend the Perception component to cover the
confirmation bias and the bandwagon effect. In the first subsection, we provide an
overview of the agent’s decision-making cycle. The following subsections describe
the two main components related to this study: Perception andDecision-making. We
then summarise how each BP type has been captured in our agent architecture.

3.1 Agent’s Decision-Making Cycle

The main components of our agent’s decision-making cycle are illustrated in Fig. 1.
First, it uses the Perception component to observe information about the available
options. Using the agent’s reference, it then filters, sorts, and creates a shortlist of
options. If the agent’s internal state or these options satisfy specific criteria, the
Decision-making component is triggered. It follows the procedure of the TIB frame-
work to evaluate the list of options in terms of a utility value (detailed below).
Finally, an option is selected based on the provided utility, either by choosing the
best (deterministic agent) or using a probability (probabilistic agent). The Commu-
nication component then outputs this action to the environment and updates the
Memory component of the agent.
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Fig. 2 Perception component

3.2 Perception Component

The Perception component (see Fig. 2) first gathers information about the available
options from the environment, including its neighbour’s opinion. It then divides
them into several lists, each satisfying certain criteria. These lists are then sorted,
multiplied with certain weights and merged to form a list of selected options for
decision-making. The criteria and their weights are based on the agent’s personal
preferences about the option’s properties, which can be calibrated using empirical
data.

The mechanism can be explained clearer in the context of car purchasing: a con-
sumer often starts by filtering out models that have a certain type of engine, price,
energy labels and neighbour reviews. As human mental accounting mechanisms are
limited [11], s/he has to sort the options to get the best one from each category and
combine them to make a final list of available models for the ultimate decision-
making step.

Using this structure, the confirmation bias can be represented through the filter-
ing process with only relevant options being considered. The bandwagon effect is
highlighted with the inclusion of neighbour’s opinion as one of the criteria. Using
an associated weight, the agent can decide on the influence of this effect on its final
list of selected options.
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3.3 Decision-Making Component

A full decision-making component with the TIB framework is illustrated in Fig. 3.
For all determinants (d), each option (opt) is given a utility value which comes
from comparing its property with other’s (Ud(opt)). In the first level, this value can
be in the form of a real value numerical system (for determinants such as price or
time) or ranking function (for determinants such as emotion). Either of which can
be calculated from empirical data (e.g. census, survey) or calibrated with expert
knowledge and stakeholders’ assessment. The results for these determinants are then
normalised and multiplied with an associated weight (called wd ); the sum of which
becomes the reference value for the option at the next level. This process is captured
in the following equation:

EUd(opt) =
A∑

a=1

(EUa(opt) ∗ wa/(

O∑

o=1

EUa(o)) (1)

where EUd (opt) is the utility value of an option (opt) at determinant d. A is the set
of all ancestors of d (i.e. determinants connect with d at the previous level). O is the
set of all available options. w(a) is the weight of ancestor a. In this case, the weight
represents the importance of a decision-making determinant compare to others at
the same level and emphasizes on the heterogeneity of individuals. It also allows the
modeller to exclude determinants (i.e. setting their values to 0) that are not relevant
to a specific context. The combination process then continues until it reaches the
behaviour output list; the utility value of which can be translated to the probabilities
that an agent will choose that option. If the agent is assumed to be deterministic,
it picks the option that is correlated to the highest or lowest utility depending on
modeller’s assumptions.

3.4 Summary of the Simulated Bounded Rationality Effects

With the two components above, we can summarise how the BRs can be simulated:

• Sequential decision-making: A decision-making cycle includes several steps,
one after another. This procedure starts with the agent gathering information about
the alternatives. Then, using its references, it filters, sorts, and cuts this list to a
selected few. If triggered, these selected options are evaluated in the decision-
making component. Finally, the highest/lowest evaluated alternative is selected
and communicated to the environment. Using a procedural approach, this process
follows the description of sequential decision-making in Sect. 1, i.e. the current
step waits for the result of the previous step.

• Emotional decision-making: It is captured by the determinant Affect in the 2nd
level of the Decision-making component (see Fig. 3). Its evaluation is dependent
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Fig. 3 Decision-making component with TIB framework

on the context of decision-making. For example, our purchasing agent can rank
the level of comfort/pleasure it can have from a model compared to others. The
Affect determinant is associated with a weight (wa f f ect ). By increasing this weight
and lowering the weights of other related determinants, we can highlight the con-
tribution of emotion to the overall behavioural output.

• Habits: Similar to emotion, the agent also accounts for past behaviour in its 3rd
level of the TIB framework (see Fig. 3). Its weight can be adjusted to mark its
influence on the final choice.

• Multiple criteria: The TIB framework in theDecision-making component allows
users to capture different factors in decision-making, i.e. attitude(e.g. cost, time),
norms, role, self-concept, emotion, habit, and past behaviour. A mapping with
empirical data can be provided better to interpret these factors in a decision-
making context. Function 1 provides a mean to combine them in the form of
a utility value. Using associated weights, the agent can also decide which one has
a larger/lower impact on the final choice. This concept also allows the agent to
express its preferences on certain criteria of decision-making.

• Confirmation bias: In the Perception component, an agent filters the information
received from the environment to form different short lists of options. This process
represents the idea that the agent selects the information that supports its prefer-
ence. The associated weights of each criterion mark the contribution of this bias
to the final list. For example, in the car purchasing context, the user can generate
an agent who only wants to receive information about electric cars by first setting
the filter to only allow electric engine cars and zeroing all weights except for the
engine’s weight.

• Bandwagon effect: In its perception phase, the agent starts with observing its
environment, including the patterns of its neighbour. It also accumulates the neigh-
bours’ opinions. This information is then used as a filter for in Perception compo-
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nent (Fig. 2) and be fed into the Social factors determinant in the Decision-making
component (Fig. 3). Each of them is associated with a weight to provide a way to
compare its effects to other factors in the decision-making.

4 Case Study

This study focuses on observing the effect of bounded perception in an agent’s
decision-making. In the first Subsect. 4.1, we first calibrate ourmodel using empirical
data. The next subsection describes an experiment to demonstrate the function of the
extended Perception component.

4.1 Data Mapping and Calibration

The environment in this study includes two main entities:Market and Opinion Plat-
form. TheMarket consists of the details of the currently available car models, which
are extracted from a Swiss car catalogue [20]. The given information include engine
type, energy label, market price, brand and years of availability. The Opinion Plat-
form provides reviews (value from 0 to 1) from the neighbourhood, dealer andmedia.
Their weights are determined based on the network from the SHEDS panel data [28].

An agent in our model represents a household in Switzerland, which is generated
using the process in [3]. There are currently 3080 agent profiles available. Each of
them is associated with a weight to represent a portion of Switzerland’s population.
The behaviour outputs are multiplied by these weights to scale up to the national
level.

In Decision-making component, the following properties can be mapped to
the determinants of the first TIB level (see Fig. 3): Price—Evaluation, Review of
dealer/media—Role, Reviewof neighbours—Norm, Brand of vehicle—Self-concept,
Comfortability—Emotion, Availability of charging—Facilitating condition and Past
usage of the same model—Habit.

To calibrate this purchasingmodel, two different sets of parameters corresponding
to different components—Perception andDecision-making—are selected. In the Per-
ception component, there are two main categories: thresholds for filters and weights
(see Fig. 2). The thresholds include: (1) preferred engine (Gasoline, Diesel, Electric,
Hybrid, other), (2) energy label (A, B, C, D, E, F and below), (3) price, (4) brand (1–
8), recommendation level (value 0–1). In addition, each is associated with a weight,
which also needs to be calibrated. In terms of the Decision-making component, we
calibrate the following determinants’ weights: price, energy label, recommendation,
social status, brand, emotion, habit, attitude, social factor, intention and facilitating
condition (charging infrastructure). At this stage of development, all weights will
take a value in the set (0, 0.25, 0.5, 0.75, 1).
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The number of parameters is significantly large, increasing the combined number
of test runs exponentially. Therefore, we choose to perform a sensitive test for all
parameters. The less critical parameters are assigned only two steps (0–1) in data
calibration. From our tests, energy label, brand, and social status belong to this group.
All parameters are then further grouped to create eight different agent purchasing
profiles. Each agent is then assigned a random group for each of its parameters. This
process ensures the heterogeneity in our agent population.

Our main objective is to minimise the error calculated by the total differences
between the final number of vehicles purchased and real sales, multiplied by the
weights (representing the adjusted importance) of the following criteria: (1) the total
unit sales, (2) sum of sales of gasoline, diesel, electric and hybrid models and (3) the
total sales of different clusters of models of different brands.

We calibratedwith the data from2015 to 2019. Themore recent years, 2020–2021,
are separated due to the effect of the pandemic COVID-19. Therefore, its car stock
is adapted directly from correspondences in the SHEDS panel data. We repeat this
procedure for all agent’s profiles set at deterministic (i.e. choosing the best option)
to find the smallest error. After a period of two weeks, the best setting satisfies the
1, 2, 3 condition with the yearly average errors after multiplied with weights equal
to 305’485.

4.2 Evaluation of Bounded Perception

As the sequential, emotional, habitual, multi-criteria decision-making mechanisms
are mainly implemented in the formerly developed Decision-making component,
their effects on behaviour can be achieved by changing associated weights, simi-
lar to what was done previously in [16]. In this section, we focus on testing the
functionality of the bounded Perception component in our agents. The number of
vehicles (considered and purchased) calibrated for the final year (2019) is used as
ground truth. We perform the experiment by turning the filtering, sorting and cutting
functions off and evaluating the results against this ground truth. Figure4a shows the
results as the number of models being considered among the agent’s population after
the perception process. Figure4b presents the final sales after the decision-making
process. The figures are categorised by different engines, including diesel, gasoline,
electric and hybrid vehicles.

The number of the models considered is much higher in the ground truth case
(without BR), especially for gasoline models (considered nearly 12 times). When
we apply filters with bounded perception, the distribution between different engine
types is more balanced though it is proportioned to the case. In the total sales of
ground truth, the highest number is for gasoline with 1.1 million vehicles. Even
though electric vehicles are consideredmore, they have fewer sales.With the bounded
perception applied, there are significant increases in the number of diesel cars sold.
The gasoline and electric figures drop to 95’071 and 70’327 respectively. It is mainly
due to better models of diesel and fewer models from the gasoline/electric type being
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Fig. 4 Simulation results in term of total number of vehicles per engine type

selected after the perception phase. Overall, we can clearly observe the difference in
the number of models being considered (individual perception level) can lead to the
difference in the percentage of car types sold (macro level).

5 Conclusion

In this study, we adopt our simulation platform—BedDeM—to simulate the impacts
of different types of BRs. With the framework developed in [16, 17], sequential,
emotional, habitual and multiple criteria decision-making can be considered in the
agent’s architecture. In addition, the Perception component is extended to cover the
confirmation bias and bandwagon effect. This paper describes the agent’s architecture
design and provides an experiment to demonstrate the impact of bounded perception
in the context of car purchasing in Switzerland. Similar experiments can be done to
highlight the effect of single or combined BRs on an agent’s decision-making and
output.

The current model is still, however, missing some features, including variability
in mapping between the first level determinants with SHEDS and MTMC data (see
Fig. 3). This process can be accomplished by collaborating with a collaborator from
the fields of economic or social science to derive amore accurate description of TIB’s
elements and generate more agent profiles to the current population.

There are also some promising research directions for our mobility platform.With
the innovation in technology and increased environmental awareness, it has become
more common for people to access electric or hydrogen vehicles. The model can
provide a good indication of the roles of determinants in future scenarios (such as new
infrastructures or government policies). Coupling with other models from different
sectors can also provide a consumer’s perspective where bounded rationalities can
play a significant role in the agent’s decision-making. As the topics provided in
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Sect. 1 and their implementation in BedDeM are limited and simplified, one can
implement more elaborate decision-making mechanisms in their modules to reflect
the complexity of these topics.
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The Benefits of Coordination in Adaptive
Virtual Teams

Darío Blanco-Fernández, Stephan Leitner, and Alexandra Rausch

Abstract The emergence of new organizational forms—such as virtual teams—has
brought forward some challenges for teams. One of the most relevant challenges is
coordinating the decisions of team members who work from different places. Intu-
ition suggests that task performance should improve if the team members’ decisions
are coordinated. However, previous research suggests that the effect of coordina-
tion on task performance is ambiguous. Specifically, the effect of coordination on
task performance depends on aspects such as the team members’ learning and the
changes in team composition over time. This paper aims to understand how these
two factors moderate the relationship between coordination and task performance.
We implement an agent-based modeling approach based on the NK framework to
fulfill our research objective. Our results suggest that both factors have moderating
effects. Specifically, we find that excessive individual learning harms the task per-
formance of fully autonomous teams but is less detrimental for teams that coordinate
their decisions. In addition, we find that teams that coordinate their decisions benefit
from changing their composition in the short term, but fully autonomous teams do
not. In conclusion, teams that coordinate their decisions benefit more from individual
learning and dynamic composition than teams that do not coordinate. Nevertheless,
we should note that the existence of moderating effects does not imply that coordina-
tion improves task performance. Whether coordination improves task performance
depends on the interdependencies between the team members’ decisions.
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1 Introduction

The COVID-19 pandemic and the development of communication technologies
have greatly expanded teleworking arrangements in organizations. New forms of
collaboration—such as virtual teams—have emerged in response to these changes in
the workplace [12, 15, 18]. Virtual teams are “groups of people with a common pur-
pose who carry out interdependent tasks across locations and time, using technology
to communicate much more than they use face-to-face meetings” [5].

Virtual teams often rely on self-organization and decentralized decision-making
to achieve a shared or centralized objective [8, 12, 15, 18]. For example, an organi-
zation might try to improve the functioning of a particular software by giving their
employees autonomy in team formation and decision-making [12]. The success of
virtual teams is usually determined by their members’ initiative in searching for and
implementing new solutions to the task they face [15]. Thus, virtual team mem-
bers might improve task performance by learning about the task and adapting their
knowledge to its requirements [4, 17].

The goal of virtual teams is often to complete a particular task, i.e., virtual teams
are often task-oriented [15, 18]. This task-oriented perspective implies that virtual
teams often exhibit a dynamic composition, i.e., their composition changes over time
[15]. As the task is being completed, new challenges and demands might appear.
Virtual teams often change their composition to adapt to these challenges [1, 15,
19]. By changing their composition, virtual teams aim to integrate new members
that bring knowledge previously unavailable to the team [3, 4, 17].

The decentralized nature of virtual teams and their dynamic composition implies
that virtual team members might struggle to communicate their intended actions
effectively to other team members [5, 8, 12, 15]. Prior research suggests that virtual
team members should coordinate their actions to avoid this problem [15]. Coordi-
nation might be achieved by establishing clear rules and procedures which ensure
communication and regulate individual decision-making [15, 18].

Although intuition suggests that coordinating the team’s decisions should increase
task performance [7], prior results indicate that the effect of coordination on task per-
formance is not straightforward [16]. Coordination does not unfold positive effects
if tasks are simple but is beneficial for sufficiently complex tasks [16, 21]. In addi-
tion, coordination allows teams to take full advantage of their members’ learning, so
it is particularly beneficial when team members have access to a large set of solu-
tions to the task [6, 7, 16]. However, prior research usually focuses on teams which
do not change their composition [16, 21]. Consequently, previous research ignores
the moderating effects of dynamic team composition in the relationship between
coordination and task performance. Our paper aims to fill this research gap.

This paper focuses on self-organized teams—such as virtual teams—that solve
complex tasks. Our objective is to understand how the effect of coordination on task
performance is moderated by (i) individual learning and (ii) team composition. To
achieve this research objective, we build on previous research by introducing coor-
dination between the team members’ decisions [2–4]. We contribute to the literature
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Fig. 1 Temporal sequence of the model

by showing how coordination does not only allow teams to fully grasp the benefits of
individual learning but also those of dynamic composition. Additionally, our results
also provide practical advice for virtual teams regarding coordination. The remainder
of this paper is organized as follows: Sect. 2 provides details on the model. Section3
provides a description and discussion of the main results. Finally, Sect. 4 concludes
the paper.

2 The Model

We implement an agent-based model based on the NK framework [10].1 The model
consists of four building blocks: The task environment and the agents (see Sect. 2.1),
team formation (see Sect. 2.2), decision-making and coordination (see Sect. 2.3),
and individual learning (see Sect. 2.4). The four building blocks correspond to the
sequence of events of the model, which we illustrate in Fig. 1.

2.1 Initialization

Task environment The complex task that teams face consists of N = 12 binary
interdependent decisions. We divide the N -dimensional complex task into M = 3
subtasks of equal length S = N/M = 4. We denote each subtask by a vector dm =
(dS·(m−1)+1, . . . , dS·m) and the complex task by the vector d = (d1, . . . , dN ).2

Each decision dn ∈ [0, 1] contributes cn to task performanceC(d). This contribu-
tion depends on the decision itself and K other decisions, so cn = f (dn, di1 , . . . , diK ),
where {i1, . . . , iK } ⊆ {1, . . . , n − 1, n + 1, . . . , N } and 0 ≤ K ≤ N − 1. We ran-

1 The model has been implemented in Python 3.7.4.
2 It follows that d1 � · · · � dM = d, where � is the concatenation of each subtask.
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domly generate contributions using a uniform distribution, cn ∼ U (0, 1). The overall
task performance is the average of all contributions C(d) = 1

N

∑N
n=1 cn .

Each possible vector of N = 12 binary values is a solution to the complex task
and has an associated performance. There are 2S = 16 possible partial solutions to
each subtask and 2N = 4.096 possible solutions to the complex task. The mapping
of each solution to its associated performance is the performance landscape. The
team moves gradually on the performance landscape, following a steepest ascent
hill-climbing search for new, better-performing solutions.

The task complexity—determined by K—partly influences the success of the
search process. The higher K , the more complex the task is, and the more rugged
the performance landscape [10]. Several local maxima characterize a rugged perfor-
mance landscape. Consequently, the higher the task complexity, the more likely it is
for teams to get stuck at suboptimal solutions [10]. Regarding task complexity, we
consider two different scenarios: Low (K = 3) and moderate complexity (K = 5).

The interdependence pattern also affects the performance landscape’s shape [13].
The interdependence pattern reflects which contributions depend onwhich decisions.
We consider three interdependence patterns, which we represent in Fig. 2:

• Decomposable: Interdependencies are shaped in squares of size K + 1. For K = 3,
the task is perfectly decomposable, and there are no interdependencies between
subtasks. For K = 5, by contrast, there are interdependencies between subtasks.

• Structured: The K first decisions affect the remaining contributions. Thus, there
is one subtask that heavily influences task performance.

• Unstructured: Interdependencies between decisions are randomly allocated
throughout the task, resulting in interdependencies between subtasks in all cases.

Agents To solve the complex task, a team is formed by choosing one member per
subtask—i.e.,M = 3members—out of a population of P = 30 agents. These agents
are heterogeneous and have limited capabilities concerning the complex task. We
limit the agents’ capabilities in twoways. First, each agent can only solve one subtask
m. Second, in the first period, we endow each agent with just one random partial
solution to subtask m. Agents must solve the entire complex task to experience
positive utility.

Agents are myopic as they aim to optimize just their immediate utility. Only team
members experience positive utility.3 The utility function of an agent assigned to sub-
task m is the weighted sum of their own performance contributions C(dmt ) and the
performance contributions of the residual decisions C(dr t ), where r = {1, . . . , M} ∈
N and r �= m. We denote the residual decisions by Dmt = (d1t , . . . ,d{m−1}t ,
d{m+1}t , . . . ,dMt ). Agent m’s utility is calculated using Eq.1:

U (dmt ,Dmt ) = 1

2
·
⎛

⎜
⎝C(dmt ) + · 1

M − 1

M∑

r=1
r �=m

C(dr t )

⎞

⎟
⎠ . (1)

3 Agents who do not join the team in one period get utility equal to 0.
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1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12
1 x x x x - - - - - - - - x x x x x x - - - - - - x x x x - - - - - - - - x x x x x x - - - - - -
2 x x x x - - - - - - - - x x x x x x - - - - - - x x x x - - - - - - - - x x x x x x - - - - - -
3 x x x x - - - - - - - - x x x x x x - - - - - - x x x x - - - - - - - - x x x x x x - - - - - -
4 x x x x - - - - - - - - x x x x x x - - - - - - x x x x - - - - - - - - x x x x x x - - - - - -
5 - - - - x x x x - - - - x x x x x x - - - - - - x x x - x - - - - - - - x x x x x x - - - - - -
6 - - - - x x x x - - - - x x x x x x - - - - - - x x x - - x - - - - - - x x x x x x - - - - - -
7 - - - - x x x x - - - - - - - - - - x x x x x x x x x - - - x - - - - - x x x x x - x - - - - -
8 - - - - x x x x - - - - - - - - - - x x x x x x x x x - - - - x - - - - x x x x x - - x - - - -
9 - - - - - - - - x x x x - - - - - - x x x x x x x x x - - - - - x - - - x x x x x - - - x - - -

10 - - - - - - - - x x x x - - - - - - x x x x x x x x x - - - - - - x - - x x x x x - - - - x - -
11 - - - - - - - - x x x x - - - - - - x x x x x x x x x - - - - - - - x - x x x x x - - - - - x -
12 - - - - - - - - x x x x - - - - - - x x x x x x x x x - - - - - - - - x x x x x x - - - - - - x

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12
1 x x - - - x - - x - - - x - x x - - - - x x x -
2 - x - - x x x - - - - - x x x - x - - x x - - -
3 x - x x - - - x - - - - - - x x - - - x x x - x
4 - - - x x - - - x x - - - x x x x - - - x - - x
5 - - x - x - - - - x x - x - - x x x - - x - x -
6 x - - - - x - x - - x - x - x - - x x x - x - -
7 - - - - - x x x - x - - - x x - - x x - - x x -
8 - x - x x - - x - - - - x x - - x - x x - - x -
9 - x x - - - - - x - - x - x - x x - - x x - - x

10 - - x - - - x - - x - x - x - - x x x - - x - x
11 x - - - - - x - - - x x - - - x - x x x - - x x
12 - - - x - - - - x - x x x - - - - x x - - x x x
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Fig. 2 Interdependence matrices. Each matrix depicts which contributions (y-axes) depend on
which decisions (x-axes). Interdependencies are indicated with an X . Since a contribution depends
on its own decision, there is an X in each element of the main diagonal. Solid lines indicate the
subtasks

2.2 Team Composition

Agents always have an incentive to participate in the team since it is the only way
to experience positive utility. We assume that agents are fully aware of how team
formation works and that they do not cheat. Additionally, we omit communication
between agents during team formation. These assumptions assure that agents do
not behave strategically or form beliefs about other agents. Finally, we assume that
one agent per subtask is sufficient to solve the complex task. Consequently, three
members form the team.

The objective of team formation is to assure that the current teammembers are the
best-available agents for solving the task at any given period. Team formation works

as follows.The set of solutions agentm knows isSm =
(
d̂m1, . . . , d̂mI

)
where d̂mi is a

solution to subtask dm , i = {1, . . . , I } ∈ N and 1 ≤ I ≤ 2S . Each agent estimates the
utility for each solution they know, i.e., ∀d̂mi ∈ Smt . Since we omit communication,
agents use the residual decisions from the previous periodDm{t−1} as a basis for their
estimations. Agent m’s estimated utility is then:

EU(dmt ,Dm{t−1}) = 1

2
·
⎛

⎜
⎝C(dmt ) + · 1

M − 1

M∑

r=1
r �=m

C(dr{t−1})

⎞

⎟
⎠ + e; (2)
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where e is an error term which follows a normal distribution e ∼ N (0, 0.01). This
error term reflects the mistakes that team members might make when estimating the
effects of their decisions [9, 22].

After the estimation, each agent signals the highest estimated utility U (d̂∗
mt ,

Dm{t−1}), where d̂∗
mt := argmaxd′∈Smt

U (d′,Dm{t−1}) is the solution that maximizes
agent m’s estimated utility at time t . The agent who signals the highest estimated
utility for each subtask m becomes a team member.

The agents form the first team iteration in the first period. Afterwards, team for-
mation is repeated every τ periods. The higher (lower) τ , the less (more) frequently
a team changes its composition. We study three different scenarios for τ :

• Teams with a long-term composition do not change their composition over time.
We denote this scenario by τ = ∅.

• Teams with a medium-term composition change their composition every τ = 10
periods.

• Teams with a short-term composition change their composition at every period,
i.e., τ = 1.

2.3 Decision-Making and Coordination

The three team members choose a team solution to the complex task at every period.
In the benchmark scenario, members of a fully autonomous team make their choices
independently and simultaneously [16, 21]. They calculate the estimated utility for
every partial solution they know, i.e. ∀d̂mi ∈ Smt , following Eq.2. Each member’s
choice is d̂∗

mt , i.e., the partial solution associated with the highest estimated utility.
Finally, the concatenation of all member’s choices is the team solution for the current
period dt := d̂∗

1t � · · · � d̂∗
Mt .

We contrast this benchmark scenario with a scenario in which the team mem-
bers coordinate their decisions. The coordination mechanism is based on the liaison
organizational archetype described in [16]. We assume that all agents know how the
coordination mechanism works. Initially, each team member ranks all partial solu-
tions they know d̂mi ∈ Smt regarding their estimated utility (see Eq.2). Then, each
member chooses the two highest partial solutions d̂(1)

mt and d̂(2)
mt , where the solution

with the highest expected utility is ranked first and the solution with the second high-
est expected utility is ranked second. The teammembers bring these partial solutions
to a coordination session.

Two candidate solutions are constructed in order, first by concatenating the pre-
ferred choices and then the second-preferred choices so d( j)

t := d̂( j)
1t � · · · � d̂( j)

Mt

where d̂( j)
mt is agent m’s j th preferred choice. Each team member sequentially evalu-

ates the two candidate solutions d( j)
t regarding their estimated utility. If the estimated

utility of a candidate solution is higher than the last achieved utility, the teammember
accepts the candidate solution, i.e., they accept the solution if EUm(d( j)

t ) > Um(dt−1).
Otherwise, they veto it. The veto from one member is enough to reject the candidate
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solution. If all members accept a candidate solution, it is chosen as the team solution
for the current period, so dt = d( j)

t . Conversely, the team solution remains constant
from the previous period if members veto both candidate solutions, so dt = dt−1.

2.4 Individual Learning

Agents overcome their limited capabilities by learning about subtaskm. Specifically,
agents learn by exploring the solution space and changing their set of partial solutions
Sm over time [10]. Learning occurs at the end of each period for all agents—even
if they are not part of the group—and consists of two separate mechanisms. First,
with probability P, agents might discover a partial solution. The partial solution
they discover differs in the value of one decision from any currently-known partial
solution. For example, if agentm’s solution spaceSmt consists only of decision d̂mt =
(0, 0, 0, 0), then agent m can learn one of these four solutions at time t : (0, 0, 0, 1),
(0, 0, 1, 0), (0, 1, 0, 0), and (1, 0, 0, 0). Second, with the same probability P, agents
might forget a partial solution that is not utility-maximizing in the current period, i.e.,
they can forget any solution in Smt except d̂∗

mt .
4 We study probabilities of learning

between P = 0 and P = 1 in intervals of 0.1.

2.5 Parameters and Performance Measures

Our research comprises 396 different scenarios. Each scenario consists of 1500 sim-
ulation rounds of T = 200 periods each. We summarize the main parameters of the
model and their values in Table1.

We normalize the observed task performance at each period C(dt) by the max-
imum achievable performance at each simulation round C∗. Normalization assures
that we can compare different scenarios in terms of task performance.

We train regression tree models using the normalized task performance as the
dependent variable and the independent variables of Table1.We then compute partial
dependencies between task performance and the moderating factors, i.e., individual
learning and team composition. To calculate partial dependencies, we first define X
as the set of all independent variables. The set X is divided into two subsets. Sub-
set Xs corresponds to the scope variable, i.e., individual learning or dynamic team
composition. SubsetXc includes the remaining independent variables.5 We compute
the partial dependence of task performance on the moderating factor studied accord-
ing to f s(Xs) = Ec( f (Xs,Xc)) ≈ 1

V

∑V
i=1 f (Xs,Xc

(i)), where V is the number of
independent variables in Xc and Xc

(i) corresponds to each variable. We employ this
method to understand the patterns related to our research objective [11].

4 An agent which only knows one solution cannot forget it.
5 It follows that Xs ∪ Xc = X.
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Table 1 Parameters

Type Variables Notation Values

Independent variables Task complexity K {3, 5}

Interdependence structure Matrix See Fig. 2

Team composition τ {∅, 1, 10}

Learning probability P 0:0.1:1

Time period t 1:1:100

Coordination N/A Fully autonomous,
coordination

Dependent variable Task performance C(dt) [0, 1]
Other parameters Number of decisions N 12

Population of agents P 30

Number of subtasks M 3

Number of simulations � 1500

Error term e e ∼ N (0, 0.01)

3 Results and Discussion

According to prior research, coordination is more beneficial for teams that search
extensively for new solutions [14, 16]. Teams may acquire new solutions because
(i) their members learn about the complex task or (ii) they change their composition
[17]. Some authors advocate that research on coordination should consider search
processes at multiple levels [20]. Our research follows this suggestion and aims to
understand how individual learning (P) and dynamic team composition (τ ) moderate
the relationship between coordination and task performance. In the following sub-
sections, we separately study the moderating effects of individual learning (Sect. 3.1)
and team composition (Sect. 3.2).

3.1 Moderating Effect of Individual Learning

To study the moderating effect of individual learning, we calculate partial dependen-
cies using the individual learning probability as the scope variable. We represent the
results in Fig. 3. Each plot shows the partial dependence of task performance on the
learning probability for each level of complexity K and for each interdependence
structure.

The moderating effect of individual learning depends on the level of complexity
and the interdependence structure studied. There is no moderating effect of individ-
ual learning for decomposable and structured tasks of low complexity (Fig. 3a, b).
The effect of increasing the individual learning probability on task performance is
remarkably similar for teams that coordinate their decisions and fully autonomous
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(a) Low complexity

Decomposable

(b) Low complexity

Structured

(c) Low complexity

Unstructured

(d) Moderate complexity

Decomposable

(e) Moderate complexity

Structured

(f) Moderate complexity

Unstructured

Fig. 3 Partial dependencies of task performance (y-axes) on the probability of individual learning
(x-axes)

teams. Task performance reacts strongly to initial increases in the probability of
individual learning. However, the task performance stabilizes for higher values of P.

Individual learning has a moderating effect for unstructured tasks of low com-
plexity (Fig. 3c) and moderately complex tasks (Fig. 3d–f). At relatively low levels
of learning, the effect of increasing P is similar for teams that coordinate their deci-
sions and fully autonomous teams. Task performance increases, albeit the marginal
positive effect decreases with each increase in P. Eventually, there is a threshold
value for the individual learning probability at which its effect on task performance
turns negative. This negative effect is highly relevant for fully autonomous teams. In
contrast, the decrease in task performance is barely notable in teams that coordinate
their decisions. Consequently, the benefits of coordination increase with individual
learning.

Our results show that agents learning more does not necessarily increase task
performance, but might even harm it (Fig. 3c–f). Therefore, our results align with
previous research, which highlights the negative impact that excessive individual
learning might have on task performance [2–4]. In addition, we show that coordi-
nation reduces these adverse effects notably. The reason for this might lie in the
evaluation of the team members’ solutions. Coordination allows teams to evaluate
their members’ partial solutions more efficiently, increasing task performance [7].
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(a) Low complexity

Decomposable

(b) Low complexity

Structured

(c) Low complexity

Unstructured

(d) Moderate complexity

Decomposable

(e) Moderate complexity

Structured

(f) Moderate complexity

Unstructured

Fig. 4 Partial dependencies of task performance (y-axes) on team composition (x-axes)

While individual learning might be a key determinant of the performance of virtual
teams, the team members should coordinate to grasp the full benefits of individual
learning [6, 7]. This is particularly relevant for virtual teams, as their performance
depends on their members’ ability to find and implement new solutions [15].

3.2 Moderating Effect of Team Composition

We compute partial dependencies using team composition as the scope variable to
study the second moderating effect. Each plot in Fig. 4 shows the partial dependence
of task performance on team composition for each level of complexity K and each
interdependence structure considered.

In perfectly decomposable tasks, we find that team composition τ has the same
impact on task performance regardless of coordination (see Fig. 4a). A dynamic
team composition slightly improves task performance compared to a stable team
composition, irrespective of the frequency of team formation.

For the remaining scenarios (Fig. 4b–f), there are different patterns depending on
coordination. The task performance of teams that coordinate their decisions increases
with the frequency of team formation. Consequently, teams that coordinate their
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decisions benefitmore fromchanging their composition in the short term.Bycontrast,
fully autonomous teams only benefit from changing their composition in the medium
term. Changes in the short term might unfold neutral (see Fig. 4b, c, f) or negative
effects (see Fig. 4d, e) on task performance.

Teams that change their composition findmore solutions than stable teams [2], but
they require coordination to translate this search process into improvements in task
performance [16, 19]. The lack of coordination between the teammembers’ decisions
makes fully autonomous teams unable to benefit from changing their composition in
the short term. In contrast, teams that coordinate their decisions benefit from more
frequent changes in their composition (see Fig. 4b–f). Thus, our results align with
the insights from prior research [16, 19].

Whether this moderating effect results in coordination improving task perfor-
mance depends on the interdependence structure. Coordination never improves task
performance for structured tasks of low complexity (Fig. 4b). For decomposable and
structured tasks of moderate complexity (Fig. 4d, e), coordination only improves
task performance if teams have a short-term composition. Finally, coordination is
always beneficial for unstructured tasks (Fig. 4c, f). Additionally, the positive effect
of coordination in unstructured tasks is higher for short-term team composition.

Our results align partially with the insights given by Tannenbaum et al. [19], who
claim that dynamic teams should coordinate their decisions to improve task perfor-
mance.We show that coordination is beneficial only in certain situations. The benefits
of coordination growwith the frequency of changing composition and the interdepen-
dencies between the team members’ decisions. According to prior research, teams
might achieve indirect coordination by assigning the decisions in such a manner
that the interdependencies between subtasks are minimized [14]. If subtasks are less
interdependent, there is less need for coordination, as the effects of the members’
decisions on the remainingmembers’ contributions diminish [21]. This indirect coor-
dination is reflected in decomposable and structured tasks. Consequently, the impact
on task performance of coordinating the team decisions is reduced [14, 21].

Coordination might be advisable for virtual teams, as their composition is gen-
erally more dynamic than in traditional teams [15]. We should note, however, that
coordination might not be necessary if tasks are relatively simple. In this case, coor-
dination might only slow down decision-making [16], which is particularly relevant
for task-oriented groups—such as virtual teams [15]. Thus, virtual team members
should carefully consider how interdependent their actions are before coordinating.

4 Concluding Remarks

This paper studies how individual learning and team composition moderate the rela-
tionship between coordination and task performance. We find moderating effects of
both variables that are more relevant, the more interdependent the team members’
decisions. Regarding individual learning, our results suggest that the adverse effects
of increasing individual learning excessively are reduced if teams coordinate their
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decisions. Regarding team composition, we find that fully autonomous teams only
benefit from changing their composition in the medium term. In contrast, teams that
coordinate their decisions benefit more from changing their composition in the short
term.

Coordination does not affect the performance of decomposable and structured
tasks of low complexity. In contrast, coordination improves task performance for (i)
unstructured tasks, (ii) for sufficiently high individual learning, or (iii) for a short-
term composition. From a practical standpoint, our results suggest that coordina-
tion might benefit virtual teams, as they rely on individual learning to improve task
performance, and their composition is often dynamic. Virtual team members, how-
ever, should carefully consider the interdependencies between their decisions before
implementing coordination.

Our research has some limitations. We only test the effect of one coordination
mechanism. More coordination mechanisms could be added to extend this research,
as in [16]. Additionally, prior research suggests that individual learning and team
composition interact [4]. Future research can study the joint moderating effect of
individual learning and team composition on the relationship between coordination
and task performance. Finally, researchers have suggested other aspects that might
affect the relationship between team composition and coordination. In particular,
researchers cite team identity as a relevant factor for coordination in dynamic teams
[15, 18]. Future extensions of our research could consider this aspect.
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The Equity Premium Puzzle: An
Application of an Agent-Based
Evolutionary Model

Luca Gerotto, Paolo Pellizzari, and Marco Tolotti

Abstract We describe an agent-basedmodel of a financial market with a stock and a
bond. Agents compete in repeated rounds, decide whether to acquire costly informa-
tion and can pick one of 16 strategies to allocate their investments, under evolutionary
pressure driven by the comparison of the realized short-term revenues from trading.
We show that, while informed traders survive in some cases, the equilibrium shares
are strongly biased in favor of strategies that make little use of information and sys-
tematically overestimate the riskiness of the stock. As a consequence, the majority
of the population ends up in buying fewer stocks than would be otherwise expected
or deemed rational. This evolutionary dynamics offers a novel way to explain the
equity premium puzzle first described by Mehra and Prescott (The equity premium:
A puzzle. Journal of Monetary Economics 1985), according to which it’s hard to find
reasons for the widespread lack of investment in risky assets. Evolution based on a
straightforward comparison of revenues is a simple and cognitively appealing avenue
to reach a population of traders using (over-)cautious strategies to curb the risk of
long-term “financial extinction”. Simulations run in NetLogo also demonstrate that
very little information may be used in noisy markets or when the cost of information
is substantial.
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1 Introduction

As famously pointed out in Mehra and Prescott [6] it is difficult to reconcile standard
financial economic models with the observation that investors purchase relatively
small amounts of stocks, whose average returns are historically much bigger than
the safe rate (obtained with highly-rated bonds or bills). This conundrum has been
know as the “equity premium puzzle” (EPP), see the page of the Federal Reserve
Economic Data website myf.red/g/6LsS for a visual representation of the premium
in the last 25 years (difference between stock and BBB corporate yields).

Economists have tried to single out ways to explain why people invest far less
in stocks than what would be implied by their risk aversion, as measured in other
(personal or social) situations. In Benartzi and Thaler [2] it is argued that “the com-
bination of a high equity premium, a low risk-free rate, and smooth consumption
is difficult to explain with plausible levels of investor risk aversion” and “myopic
loss aversion” is introduced as a possible justification. Barberis et al. [1], in a some-
what similar vein, need (dis)utility from fluctuation of financial wealth. DeLong and
Magin [4] survey other approaches, including the use of prospect theory, the value
of liquidity or the role of taxation to account for the puzzle.

Agent-based modeling is a methodology to build computational models of real-
world systems where autonomous agents (individuals, traders, households, firms,
software agents, robots...) interact in various forms, learn, sense the environment and
often use fast and frugal heuristics that do not need unrealistic degrees of rationality
or processing capability. A good introduction is in Railsback and Grimm [8], that
also includes a thorough treatment of the NetLogo programming platform that was
used to develop the model presented in this paper. See Steinbacher et al. [11] for a
recent review.

Among the features that can be used in agent-based models to analyze possi-
ble paths to generate a sizeable equity premium, we investigate the role of direct
and indirect interaction among traders. Quite naturally in a financial setup, agents
collectively contribute to form the market price of the stock and indirectly affect—
and are affected by—the strategies used by the other traders. Moreover, agents are
occasionally paired with random peers and contrast the profitability of their strat-
egy, switching to the best-performing one in the quest for improvement. This direct
learning scheme is based on pure imitation of successful examples with no need to
gather, or elaborate, data or (try to) compute sophisticated conditional equilibria.

The conceptual framework of this paper is inspired by evolutionary game theory.
Originally introduced by biologists to analyze with formal tools long-term adapta-
tion of biological populations, the idea that the reproductive fitness depends on the
genotypes was later extended to economics, see Sandholm [10] and Newton [7]. Of
course, in this setup, agents are not assumed to be genetically pre-programmed but
are able to adjust their behaviors or strategies favoring larger payoffs (as opposed
to Darwinian fitness). Recently, in Robson and Orr [9] it is argued by means of an
evolutionary model that the EPP is due to agents’ greater aversion to aggregate risk,
such as the one faced in financial markets, with respect to idiosyncratic risk (of more
personal nature).
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Our agent-based evolutionary model converges to an equilibrium with a over-
whelming presence of demand functions (or, if you wish, strategies) which system-
atically overestimate the variance of the risky asset. As a consequence, a large share
of market population hold relatively small amount of stocks. The option to buy a
costly information signal to predict return can reduce the effect. However, this holds
only if information is accurate, cheap and used in non-volatile markets. Generally
speaking, the overestimation of the variance in the long-run, and its related implica-
tions, are observed in many of the instances examined in a detailed robustness test.
Moreover, in such instances, most of the (survived) equilibrium strategies appear to
use little or no information. These results shed a novel light on the puzzle and point
to a potential new channel to explain this long-debated anomaly.

Section 2 presents the ABM model, describing the market, the agents and the
learning protocol that is naturally used as an evolutionary device to favor trading
strategies with higher payoffs. Section3 presents simulations’ results obtained in a
benchmark case. Some key parameters are then varied in the following section that
shows that results are remarkably robust. We finally conclude with some discussion.

2 The Model

This section describes a simple market with a risky stock and a riskless asset. The
setup is minimal to keep the focus on the co-evolution of a population of traders who
compete for high profits and decide which information and risk factors to take into
account in their decisions.

2.1 The Market

We assume N heterogeneous agents are given an initial endowment w0 at the begin-
ning of every period, place orders and collect revenues that are immediately con-
sumed at the end of the period. Some agents are then allowed, with some probability,
to change their trading strategy using an imitation mechanism that favors the ones
with larger revenues. A new population, with a different distribution of strategies, is
formed and the game is repeated T times, t = 1, . . . , T .

The riskless asset has unit cost and pays R = 1 + r after one period. There is
also a stock in zero net supply with random payoff D̃t = d + θ̃t + ε̃t , where d is a
known deterministic component of revenues, θ̃t is an informative signal that can be
acquired at a cost of c per period and ε̃t is an unobservable noise term (unknown to
everyone). We omit t and occurrences of tilde, unless needed, in what follows and
notice that θ can be referred as information, as it truly affects the random revenue D.
Some agents, however, may believe that an uninformative signal γ̃t ≡ γ also affects
the outcome. γ can be obtained at no cost, if desired, and it can be considered as
pure misinformation having nothing to do with D (even though agents regard it as
helpful).
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We assume that θ, ε, γ are normally and independently distributed:

θ ∼ N (0, vθ ), ε ∼ N (0, vε), γ ∼ N (0, vγ ), θ ⊥ ε ⊥ γ,

where vθ , vε and vγ are the variances of θ, ε and γ .
The equilibrium price at any time t is determined by (net) demands of agents

solving the equation
N∑

i=1

xi (pt |bi , θ, γ ) = 0, (1)

where xi (pt |bi ) is the demand of the i-th agent at price pt and bi is a vector of
heterogenous parameters differentiating individual strategic behavior and will be
described in detail in the next subsection.

2.2 The Agents

The demand of the risky asset is consistent with the idea that agents, as a whole, are
aware that D depends on some of (but not necessarily all) the variables mentioned
above: for a price p the demand function of the i-th agent is

xi (p,bi ) = d + b1θ + b2γ − pR

a(b3vθ + b4vγ + vε)
, (2)

where bi = (b1, b2, b3, b4), i = 1, . . . , N is a vector of individual bits (i.e., bi ∈
{0, 1}4) that can evolve in time due to imitation (and, hence, should be formally
denoted as bi t when referring to the i-th agent at time t). Again, for the sake of
exposition, we omit individual and temporal indexes. As b shapes and determines
the trading behavior of the agents, we will refer to it using the term “strategy”.

The demand in (2) increases with the perceived average revenue in excess of what
would be gained with a riskless investment (see the numerator) and is corrected for
the perceived variance, up to the relative risk aversion coefficient a, held constant
across the population of traders. Each bit b j , j = 1, . . . , 4 can be thought as a way to
switch on and off some random variable in Eq. (2). Take, for instance, an agent with
strategy b = (1, 0, 0, 0): she acquires and uses information θ in the numerator and
perceives a residual variance (in the denominator) depending on ε alone. Such an
agent can be regarded as informed, as she employs θ and discard γ , aswell as rational,
as she correctly realizes that the variance of D is not affected by misinformation γ

or by θ , that is known, but only depends on the noisy and unobservable component
ε. Indeed, in this paper, rationality refers to the correct understanding of the data-
generating process of D, and would be achieved in the model when b1 is either 0
or 1, b3 = 1 − b1 and b2 = b4 = 0. In other words, a rational agent would ignore
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Table 1 Description of several strategies encoded in the vector b = (b1, b2, b3, b4)

Nickname b1 b2 b3 b4 Description

Informed 1 0 0 0 Informed, rational

Prudent 0 0 1 1 Uninformed, irrational,
small demand

Uninformed 0 0 1 0 Uninformed, rational

Fearless 0 0 0 0 Uninformed, irrational,
relatively large and stable
demand

Confused 1 1 1 1 Informed and misinformed,
irrational

The first two bits are related to the use of the information and misinformation in the prediction of
the mean returns; the third and fourth bits are used to compute the perceived risk

bits related to γ and would either buy the information or, if not, include it in the
denominator of Eq. (2).

By contrast, someone using the strategy b = (0, 0, 1, 1) may be considered quite
prudent: indeed, none of the signals θ or γ is used and the perceived variance is
large as it includes both the summands vθ , vγ , as well as the ubiquitous vε . As a
consequence, such an agent would trade a much smaller x , for any given p, than an
informed trader. In this specific case, clearly, the strategy is not fully rational as γ is
erroneously affecting the demand.

Table1 lists some relevant strategies that can, to some extent, be interpreted in
terms of their ability to correctly identify the conditional expected revenue and vari-
ance.

While it’s not always possible to provide a behavioral description of every strategy
encoded in b, Table1 features a few meaningful examples. For instance, uninformed
agents discard useful information (avoiding the cost), but are rational in that they
correctly understand the way returns are generated and take into account the uncer-
tainty arising from the unknown θ ; traders with a null b, in the last row of the table,
are dubbed fearless to stress the lack of any risk adjustment in the denominator of
(2), an action leading often to relatively large orders.

2.3 Learning

At the end of any period t , the equilibrium price pt is computed using Eq. (1). Clearly,
pt is a function of the distribution of the strategies in the population and of realized
random variables θt , γt , that are known to the agents whose first and second bits are
set to 1, respectively. After the unobservable shock εt is drawn and uncertainty is
resolved, the realized profit for an agent is

wi t = xit Dt + (w0 − xit pt )R − c · b1,
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where the first component is the revenues arising from x units of the risky stock, the
second part comes from investing in the riskless asset all the cash that was not used
to get the stocks, and cb1 is the cost of getting the information.

Learning is based on agents’ pairwise comparisons of the profits. In detail, we
form h < N/2 random couples of traders and, letting individuals i and j be one such
couple, the vectors b are updated using:

If wi t > w j t , b j,t+1 = bi,t ;
If wi t < w j t , bi,t+1 = b j,t ;
If wi t = w j t , no change.

The interpretation of this learning scheme is immediate in terms of evolutionary
game theory: agents using possibly different strategies obtain different payoffs; they
occasionally meet another peer and revise their strategy switching to the one with
bigger profits (pure imitation of better strategies); as a consequence, strategies with
better payoffs tend to increase their relative frequency (which, in turn, may alter their
future success).

Slightly more formally, a population Bt = {bi t : i = 1, . . . , N } of agents (or
strategies) at time t evolves using the above revision protocol to obtain Bt+1, which
has at most h differences with respect to Bt . The relative frequencies of each of the
16 strategies are then investigated letting t reach T , for large T .

3 Results

This section discusses the results obtained simulating in NetLogo [12] the agent-
based model described in the previous section.1 We first illustrate the outcomes in a
benchmark case and then show how results change varying systematically some of
the parameters of the model.

3.1 The Benchmark Case

Table2 lists the values taken by the parameters of the model in a benchmark config-
uration.

The values are roughly representative of a market where, for instance, one period
is one year, the riskless rate is 1%, the standard deviation of the revenues of the risky
asset is 20% =

√
0.04, the standard deviation of information (and misinformation) is

10% and the cost of acquiring the informative signal is 3% (that may be a reasonable
approximation of the fees of a financial professional providing valuable advice).

1 The code is available on the website of the authors.
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Table 2 Values of the parameters of the model used in the benchmark case, with a brief description

Param. Value Description Param. Value Description

N 1000 Number of agents R 1.01 Gross return of riskless
asset

T 10,000 Trading periods a 2 Risk aversion coefficient

c 0.03 Cost of information θ vθ 0.01 Variance of information θ

h 15 Learning couples vε 0.04 Variance of noise ε

d 1.1 Part of stock revenue vγ 0.01 Var. of misinformation γ

Fig. 1 Time series of the shares of strategies 0011 (prudent), 1000 (informed) and 0010 (unin-
formed) in a standard simulation run of the benchmark case lasting 10,000 periods. In particular,
c = 0.03, vε = 0.04

Figure1 shows how the fractions of informed (1000), prudent (0011) and unin-
formed (0010) agents evolve in 10,000 periods in one standard simulation run.2 It
can be seen that about 2000 periods suffice to reach a homeostatic equilibriumwhere
the share of prudent traders hovers around 90%, informed agents are 10% and we
observe the extinction of the uninformed (as well as any b other then with 1000 and
0011.

The result that Strategies 1000 and 0011 are the only survivors in the long run
is a first and important regularity of the model for this parameters’ choice. Figure2
is based on 100 simulations (of 10,000 periods) and depicts the mean share of all
the strategies (the box) equipped with standard deviations (equal to the length of the
vertical line extending over the bars). On average, equilibrium is reached when about
nine tenths of agents are prudent and the remaining ones are informed.

Quite remarkably, Fig. 2 shows that when equilibrium is reached evolutionary
pressure has obliterated all other strategic variations. Notice that, at equilibrium, the

2 All simulations are initialized setting the bits in b randomly in {0, 1}.
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Fig. 2 Average shares and related standard deviation of different strategies in the benchmark case
(with c = 0.03, vε = 0.04). Mean values are shown based on 100 simulations of 10,000 periods.
Essentially, only strategies 0011 and 1000 survive

probability that the profits of the informed are bigger than the ones of the prudent is
50% (this holds because, essentially, learning forces the surviving strategies to have
the same median profits and, if this were not the case, the shares would have drifted
away from that equilibrium in the presence of a tendency to prefer one of the two
strategies).

This outcome suggests a novel explanation of the EPP from the bottom up. The
large majority of prudent traders underinvest in the risky asset, being their demand
particularly low as observed in the previous section. Indeed, this is due to a systematic
overestimation of the variance of the gains of the stock that, in turn, reduces the
demand of the risky asset and favors more conservative savings in the safe bond.
Even if the prudent strategy reduces the average profit of investment, nonetheless the
median revenues of the prudent are the same as the ones of the informed agents (at
the end of each period, when consumption takes place).

Put differently, traders demanding small amounts of the risky asset become very
popular in a market where they “compete” according to the (sharp) rule described in
Sect. 3.2 and occasionally compare their profits, achieving a reduction of the risk of
being pushed out of the market in the long run. Such a majority of prudent traders
fits very well the puzzling observation that fewer agents than expected invest in
equities. Assuming an unrealistic level of sophistication, it could perhaps be argued
that agents wouldmaximize utility or realize that largermean profits can be traded for
the smaller gains obtained in about 50%of time.However, simple and straightforward
comparisons based on the question “does bi produce larger gains than b j?” are strong
calls to immediate action and more convincing behavioral drivers.
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Table 3 Modal strategy at equilibrium, for several values of parameters c and vε

Cost c

vε 0.01 0.02 0.03 0.04 0.05

0.03 0.54/1000 0.66/0011 0.80/0011 0.92/0011 0.90/0011

0.04 0.50/0011 0.73/0011 0.92/0011 0.75/0011 0.34/0000

0.05 0.59/0011 0.84/0011 0.78/0011 0.37/0011 0.51/0000

0.06 0.63/0011 0.93/0011 0.50/0011 0.51/0000 0.61/0000

The entry s/bmeans that the modal share s was reached by agents using strategy b. The boldfaced
entry is relative to the benchmark configuration and the italicized one is discussed in the text

3.2 Robustness Tests

As expected, the outcomes described previously are sensitive to the parameters of
the market. In this subsection, we explore the robustness of the results with respect
to changes in the cost c of information and in the size vε of the unobservable and
idiosyncratic shock. We use BehaviorSpace, a NetLogo’s tool that allows to run
experiments and gather data systematically “sweeping” (portions of) the parameters’
space. Table3 shows, for c ∈ {0.01, . . . , 0.05} and vε ∈ {0.03, . . . , 0.06}, the largest
average share at equilibrium, based on 100 simulations of 10,000 periods for each
of the 20 couples (c, vε). For instance, corresponding to the benchmark parameters
(boldfaced inTable3),we see that the largest share (92%) ismade of prudent investors
(with b = 0011).

Table3 demonstrates that prudent investors dominate the scene in many cases,
with shares varying from 37 to 93%. Therefore, to a great extent, quite some under-
investment in stocks is natural. Informed agents are prevalent at equilibrium only
when the cost of information and the variance of the noise are low, in the top-left
corner of the Table where c = 0.01 and vε = 0.03.

Interestingly, the bottom-right corner of Table3 shows that the majority share at
equilibrium is made of fearless agents, as they are nicknamed in Table1. When both
the cost of information and the variance of ε are large, a fraction of agents thrive
with no use of signals θ or γ and avoiding any adjustment for the variance of the
risky profits. Figure3 depicts the equilibrium shares in one of such market instances,
when c = 0.04, vε = 0.06.

Only strategies 0000, 0001, 0010, 0011 survive in the long run in thismarketwhere
information is more costly and market returns are more volatile. This is a plausible
explanation of why Strategy 1000 died out but, truly, a reason for the observation
that no survivor switches on bit b1, that would imply information is bought and used,
or b2, that would imply misinformation is used (indeed, in this case we have that
b1 = b2 = 0 for all agents, excluding a handful of outlying traders using 0110 or
0111, see Fig. 3). Such a market is populated by many individuals who do not use
any information (or misinformation, for what it matters), and who keep at 1 at least
one of the bits b3, b4 located in the denominator of Eq. (2), reducing on average the
quantity of stock kept in their equilibrium portfolio.
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Fig. 3 Average shares and related standard deviation of different strategies when c = 0.04, vε =
0.06. Mean values are based on 100 simulations of 10,000 periods. Only Strategies 0000, 0001,
0010 and 0011 survive (with tiny exceptions), fearless traders are over 50% and very few agents
use information, as discussed in the text

Themain conclusion of our robustness test is that agents invest far less in the stock
market than would be implied by a full-fledged (and probably unrealistic) model of
rational allocation. This holds even under variations of several key parameters of the
model (that, in some cases, lead altogether to the disappearance of information from
the strategies).

4 Discussion and Conclusion

One of the most interesting features of ABMs is their ability to accommodate for
heterogenous features of the agents. We have considered a bunch of strategies that
differ in the content of information that is used to assess expected profits (in the
numerator of Eq.2), as well as in the risk factors that are considered (in the denom-
inator). Even though, in principle, agents could use any combination of active bits,
evolutionary pressure wipes out most of the strategies. As pointed out by a reviewer,
whether only one strategy survives in the very long run is still an open question (and
10,000 periods may not be enough to reveal the steady state). Further research should
also consider the effects of the introduction of mutation or the replacement of some
agents with new ones. In any case, many strategies may be assumed to be of little
importance asymptotically. In particular, in the benchmark case only informed and
prudent traders survive; with the latter keeping a prominent position in many other
situations. Prudent and fearless strategies do not use information θ and this results
in a small number of information users, as shown in the solid line of Fig. 4 depicting
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Fig. 4 Shares of agents with b1 = 1 (solid line) and b4 = 1 (dashed line), as a function of the cost
c when vε = 0.04. The former make some use of the information and the latter take misinformation
γ as a risk factor

the share of traders whose b1 = 1 at equilibrium for vε = 0.04. A similar tendency
is reported in Gerotto et al. [5] in a setup with only two strategies.

The frequency of b4 = 1 at equilibrium is even more relevant to explain the EPP
and can be associated to a majority of traders who buy limited amounts of stocks
because their strategy inflates the perception of risk and reduce traded quantities.
The dashed line in Fig. 4 shows the share of users with b4 = 1: with the exception
of a few markets where fearless traders prevail, most agents are extremely cautious
for all levels of cost when vε = 0.04 (and this fraction is substantial and rarely falls
below 50% in the many parametric combinations we have investigated in Table3).

Overall, our model suggests that the EPP stems, to some extent, from the evo-
lutionary updating of strategies used by myopic traders, where the myopia mainly
lies in the assumption that learning is performed with an eye on one-period perfor-
mance only. While the introduction of long-term orientation may reduce the effect,
the salience of recent rewards is well-documented, see Cosemans and Frehen [3] for a
recent treatment, and can, in combination with strategy-switching, help in clarifying
some of the issues raised by the EPP.
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An Agent-Based Model of UK Farmers’
Decision-Making on Adoption
of Agri-environment Schemes
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Abstract Agri-environment schemes (AES) are government-funded voluntary
programs that incentivise farmers and land managers for environmental friendly
farming practices. Understanding farmers’ decision-making process and its impact
onAES adoption can aid policymakers in designingAES schemes thatmeet adoption
goals and environmental targets. Farmers’ decision-making is complex and involves
a range of social, behavioural, economic and ecological factors. In this paper, we
present a spatially explicit agent-based model (ABM)—BESTMAP-ABM-UK that
simulates farmers’ decision-makingprocess, inclusive of farmers’ social, behavioural
and economic factors, on adopting buffer strips, cover crops, grassland management
and arable land conversion to grassland schemes in the UK. The model produces
farmers’ AES adoption under varied AES scheme designs in term of the contract
length, the offered payment level, the bureaucracy level and the required minimal
area. We apply the Morris screening method to analyse the importance of the model
parameters in a status quo scenario, in which current UK AES designs are used.
The results show that the average accepted payments of farmers for buffer strips and
grassland management and farmers’ intrinsic openness to buffer strips have the most
significant impact on the farm adoption rate in the model.
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1 Introduction

Agri-environment schemes (AES) are government-funded voluntary programs to
incentivise farmers and land managers for environmental friendly farming practices.
Understanding farmers’ decision-making process in AES adoption can aid policy
makers in designing AES schemes that meet adoption goals and environmental
targets.

Farmers’ decisions-making on AES adoptions is complex and involves a range
of social, behavioural, economic and ecological factors [1, 2]. A farm’s biophysical
and structural characteristics affect the farmer’s options and decisions. Large sizes
and wealthier farms participate more in AES because they are more likely to have
suitable lands for conservation practices and sufficient resources of labour andfinance
means [2–9]. Farm types, location, and soil quality of farm lands impact on the AES
adoption [2, 4, 5, 10–13] as well as demographics of farmers, i.e., farmers’ age,
education and work arrangement (i.e., full-time or part-time farmers) [2, 3, 5–7, 11].
Farmers’ social capital, e.g., connections with advisory services, family and friends
networks, and local communities, is an influential factor [2, 6, 10]. In addition, social
andbehavioural factors, e.g., farmers’ previous experience andknowledge aboutAES
[3, 4, 11], personal attitude towards environment [2, 6] and schemes’ effectiveness
[14], and trust in agriculture authorities [2, 15] were also found to be important.

ABM is a useful tool to study complex systems in various research fields. A signif-
icant number of ABMs have been developed tomodel different aspects of the agricul-
tural system. Extensive literature of ABMs can be found covering farmmanagement,
land use, agricultural economy, agricultural policy evaluation, environmental change,
climate change, and a mixture of these subjects [16–21]. Existing models that study
impact of agricultural policies emphasise economic aspects of farmers’ decisions,
for example, AgriPoliS [18] and IFM-CAP [22], while farmers’ emotions, values,
learnings and social interactions receive little attention in the models [23].

In the following sections, we describe the spatial-explicit BESTMAP-ABM-
UK that models UK farmers’ decision-making on AES adoptions inclusive of
farmers’ social, behavioural and economic factors in a three-step decision framework.
BESTMAP-ABM-UK is one of the BESTMAP-ABMS that are designed to study
farmers’ decision-making on AES adoptions in five European regions. BESTMAP-
ABMS is a part of the BESTMAP policy impact assessment model (PIAM) suite
to link economic modelling, behavioural ABM and established ecosystem service
modelling [24]. In BESTMAP-ABM-UK we use the Humber region in England as
the case study area. The Humber region has approximately 3500 farms and 56,000
agricultural parcels covering about 350,000 hectares (ha) in the area, according
to Rural Payments Agency 2019 data. We carry out global sensitivity analysis
using the Morris screening method. The Morris screening method is a computa-
tionally efficient screening technique that allows us to identify the important model
input factors. The results show the importance rank of seventeen input parameters,
including farmers’ mean accepted payments and the standard deviation, openness
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Table 1 AES typologies in
the ABM AES types CSS option codes

Buffer strips (BS) SW1, SW2, SW3, SW4, SW11,
AB1, AB3, AB8, WT2

Grassland management
(GM)

GS2, GS5, GS6, GS7, GS9

Cover crops (CC) SW6

Arable land conversion to
grassland (CVN)

SW7

related factors including prior experience, intrinsic openness, influence fromadvisory
and social network, and farmers’ preferred amount of AES area in their farms.

2 Model Design

2.1 AES Scheme Options in the ABM

A wide variety of AES is designed targeting specific farming systems and ecosys-
tems in different states across the EU. Coordinating with five case studies within the
BESTMAP project, we select four types of AES: buffer strips, grassland manage-
ment, cover crops, and arable land conversion to grassland, according to the relative
importance in terms of spatial coverage andfindings in the interviewswith the farmers
in the five case study regions [25]. In the UK case study, we select relevant scheme
options according to the scheme characteristics and group them into the four types
out of hundreds of scheme options in the countryside stewardship scheme (CSS).
Table 1 lists the CSS option codes that belong to each AES group. More details of
the AES options can be found on the UK government website.1

2.2 Agents and Agent Behaviours

Agents and their state. Farmers, fields and AES contracts are modelled as agents.

• Farmer-agents represent land managers managing a set of fields and making deci-
sions on farm operations. A farmer-agent has these attributes: ID, location, total
agricultural area, farm fields, farm system archetype (FSA), economic size, open-
ness towards a specific AES that is derived from farmers’ previous AES expe-
rience, intrinsic openness, influences from advisory service and social networks
that it belongs to, the willingness to accept (WTA) and the envisioned area for

1 https://www.gov.uk/countryside-stewardship-grants.

https://www.gov.uk/countryside-stewardship-grants
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each type of AES. FSAs in BESTMAP project are characterised into five types:
general cropping, horticulture, permanent crops, grazing livestock and mixed
farms, assuming farmers operating similar farms respond to policies in a similar
fashion. The economic sizes of farms are large, medium, small, and smaller than
2000 euros. WTA refers to the minimum monetary value that a person is willing
to accept for selling a service or bearing some harm in economics [26]. TheWTAs
in our model will be derived from the discrete choice experiment (DCE) we are
carrying out. A farmer-agent’sWTA is influenced by the required contract length,
the bureaucracy level and the minimum area of AES.

• Fields-agents represent agriculture parcels that are managed by farmer-agents.
They are spatial polygons that have attributes including parcel ID, location, field
size, land use type, owner and soil quality. The land use types include arable,
grassland, horticulture, woodland and others.

• AES-agents record the AES contract information including contract ID, farmer
participant, parcel ID and the contract area. AES agents are endogenous in the
model and generated at runtime following farmers’ decision on taking up AES.

Agent networks. Farmers who have the same FSA are connected in the region.

Farmer-agent behaviours. Farmer-agents’ decision-making takes three steps.

• In the first step, farmer-agents check whether they are open to a particular type of
AES. The openness is derived from the previous experience, the intrinsic open-
ness, and the influence from advisory services and social networks. The flow chart
in Fig. 1 depicts this process. If farmer-agents are not open to any of the four AES,
they exit the decision-making process; if they are open to any of the AES, they
proceed to the next step.

• In the second step, farmer-agents check whether they have suitable lands for
the AES that they are open to adopt. The selection is based on land use types:
arable lands are eligible for buffer strips, cover crops and conversion of arable
land to grassland AES; Grasslands are eligible for buffer strips and grassland
management.

• In the third step, farmer-agents deliberate on which AES to adopt and the details
of the location and the contract area. If farmer-agents are open to one ormore AES
options and have suitable fields for them, they compare the offered payment (in
poundsper hectare)with theirWTAandchoose anAESbasedon theprofit.Whena
farmer-agent decides to take up an AES, the contract details including the location
and area is decided and an AES-agent is generated. Farmer-agents tend to put
smaller and less productive fields, i.e., fields with lower soil organic matter, under
AES. The AES contract area is set based on the field-level adoption proportion
pattern in historic CSS adoption data. On average, buffer strips AES takes 6.8%
of a field, cover crops AES takes 63.6% of a field, grassland management takes
96.1% of a field and arable land conversion to grassland AES takes 82.5% of a
field.
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Fig. 1 The first step of decision-making process—deriving openness. Farmer-agents’ openness
status (true or false) is decided by four factors—whether a farmer-agent has prior experience,
whether it is intrinsically open to the four types of AES, whether it has access to advisory service,
whether other farmer-agents in its social network has positive experience. The impact of the four
factors are set to be four probabilities: “prob-open-experience”, “prob-intrinsic-open”, “prob-open-
advisory” and “prob-open-social”, subject to standard uniform distribution U(0,1). At the end of
this process, the farmer-agent either goes into the next step (if openness is true) or exits the decision-
making process (if openness is false)

2.3 Model Data Sources and Stochasticity

Data sources. The model is parameterised using four sets of data. Firstly, we use
Land Parcel Identification System (LPIS) data received from UK Rural Payments
Agency to set up farmer- and field- agents. Secondly, CSS adoption data fromNatural
England2 is used to inform the model baseline of AES adoption in term of adoption
volumes and patterns. Thirdly, we use themean estimates of carbon density in topsoil
published by UK Centre for Ecology & Hydrology3 to set soil quality parameter
of field agents. The last, we conduct a DCE in Humber aiming to study farmers’
preferences and the WTAs under different scheme design conditions.

2 https://naturalengland-defra.opendata.arcgis.com/datasets/Defra::countryside-stewardship-sch
eme-agreements-england/about.
3 https://eip.ceh.ac.uk/naturalengland-ncmaps/reportsData.

https://naturalengland-defra.opendata.arcgis.com/datasets/Defra::countryside-stewardship-scheme-agreements-england/about
https://eip.ceh.ac.uk/naturalengland-ncmaps/reportsData
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Model stochasticity. In deriving famer-agents’ openness, we apply a standard
uniform distribution to set the influence of the modelled factors. Therefore, a farmer-
agent’s openness status can vary at different simulation time ticks. While waiting for
the DCE to complete, we set random values for farmer-agents’ WTA assuming that
the WTA towards one AES in farmer population is subject to the normal distribution
with a mean value and a given standard deviation. The WTA of farmer-agents is set
in the initialisation and stays fixed in a simulation. Field-agents in the model are
static agents.

2.4 The Model Implementation

The model is implemented in NetLogo [27]. Simulations and sensitivity analysis are
run using the R package nlrx [28].

3 Preliminary Results and Discussion

3.1 Global Sensitivity Analysis

We run the Morris screening method, a.k.a. Morris elementary effect screening
method, for global sensitivity analysis, with the aim of better understanding the
importance of the parameters in the model. Elementary effects refer to the changes
of model output that are solely due to changes in a particular model input [29].
Morris screening is a one-factor-at-a-time (OAT) method that produces two sensi-
tivity measures based on the elementary effects of model input factors’ samples: one
is the estimated mean of elementary effects, measuring the overall effect of a param-
eter on the output, noted as μ; the other is estimated standard deviation indicating a
dependency on other parameters, noted as σ. A revised measure μ∗ is “the estimate
of the mean of the distribution of the absolute values of the elementary effects” [30].
Although μ∗ is sufficient to produce a ranking of the parameters, this measure does
not show the positive or negative effect of a parameter on the model. Therefore, we
use all three measures in our analysis. Detailed algorithm description of the Morris
screening method can be found in the book by Saltelli et al. [31].

3.2 Experiment Design

We set our model to run the status quo scenario, in which we set the AES designs
to represent the current CSS designs in England. We run the model for one tick
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Table 2 AES parameter values in the ABM

AES types Payment (£/ha) Length (years) Bureaucracy Minimal area (ha)

Buffer strips (BS) 524 5 Medium 0

Grassland management
(GS)

124 5 Medium 0

Cover crops (CC) 183 5 Medium 0

Arable land conversion
to grassland (CVN)

321 5 Medium 0

(representing one year), in which farmers’ prior AES experiences are set according
to the CSS AES adoption data in 2019 at the beginning of a simulation.

The AES scheme parameter values are listed in Table 2. The payment is the
average payment level of the AES in each AES group in Table 1. As the minimal
area is not explicitly stated in the CSS descriptions, it is set to be 0 in the experiment.
We assume current schemes are medium bureaucracy level for farmers.

The input data sample. We run the experiment and analysis based on a sample
data containing 352 farmers to reduce the computational cost in the experiment. The
farmers are sampled based on the farmers’ FSA and account for 10% of the whole
Humber region farmers. We compare the proportions of different types of fields in
the whole dataset and in the sample data (Fig. 2) and conclude that the sample data
is representative of the whole dataset, because the proportions of arable fields and
grassland fields in the whole dataset and the sample dataset are at similar levels and
these two types of fields are the eligible land types for the four modelled AES.

Model output measure. The model output is measured by total farm adoption rate.
The total farm adoption rate Rfarm is calculated by the number of farms participating
AES NAES−farms divided by total number of farms in the region Nfarms:

Rfarm = NAES−farms/Nfarms (1)

3.3 Results and Discussion

The Morris screening results are listed in Table 3. The model is run for 50 times for
each parameter setting and the mean values of Morris measures μ, μ∗, and σ are
calculated for discussions in this section.

We tested seventeen model parameters, including: the average of WTA for buffer
strips (WTA-BS), cover crops (WTA-CC), grassland management (WTA-GM) and
conversion of arable land to grassland (WTA-CVN) in the farmer-agent population,
the standard deviation of the WTAs (SD-WTA), the envisioned areas for the four
types of AES (envisioned-area-BS, envisioned-area-CC, envisioned-area-GM and
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Fig. 2 The fraction of number of fields in different land use in Humber region. Arable fields,
grassland fields and horticultural fields account for 59.8%, 39.6% and 0.6% respectively among all
agriculture fields. In the sample data, arable fields and grassland fields account for 59.4, 39.8 and
0.8%

Table 3 Morris screening
results Parameters μ∗ σ μ

WTA-BS 0.237 0.204 −0.237

WTA-GM 0.17 0.279 −0.17

WTA-CC 0.072 0.119 −0.072

WTA-CVN 0.105 0.125 −0.105

SD-WTA 0.103 0.04 −0.103

prob-intrinsic-open-BS 0.165 0.294 0.165

prob-intrinsic-open-CC 0.556 0.072 0.556

prob-intrinsic-open-GM 0.057 0.075 0.055

prob-intrinsic-open-CVN 0.110 0.124 0.115

access-to-advisory 0.073 0.073 0.070

prob-open-advisory 0.073 0.129 0.073

prob-open-social 0.070 0.094 0.070

prob-open-experience 0.015 0.022 0.0005

envisioned-area-BS 0 0 0

envisioned-area-CC 0 0 0

envisioned-area-GM 0 0 0

envisioned-area-CVN 0 0 0
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envisioned-area-CVN), the probability that a farmer-agent has access to advisory
services (access-to-advisory) and the probabilities that a farmer-agent becomes open
because of the advisory services (prob-open-advisory), its prior AES experience
(prob-open-experience), the social network (prob-open-social) and being intrinsi-
cally open to the four types ofAES (prob-intrinsic-open-BS, prob-intrinsic-open-CC,
prob-intrinsic-open-GM and prob-intrinsic-open-CVN).

Theμ∗ value indicates the relative importance of a parameter to the model output.
Therefore,we categorise the parameters’ importance into four levels—high,medium,
low and minimum according to μ∗ (Table 4). The parameters of high importance
include the average WTA for buffer strips, the average WTA for grassland manage-
ment and the probability of a farmer-agent being intrinsically open to buffer strip,
amongwhich the averageWTAof buffer strips is themost influential parameter to the
total farm adoption rate. The parameters of medium importance include the average
WTA for cover crops and arable land conversion to grassland, the probability of a
farmer-agent having access to advisory, the probability of a farmer-agent becoming
open due to advisory services, and the probabilities of a farmer-agent being intrin-
sically open to grassland management, cover crops and arable land conversion to
grassland. Envisioned areas for the four types of AES have minimum impact on the
total farm adoption rate, because envisioned areas do not play a role in a farmer’s
decision on adopting or not, but affect the amount of contract area once it decides to
participate.

We notice that the probability of farmer-agents’ being open due to previous
experience falls into the low importance category. Because farmer agents’ prior
experience is updated every tick in a simulation, it has a cumulative effect when
running the model for more ticks. Therefore, the importance of the prior experience
factor compared to other openness-related factors is underestimated in this one-tick
simulation setting.

The negative μ values indicate that the farmer-agents’ average WTA has negative
impact on the total farm adoption rate. In comparison, the positive μ values indicate
that the openness-related parameters have a positive impact on the model output
measure.

Table 4 Importance of the model parameters

Importance Mean of μ∗ Parameters

High > 0.15 WTA-BS, WTA-GM, prob-intrinsic-open-BS

Medium > 0.05 and <
0.15

WTA-CC, WTA-CVN„ SD-WTA, access-to-advisory,
prob-open-advisory, prob-open-social, prob-intrinsic-open-CC,
prob-intrinsic-open-GM, prob-intrinsic-open-CVN

Low < 0.05 and >
0

prob-open-experience

Minimum 0 envisioned-area-BS, envisioned-area-CC, envisioned-area-GM,
envisioned-area-CVN
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Fig. 3 TheMorris sensitivity measuresμ∗ and σ for the thirteen influential parameters in themodel
on total farm adoption rate

We plot the rest parameters in the (μ∗, σ) plane suggested by Saltelli et al. [31]
in Fig. 3, excluding the minimum important parameters (i.e., envisioned areas). The
figure shows that the input parameters with higher μ∗ values also have higher σ

values, which implies that the effect of these parameters on the model output is
non-linear.

The Morris method is useful in the model verification and carlibration. On one
hand, the results demonstrate the linkage between our conceptual model and the
computer implementation, as a verification of the model; On the other hand, the
analysis offers us insights about the model parameters’ importance on the specified
model output, which can be used to prioritise the most influential factors in the
carlibration.

4 Conclusion and Future Work

In this paper, we introduced the BESTMAP-ABM-UK, which simulates Humber
farmers’ decision-making process in consideration of farmers’ social, behavioural
and economic factors when deciding the participation of buffer strips, cover crops,
grassland management and arable land conversion to grassland. We applied the
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Morris screening method as a global sensitivity analysis in running a status quo
scenario. The results show that the farmers’ averageWTA for buffer strips and grass-
land management and the probability of a farmer being intrinsically open to buffer
strips affect the total farm adoption rate most significantly. The higher the farmers’
average WTA is, the less they adopt, while the higher the likelihood of farmers’
being open, the more farmers adopt AES, which confirms the conceptual design of
the model. These findings not only verify that the computer model is an accurate
implementation of the conceptual design, but also inform us the most influential
parameters in the model.

In the future, we will apply the Morris screening method in other experi-
ments, including running the model for multiple ticks and using other model output
measures, for example, the total number of AES contracts and adoption prediction
error.Wewill then prioritise our focus on themost influential parameters in themodel
calibration stage.
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Abstract For exploration of future transition paths of the energy system and the
complex challenges related to it, modeling components that are either a part of or
connected to the energy system is primary. Here, co-simulation approaches facilitate
integrated simulation scenarios by coupling simulationmodels developed in different
programming languages, based on different modeling paradigms, and depicting vari-
ous domains of the energy system (e.g., industry, households, or the electricity grid).
However, co-simulation approaches exhibit a range of challenges and are thus under-
exploited when investigating socio-technical transitions. We introduce a design and
modeling process for an agent-based co-simulation framework, which aims to foster
interdisciplinary collaboration considering multiple socio-technical elements of the
energy system. This starts with building an information model for simulation plan-
ning and collecting inputs and outputs of different models. Finally, a modularization
approach defines simulation sub-scenarios to simplify modeling interdependencies.
Additionally, we present two exemplary scenarios: (i) the impact of households‘
energy-related behavior on power grid stability and (ii) the co-evolutionary supply
and demand dynamics of energy storage technologies in the industrial sector.
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1 Introduction

The energy system represents a complex, socio-technical system whose transition to
low-carbon energy involves changes within several domains and dimensions, such
as the demand side (consumer practices), the supply side (infrastructure, technolo-
gies, business models), the intermediate layers (storage, transmission, distribution,
trading), and institutional dimensions (policies, regulations). In this regard, energy
models are “powerful tools for a systematic, quantitative and forward-looking anal-
ysis” [8, p. 162] that might help to inform policy-making [18] to approach these
complex challenges. Typically, this involves evaluating future transition pathways
or scenarios that seek to achieve predefined, sustainability-related targets (i.e., envi-
ronmental or economic impact, social acceptance, and security of supply) [11]. The
suitability of different energymodeling approaches has already been investigated and
compared in recent studies [8, 12], which highlight how each paradigm represents
a particular perspective on energy modeling—each associated with its respective
prospects and challenges, and no specific method being superior to another [12].

The majority of existing energy system simulation models (cf. reviews in [3, 4])
either address particular problems and objectives (e.g., generation capacity, renew-
ables mix, grid optimization) or represent a specific part of the energy sector (e.g.,
residential customers, wind power). Consequently, domains not in focus are often
included as boundary conditions or based on simplifying assumptions. In this context,
researchers note the need for more realistic models that integrate multiple elements
(e.g., political, economic, technological) aswell as their interactions and co-evolution
[12]. Some authors particularly emphasize the lack of adequate incorporation of
social elements in energy models [6] and voice the need for more early interdisci-
plinary collaboration [24]. With regard to the latter, authors have already proposed
the application of common socio-technical concepts and terminologies to foster the
exchange in interdisciplinary teams [7], the sharing of tools, data, and strategies
to increase transparency, accessibility, and re-usability of models [15, 20], or the
utilization of disciplinary expertise to circumvent respective drawbacks [8].

We follow up on this discussion and intend to raise awareness of co-simulation,
which aims to couple diversemodels in integrated simulation scenarios andwhich has
not yet received adequate attention in modeling socio-technical transitions. Accord-
ing to a keyword analysis on Scopus by [23], related literature has been steadily
growing over the last decades. However, the use of energy system co-simulation is
still more common in technical and mathematical disciplines than in computational
social sciences, indicating a need for further research with respect to the inclusion
of human and social behavior models [26].

This paper presents potentials and challenges of co-simulation as a tool for model-
ing socio-technical energy transitions. Based on the authors’ interdisciplinary project
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MoMeEnT (“Modelling the socio-technical multi-level architecture of the energy
system and its transformation”), a design process is introduced to support modelling
activities. This process starts on a content level by collecting data in an information
model and then proceeds step-wise towards setting up co-simulation scenarios based
on general research aims and built-in hypotheses.

We introduce the general idea of co-simulation in Sect. 2, address our own co-
simulation approach in Sect. 3, and provide exemplary scenarios in Sect. 4. In Sect. 5,
we conclude with a discussion of our proposed process and mention crucial aspects
that need consideration when adopting it.

2 Background: Co-simulation Approaches and Concepts

Generally, co-simulation encompasses a set of coupled simulators, each implement-
ing a model intended to represent real-world entities, phenomena, or processes (e.g.,
the power distribution grid, industrial processes, or households) [17]. Collectively,
these simulators form a complex system. Dynamic interconnections and interdepen-
dencies between simulators are established through data interfaces, i.e., the definition
of data flows. Thus, the simulators can operate simultaneously, are only loosely cou-
pled, and retain individual time step sizes.

A variety of methods and concepts for co-simulation exists [5, 16], but often
the various simulators are not linked directly within a co-simulation. Usually, a
central “master algorithm” or co-simulation framework coordinates the setup and
initialization of the simulators, the order of execution, the time step synchronization,
and the exchange of data [17]. According to [17, p. 40], the actual “art” of co-
simulation lies within this orchestration of simulators.

From the authors’ perspective, using co-simulation for modeling socio-technical
transitions brings the following benefits: Firstly, instead of a monolithic simulation
of a single domain, co-simulation inherently supports holistic simulation that inte-
grates multiple domains with sub-system interactions. Secondly, it allows reusing
established, well-suited, and potentially well-developed tools for specific domains
instead of developing new integrated models for every use case. Thirdly, the scenario
definition based on connecting simulator in- and outputs is easier than integrated
modeling approaches. Finally, in contrast to an integrated approach, simulators may
remain black boxes. Consequently, modelers from different disciplines do not need
to know the specifics of the other simulators.

Nonetheless, co-simulation also has challenges compared to other simulation
approaches, from which we see the following three as the most important. Issue 1:
Coupling diversemodels can still be complex and demanding if there aremanymodel
interdependencies. Issue 2: The complexity ofmultiple coupledmodels can also com-
plicate the validation of scenarios, might decrease the robustness of a simulation, and
can reduce the performance. Issue 3: A core task of co-simulation frameworks is to
harmonize the time steps of all models. Usually, transition processes are long-term
scenarios where the models have diverging time scales which need specific handling.
In the next section, we address these issues using our proposed approach.
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3 Proposed Co-simulation Design Process and Workflow

The design of an interdisciplinary co-simulation scenario can be challenging because
many data flows and interdependencies of the models need consideration and
expected simulation outputs need to be defined (Issue 1). Even if the modelers from
different domains can work independently on their models, a collaboration between
multiple domain experts is crucial for this design process. For assistance, a previ-
ously developed approach, based on an information model for simulation planning
[21, 22], was integrated with a new method to define general aims and hypothe-
ses for the simulation. The overall methodological framework is depicted in Fig. 1,
summarizing the objectives of each process step (O) and the supporting tools (T).

The information model provides an ontological structure to describe the data
flows between models [22]. We started the collaborative design process with model
collection and data flow modeling in the form of a mind map, later converted to a
structure that allows automated content export in the ontological datamodel, enabling
further processing and information extraction to support the scenario planning pro-
cess. Nevertheless, dialogue on the common understanding of terms and concepts is
still necessary, e.g., to avoid conceptual redundancies between models, but can be
supported by existing domain ontologies.

Although co-simulation allows the integration of heterogeneous models into a
holistic socio-technical system, this representation has a cost (Issue 2): It requires
validation on both the micro-level of individual sub-models and the macro-level of
the coupled system or scenario. According to different authors, judging the latter
form of validity represents a considerable task in co-simulation, and there is still
a need for further research regarding the representation and enforcement of model
validity assumptions [16, 17, 23].

To overcome such complexity and validation issues on the macro-level, we
decided to include an intermediate ‘meso-level validation’ by modularizing the full
scenario (i.e., all eight simulators in Fig. 1) into smaller sub-scenarios. Model depen-
dencies within a simulation scenario thus become more manageable and allow for
focused investigation and discussion of specific model interactions, ultimately help-
ing to enhance content validity.

As a first step, we discussed critical challenges, which require a limited num-
ber of sub-system models (i.e., a smaller group of simulators) coupled within a
simulation scenario. Such challenges—or “bottlenecks”—arise, for example, from
current inefficiencies, unused potentials, or path dependencies that impede or even
prevent low-carbon transitions towards sustainability [13]. After interdisciplinary
discussions, we formulated various ‘general aims’ (i.e., research questions) to be
addressed by different simulator sub-sets. In the early phase of the modeling pro-
cess, these general aims provided framing for the further specification of more man-
ageable co-simulation sub-scenarios and their analytical boundaries (e.g., simulated
time horizon). Two exemplary general aims are discussed in Sects. 4.1 and 4.2.

Since the general aims still describe complex simulation scenarios, we trans-
formed them into more specific hypotheses: These represent sub-scenarios that deal
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with the assumed interdependencies between in- and output variables of a limited
number of simulators. Consequently, hypotheses can be linked to the information
model to show which data flows are needed for their implementation.

Nevertheless, the relatively small number of design steps should not obscure the
fact that forming such general aims and hypotheses is a lengthy process of discourse
and coordination between the involved modelers. The “black-box” character of co-
simulations (cf. [23]) benefits modelers to collaborate without intricate knowledge
of models outside their discipline. However, an exchange of (implicit) assumptions
within and between the individual simulators is necessary to increase the consistency
of co-simulation scenarios. On the one hand, a collaborative whiteboard platform
(i.e., Miro) allowed us to visualize interdependencies between simulators in a sim-
plified way, highlighting possible overlaps or reinforcing loops in the context of a
general aim. On the other hand, information exported from the mind map (i.e., the
variousmodel components) was collected in a spreadsheet (i.e.,Microsoft Excel) and
used as ’building blocks’ for deriving hypotheses and specifying the implemented
scenarios within the co-simulation framework mosaik.

Co-simulation framework: mosaik

For setting up co-simulations many different frameworks exist, as compared in [27].
The framework mosaik1 was selected here because of its focus on usability and
flexibility, as described in [25], and because it is available as open-source software.
The core of mosaik is Python-based and provides a component API to connect mod-
els from diverse programming languages and integrate them into scenarios with a
scenario API.

The coupling of diverse models in a co-simulation increases complexity, hampers
the validation and robustness of simulation, and raises performance issues (Issue 2).
For a robust simulation, we propose the observer/controller architecture described in
[19],which observes parts of the simulation for critical states and reacts under specific
conditions or takes control. Performance, albeit not the primary focus ofmosaik, can
be addressed by distributing computation to multiple computers and optimizing the
temporal aspects of a scenario, e.g., by calculating a set of representative days instead
of doing a full-year simulation.

Issue 3 is generally addressed by co-simulation frameworks, as it is one of their
primary tasks to orchestrate the different simulators by organizing their data flows and
execution times. For substantial differences in time scale, a new mosaik-aggregator
component has been developed. It can be placed between two simulators and aggre-
gates outputs of one simulator over time and provides these aggregated results as
input to the other simulator. Thus, simulators do not need to adapt to different time
scales and reduce their universality.

1 https://mosaik.offis.de.

https://mosaik.offis.de
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4 Example Scenarios

Here, to provide a concrete application of the process proposed above, we present
two exemplary scenarios, describe the simulators involved and discuss the challenges
encountered in their coupling.

4.1 Scenario 1: Electrification of Residential End-Users

The first scenario investigates the effects of electrification and flexibility increase
in residential energy demand, focusing on space heating with heat pumps, electric
vehicle charging, and distributed generation from photovoltaic (PV) systems. Mod-
ularization generates three interrelated hypotheses: (HP1.1) increased investments
in electrical technologies lead to an increase in grid volatility; (HP1.2) Demand-
Side Management (DSM) program benefits (i.e., lower energy costs and increased
self-consumption) foster the adoption of low carbon technologies; and (HP1.3) con-
sumers’ active engagement in DSM programs alleviates congestion risk due to low-
carbon technology adoption. It is noteworthy that this list of hypotheses is not exhaus-
tive. However, it represents a good starting point for understanding the behavior of
coupled models and exploring emerging dynamics.

Simulators. This scenario contains two types of simulators. One deals with residen-
tial technology adoption and energy consumption patterns, and the other represents
a distribution grid to assess the technical aspects of the hypotheses.

SimCo-Energy2 aims to model households’ long-term adoption decisions in vari-
ous energy-related domains, specifically PV systems, household appliances, heating
systems, and car-basedmobility. To capture the varying complexity and rationality of
investment decisions (e.g., habitual or reflecting-calculating) as well as social influ-
ences (e.g., conformity and trust), households’ decision rules follow the Consumat
approach [10] and its ABMS-implementation by [14]: Households evaluate the ful-
fillment of their social and personal needs by comparing the perceived performances
of available technologies with regard to multiple evaluation criteria (e.g., financial
consequences, environmental impact, or effort). An online survey is used to collect
empirical data for calibrating the household agents (e.g., concerning preferences).

Residential energy demand is simulated by demod,3 a Python library that pro-
vides a set of modules to assemble Germany-based domestic energy demand models
in a customizable, fully documented, and open-source manner. It implements an
activity-based approach to energy demand modeling. From time-use statistics, activ-
ity profiles of individual household members are generated stochastically with a time
resolution of 10min. Household activity profiles, technical characteristics, and sta-

2 SimCo-Energy is an adaption of the general-purpose ABMS framework SimCo (“Simulation of
the governance of complex systems”) [1].
3 https://demod.readthedocs.io/en/latest/.

https://demod.readthedocs.io/en/latest/
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tistical data of different appliances are then used as input to simulate switch-on/off
events and the daily electrical load profile with a time resolution of 1min. An appli-
cation of this model in a co-simulation scenario is provided in [2].

SIMONA4 is an agent-based simulation framework representing modern distri-
bution networks and aids in grid planning and operation. The software is written in
SCALA and uses the AKKA agent framework. The primary feature of SIMONA is to
provide distribution grid forecasts using different load profiles. It efficiently solves a
distributed power flow across multiple voltage levels connected by transformers [9].
The results obtained from the power flow calculations provide valuable insights into
how the applied load affects grid parameters such as nodal voltages and line load-
ings. Consequently, one can gauge the congestion level and the risk to the security
of supply in a distribution grid.

Coupling. In the initialization phase, the input data of the simulators (e.g., popu-
lation size and grid characteristics) must generate a plausible simulation scenario
for each. For example, undersizing the grid relative to population size or PV or
EV penetration makes the simulation impractical since SIMONA will generate solu-
tions incompatible with grid constraints. Second, during the simulation of two or
more behaviors/dynamics belonging to the same agent, the characterizations of this
agent in the different simulators must be consistent. For example, although SimCo
and demod treat two distinct consumer behaviors, they share some variables related
to their profiling, such as socio-psychological factors, which requires care at the
parametrization stage, data collection planning, and processing.

In the simulation phase, it is necessary to couple the inputs and outputs of the dif-
ferent simulators. This requires adapting the data format and additional processing to
handle the models’ different spatial and temporal scales. Indeed, demod can generate
both appliance-level and household-level electricity profiles with 1min resolution.
This data must be aggregated (via mosaik-aggregator) every 30min to provide the
average household consumption needed by SIMONA to solve the network power
balance equations and every month to provide the monthly energy consumption per
device to SimCo agents.

Ideally, the coupling results should show the importance of the co-evolutionary
dynamics between low-carbon technology adoption behavior, device usage, and dis-
tribution grid operation in the transition towards a decarbonized, electrified, demand
flexibility-based energy system. Therefore, a better understanding and quantification
of consumer responses (e.g., to blackout risks due to grid congestion) will help form
new energy interventions and policies.

4.2 Scenario 2: Electrification of Industrial Prosumers

The second scenario aims to study the co-evolutionary dynamics of supply and
demand of energy storage technologies and the existence of so-called waiting games

4 https://simona.ie3.e-technik.tu-dortmund.de.

https://simona.ie3.e-technik.tu-dortmund.de
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and volatility in market tipping behavior. This combination of models studies the
impact of government interventions such as taxation and subsidies on the devel-
opment and adoption of storage technologies, which supports energy policy rec-
ommendations. Thus, we formulate two hypotheses: (HP2.1) supporting industrial
research and development of green technology drives its adoption and thereby the
energy transition; and (HP2.2) an increase in industrial adoption of renewable energy
technology amplifies its development by increasing scale and lowering unit costs.

Simulators. This scenario uses three simulators, the active local industry energy
network (ALIEN), an energy technology innovation process model (SKIQ), and a
governance module (as part of SimCo).

The goal of ALIEN is to represent industrial companies and their energy usage
as well as their energy management agents (EMA). They actively cost optimize
their energy consumption and production by managing their self-load, solar power
production, and flexibility from storage.

In brief, SKIQ has a population of firms engaged in developing technologies
reproducing empirically-grounded learning curves in key performance parameters
and price. In this project, SKIQ simulates firms involved with developing and selling
energy storage technologies to customers (represented by ALIEN), buying these
technologies to reduce energy costs.

SimCo’sgovernancemodule entails a set of possible interventions (like technology
bans or specific subsidies), which activate based on boundary conditions like overall
emissions of industry, market penetration of certain old or new technologies, or
percentage of renewable generation in the system.

Coupling. The co-simulation framework mosaik initializes the simulators by spec-
ifying the size of the population of buyers (ALIEN) and suppliers (SKIQ) and their
respective endowments (available capital, energy consumption/generation profile,
battery technology specialization, etc.) as well as a set of possible government inter-
ventions (SimCo) and their activation conditions. During the simulation, mosaik
functions as a communication channel for the sets of technologies offered (from
SKIQ to ALIEN) and information on which are purchased and required (from ALIEN
to SKIQ and SimCo).

During the process of coupling, several conceptual issues came to light. ALIEN is
a ’technical’ decision support tool that models the adoption of energy storage tech-
nology by a single industrial firm in extensive detail. In contrast, SKIQ is a ’social’
simulation model in which a population of technology developers are making and
selling energy storage technologies on the market to a range of industrial firms. To
couple both simulators, a simplified population of industrial firms is needed to con-
nect to SKIQ. This population simplifies the industrial firms’ energy management
by excluding uncertainty to reduce computational expenses. However, due to the
short-term focus of the industrial agents, ALIEN lacks forward-looking decisions
and the formulation of technical requirements. Consequently, technology developers
in SKIQ make their technology development decisions based on actual purchases
and not on needs, thereby not on potential future purchases. So, with information
shortage on (yet unmet) requirements from the industry, decisions on the technology
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development direction by agents in SKIQ are reactive rather than proactive. Further-
more, ALIEN and SKIQ have different time resolutions, which must be aggregated
by mosaik.

The ALIEN-SKIQ simulation results reveal segments of the parameter space in
which desirable technologies have a strong tendency to become dominant at an
acceptable rate. Depending on the scenario, government intervention is needed to
tip the market toward desired technologies and accelerate their development and
adoption.

5 Discussion and Conclusion

In this paper, we presented the potentials and challenges of co-simulation as a tool for
modeling energy transitions and exploring co-evolutionary dynamics between dif-
ferent socio-technical elements of the energy system. As interdependencies increase,
coupling becomes more complex, both in terms of conceptualization (models) and
implementation (simulators). Therefore, we proposed a design process to support
modelling activities and simulation planning, which is based on an information
model.Usingmindmapswith an ontological datamodel is an easy-to-use approach to
visualize the simulation infrastructure and simultaneously perform targeted queries
about the type of data flows between simulators. Thus, it eases collaboration and com-
munication among multi-disciplinary researchers without extensive familiarization
with specific modeling tools.

In addition, to address validation challenges at the micro/macro-level (at the level
of individual sub-models and coupled systems or scenarios, respectively), we sup-
plemented the information model with a problem modularization strategy based on
general aims and hypotheses. Accordingly, instead of using an integrated, complete
co-simulation scenario, we divide the overarching research question into separate
sub-scenarios that use a subset of simulators. Each sub-scenario or general aim seeks
to study a possible “bottleneck” of the energy system transition where a limited num-
ber of sub-system model couplings is required. While structuring the problem into
general aims simplifies the definition of analysis boundaries and scenario parame-
ters and reduces the number of coupled simulators, validating and understanding the
co-simulation remains a complex task. Thus, we further modularized the problem by
extracting a set of hypotheses for each general aim, studying dynamics in isolation
without complications arising from co-evolution with other simulators. It is impor-
tant to note that this also simplifies cross-validation with (limited) formal models,
comparison with historical data, and verification of stylized facts.

Although this work proposes a methodological approach to overcome some chal-
lenges in co-simulation design, we cannot overlook the following limitations: Firstly,
while co-simulation facilitates the distribution of modeling activities over domain
experts and programming in different languages, modelers still require a concep-
tual understanding of distinct simulators beyond the technical specifications of the
interfaces. Secondly, in repurposing simulators, the adequacy of internal simulator
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data and model assumptions needs to be reassessed, especially when time horizon
or spatial setting changes between simulator deployments, the stationarity of certain
variablesmay be implausible given underlying trends, agent heuristics and objectives
may change, the time resolution of simulation is impractical, or specific value ranges
are not appropriate.

To conclude, we believe it is important to emphasize that the co-simulation
approach, besides its original function of coupling and orchestrating independent
simulators, provides a concrete common basis for the critical analysis of socio-
technical energy systemmodels through the joint exploration and unambiguous spec-
ification of research questions, simulator purposes and operational assumptions by
various domain experts. Indeed, only through an iterative process in which the inter-
faces, purposes and operational specifications of subsystem models are informed in
a multidisciplinary manner can one aspire to model the complexity and nonlinearity
of the interconnected actor-dense socio-technical energy system.

Acknowledgements The work presented in this paper was funded by the German Research Foun-
dation (Deutsche Forschungsgemeinschaft, DFG)—409620273; 409628680; 409625677 and the
Swiss National Science Foundation (SNSF)—182878.

References

1. Adelt, F., Weyer, J., Hoffmann, S., Ihrig, A.: Simulation of the governance of complex systems
(SimCo): basic concepts and experiments on urban transportation. J. Artif. Soc. Soc. Simul.
21 (2018)

2. Barsanti, M., Schwarz, J.S., Gérard Constantin, L.G., Kasturi, P., Binder, C.R., Lehnhoff, S.:
Socio-technical modeling of smart energy systems: a co-simulation design for domestic energy
demand. Energy Inform. 4(3), 12 (2021)

3. Connolly, D., Lund, H., Mathiesen, B.V., Leahy, M.: A review of computer tools for analysing
the integration of renewable energy into various energy systems. Appl. Energy 87(4), 1059–
1082 (2010)

4. Fattahi, A., Sijm, J., Faaij, A.: A systemic approach to analyze integrated energy system mod-
eling tools: a review of national models. Renew. Sustain. Energy Rev. 133, 110195 (2020)

5. Hafner, I., Popper, N.: On the terminology and structuring of co-simulation methods. In: Zim-
mer,D., Bachmann,B. (eds.) Proceedings of the 8th InternationalWorkshop onEquation-Based
Object-OrientedModeling Languages andTools, pp. 67–76.ACM,NewYork,NY,USA (2017)

6. Hansen, P., Liu, X., Morrison, G.M.: Agent-based modelling and socio-technical energy tran-
sitions: a systematic literature review. Energy Res. Soc. Sci. 49, 41–52 (2019)

7. Hinker, J., Hemkendreis, C., Drewing, E., März, S., Rodríguez, D.I.H., Myrzik, J.M.A.: A
novel conceptual model facilitating the derivation of agent-based models for analyzing socio-
technical optimality gaps in the energy domain. Energy 137, 1219–1230 (2017)

8. Hirt, L.F., Schell, G., Sahakian, M., Trutnevyte, E.: A review of linking models and socio-
technical transitions theories for energy and climate solutions. Environ. Innov. Societal Transit.
35, 162–179 (2020)

9. Hiry, J., Kittl, C., Sarma, D.S., Oberließen, T., Rehtanz, C.: Multi-voltage level distributed
backward-forward sweep power flow algorithm in an agent-based discrete-event simulation
framework. Electr. Power Syst. Res. 213, 108365 (2022)



488 F. Adelt et al.

10. Jager, W., Janssen, M.: The need for and development of behaviourally realistic agents. In:
Goos, G., Hartmanis, J., van Leeuwen, J., Sichman, J.S., Bousquet, F., Davidsson, P. (eds.)
Multi-Agent-Based Simul. II, vol. 2581, pp. 36–49. Springer, Berlin Heidelberg (2003)

11. Jewell, J., Cherp, A., Riahi, K.: Energy security under de-carbonization scenarios: an assess-
ment framework and evaluation under different technology and policy choices. Energy Policy
65, 743–760 (2014)

12. Köhler, J., de Haan, F., Holtz, G., Kubeczko, K., Moallemi, E., Papachristos, G., Chappin, E.:
Modelling sustainability transitions: an assessment of approaches and challenges. J. Artif. Soc.
Soc. Simul. 21(1) (2018)

13. Loock,M.: Unlocking the value of digitalization for the European energy transition: a typology
of innovative business models. Energy Res. Soc. Sci. 69, 101740 (2020)

14. Moglia, M., Podkalicka, A., McGregor, J.: An agent-based model of residential energy effi-
ciency adoption. J. Artif. Soc. Soc. Simul. 21 (2018)

15. Morrison, R.: Energy systemmodeling: public transparency, scientific reproducibility, and open
development. Energy Strategy Rev. 20, 49–63 (2018)

16. van Nguyen, Besanger, Y., Tran, Q., Nguyen, T.: On conceptual structuration and coupling
methods of co-simulation frameworks in cyber-physical energy system validation. Energies
10(12), 1977 (2017)

17. Palensky, P., van der Meer, A.A., Lopez, C.D., Joseph, A., Pan, K.: Cosimulation of intelligent
power systems: fundamentals, software architecture, numerics, and coupling. IEEE Industr.
Electron. Mag. 11(1), 34–50 (2017)

18. Papachristos, G.: Towards multi-system sociotechnical transitions: why simulate. Technol.
Anal. Strat. Manage. 26, 1037–1055 (2014)

19. Richter, U., Mnif, M., Branke, J., Müller-Schloer, C., Schmeck, H.: Towards a generic
observer/controller architecture for organic computing. GI Jahrestagung 93, 112–119 (2006)

20. Schulze, J., Müller, B., Groeneveld, J., Grimm, V.: Agent-based modelling of social-ecological
systems: achievements, challenges, and a way forward. J. Artif. Soc. Soc. Simul. 20 (2017)

21. Schwarz, J.S., Elshinawy, R., Ramírez Acosta, R.P., Lehnhoff, S.: Ontological integration of
semantics and domain knowledge in hardware and software co-simulation of the smart grid.
In: Fred, A., Salgado, A., Aveiro, D., Dietz, J., Bernardino, J., Filipe, J. (eds.) Knowledge
Discovery, Knowledge Engineering and Knowledge Management, vol. 1297, pp. 283–301.
Springer, Cham (2020)

22. Schwarz, J.S., Witt, T., Nieße, A., Geldermann, J., Lehnhoff, S., Sonnenschein, M.: Towards an
integrated development and sustainability evaluation of energy scenarios assisted by automated
information exchange. In: Donnellan, B., Klein, C., Helfert, M., Gusikhin, O., Pascoal, A.
(eds.) Smart Cities, Green Technologies, and Intelligent Transport Systems, vol. 921, pp. 3–26.
Springer, Cham (2019)

23. Schweiger, G., Gomes, C., Engel, G., Hafner, I., Schoeggl, J., Posch, A., Nouidui, T.: An
empirical survey on co-simulation: promising standards, challenges and research needs. Simul.
Modell. Pract. Theor. 95, 148–163 (2019)

24. Süsser, D., Gaschnig, H., Ceglarz, A., Stavrakas, V., Flamos, A., Lilliestam, J.: Better suited or
just more complex? on the fit between user needs and modeller-driven improvements of energy
system models. Energy 239, 121909 (2022)

25. Steinbrink, C., Blank-Babazadeh, M., El-Ama, A., Holly, S., Lüers, B., Nebel-Wenner, M.,
Ramírez Acosta, R., Raub, T., Schwarz, J.S., Stark, S., Nieße, A., Lehnhoff, S.: CPES testing
with Mosaik: co-simulation planning, execution and analysis. Appl. Sci. 9(5), 923 (2019)

26. Steinbrink, C., Schlogl, F., Babazadeh, D., Lehnhoff, S., Rohjans, S., Narayan, A.: Future
perspectives of co-simulation in the smart grid domain. In: 2018 IEEE International Energy
Conference, ENERGYCON 2018, pp. 1–6 (2018)

27. Vogt, M., Marten, F., Braun, M.: A survey and statistical analysis of smart grid co-simulations.
Appl. Energy 222, 67–78 (2018)



Dynamics of Individual Investments
in Heating Technology

Sascha Holzhauer, Friedrich Krebs, and Lukas Jansen

Abstract The transitionof heat provision in the urbanbuilding stock towards climate
neutral sources poses amajor challenge to German cities. The underlying actor struc-
ture is complex and interlinked. Municipalities set regulatory boundary conditions
and decide on infrastructure investments like district heating networks. Necessary
investments on the premises of house owners are not only inhibited by unavailability
of capital but also by a lack of technical knowledge and ultimately by capacity short-
ages of installation companies. In the paper, we outline the agent-based model being
developed in the course of a new research project aiming to support local heat tran-
sitions by socio-technical modelling and simulation. We aim to represent the invest-
ment dynamics evolving from interactions of building owners with a broader set of
stakeholders, namely energy consultants whose knowledge and thus recommenda-
tions shape the set of investment options, and craftspeople such as plumbers whose
experience has an impact of building owners’ decisions. We outline the integration
of the agent-based model with a model of the local energy system to account for
feedbacks between the heating infrastructure and investment decisions of building
owners. Furthermore, we discuss our approach to auto-parameterise intervention
measures to achieve required rates of investments.
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1 Motivation

Achieving German climate protection targets by 2030 requires stronger incentives
for energetic renovation as well as a significant increase of renewable energy for
heat provision in buildings. The latter can be achieved by switching to heat pumps
as well as extensions of local and district heating grids fed by a high proportion
of renewable energies. The need to act on municipality level has been recognized
by the German government [1]. The goal of the project WAERMER1 is to apply a
methodical integration of energy system optimisation on a district level and agent-
basedmodelling of individual investment behaviour to help identify the requirements
for a successful transition of heat provision in the urban building stock towards
CO2-neutrality.

Often, municipalities plan and realise energy systems based on technical and
economic aspects. However, it has been demonstrated that social impact factors
need to be considered to achieve a successful energy transition [2]. In particular,
the heat transition in the building sector requires mobilisation of capital flows from
individual house owners, who face diverse internal and external barriers inhibiting
investments in innovative heating technology. For instance, they lack equity capital
or are not aware of attractive funding to guarantee profitable investments. In addition,
they may avoid complex planning and building permission processes. Further, lack
of knowledge of the renovation process, benefits and alternative options such as
stepwise transitions or joint neighbourhood heating solutions hinder decisionmakers
to renovate and exchange heating technology. On the other hand, motivation to invest
in new heating technology or to renovate is often based on individual preferences
such as comfort, environmental awareness, energy cost savings, and health issues
[3].

Agent-basedmodelling (ABM) enables investigations about the interplay between
external conditions (regulatory framework, funding opportunities, information provi-
sion) and investment dynamics on the part of individuals. Results have the potential to
provide stakeholders and decision makers in policy, economy and civil society with
evaluations and a-priori impact assessments of technical, regulatory, and business
policy options [4].

Often, single measures do not achieve a significant increase in adoption rates,
but combinations of fiscal policies and subsidies do [5], and also informal measures
such as information campaigns are successful. A reason can be seen in the multi-
stage character of adoption, when initial interest is succeeded by gaining knowledge,
followed by the planning phase and the actual decision, before the new technology
is finally implemented [6]. Each of these stages needs to be triggered and passed
through to end up with the adoption of a new heating technology. ABM is able to
explore the interplay of interventions of various kinds, which has been found crucial
for their success to foster building renovation measures [7].

1 Funded by the German Federal Ministry of Economic Affairs and Climate Action under grant
number 03EI5235A.



Dynamics of Individual Investments in Heating Technology 491

2 Modelling Approach

The focus of the modelling effort is on the identification and mitigation of obstacles
for individual investors under consideration of relevant stakeholders such as munic-
ipality, public utility companies, craftspeople such as plumbers, and energy consul-
tants. To integrate technical and socio-economic aspects, the agent-based model is
part of a common simulation cycle with a planning tool for local heat provision
(Fig. 1). The agent-based model outputs time series of investments per heating tech-
nology and area. Detailed knowledge of the local building stock such as year of
construction, age of building parts and heating system, area, and insulation standard
are required to trigger investments, identify suitable heating options and determine
eligibility of funding. Therefore, a combined approach of synthetic reconstruction
(SR) and combinatorial optimisation (CO) is applied to generate a realistic local
building stock from German census data.

2.1 Integration of ABM with Energy System Modelling

The iterative coupling of the agent-based model with the local energy system
modelling addresses the feedbacks between infrastructural decisions such as imple-
menting district heating or allowing earth drilling to access heat sources, and
individual decision-making based on heterogeneous investment preferences about
heating technologies. Existing infrastructure influences the set of heating options

Fig. 1 Based on a multi criteria analysis (MCA), the local energy systemmodelling tool suggests a
feasible and optimal heat supply solution. Subsequently, the agent-based model simulates building
owners’ decision-making as well as influences from energy consultants and craftspeople. Interven-
tions can be explored to incentivise individuals towards the optimal solution. In case these are not
sufficient, the MCA needs to respect individual decisions to come up with an alternative solution
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Fig. 2 Building owners technology choices and local infrastructure should align for an effective
and cost-efficient operation: local or district heating with a high proportion of connected buildings,
or individual heat supply solutions without investments in common infrastructure

available to investing house owners, while individual investment decisions regarding
the buildings connected to the infrastructure influence the effectiveness of infrastruc-
ture measures. By coupling the models, inconsistencies between the decisions made
by municipalities and building owners can be detected and addressed (Fig. 2). For
instance, the efficient operation of district heating involves a certain proportion of
buildings connected to the grid. The local energy system model may determine the
required number of connections, and by the ABM it can be explored which measures
and combinations are necessary to achieve that proportion, and how these need to be
parameterised.

2.2 Modelling Investment Decisions

In Germany, 85% of the residential building stock is privately owned [8]. The invest-
ment decisions of private building owners are shaped by numerous factors. Figure 3
shows an influence diagram that reflects our initial understanding on the multi-stage
decision-making of private building owners.

Factors influencing building owners’ selection of a heating technology comprise
the influence of plumbers, energy consultants, and their additional social network [9,
10], as well as individual preferences for cost reduction, environment-friendliness,
low planning effort, low installation effort, and comfort. In addition, the model
represents the owners’ expertise regarding technologies and awareness of funding.
Concerning energy consultants and craftspeople, their expertise and preferences
towards specific heating technologies, open-mindedness, and training habits are
deemed relevant to building owners’ decision-making.

Furthermore, the model incorporates feedbacks between installations of certain
kinds, the local infrastructure, and gained experience of and recommendations for
specific technologies via social networks of energy consultants, craftspeople and
peers. A spatially explicit and dynamic social network modelling provides the struc-
ture of social influence relations (Fig. 4). This allows the exploration of impacts on
the frequency, intensity and content of knowledge exchange and recommendations.
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Fig. 3 Influence diagramof the building owners’ decisionmaking about investment in heating tech-
nology. Amber boxes mark external inputs to the agent-based model; hatched boxes are also subject
to internal dynamics. The local infrastructure enables options (e.g., district heating), according
interventions trigger decisions but also consider building owners’ selections. Craftspeople’s recom-
mend depending on their experience, but also react to owners’ demand and train accordingly. Social
influence by peers is subject to their decisions and experiences

Fig. 4 One of the study
areas in Kiel/Germany.
Buildings are shown in red,
and blue arrows represent
social network links of
information exchange and
influence between building
owners
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The implementation will be based on the LARA framework [11]. Private building
owners’ decision making is modelled as a combination of heuristics and an oper-
ationalisation of the Theory of Planned Behaviour [12], which has been proven
to be suitable to incorporate empirical data into agent-based modelling [13, 14].
Figure 3 depicts some of the constructs of the theory: For instance, individual prefer-
ences guiding the investment decision may be understood as the subjective attitude
towards the behaviour, dynamic social influence constructs a subjective norm, and
local infrastructure and building properties are proxies for behavioural control beliefs
of the investor.

2.2.1 Auto-Parameterisation

In the project, we seek to find applicable setups for a successful heat transition
at the community level. This often requires appropriate investment decision by a
sufficient share of building owners. E.g., profitable public investments in district
heating require the number of connected buildings to exceed a certain threshold.
In case the baseline scenario finds that the number of building owners willing to
connect to district heating falls short of this threshold, measures which incentivise
additional home owners to get connected need to be identified. For instance, an
increase in funding of required residential transmission stations is likely to motivate
more owners.However, the funding and therefore expenditure of publicmeans should
not be higher than necessary. For this purpose, we propose auto-parameterisation of
appropriate measures, such that the intervention target is reached but the funding is
minimised.

The task can be interpreted as a specific application of parameter estimation. There
have been many techniques applied for agent-based models to determine parameter
values that minimize the gap between model results and real world observations.
However, the auto-parametrisation is non-trivial because of non-linearity through
e.g. agent interaction and micro–macro-level feedbacks. For example, a rapid uptake
of heat pump installations may have negative effects on the final diffusion if initial
adopters make bad experience (e.g. because of immature technology) and influence
their peers in the way they advise them against this technology.

For these reasons, metaheuristics such as genetic algorithms have been applied
[15]: Initially, a population of parameter sets (chromosomes) is defined. Their fitness
values, i.e. the deviation of simulation results by these parameters and the observation
or target state, are calculated. The best scoring chromosomes become parents and
are subject to crossover and mutations of genes to produce their offspring. Offspring
and parents then form the population of chromosomes for the next iteration until a
stopping criterion is reached (see Fig. 5). Still, these approaches require many model
runs to compute the fitness function of genetic variations, especially because of many
stochastic runs per variation. These are necessary to reflect uncertainty in processes
and remaining parameters.

Broniec [16] propose the use of random variable distributions for agent prop-
erties and polynomial functions as proxies for their behaviour to substitute ABM
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Fig. 5 Process of applying a
genetic algorithm to
parameter estimation

runs during the calculation of fitness scores. Whereas distributions may reflect the
heterogeneity of individuals, polynomials determine how their shape and magnitude
changes each time step. For basic ecological models such as predator and prey or
in epidemiology (SIR model) the method works well. However, for social simula-
tions like investment decisions path dependencies of single agents are expected to
be influential. For the application of investments in heating technology, a modified
approach is to be developed.

3 Discussion

The concise initial literature review of applications of ABM on the adoption of
energy efficient technology highlights its potential to foster sustainable transitions
of heating technology in the building sector. With the proposed ABM approach, we
aim to implement three innovative aspects:

First, we explicitly represent the dynamics evolving from interactions with a
broader set of stakeholders, namely energy consultants whose knowledge and thus
recommendations shape the set of considered options, and craftspeople such as
plumbers whose experience has an impact on building owners’ decisions.

Second, we integrate the agent-based model with a model of the local energy
system, therefore allowing the representation of feedbacks between the heating
infrastructure decisions on the level of municipalities and investment decisions of
building owners.

Third, we conduct empirical studies among building owners as well as interviews
with municipality representatives, energy consultants and craftspeople. The auto-
parameterisation process enables the identification of interventions that allow pre-
defined states of residential heat provision. Themodelling effort will be accompanied
by a series of so-called decision theatres, enabling the feedback of stakeholders about
the modelling approach [17]. Results of ABM simulations will be played back to
them to validate the model by expert knowledge but also feed the discussion with
valuable information about complex interactions.

In existing modelling studies on energy-related adoption decisions, these three
innovations have been identified as missing but of crucial importance [4, 6]. Future
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work will address the conception and implementation of the multi-stage decision
making process involving intermediate phases of information gathering and social
influence between trigger and final decision. Interventions which impact particular
phases need to be operationalised. Various data sources will be fit to the district level
and aligned as a common ground for the ABM and the energy system model.
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How Beliefs on Food and Climate
Change Impact the Dietary Adoption?
An Agent-Based Approach

Maël Franceschetti, Cédric Herpson, and Jean-Daniel Kant

Abstract This paper introduces G-Impact, an agent-based model that combines
modelling of household consumption and belief diffusion. Household decisions
integrate personal impacts (quality, cost), perceived consequences (climate change,
human responsibility), and social norms. The evaluation of these different criteria
relies on household beliefs, which can be exchanged during social interactions. These
beliefs can be used to explain household decisions on a macro and micro scale, and
thus to target information or incentive policies. Themodel is applied to dietary choice
in France, among the omnivorous diet (INCA3), the flexitarian diet and the vegetar-
ian diet. In the control simulation, we observe a significant increase in the proportion
of flexitarians, and a slight increase in the proportion of vegetarians over 5years. We
also illustrate the need to properly inform households with the emergence of fake
news.

Keywords Agent-based model · Consumer behavior · Opinion dynamics · Social
norms · Dietary adoption

1 Introduction

Given the growing climate risks on a global scale and the involvement of human activ-
ities in global warming, it is urgent to act. It is necessary to know which individual
and collective behaviors are the most damaging—or virtuous—for the environment,
in order to adapt our daily actions. Most climate simulations model human activity
in an aggregate way, in the form of a typical behavior representing all individuals.
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These approaches do not model the complexity and variability of human behavior
or the social interactions that impact individuals’ decisions.

Tomove in that direction, we designed G-Impact, an agent-based model of house-
hold consumption, which integrates belief diffusion. Beliefs are the support of prod-
uct (or service) adoption, and are diffused on a social network, where agents will
exchange information on the productions, including their impacts on climate, i.e.
greenhouse gas (GHG) emissions. In this paper, we apply G-Impact on dietary adop-
tion, and show how beliefs help us to understand why a particular diet is adopted,
and also the impact of fake news. The model is based on real data, found in various
surveys among the French population.

2 Background

Numerousmodels are available to simulate the behavior of a population at themacro-
scopic scale. These models are mainly based on the resolution of differential equa-
tions until an equilibrium is reached. The most recent dynamical systems (e.g. En-
roads [8]) integrate numerous human activities and their impact on the climate. These
approaches test a given scenario with predefined behaviors and do not allow for pop-
ulation heterogeneity or social influences, which nevertheless play a crucial role.
These models are not explicable at the individual level.

The agent-based approach allows us to take this heterogeneity into account and
to model individuals or households, their decisions and their social interactions. In
the BENCH model [6] focused on household energy decision making, households
exchange information about their electricity use and make decisions based on per-
sonal norms, global warming awareness, and feelings of guilt and responsibility.

The Consumat model [4] is a generic model based on the notions of need and
satisfaction. It includes existential and social needs, and personal tastes. An agent
who is dissatisfied with his situation will look for alternatives, by informing himself
and/or by imitating other agents. This model has been applied to the diffusion of
electric vehicles in the STECCARmodel [5]. However, the behaviors of the consumat
agents may be hard to explain, due to its relative complexity.

An agent-based model has been proposed for meat consumption [7]. It is specific
to this topic, do not include the pleasure of eating, nor the flexitarian diet: the model
is limited to binary choices (eat or not eat meat).

The model [9] goes further into explicitness, detailing the arguments that drive
agents’ opinions. Each agent has a set of arguments, represented as an argumentation
graph, that they exchange during social interactions. Nevertheless, this approach
requires to build a database of arguments as well as the graph of attacks between
arguments. It also imposes a particular formof logical reasoning, based on arguments.

Our aim is to propose a flexible model, generic (i.e. to specific to food adoption),
easily extensible, and applicable on existing data (e.g. opinion surveys). The resulting
model, G-Impact, is inspired by the Theory of Planned Behavior [1] and is based
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on household beliefs and their diffusion. Moreover, it includes the notions of global
warming awareness, guilt and responsibility.

3 G-IMPACT Model

The population is divided into households. The latter have activities to perform and
must choose how to perform them. For each activity, they have several options from
which they choose: we call it “modalities”.

Households have both beliefs and cost estimates about the modalities, allowing
them to choose the most appropriate one for each activity. They can be enriched
through social interactions, during which households exchange beliefs and informa-
tion. Households are also sensitive to social norms.

3.1 Household Representation

Household agents Household agents are representative of the households of the
population. Each household has the following attributes:

• the list of householdmembers, alongwith their attributes: age, gender, employment
status, socio-professional category, income,

• the beliefs of the household as well as the estimated costs of the modalities,
• the share of the budget allocated to each type of activity,
• the household’s social network,
• an information base, derived from social interactions, indicating the modality
choices of other households as well as received beliefs.

ActivitiesHouseholds perform activities in different areas, for example: food, trans-
portation, housing, other consumption. These activities are representative of the pop-
ulation’s consumption behavior. Each activity is repeated regularly, somedaily, others
less frequently.Households choose how theywill carry out each activity:whatmodal-
ity they will use. Each modality has a (financial) cost, which households estimate,
and a real GHG impact, unknown to households.

Beliefs A belief is an elementary piece of information, considered to be true. We
denote Ba(o, X) the value of a belief for household a between the social object
o (product, modality ...) and a evaluation criterion X . This value is a continuous
value in [−1, 1], where 1 denotes a full agreement that X is true for o, and −1 a full
disagreement. For instance Ba(organic, heathy) = 1 means that agent a strongly
believes that organic food is healthy.

However, each belief has a reliability level, to modulate its impact. The reliability
depends on its source, frommost to less believable: direct experience ismost reliable,
then comes indirect experience, plausible and then advertising.
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Each household has a set of beliefs that allow it to evaluate the modalities and
estimate their consequences. We represent beliefs about:

• the modalities: pleasure, impact on health, time saving and GHG reduction1,
• the climate: the human responsibility in climate change and the perceived impact
of global warming on humans.

The beliefs of the households will be represented using associative networks as in
the CoBAN [10] model. Each household will have an IAN (Individual Associative
Network) representing all its beliefs.

Estimated costs Households are provided with a table, containing for each modal-
ity the expected cost per individual. A level of reliability is associated with these
estimates.

3.2 Social Interactions

At each tick, each pair of connected households in the social network have a prob-
ability pinter to have a social interaction. These interactions consist of the exchange
of messages that may contain beliefs and cost estimates about certain social objects,
and the modalities chosen by the household.

Households discuss the climate but also the modalities that interest them out of
proactivity (preferred modalities) or out of curiosity (missing information). Each
topic of interest has a probability pdi f f usion to be discussed.

Integration of beliefs and estimated costs received When a household receives a
message in a social interaction, the beliefs as well as the estimated costs it contains
are filtered by decreasing their reliability level.

Then, a belief is directly added to the IAN with a probability pnew if it did not
exist. Otherwise, there are two cases:

• if the received belief is the same than existing belief and has a higher reliability,
then belief is preserved and the maximum reliability level is kept,

• if the received belief contradicts the existing belief, then the existing belief will
be revised with some probability, depending on the reliability level of the current
and received beliefs (using a probability table).

The same procedure applies to the estimated costs table. The probabilities of
revision according to the reliability of the existing belief and that of the new belief
are presented in a table, provided as a model parameter. Then, the revision of beliefs
is inspired by Assimilation-Contrast theory [2, 3] :

c ← c + sign(r − c) × γ (1)

1 We limit ourselves to these four criteria for the moment, which are applicable to all types of
consumption and for which we can generally find data.
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with c the household’s current belief value, r the received belief value, and γ drawn
uniformly ∈ [0, 0.5 − 0.5 × (|(r − c) − 1|)1.3].

Households also aggregate receivedbeliefs into a normative IAN, used to construct
the average perceived social representation of each modality.

3.3 Household Cognition

Evaluation of beliefsHouseholds can evaluate their beliefs. This mechanism allows
them to extract from the IAN the value of a belief between a social object and a
desired concept. A beliefmust have a reliability higher than σ threshold to be evaluated:
information that is too unreliable is not taken into account.

Update of estimated costs If a household does not have an estimate of the cost of
the modality it is evaluating, it will fill in this missing information using the mean
cost estimate of the other modalities for this activity.

When a household adopts a modality, its estimated cost is updated:

• when no estimate of the cost is available, it is initialized as a random number
around the real price, with a maximum percentage of error max_ini t_error ,

• when an estimate is available, it is adjusted to be closer to the real price (using
a linear interpolation between the current estimate and the real cost, where the
adjustment coefficient is drawn uniformly in [0,1]).

Decision making We define the following notations:

• a the household concerned (the one which evaluates the modality),
• actm the modality m of the activity act ,
• abbreviations: CC for Climate Change, HR for Human Responsibility, PCC for
Perceived Climate change Consequences, GR for GHG Reduction.

Households assess the usefulness (U ) of each modality according to the criteria
of personal impacts (P I ), the perceived consequences (PC), and social norms (N ).
The chosen modality is the one with the highest utility value. Changing modality is
binding, a resistance to change factor is applied in this case.

Personal Impacts (P I ) are related to costs and quality. A modality must be within
budget and prices affect decisions. The quality of a modality is assessed based on
beliefs about the pleasure, health, and time-saving.

Perceived consequences (PC) are related to climate change consequences and
household responsibility. The more a household feels responsible in climate change,
the less it will positively evaluate a modality associated with a weak reduction in
GHG emissions.

Norms (N ) considered are descriptive and injunctive norms: the more a modality
is used and appreciated by the population, themore it is considered socially accepted.
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Ua(act
m) = ca(actm) ×

(
1 + PCa(actm) + P Ia(actm) + Na(actm)

3

)
− 1 (2)

with ca(actm) ∈ [0, 1] the change acceptance factor, ca(actm) = 1 if actm is cur-
rently used, else ca(actm) = (1 − ρ); ρ ∈ [0, 1] the resistance to change factor.
Perceived consequences (PC)

PCa(act
m) = Ba(act

m,GR) × ARa(act
m) × Ba(CC, PCC) (3)

Estimated responsibility of a household (AR)

ARa(act
m) =

(
Ba(CC, HR) + RRa(actm)

2
+ 1

)
× 1

2
(4)

Relative responsibility of a household (RR)

RRa(act
m) =

⎧⎨
⎩
0 if nba = ∅∑

n∈nba (Ca(actmod(n,act)) − Ca(actm))

2 × |nba| else
(5)

Personal impact (PI)

P Ia(act
m) = CUsp

a (actm) × QUsq
a (actm) (6)

with sp ∈ [0, 1] the sensitivity of PI to the price, sq ∈ [0, 1] the sensitivity of PI to
the quality (depends on the household category).

Cost utility for a household (CU)

CUa(act
m) = exp (

−pricea(actm)

(1 − bp) × max_price
) (7)

with pricea(actm) ∈ R+ the net (including any subsidies) estimated costs ofactm for
the household; bp the households sensitivity to low prices;max_price themaximum
estimated price among all possible modalities for this activity. If the price is out of
budget, we give CU the value −∞.

Quality utility for a household (QU)

QUa(act
m) = 1

|CR| ×
∑
i∈CR

1 + Ba(actm, i)

2
(8)

with CR = {health, time saving, pleasure}, the set of criteria for quality.
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Social norms (N)

Na(act
m) = DNa(actm) + I Na(actm)

2
(9)

Descriptive norm perceived by a household for a modality (DN)

DNa(act
m) =

⎧⎨
⎩
0 if nba = ∅(

2

|nba| × |{n ∈ nba , mod(n, act) = m}|
)

− 1 else
(10)

with mod(n, act) the modality chosen by household n for action act , and nba the
neighboring households of a in the social network.

Injunctive norm perceived by a household for a modality (IN)

I Na(act
m) = NQUa(actm) + N PCa(actm)

2
(11)

Normative quality utility (NQU)

NQUa(act
m) = 1

|CR| ×
∑
i∈CR

1 + N Ba(actm, i)

2
(12)

with N Ba(o, x) the evaluation of the belief between the social object o and the
concept x in the normative IAN.
Normative perceived consequences (NPC)

N PCa(act
m) = N Ba(act

m,GR) × N Ba(CC, HR) + 1

2
× N Ba(CC, PCC)

(13)

3.4 Course of the Simulation

The simulation life cycle is decomposed into three steps: initialization, execution of
each time step (tick), and ending. At each time step, the course is as follows:

1. Choice of modalities: for each activity to be performed, households evaluate all
the modalities and choose which one they will use.

2. Execution of the modalities: all households execute the chosen modalities.
Agents state and GHG emissions are collected.

3. Social interactions: households can interact with each other.
4. Beliefs and estimates update: households process all messages received and

update their beliefs, cost estimates and normative IAN.
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4 Application to Dietary Adoption

4.1 Actions and Modalities

We applied the G-Impact model to food consumption in France. Households must
choosewhat they eat, i.e. their diet: INCA3 (most commondiet in France, omnivorous
withmeat), flexitarian (meat reduction) or vegetarian (nomeat). This decision ismade
once a week and the decision applies for the entire week.

4.2 Initialization of the Population and Beliefs

The strength of our instantiation of the model is to use as much data as possible on
the French population, mainly between 2017 and 2019.

The cost and GHG emissions of the modalities were taken from different national
and international studies (ANSES, INSEE, WWF).

Population and income are initialized from national INSEE data. Households are
assigned price and quality sensitivity values (sp, sq, bp) according to their income
and the individuals that compose them. Our population of 9943 household agents is
representative of the French population. To initialize the beliefs of the households,
we convert Likert scales taken from several national opinion surveys into values of
beliefs in [−1, 1], which we distribute according to the proportions indicated. This
information is supplemented with national studies when necessary. In the data used
for the experiments, the initial beliefs of households about their own diet have the
same distributions regardless of the diet, only the assumptions about diets other than
theirs vary. We do not give the INCA3 dieters any preconceived notions about the
impact of the vegetarian and flexitarian diets on health and the environment: we want
to study how, during the simulation, vegetarians and flexitarians manage to spread
these beliefs to the whole population.

We draw for each household its initial diet according to the declared distribution in
the real population. We add a Gaussian noise on the initial beliefs of the households.

Once the households have been generated, we create the social network of the
population, using a Small-World [11] network linking the households together.

4.3 Experiments

Control simulationWeran30 simulationswith a basic set of parameters over 5years.
Weused pinter = 0.02, pdi f f usion = 0.05,ρ = 0.08, pnew = 0.9,max_ini t_error =
20%, σ threshold = ’advertising’. The filtering of received beliefs reliability is the
following: direct experience become indirect experience, and indirect experience
become plausible. With respect to the reliability of the current belief, the probabili-
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Table 1 Distribution of the different diets at the start and at the end of the simulation (mean and
std)

Diet Initial Final

INCA3 74.46% (± 0.45) 63.41% (± 1.39)

Flexitarian 20.35% (± 0.50) 28.59% (± 1.48)

Vegetarian 5.18% (± 0.20) 7.99% (± 0.63)

Table 2 Proportion of final diet for each initial diet (mean and std)

Final diet

INCA3 Flexitarian Vegetarian Total (%)

Initial diet INCA3 73.47% (± 1.24) 20.41% (± 1.28) 6.12% (± 0.53) 100

Flexitarian 33.56% (± 1.47) 59.89% (± 1.77) 6.55% (± 0.79) 100

Vegetarian 36.15% (± 2.98) 23.22% (± 2.57) 40.64% (± 2.75) 100

Table 3 Households average beliefs depending on final diet (mean and std)

GHG reduction Health Pleasure Time saving

INCA3 0.317 (± 0.008) 0.387 (± 0.008) 0.457 (± 0.011) 0.133 (± 0.013)

Flexitarian 0.436 (± 0.015) 0.527 (± 0.012) 0.486 (± 0.011) 0.165 (± 0.015)

Végétarian 0.473 (± 0.030) 0.541 (± 0.025 ) 0.261 (± 0.024) 0.043 (± 0.031)

ties of revision are 1.0 if the received reliability is higher, 0.9 if it is equal, 0.01 if it
is just below, 0.001 if it is even lower. Households have an average of 10 neighbors
in the social network.

We see in Table1 that the proportion of practitioners of the INCA3 diet has signifi-
cantly decreased at the end of the simulation (−11.05% points), in favor of flexitarian
and vegetarian diets (+8.24 and +2.81% points respectively), leading to a reduction
of annual GHG emissions from food associated with diet choice of 5% between the
first and the last year. We can see in Table2 that a significant proportion of vegetari-
ans and flexitarians eventually became practitioners of the INCA3 diet (respectively
33.56% and 36.15%). The proportion of vegetarians who have maintained their diet
is only 40.64%, thus representing the difficulty in maintaining this diet.

What are the belief profiles of adopters of different diets?We display the average
final beliefs of households about the diet they follow in Table3. Following the dif-
fusion of household beliefs, three belief profiles emerge corresponding to the three
diets. There are two major criteria for INCA3 diet, which are pleasure and health.
Flexitarian diet has three more homogeneous criteria, which are health, GHG reduc-
tion and pleasure. Vegetarian diet has two major criteria: health and GHG reduction.
The choice of the INCA3 diet is then more associated with “selfish” criteria, flexi-
tarian diet on a more multi-criteria and balanced decision, and for the vegetarian diet
it is a more “altruistic” choice.
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(a) Hs staying INCA3: Initial. (b) Hs becoming flexitarians: Initial.

(c) Hs staying INCA3: Final. (d) Hs becoming flexitarians: Final.

Fig. 1 Average initial and final beliefs (and std over the simulations) of households (Hs) initially
INCA3 dieters. For each diet, beliefs are: GHG reduction (G), health (H), pleasure (P) and time
saving (T)

What caused these transitions from the INCA3 diet to the flexitarian diet? We
observe in Fig. 1d that the households initially practicing the INCA3 diet that have
finally adopted a flexitarian diet had a rather poor opinion about the INCA3 diet
compared to those who maintained this diet, in particular its ability to reduce GHG
emissions and the time savings associated with it. Households that finally adopted
the flexitarian diet also received beliefs with higher values about it: they have been
more convinced of the benefits of the flexitarian diet.

Diffusion of a fake newsWe are now going to illustrate the impact that the beliefs of
a minority of the population can have on the whole of the latter, via the dissemination
of fake news. We attribute to all households an extreme value of −1 for the belief on
the perception of the impact of global warming (PCC): households thus believe that
the latter will only have positive effects on humans.

We then observe that a minority of vegetarians and flexitarians, who believe that
their diet does little to reduce GHG emissions (and therefore that it allows global
warming, perceived as favorable here), very strongly disseminate these beliefs out
of proactivity. This is illustrated in Fig. 2, where households initially INCA3 practi-
tioners received beliefs close to 0 concerning the reduction of GHG emissions from
the vegetarian or flexitarian diet that they finally chose. The impact of this diffusion
is significant: at the end of the simulation 34.5% of the population is flexitarian and
19.5% is vegetarian, ironically leading to a reduction of GHG emissions from food
associated with diet choice of 14% compared to the control simulation (comparison
over the last year). It should be noted that these beliefs spread more easily about
minority diets, for which less contradictory beliefs that could stop these fake news
circulate. In this experiment, the fake news (vegetarian and flexitarian diets do not
help to reduce GHG emissions) entails a virtuous choice, but for a wrong and para-
doxical reason, when some essential information is missing (climate change is not
good).
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(a) Hs becoming vegetarians. (b) Hs becoming flexitarians.

Fig. 2 Average final beliefs (and std over the simulations) of households (Hs) initially INCA3
dieters who have adopted another diet. For each diet, beliefs are: GHG reduction (G), health (H),
pleasure (P) and time saving (T)

5 Discussion

In this paper, we have presented the outline of G-Impact, an agent-based model that
combines modelling of household consumption and belief diffusion. The method
used to apply the model to food can be followed to apply the model to other types
of consumption (simultaneously or not).

The strength of our approach is that it provides a descriptive but also explanatory
analysis, notably via beliefs, at the macro and micro levels. This would allow the
design and testing of information and incentive policies to reduce GHG emissions,
in particular policies targeting specific population groups.

Preliminary experiments highlight the important impact of the diffusion of beliefs
and social interactions on household consumption behavior. We have seen that a
minority of the population, ill-informed about their own practices, can spread false
information to a large part of the population. It is therefore very important to inform
the population widely about their own practices, even when they are in the minority.

Several elements of themodel can still be improved, such as addingweights on the
criteria, incorporating personal norms and ethical criteria, or allowing households to
acquire beliefs after the choice of modalities via a feedback loop.
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Public Acceptance of Green Mobility
Policies: An Agent-Based Model

Marie Lisa Kogler, Annina Thaller, and Daniel Reisinger

Abstract We present an agent-based model to simulate policy acceptance for push
and pull policy measures. Push measures are generally perceived as restrictive and
are often directed towards the reduction of private car use, e.g. fuel price increases
and inner-city car bans. Pullmeasures relate to diverse incentives to facilitate climate-
friendly travel choices, e.g. attractive offers for public transport such as interregional
cost reductions and expansion of the public transport infrastructure. The model is
informed by empirical data regarding agents’ travel mode utilities and allows to
evaluate agents’ satisfaction and acceptance of diverse policy scenarios. Regional
dependencies are tested for the case of Austria. The results show that the political
acceptance of push measures increases when they are combined in packages of
measures considering the expansion of public transport infrastructure. Furthermore,
the general acceptance of green mobility measures is closely linked to the existing
infrastructure of the individual districts.

Keywords Climate mitigation · Agent-based · Transport · Public opinion ·
Emission reduction

1 Introduction

As the latest IPCC report [20] highlights, transport is one of the critical areas in
mitigating climate change. Globally, transport currently accounts for 15% of total
greenhouse gas (GHG) emissions and 23%of energy-related CO2 emissions. “Trans-
formative changes” are needed to meet climate targets. Without such changes, trans-
portation CO2 emissions are projected to increase by 16 to 50% by 2050 [20]. While
the challenge is clear, the necessary behavioral changes thatwould enable low-carbon
mobility remain elusive. One reason is that self-driven behavior change in passenger
transport is unlikely due to various sociocultural and institutional factors that act,
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at least in part, as barriers to demand reduction and modal shift [20, 25]. At the
same time, an implementation gap [4] in stringent policy measures to drive such
needed behavior change is apparent [24]. A common obstacle in this regard is the
public acceptance of such measures, or lack thereof, which can act as both an enabler
and a barrier to passenger transport transformation [26]. To achieve the necessary
emission reduction targets, it is essential to use a variety of policy instruments, often
referred to as policy packages [7]. Such policy packages should aim for a combi-
nation of restrictive, i.e. push, and incentive-creating, i.e. pull, measures in order to
achieve both high and rapid effectiveness and implementability of the proposed mea-
sures [23]. Push measures involve various restrictions, such as fuel price increases
or driving bans, while pull measures try to make alternatives more attractive, e.g. by
improving public transport or bicycle infrastructure [18]. Typically, pull measures
are preferred by the public and policymakers over push measures because they are
less intrusive and therefore easier to implement without much resistance [5]. At the
same time, however, it is precisely such restrictive measures that are essential for
successful climate change mitigation [3]. Therefore, it is important to obtain broad
public support in order to implement effective policies and policy packages.

Within the context of sustainable passenger transport, agent-basedmodels (ABM)
are used to simulate public commuting behavior and modal shifts, often by scenario
analysis to test the impact of different policies [1, 2, 8, 11, 22]. Systematic review
of ABM in mobility transition [16] shows that there is a strong focus on i) electric
mobility [17, 21, 27], and alternative fuel vehicles (e.g., hydrogen cars) [12, 13]
including charging and refueling behavior, and ii) urban related mobility options
such as micromobility (e.g., electric bicycles and scooters), and mobility services
(e.g., car sharing, bike sharing, bus services, shared automated vehicles). An notable
contribution regarding urban mobility and simulation of low carbon commuting
choices is provided by Maggi and Vallino [15].

While the above ABMs regarding mobility behavior provide insight into estimat-
ing environmental impacts as a result of certain behaviors of actors [14], the feasi-
bility of implementing the applied policy measures is often neglected. To address
the highly relevant issue of public support in passenger transport regulation, this
paper investigates public attitudes toward different push and pull measures and their
combination into policy packages using an ABM. In particular, we aim to investigate
the question of which policy package promises the greatest public support, focusing
on two pull and two push measures that are relevant for the Austrian context. The
model is informed by geospatial data concerning the usage behavior of cars and pub-
lic transport. Data driven parameterization is applied to calibrate the model output
regarding the satisfaction and acceptance of various proposed measures.
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Table 1 Overview of the selected push and pull policies

Abbr. Type Policy Wording

A Push Fuel price increase An increase in the taxation of fossil fuels is to be
implemented. As part of this increase, the taxation of
gasoline and diesel fuel is to be harmonized in order to
abolish the existing “diesel privilege”

B Push Inner-city car ban An inner-city driving ban for all private cars in cities
above a certain size is to be introduced. The ban will
apply to all private cars, including e-cars. There are
exceptions, for example for residents and loading
activities

C Pull Public transport cost
reduction

Financial support for public transport and tax
reductions for public transport tickets

D Pull Public transport
expansion

Public transport that is timed according to the possible
number of users and also ensures a minimum service
for rural areas

2 Data and Methods

2.1 Empirical Background

Empirical data used to model public acceptance of various transport policies stems
both from primary and secondary data. With regard to primary data, we use the
data sets from two quota-representative surveys conducted for the general public of
Austria in May 2021 and November 2021. Both consider with different transport
policies and respondents’ acceptance of such policy proposals. We selected two
push measures that target motorized individual transport, one relevant on a national
scale, (A) fuel price increase, and one specific for urban areas, (B) inner-city car
ban. In terms of pull measures, we selected two measures that directly relate to
public transport, namely (C) public transport cost reduction and (D) public transport
expansion. Find an overview of the selected policies in Table1.

In Study 1 (N = 1,032), information was collected on policy D, environmental
awareness, andmode choices for car travel and public transport. Study 2 (N = 1,084)
collected information on policies A and B. In both cases, information was grouped in
residential areas, namely urban, suburban, subrural, and rural, based on self-reported
answers.1 For policy C , we used secondary data from the literature based on the
German study by Engler et al. [6] and on the status report of Austrian mobility [9],
as we did not include this policy measure in the aforementioned studies. In Table2 is
an overview of the variables (means and standard deviations) used as input data for
the ABM. Other empirical information on policy acceptance was used for evaluation
of simulation results.

1 Original answer categories of study 1 and 2 had to be adjusted to be comparable.
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Table 2 Means ± standard deviations from the empirical data grouped by residential area

Urban Suburban Subrural Rural

Environment
awareness

3.51 ± 0.879 3.36 ± 0.791 3.40 ± 0.788 3.41 ± 0.824

Car 2.46 ± 1.19 3.18 ± 1.12 3.37 ± 0.898 3.38 ± 0.897

Public transport 2.50 ± 1.29 1.64 ± 0.912 1.66 ± 0.974 1.40 ± 0.719

Mode choice for car and public transport ranges on scales from 1 (never) to 5 (daily). Environmental
awareness ranges on a scale from 1 (very low) to 5 (very high)

2.2 Model

The satisfaction function F for each agent j is defined by

F j = αF j
soc + (1 − α)F j

pers (1)

where F j ∈ [0, 1]. A random variable α ∈ [0, 1] serves as weight between the social
and personal needs. The social needs Fsoc encompass influences from the individual
neighborhood of each agent, given by the adjacencymatrix A of the graph. The social
influence is represented by the average satisfaction of the agent’s neighborhood:

F j
soc =

∑k j

i Fi

k
(2)

with nearest neighbor i of an agent and the degree of a node k j = ∑
j ai j of the

adjacency matrix A, representing the number of nearest neighbors. Note that F j
soc ∈

[0, 1] and evolves over time.
The personal needs are fueled by empirical insights, following the basic assump-

tion that the mode choice represent the respective utility of a mode of transportation
for an agent. Thus, the personal needs consist of a sum of the utility of the different
travel modes, in the here presented case on the utility for car u j

c and utility for public
transport u j

p:

F j
pers = u j

c + u j
p

2
(3)

with F j
pers ∈ [0, 1]. Empirical studies, as referred to in Sect. 2.1, have shown a linear

correlation with a person’s environmental awareness andmobility policy acceptance.
The higher the environmental awareness, the greater the willingness to support a
policy, even if one’s own satisfaction is not well met. Thus, the agent’s acceptance
H j of a policy or policy package is a binary choice given by:
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H j =
{
1 , if F j ≥ T

0 , if F j < T
(4)

with the threshold T = 1 − env. Through this approach, it follows that environ-
mental awareness acts like a buffer, since F j + env ≥ 1. For agents with a high
satisfaction, a low environmental friendliness is sufficient to achieve acceptance to a
policy. Conversely, if the agent’s satisfaction is low, but the environmental awareness
is high, acceptance can also be achieved.

Direct and indirect policy impact The considered policymeasuresm = A, B,C, D
have different impacts on the utilities of the travel modes. Policy A (fuel price
increase) and policy B (inner-city car ban) have a direct impact on the utility for
car usage uc. The penalty of price increases is proportional to the amount of car
usage, while the penalty of inner-city car bans is mainly for short distance travel in
cities. Policy C (public transport cost reduction) and D (public transport expansion)
have a direct impact on the utility for public transport u p. The benefit of cost reduc-
tions is proportional to the typical distance traveled, while the purpose of expanding
public transport infrastructure is to facilitate usage for people that have so far low
usage behavior.

Next to direct impacts of push and pull policies, there can also be indirect effects
on other modal choices, which are in competition with each other. In that perspective,
push policies A and B have a direct effect on the car utility and an indirect effect on the
public transport utility, which becomes more attractive as travel choice. Conversely,
pull policies C and D have a positive effect on public transport utility while making
car use less attractive. These synergies are particularly important for the design of
policy packages and implemented by using an approach based on the Lotka-Volterra
model. These relationships were formally implemented as utility updates given as
follows:

uc = uc + umc − γ m
cpu p (5)

u p = u p + ump + γ m
pcuc (6)

To simplify notation, the agent index j is omitted from the equations. Direct
effects of single policy measures m are given as follows:

uA
c = −β Auc (7)

uB
c = −βB1/uc (8)

uCp = βCu p (9)

uD
p = βD1/u p. (10)

The parameters β denote direct policy impacts, while the parameters γ denote
indirect policy impacts.
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Table 3 Model parameters: Expected value of the social-personal weight α, direct β and indirect
γ impact parameters

Model parameter A B C D

E(α) 0.5 0.5 0.5 0.5

β 0.4 0.05 0.1 0.6

γ 0 0 0 0

Table 4 Weights of single policy measures in different policy packages for all considered policy
scenarios

Policy packages A B C D

A + C 0.75 0.25

A + D 0.5 0.5

B + D 0.25 0.75

A + B + C + D 0.3 0.2 0.2 0.3

Modeling policy packages Policy packages are designed to combine restrictive
measures with incentives. Studies show that fuel price increases and public transport
expansion in policy packages have a greater effect on perceptions of the package as a
whole than other measures. Therefore, the personal needs Fpers for policy packages
are expanded to a weighted sum of single policy impacts. The weighting of policies
in the policy packages A + C , A + D, B + D and A + B + C + D is shown in
Table4 according to expert opinion (Table3).

Regional representation Additional to the algorithm presented in Sect. 2.2, each
agent is associated with a district (116 districts, including 23 districts of the cap-
ital Vienna), and a residential area. The classification in residential area allows to
regionalize the input data, see Table2. The classification bounds for different dis-
tricts are chosen for the case of the Austrian situation: urban above 100k, suburban
10k − 100k, subrural 2k − 10k, rural below 2k. Geographic data on population dis-
tributions such that agents’ regional attributes were designed to be representative for
the Austrian case.

3 Setup and Simulations

The setup of the ABM is as follows: A networked agent population (N = 841),
which is based on the Austrian population distribution in terms of the assignment
of residential areas and districts. The underlying network topology is essentially the
Barabási-Albert (BA)graph, a standard network for social interactions,which follows
a power-lawdegree distribution and is therefore scale-free and a good choice for a rep-
resentative population for a country. Initial variables relevant for the model dynamics
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(uc, u p and env) are set based on Table2. The initial value of the agents’ satisfaction
F represents the current situation of each agent (status-quo). The simulation starts
with an assessment of the agents on the respective policy scenario. Subsequently,
agents update their satisfaction and acceptance due to social interactions. All sim-
ulations end when equilibrium is reached. The scenarios considered refer to single
policies A, B,C, D and policy packages A + C, A + D, B + D, A + B + C + D.
Ensemble simulations of 100 per policy scenario were performed for the model anal-
ysis. The agents’ associated residential areas and districts are used for later geospatial
evaluation of the model output (comparing empirical and simulated data on policy
acceptance).

In this first investigation of the presented ABM, emphasis was placed on recog-
nizing and assessing the basic properties of the model dynamics, mediated by the
direct policy impact given by β, see Table3. The ordinal scaling (ranking) of these
values was selected by expert opinion, and a finer adjustment was subsequently
made by parameter fitting using the model. To show the general feasibility of the
model approach, other influences are not considered within this work. Therefore,
the weighting between social and personal needs α is uniformly distributed with an
expected value E(α) = 0.5, and indirect policy effects were omitted (γ = 0). More
details to this limiting choices are discussed in Sect. 5.

Throughout the model development, simulation phase and analysis, the compu-
tational model was thoroughly validated [10, 19]. The validation procedure includes
graphical validity (display of micro and macro dynamics), time-line tracing, exten-
sive stochastic comparison to track inconsistencies (internal validity), and sensitivity
analysis. The sensitivity of the model is tested via parameter variation. The model
output lies in the insights of agents’ satisfaction and acceptance in regard to regional
differences. The model validation phase also includes testing the results for differ-
ent network types and variation of network parameter. Ensemble simulations were
performed on scale free topologies, small-world topologies and random networks.

4 Results

Overall, the model performance showed great alignment with social studies and
expert opinions on the topic of policy acceptance for green mobility. This is particu-
larly noteworthy since the model is driven by empirical evidence and only requires
few additional assumptions. An important aspect was the agent-based design, as this
allowed tomodel social structures by using suitable interaction topologies. Scale-free
and small-world networks performed very well, and results were robust to variations
in node degrees. For both topology types, there was good agreement with empiri-
cal data, which can be explained by the respective network properties such as strong
clustering and other common traits of social structures. Random networks showed an
overall low mean acceptance of all policy measures, including pull measures, which
are known to be of general high acceptance. Therefore, random networks were not a
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(a) ABM results on policy acceptance. (b) Empirical results on policy acceptance
(mean and std).

Fig. 1 Average acceptance of push (A, B) and pull (C, D) policy measures in different residential
areas

suitable choice for this model type. This is to be expected, since random topologies
do not accurately reflect social diffusion processes.

4.1 Acceptance of Single Policies and Policy Packages

The comparison of the model results with empirical study data is shown in Fig. 1. For
all four of the single policy measures A, B,C, D, excellent overlap is seen between
the two data sets (mean squared error: 0.0286) and all model results are within
the range of confidence (error bars in Fig. 1b) of the available study data. Disparities
between the residential areas arewell represented by theABM: the higher acceptance
of both push measures in urban areas is reflected by simulation results. Regional
variations in the overall high level of acceptance of the expansion of public transport
are also clearly visible. Moderate deviations from the ABM data and empirical data
are also apparent: policy B shows an overall underestimation of acceptability (mean
squared error: 0.05581). Note that in the empirical data of policy C , the resolution
to residential areas was not available, and the national mean is indicated by a line in
Fig. 1b.

Figure2 gives an overview of the influence on acceptance when policies are com-
bined into packages. Altogether, the least preferred package representing a sole pric-
ing approach is A + C (overall mean: 0.29 ± 0.041). The most preferred package is
B + D (overall mean: 0.8 ± 0.023, combining one push and one pull measure. The
combination of all four measures A + B + C + D (overall mean: 0.639 ± 0.03) is
the only scenario examined in which two push measures are included. This results
in a significantly dampened acceptance compared to the scenarios A + D (overall
mean: 0.738 ± 0.025) and B + D. Except for A + C , all modeled policy packages
attain an acceptance level of over 0.6. This indicates that policy D is a good lever to
get broad popular support for a mobility package.
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Fig. 2 ABM results on
average acceptance of policy
packages
A + C, A + D, B + D and
A + B + C + D

4.2 Differences in Satisfaction and Acceptance

For single policies, simulated satisfaction ranges between 0.271 ± 0.011 for policy A
and 0.655 ± 0.01 for policy D, representing a decrease in average initial satisfaction
for policy A and B (pushmeasures). The acceptance of single policies ranges between
0.275 ± 0.04 for policy A and 0.845 ± 0.019 for policy D. Due to the nature of the
mathematical equations used in themodel, acceptance is always equal or higher to the
satisfaction level. The bigger the differences, the stronger the effect of environmental
awareness. This difference is highest for the policy combination B + D (satisfaction
= 0.607, acceptance = 0.8), and in general very high as soon as policy D is included.

4.3 Regional Results for Districts

In terms of policy A, the lowest 10 % of satisfaction can be found exclusively in
rural (the lowest to be found in Burgenland, district Jennersdorf ), and the highest 10
% exclusively in urban districts (the highest in Vienna, district Liesing). Regarding
policy D, the lowest 10 % of satisfaction can be found in suburban and urban areas
(minimum in Lower Austria, districtWaidhofen an der Ybbs). The highest 10 % are
mostly located in subrural areas (maximum satisfaction in rural Carinthia, district
Feldkirchen).

Figure3 compares the satisfaction without any policy (status quo, left-hand side)
with the impact of the policy package A + B + C + D (right-hand side). Overall,
satisfaction increases in all districts, on average from 0.378 ± 0.009 to 0.48 ± 0.008.
High values in satisfaction for the full policy package scenario cannot be linked to
one specific type of residential area, as they are found in different types as well as
numerous federal states. The highest policy satisfaction can be found in inner-city
Vienna, the lowest in rural Lower Austria (district Horn).
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Fig. 3 Satisfaction a without and b with policy package. Red lines: Freeways (Autobahn and
Schnellstraße), green lines: the Austrian railway network

5 Discussion

Our results highlight the need and potential for policy packages to increase public
acceptance of restrictive policies, as found for example by [26]. While the introduc-
tion of a fuel price increase alone has disastrous effects on satisfaction and acceptance
(as evidenced by actual fuel price increases worldwide in times of energy crisis), the
addition of complementary measures can outweigh these effects. The most critical
measure in this regard is the expansion of public transport, which can be understood
as a prerequisite for all other measures (see also Fig. 4 in [23] for a graphical illus-
tration). While there is still a very strong focus on urban areas, for example in [20],
the challenges and relevance of transportation and the realities of people’s lives out-
side of major cities should not be underestimated, as our findings make clear. This
is also reflected in the comparatively higher acceptance of restrictive measures in
urban areas where the infrastructure for public transport is already well-developed
and there are more alternatives to the use of the car in contrast to rural areas.

While both satisfaction and acceptance would be highest if public transport was
expanded exclusively, this does notmake sense froma climatemitigation perspective.
As [3] clearly state, restrictive measures are absolutely necessary to successfully
reduce GHG emissions from transportation. Although the most supported packaging
approach, namely inner-city driving bans and the expansion of public transport,
already includes one type of restriction, it still does not take into account the need for
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fundamental change not only in urban, but in all residential areas. In this respect, it
is very interesting that the combination of a fuel price increase and the expansion of
public transport leads to a higher acceptance than the combination of all measures.
However, the combination of all measures is the only package with more than one
push measure in place. Although not the most preferred policy package, including
all four measures still results in acceptance levels over 60%, therefore indicating
support.

The results of this study also have to be discussed critically in the context of
policymaking. While, on the one hand, there is the greatest support for expanding
public transportation, some regions and counties may find it difficult to create better
connections and a good public transportation network due to time and financial
constraints. In addition, solutions that work well in urban, high-density settings may
not be translatable to the needs and realities of rural areas. Therefore, the implications
of what a good public transportation system should provide for different residential
areas need to be further elaborated. At the same time, we find that the often expressed
fear of low acceptance of restrictivemeasures does not apply once such pull measures
that increase the attractiveness of alternative modes of transportation are in place.
This gives hope that a more diverse set of policy instruments finds use in passenger
transport in the near future.

As with any study, this work comes with some limitations. As previously men-
tioned in Sect. 3, network effects are not rigorously tested but are used rather con-
servatively. Further elaborations on the role of social and personal needs (setting α),
and the richness of social interactions (clustering effects and assortativity regarding
network topology as well as rural to urban differences) are necessary. However, a
general problem that social simulations are currently facing is the lack of empirical
data regarding opinion diffusion on networks, which will be hard to overcome for
such a model as well. Another challenge is the quantification of indirect effects, e.g.
effects on car travel satisfaction stemming from public transport policies, which is
planned in a future version of the model.

We emphasize that the bottom-up approach to agent interactions allows the use of
interaction topologies such as power-law and small-world networks.While these two
topologies performed very well, random networks failed to reproduce the empirical
data. Therefore, we argue that a mean-field approach or a top-down approach for
this particular mathematical design would not match empirical results very well, as
topological features were found to be essential.

6 Conclusion

The here presented ABM is used to evaluate policy package acceptance of push and
pull measures. The model is informed and validated by empirical data on single
policy measures, mode choice and environmental awareness of different residential
areas. According to the results presented, we would like to emphasize that packages
that include the expansion of public transport are highly appreciated in both rural
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and urban areas. Combinations of push and pull price-related measures (fuel price
increase and lower public transport costs) perform considerably worse. In general,
the combination of push and pull measures can significantly increase acceptance for
restrictive measures.
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Formalising Agent Reasoning—The Paso
Doble of Data and Theory

Nanda Wijermans and Harko Verhagen

Abstract One of the core assumptions made when building agent-based simulation
models is how the agents decide or reason about the action to take next. The mode
of reasoning is usually the same for all agents and over time within the simulation
run. However, is this adequate? There exist several frameworks that describe multi-
mode reasoning, however how do we know what we need? To engage with this
core question, we reflect on this modelling process, by using CAFCA—one of these
multi-mode frameworks—and reflect on the reasoning dimension in a social dilemma
decision situation. More specifically, using existing qualitative inquiry on group
dynamics in a common pool resource dilemma—not designed to elicit different
types of reasoning—we introduce our hunt for reasoning hints and reflect on what
insights/data we would need to make an informed decision about the reasoning(s) in
our modelling and how to obtain this.

Keywords Decision-making · Reasoning · Social dilemma · Theorising ·
Empirical inquiry

1 Introduction

One of the core assumptions made when building agent-based simulation models is
how the agents decide or reason about the action to take next. Themodeof reasoning is
usually the same for all agents and over time within the simulation run. This however
raises the question what type of reasoning is adequate and if it should or should not
vary between agents and/or over time. Of course the answer to this question depends
what the model is to represent and investigate and thus on the decision situations

N. Wijermans (B)
Stockholm Resilience Centre, Stockholm University, Kräftriket 2b, 10691 Stockholm, Sweden
e-mail: nanda.wijermans@su.se

H. Verhagen
Department of Computer and Systems Sciences, Stockholm University, PO Box 7003, 16407
Kista, Sweden
e-mail: verhagen@dsv.su.se

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
F. Squazzoni (ed.), Advances in Social Simulation, Springer Proceedings in Complexity,
https://doi.org/10.1007/978-3-031-34920-1_42

527

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-34920-1_42&domain=pdf
http://orcid.org/0000-0003-4636-315X
http://orcid.org/0000-0002-7937-2944
mailto:nanda.wijermans@su.se
mailto:verhagen@dsv.su.se
https://doi.org/10.1007/978-3-031-34920-1_42


528 N. Wijermans and H. Verhagen

that (may) occur within the simulation. For realistic modelling of human decision-
making in more complex situations and over an extended period of time, we claim
that different modes of reasoning should be taken into account and included in the
model. There have been some suggestions for multi-reasoning mode frameworks
such as Thinking fast and slow [4], the Consumat model [3], the Model Social Agent
[1], and CAFCA [2]. We will discuss these in more detail in the next section, but for
now, we detail the decision-making situation we will focus on.

A common pool resource dilemma, or more broadly social dilemma research, can
reflect a wide range of situations, however, the take on reasoning is rather similar, i.e.
only one type of reasoning: (bounded) rational actors [7], typically limited by being
short-sighted and self-serving. Social dilemma or the study of the individual interest
versus the collective benefits—is a vast research domain that involves theory, models
and empirical data to understand, predict, andmanage situations inwhich humans as a
collective need to overcome their individualistic tendencies by working together and
avoiding detrimental effect for everyone and—in the long run—benefit individually,
such as situations in which over-fishing can occur, enjoying social health care, etc.
Many problems humanity faces can be regarded as a social dilemma. Social dilemmas
are typically framed and studied in one of the three typical stories/metaphors: the
Prisoners Dilemma (2-player games), the problem of providing Public Goods (social
fence—contribute first, benefit later) andThe tragedy of theCommons (social traps—
resist temptation, benefit for all) [5]. However, these three frames do not capture
all social dilemmas that exist [5]. As much as this has structured the research, it
also enabled the existence and persistence of blind spots [5]. We believe that the
reasoning assumptions are one of them and we explore the way we can improve our
self-reflection, to use and obtain empirical evidence for the (varying of) reasoning
types.

In this paper we will investigate one of the multiple reasoning modes frameworks
(CAFCA) and apply this to empirical data gathered (and lacking) in the develop-
ment of an agent-based model of collective and sustainable common pool resource
use (AgentEx). We will then introduce our self-reflection, which we hope to deepen
and discuss during the conference, by reflecting on a decision situation that we have
modelled as well as conducted empirical research on. Thus, the paper is about mod-
elling practice and the interaction between modelling (rules) and gathering empirical
(qualitative) data with theoretical models in mind to base the modelling on.

2 Multiple Reasoning Models Frameworks

Different areas of the social and behavioural sciences aim to understand behaviour
at different levels, corresponding to different decision situations. The first two mod-
els are based on different strands of psychological theories and empirical research.
In Kahneman’s research (with various other researchers and co-authors, duly pre-
sented in [4]) into various types of biases and other deviations from rational decision
making resulted in two general decision making modes—fast (system 1) and slow
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(system 2) thinking. System 1 is suggested to cover 98% of all thinking, lacking any
self-awareness or control and covers automatic or unconscious “thinking” includ-
ing heuristics. System 2 supposedly covers the remaining 2%where deliberation and
rational thinking and information gathering are taking place. The named percentages
do, however, not reflect the real world as such, but the data found in the experiments
devised by Kahneman c.s. The Consumat model [3], which also has its base in psy-
chological theories and models of decision making, is more varied as it consists of
four different modes. One of these consists of automatic decision-making, in which
one could see the other 3 modes as varieties within system 2. It differs from Kahne-
man’s model as it has clear mechanisms on why and how the other modes come into
play. In short, the uncertainty regarding the outcome of a decision is based on pre-
vious experiences. Including observations of results of decisions other agents have
made (adding a social perspective largely lacking in Kahneman’s model) as well as
what level constitutes satisficing in the tradition of [7]. The Consumat authors later
added social networks to their model to extend the social part of the decisions under
consideration—consumer decision situations regarding the purchase of goods. The
original Consumat model distinguishes four different reasoning modes while the
extended versions consists of six such modes.

The remaining two frameworks are more extensive and build upon analytical cat-
egories with a range of social science based aspects. The Model Social Agent, as
developed byCarley andNewell [1] is an ambitious suggestion for such a framework.
They distinguish two dimensions along which agents can be categorised: the infor-
mation processing capabilities of the agent sand the knowledge the agent possesses.
These dimensions are also used to categorise theories on the behaviour and decision
making of artificial and human agents. In this framework, social science concepts
characterise different levels of sociality while the agent-internal frameworks regard-
ing information processing come mainly from the cognitive sciences. The simplest
and least human-like agent one can imagine using these dimensions is an agent who
is omnipotent (i.e., without any limitations at all on its information processing capa-
bilities) possessing only knowledge about the task it is working on. At the other
extreme, we find an agent who is both emotional and cognitive, with knowledge of
the task, as well as other agents, interacting in real-time within a social structure with
social goals and cultural and historical knowledge of that social structure. In total, the
framework forms a six (knowledge involved) byfive (information processing)matrix,
resulting in thirty reasoning modes. The Model Social Agent framework is partic-
ularly strong in its encompassing of subtly differing social theories. The Consumat
and the Model Social Agent frameworks inspired the development of the Contextual
Action Framework for Computational Agents (CAFCA) [2] which we will use in
this paper. CAFCA distinguishes two dimensions of decision-making context that
together frame what models of reasoning can be applied in the resulting context as
it is seen by the agent, see Fig. 1. One dimension describes the type of reasoning:
habitual, strategic (goal-driven), or normative. The other dimension pinpoints the
level of sociality: individual, social, or collective. In the individual mode the agent
interprets the decision as independent of others. In the social mode agents recognise
other agents in the situation but sees oneself as distinct from or in competition with



530 N. Wijermans and H. Verhagen

Fig. 1 Contextual action
framework for computational
agents (CAFCA) applied to
common theories. Adapted
version of [2]

them. In the collective mode the agent does not only recognise others but perceives
itself as belonging with the others, as a member of a collective or team. Together,
these form a matrix of nine reasoning modes.

3 Learning to Paso Doble: Theory and Data Back
and Forth, Step 1

The first author engages within a long-term collaboration -AgentEx -in which agent-
based modelling and controlled behavioural experiments are combined to contribute
to the understanding of the sustainable and collective use of natural resources [9].
The research consists of developing and testing explanations (experimental outcome
→ ABM as explanation able to reproduce patterns) and exploration, designing data
collection around an behavioural experiment to be able to generate explanations
and hypotheses on for instance the role of perception on behaviour [8]. The decision
context of both the behavioural and simulation experiments concern a social/common
pool resource dilemma.While in the pastwe have reflected on the sociality dimension
of AgentEx [10], here, with use of the CAFCA, we will reflect on the reasoning
dimension. Given the data collection around an experiment, we were curious what
we would learn from empirical insights on group dynamics found in the empirical
data of a study on the decision context of AgentEx, which was not designed to extract
reasoning information. This analysis has two purposes: (1) to investigate what can
we learn about reasoning, and (2) to formulate/design the empirical inquiry needed
to obtain relevant reasoning information.



Formalising Agent Reasoning—The Paso Doble of Data and Theory 531

3.1 Description of the Empirics—Data Collection

To obtain more information about the group dynamics for an ABM of sustainable
and collective common-pool resource use, the first author conducted interviews with
the experiment teammembers that performed controlled behavioural experiments. It
concerns a framed field experiment in the form of a dynamic common-pool resource
(CPR) game designed to capture behavioural responses of resource-dependent small-
scale fishers to potential resource scarcity [6]. As described in [9] this behavioural
experiment is a so-called’pen-and-paper experiment’ in which 4 participants (small-
scale fishers in our case) sit at a table, get information on paper, and are accompanied
by an experiment team who guide them through the game rounds. The group plays
for the duration of 14 rounds, a duration that is not known to the participants. Dur-
ing each round 4 participants could: (i) communicate face-to-face, (ii) individually
and anonymously harvest resources by writing down how much resource units they
want, and then (iii) were informed by the experiment leader about the resulting fish-
stock (after harvesting and renewal of the resource). Based on how they played they
received payment for each unit of resource after the game. This set-up is common
for behavioural experiments on CPR use.

To explore the reasoning that occurs in these types of decision context empirically,
we qualitatively examined the group dynamics processes in this behavioural exper-
iment. More specifically, we used the 6 debriefing interviews that were conducted
with the experiment teams after the behavioural experiment with Thai fishers in dif-
ferent coastal communities. The purpose of these interviews were to get a feeling
for the group dynamics to support the formalisation process. In total there were 42
behavioural experiments, the choice for which groupwould be interviewed depended
on the availability of the experiment team (afternoon session only) and the presence
of the first author (first half of the field experiments). The aim of the project for this
data collection is to formalise the influence of perception of change in the resource
on their actions via their internal characteristics and processes. We asked questions
about the group dynamics, their perceptions and attributions, but also on whether
they felt like a group, whether this changed throughout the experiment etc.

3.2 Looking for Clues

To investigate what can we learn about reasoning in this study, the first author re-
analysed the six interviews. Through listening to the recordings and reading the writ-
ten summaries hints of reasoning were identified with the CAFCA reasoning levels
in mind: habitual, strategic and normative reasoning. We reflected on the reason-
ing for each choice in the decision situation of the experimental design concerning:
(1) whether to communicate or not, and (2) how much to take out. The first deci-
sion occurs during the communication stage: while communicating each participant
decides whether to communicate and if then about what to communicate: (a) the
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amount the group should take with reasons, or (b) questions to help you understand
the dynamics better and/or (c) relational information to assess whether you trust the
others. The second decision relates to the amount one will harvest being based on a
potential agreement made OR by following one’s own individual reasoning. While
acknowledging that it is hard to derive the reasoning from each individual participant,
the communication stage allowed for detecting hints about potential group reasoning
and the actual behaviour in combination with the overall group dynamics sometimes
provide hints about the reasoning behind what to communicate and deciding on the
harvest level. In total five out of the six debrief interviews signals/hints about the
reasoning in the group and/or the individual participants could be identified.

Group 1: making it happen together | strategic, habitual and normative rea-
soning. Core characteristic of group 1 is that they manage the resource well. All
participants engage in communication, and while one participant does not really
“get it”, together they make it work. Their reasoning seems focused on taking the
optimal amount, which can be interpreted as the outcome of strategic reasoning.
However, over time, more and more resembles habitual decision making. It seems
that the participants find their strategy and stick with it, while the state of the resource
reinforces that everyone is on board.

On the individual agent level, participant #1.3 seems to set the amount for the
agreement that is followed, making us assume this person reasons strategically and
follows that themselves when extracting (decision 1 and 2). For participant #1.4,
who does not seem to understand the required reasoning, the reasoning seems to be
more in following the agreement when performing the extraction (decision 2). One
could see this as normative level reasoning (“following the rule”). For the remaining
two participants, who both actively contributed by sharing their understanding of
the resource, the behaviour could indicate they think strategically in contributing
and reaching an agreement (decision 1). However, when actually performing the
extraction, it could well be that they follow the agreement rather than their own
reasoning (decision 2). While we can impossibly know for sure, with person #1.3
and #1.4 we feel there are some reasoning hints, while for #1.1 and #1.2 we cannot
determine their reasoning for either decision.

Group 2: the one that ruins it | strategic reasoning. Core characteristic in group
2 is that while three persons communicate, one participant (#2.3) remains mostly
silent, but seems to pretend to not understand how the system works. The other
three communicating participants align, understand the resource, what is optimal,
and agree on what to do to reach the optimal stock size and regeneration rate. This
subgroup seems to reason strategically. Throughout the game too many resources are
taken, the three try to convince #2.3 to take less, but #2.3 does not listen. When the
three notice that somethingwas off with #2.3, one participant increased the extraction
after while and one decreased the extraction to compensate. In the end, one of the
participants extracts the total remaining stock.

On the individual level, each of the three participants shows an understanding of
the system and a persistent focus on the optimal points to a dominant strategic inter-
action. However, over time, due to the bad performance, more participants change
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their behaviour (take less and compensate, take more as things are lost anyway).
The changes are however along CAFCAs sociality dimension, while the reasoning
remains strategic. Similarly, person #2.3 seems to be strategic in not communicating
(decision 1) and harvesting following its own reasoning (decision 2) that could be
strategic every round or habitual, there is no way to know.

Group 3: silence is not golden | normative and strategic reasoning. Core charac-
teristic in group 3 was that 3 participants do not really communicate, only participant
#3.4 tries to communicate and convince everyone what to do, as he understands very
well how the system works. At the same time #3.4 is the youngest of the group and
in the Thai cultural context, the younger ones listen to the older ones. However the
oldest ones do not understand the resource and remain silent. The group depleted the
resource prematurely.

On the individual level, the only cues we explicitly get are from participant #3.4,
who seems to follow strategic reasoning when deciding how much to harvest, while
at the same time bending the normative ‘rules of engagement’ regarding to be heard
or not. The participant tries to convince the others of the best course of action that
allows them all to have income. Participants #3.2 and #3.3 seem more concerned
with what is appropriate behaviour in this context given the age differences, which
would point to normative reasoning, and busy with to whom they should be listening
to, i.e., they silently consider whether they need to stick to the same cultural rules or
renegotiate the cultural agreement (decision 2).

Group 4: conflict and reconciliation, damaging trust | strategic and normative
reasoning.Core characteristic: a turbulent group due to changes inwho is influencing
the group agreement, a temporary stop of communication occurs after massive dip in
the resource and a conflict. In the end the group turns things around into cooperation,
however it too late to maintain the resource. In the beginning, everyone followed
participant #4.4,whowas always takingmore than agreed.After the conflict everyone
followed the suggestions of participant #4.2. Thereweremore tensions, as participant
#4.4 wanted to end the game to take time to pray (religion), whereas participant #4.2
wanted to play as long as possible. Also, participant #4.2 told participant #4.4 to
“Don’t be greedy” because participant #4.4 always said he wanted to catch a lot.

In terms of reasoning the communication in the group was about getting to influ-
ence the others to follow them. It seems as if participant #4.4was strategical changing
the norm, encouraging other into normative reasoning, to then take advantage of that.
Overall the group seemed to predominantly engage in normative reasoning and fol-
lowing the strategic suggestions of participant #4.4 and later participant #4.2.

Group 5: one that spoils it all | strategic and ..? Core characteristic of this group is
that they are a blend of people who partially do and partially do not understand the
resource dynamics as they deplete the resources rather quickly. Some participants
focus on talking and influencing others while other participants just keep to them-
selves. Being young also affects the game here, as the younger participants have
no influence and seem to lose confidence after a big loss in biomass. There is no
explicit agreement on amount of harvest, just that they want to be at the optimal rate
(according to participant #5.1).
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On the individual level, based on the individual interviews, participant #5.4 seems
to really understand the system and wanted to be at the optimal (strategic, decision
2), shared this but due to their age had no influence and further refrained from
communicating (normative, decision 1). Participant #5.1 understands the system as
well and also tries to convince the others, which everyone seems to accept and agree
with.When looking at the extraction levels, it shows participant #5.2 is always taking
more, the experimental team indicates the person does not understand the system,
however this participant takes even more in phase 2 which makes one wonder how
non-strategic this is. And if this participant was not reasoning at the strategic level
nor the normative level, what reasoning was there? Were the choices just random? It
was definitely not habitual either...

4 Discussion

Our analysis shows that reasoning modes differ between agents and over time for
the same agent, despite the relatively short duration of the experiment and the mildly
complex system dynamics (akin to the occupational system dynamics of the par-
ticipants) and the small group size. The analysis also points out how hard it is to
characterise reasoning modes from the (sparse) interview data we have. Mapping the
data to the CAFCA reasoning modes or even levels is not straightforward, even if
we see different modes appear. The reason for these differences are opaque and even
more so for the mode change for one agent where the how, when, and why of mode
switching is an even harder challenge. For example, is it only a positive reinforcing
situation that leads to habitual behaviour, like we saw in group 1? And that a nega-
tive reinforcement leads to change, be it in reasoning or on the sociality dimension?
Finally, interpreting the communication during the experiment is, again, not easy.
For instance, it is not always clear if the reported reasoning during the experiment
is actually how the participant reasons or if this is meant to ‘manipulate’ others to
behave in a certain way.

This then leads to the holy grail of data gathering, what kind of questions and
observations would allow us to infer the deeper meaning of what is going on. Other
research that elicits reasoning, such as expert system development, often focuses
on deliberate reasoning and uses the ‘talk-aloud’, ‘walk-along’ methodologies of
knowledge elicitation. This leaves open the issue of how to track subconscious pro-
cesses leading to decisions. Perhaps a measure for this could be the effort or amount
of time spend (or available and spend) which indicates if reasoning is deliberative
or habitual, as both the Consumat model and Kahneman’s two systems model point
to this. We could also turn to more anthropological ways of data gathering to aim
for “thick descriptions” that help us explain in a deeper way what is going on. This
would put higher demands on the design and execution of the data collection.
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Thus, we have a list of open issues that we are looking forward to discuss.

• What are potential reasons for mode switching,
• Starting from our data, howwould other researchers map these on CAFCAmatrix,
• What data would be relevant to collect (and how) to get to reasoning?, and
• What theories are relevant yet missing from CAFCA or other frameworks?
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Model Mechanisms and Behavioral
Attractors

H. Van Dyke Parunak

Abstract In social modeling, a computational environment runs amodel that repre-
sents the world. The states the model explores (its behavioral attractor) are typi-
cally fewer than its description suggests. The mapping between model and attractor
depends not only on its parameters (exploring variants of the world) and its conven-
tions (imposed by the computing environment), but also itsmechanisms (components
of the model representing selected dimensions of the world). We illustrate the impact
of different mechanisms on the attractor. In our case, in general, the more mecha-
nisms one implements, the smaller the attractor (“the more you model, the less you
see”), but with unexpected twists.

Keywords Agent based modeling · Social simulation · Complex dynamics ·
Model parameters · Model mechanisms · Behavioral attractor

1 Introduction

The user of a social model expects the model to generate a range of behaviors. For
example, howmany distinct behaviors can the actorsmanifest?Howdoes their spatial
distribution vary over time? The range of behaviors generated by a running model
(the system’s behavioral attractor) is usually smaller than the static model suggests.

The mapping between a model and its attractor can depend on three different
sets of variables: parameters, conventions, and mechanisms. Each of these describes
a different component of the modeling enterprise, in which a computational
environment runs a model that represents the world (Fig. 1).

• Parameters describe the world that the model represents. Varying them explores
how theworldmight behave if its characteristics (e.g., relative group sizes) change.

• Conventions are unrelated to the real world but imposed by the computational
environment (such as agent execution order on a von Neumann machine or agent
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Fig. 1 Central relations

World

Computa�on

Model

represents

runs

Parameters

Mechanisms

Conven�ons

behavior at arena boundaries), and varying them explores the degree to which the
behavioral attractor is an artifact of that computational environment.

• Mechanisms are model components that reflect facets of the world. For example,
real social actors have short term preferences and strategic goals that guide their
choices, subject to constraints among available options and the actions of other
actors. Not every social model has a mechanism for each of these (preferences,
goals, option constraints, interactions), and no social model has a mechanism for
every possible dimension.

Modelers assume that a model with fewer mechanisms than the world’s facets
can still give useful information. Most modeling frameworks offer few alternative
mechanisms, seducing modelers to ignore the impact of mechanism choice. SCAMP
(Social Causality using Agents with Multiple Perspectives) [13], a causal language
and simulator for social scenarios, has a rich array of mechanisms that can be acti-
vated independently of one another. In general, the more mechanisms we activate,
the smaller the attractor (“the more you model, the less you see”), but interactions
among mechanisms lead to anomalies. For instance, a more constrained attractor
may lie partly outside less constrained ones with the same conventions and param-
eters. Adding mechanisms can not only sharpen the model’s focus, but also shift its
location.

These results are of immediate interest to teams who are using SCAMP. In addi-
tion, our methods should be helpful to other modelers in understanding the impli-
cations of their choice of mechanisms. Our exploration of SCAMP’s dynamics is a
concrete example of what might be done in other frameworks.

Section 2 summarizes related work. Section 3 describes the mechanisms of
SCAMP that these experiments vary. Section 4 describes our methodology. Section 5
presents the experimental results. Section 6 discusses their implication for inter-
preting the results of a SCAMP run, highlights implications of this experiment for
other social modeling systems, and outlines future work.
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2 Related Work

We expect behavior to vary with model parameters, which are the focus of most
studies of the dynamics of agent-based systems (e.g., [2–4, 20]), including studies of
tipping points (parameter values where behavior changes discontinuously, leading to
a phase shift) and lever points (parameterswhose change has a lasting, directed effect)
[1, 15]. Wolfram [19] identifies four distinct classes of one-dimensional 0–1 nearest-
neighbor cellular automata, varying only the update rule, the key model parameter.
Verification methods such as sensitivity analysis [5] (p. 24) or comparison of agent
trajectories with observed data also explore behavioral changes when parameters
change, but not the impact of changing conventions or mechanisms.

Studies of the impact of conventions imposed by the computing environment are
less common, but revealing. For example, a differential equationmodel and an agent-
basedmodel can yield qualitatively different results for the same parameters [16, 18].
Restricting ourselves to agent-based modeling, on a von Neumann machine, agents
can run only one at a time, and different scheduling disciplines for entities that in
reality execute concurrently have repeatedly been shown to lead to different results
[6, 8]. Núñez-Corrales [9] reviews the extensive literature on the impact of scheduler
synchrony.

This study focuses neither on the parameters that vary the world explored by
a model nor on the conventions imposed by computation, but on differing sets of
mechanisms that the model uses to represent facets of the world. Naively, one hopes
that even a primitive model will be useful, and that adding more mechanisms will
add more detail to the results of the initial model. Unexpectedly, such refinements
can also move the focus, and cause other anomalies. We know of no other ABM
work that demonstrates this effect, because most modeling frameworks do not offer
multiple mechanisms that can be activated independently of one another.

3 The SCAMP Causal Modeling System

This section explains enough of SCAMP’s structure tomotivate our experiments. For
further details, see [11, 13]. Our experiments use two of SCAMP’s four perspectives.

1. A causal event graph or CEG is a directed graph whose nodes represent types
of events in which agents can participate.

2. A hierarchical goal network or HGN is a directed acyclic graph that models
the goals of a group of agents and how those goals are related to the levels of
participation on events in the CEG. Leaf nodes in the HGN are linked, or zipped,
to event nodes that either support or block them.

The CEG has two sorts of edges:

1. Anagency edge fromnodeA tonodeBmeans that an agent currently participating
in an event of typeAmay consider an event of typeB as its next activity.A chain of
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agency edges defines a plausible narrative of the agent’s experience. Depending
on its group membership, an agent has agency for a subset of the nodes in the
CEG, and can move between two nodes only if it has agency in both of them.
Most nodes have multiple successors, making the CEG a narrative space [14]
that captures many possible narratives. The main output from a SCAMP model
is the history experienced by each agent. Agency edges are obligatory.

2. Sometimes one event causally constrains another even though no agent has
agency for both events. For example, an act of God such as a pandemic may
hinder events in which people gather together, or enhance hospitalization events.
SCAMP captures these relationships with influence edges. Influence edges are
optional.

When an agent completes one event in the CEG, it selects the next based on two
vectors. Each event has a feature vector that describes the event’s effect on agent
wellbeing, how urgent the event is to satisfying the HGNs to whose leaf goals it is
zipped, and how extensively agents of each group have participated in it recently.
Each agent carries a preference vector over the same space. To choose its next event,
the agent

1. computes the dot product of its preference vector and the feature vector of each
accessible event type in the CEG,

2. exponentiates each dot product so that it is non-negative, defining a roulette,
3. adjusts the presence and size of segments with incoming influence edges based

on the participation levels on events at the origins of those edges,
4. and spins the roulette.

In step 3, a prevent or enable influence edge can remove or add an event to the
roulette that guides agent choice, changing the structure of the CEG dynamically as
participation levels on influencing events vary.

Each agent adjusts its roulette before spinning by raising the size of each sector
to its personal determinism level, modeling human deviation from pure rationality.
An agent with determinism 0 makes completely random choices, while determinism
100 models a utility optimizer. Our experiments set agent determinism to 100, while
our baselines set it to 0 to generate a random walk.

SCAMP uses polyagents [10], which represent each domain entity by a single
avatar that can deploy a swarm of ghosts. The ghosts explore their avatar’s possible
next choices by looking ahead a fixed distance (here, two events). At each step,
they form a roulette over all nodes in the CEG that are immediate successors to
their current node, choose one node, and increment the node’s presence feature for
their group proportional to the value of the position in which they find themselves.
The avatar chooses its next step by choosing probabilistically based on the presence
features deposited by its ghosts. This mechanism simulates the well-documented
psychological process of evaluating actions by mental simulation of possible
outcomes [7].
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We base our experiments on a model of civil strife inspired by recent history in
Syria. The CEG in this model includes 460 event nodes with 1106 agency edges
and 400 influence edges. The six HGNs, one for each group, include 122 goals or
subgoals. 77 leaf goals are zipped to 177 event nodes.

4 Experimental Methodology

Our methodology has three parts.

1. Define how to measure the space of behaviors.
2. Identify the mechanisms that an instance of the model supports. A given set of

mechanisms defines a configuration.We are interested in how the size of behavior
space varies with the configuration.

3. Identify a configuration to represent an unconstrained baseline.

4.1 Defining Behavior Space

An analyst constructing a SCAMP model starts with the CEG, defining types of
events that might occur in the domain and linking them into reasonable narratives for
agents belonging to different groups. One useful measure of behavior space is how
many of these event types the system actually explores. Two levels of exploration
are meaningful. The first counts node coverage, in several ways:

1. How many nodes do ghosts visit in evaluating possible futures for their avatars?
2. How many nodes do ghosts consider in evaluating possible futures for their

avatars? These are successor nodes to those nodes that the ghosts actually visit.
3. How many nodes do the avatars visit in carrying out their decisions?

We measure these values for multiple runs of each configuration, with different
random seeds. In this paper, we run at least six runs per configuration.

We also look at how similar the sets of nodes under each measure are for repeated
runs with different random seeds. Let Q and R be the sets of nodes explored (under
one of the options above) for two runs of the same configuration, and let S be the union
of the sets explored by both runs. Then the overlap betweenQ and R is |Q ∩ R|/|S|.

We hypothesize that as we add mechanisms, the numbers of distinct nodes in
each category will drop (the attractors will shrink) while the overlaps will increase,
because the system will be attracted into the same region of state space. As we
will see, the data hold some surprises that yield important insight into the system’s
behavior.
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Thesemeasures do not by anymeans exhaust those that could be considered. Since
a commonly used output of SCAMP is the set of behavioral trajectories followed
by the agents, one very relevant measure is the number of distinct trajectories that
avatars execute. We leave that analysis for future work.

4.2 SCAMP’s Mechanisms

SCAMP offers several mechanisms to capture different dimensions of the world.
The most basic is the structure of the agency edges in the CEG, which record the

meaningful behavioral trajectories available to agents. Even if agents execute random
walks, the branching factors differ along different paths, so that nodes only accessible
along highly branched paths will have a lower probability of being sampled in a run
of a given length than those with less ramified approaches.

The mean node degree restricted to agency edges in our example CEG is 4.74, not
much more than the limit of 4 for an infinite square lattice, but degree in the CEG
is highly variable. Consider a synthetic baseline of 460 integers randomly selected
from [3, 6]. The mean is 4.5, comparable to our data, but Pearson’s kurtosis for this
synthetic baseline is 1.64, well below the threshold of 3 associated with normally
distributed data. For our CEG, the kurtosis of node degree is 8.7, reflecting the heavy
tail of nodes with high degree (up to a maximum degree of 21).

For comparison, we construct a rectangular directed lattice of 21 * 22 = 462
nodes, over which we do a random walk (with both ghost and avatar determinism
set to 0). A random walk on a regular lattice with restart will visit every node, if it
runs long enough. We expect the CEG to perform similarly. We also do a random
walk over the CEGmodel itself, augmented with a single START and a single STOP
node.

Psychological preference is modeled by the feature space that defines agent pref-
erences and event features. Without preferences, ghosts perform a random walk in
laying down the presence features that guide avatars. With preferences, ghosts will
favor some nodes over others, based on the features that themodel builder has defined
for those nodes. We expect (a) agents using preferences will explore fewer nodes
than those walking randomly, (b) overlap across runs will be greater with preferences
than without, and (c) the longer the model runs, the more nodes will be visited.

SCAMP’sHGNsmodel strategic reasoning. EachHGNmonitors the recent partic-
ipation level on event types to which it is zipped to assess its current satisfaction,
then computes the urgency feature of each of these events. Agents respond to urgency
according to their preferences. If an agent is running without preferences, the HGN
is irrelevant. But if preferences are active, we expect HGNs to focus the agents’
attention, reducing the number of nodes explored and increasing their overlap.

Influence edgesmodel causal influences among event types between which agents
do not move directly, modulating the probability of destination nodes dynamically
based on participation levels on source nodes. Again, including this mechanism
should reduce the number of nodes visited and increase their overlap.
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Fig. 2 Configuration lattice:
001 = influences, 010 =
HGN, 100 = preferences

A configuration is a binary string indicating active mechanisms. The first posi-
tion shows whether (1) or not (0) preferences are active. The second position shows
HGNs, and the third, the use of influence edges. Thus in 000, the only mechanism
is the structure of agency edges, 100 indicates the use of preferences alone, 110
adds HGNs, and 001 is the use of influence edges alone. The decimal values of
these strings identify configurations 0 (no mechanisms active) to 7 (all mechanisms
active). Configurations 2 and 3 (HGNs without preferences) violate the assumptions
of the model and are not included. Configurations 4–7 include preferences, configu-
rations 6 and 7 include HGNs, and odd configurations include influence edges. Our
configurations thus form a partial lattice (Fig. 2). All configurations use the same
parameters to describe the world and run with the same conventions.

4.3 Random Baseline

In addition to a spacewithinwhich the attractor is defined andmechanisms thatmight
impact the attractor, we need a baseline against which to compare their impacts. We
provide two baselines, L (the 21 * 22 lattice) and R (the CEG), with both ghost and
avatar determinism set to 0 so that they ignore the roulette entirely. In configuration 0,
unlike R, avatars have determinism 100, and follow their (randomly moving) ghosts.

5 Results

Our experiments illustrate how studying the behavioral attractor as a function of
model mechanisms can yield valuable insights that confirm or correct our intuitions
and call attention to behaviors that invite further study. Our study is exploratory, and
we presentmost results as boxplots [17].1 In some cases, we compute the significance
of pairs of results using the one-sided Mann–Whitney U test. p-values greater than
0.05 are reported as not significant.

1 The box extends from the upper to the lower quartile of a data series. The bold line marks the
median. The whiskers extend to the most distant data points within 1.5 times the inter-quartile range
of the quartile limits, and circles mark outliers. Comparing the inter-quartile boxes for two series
is a good heuristic for whether they are the same or different.
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We begin with summary plots that characterize the data and show the impact of
run length on our measures. Then we examine how visits and overlaps vary with
configuration, to see how adding mechanisms affects agent activity. Finally, we offer
some summary statistics on the impact on our metrics of the three mechanisms we
are studying: preferences, HGNs, and influence edges.

5.1 Making Friends with the Data

First, compare the coverage and overlaps (Fig. 3) of each measure [avatar visits
(av), ghost visits (gv), and successors considered by ghosts (sc)] for the baseline
configuration (000 ~ 0) and the most constrained (111 ~ 7). Ghosts visit fewer
nodes than they consider, and avatars visit only a small fraction of those explored
by ghosts. Added mechanisms reduce the number of nodes that the ghosts consider
and visit, as expected, but the number of nodes visited by avatars is unchanged.
Additionalmechanisms focus the ghosts’ attentionmore closely, but however broadly
or narrowly the ghosts explore, an avatar chooses one path from those explored by
its ghosts, and in a run of fixed length visits only a limited number of nodes. The
avatar nodes are not the same in the two configurations, but by the structure of the
program the coverage is the same size.

We expect overlap to increase with mechanisms, as agents focus their attention on
fewer nodes. Figure 3 confirms this intuition for avatar visits, but overlaps for ghost
visits and successors actually decrease, a phenomenon we discuss in Sect. 5.3.

In a regular directed lattice, coverage increaseswith run length.Most of our results
are runs of 1000 Repast ticks. Figure 4 shows the effect of increasing run length to

Fig. 3 Nodes visited (left)
and overlaps (right) by types
and configurations
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Fig. 4 Effect of run length
on coverage

2000. We compare configuration 0 with 4, which (we will see) is particularly influ-
ential. In x-axis labels, the first digit (0, 4) is configuration, and the second (1, 2) is
run length in k-ticks. The intuition is correct for avatar visits, and for ghost visits
and successors in configuration 0. But for configuration 4, the preference mecha-
nism leads the system to converge, and longer runs do not increase ghost visits or
successors.

The median value of sc01, 306, leaves 162 event types in a typical run that the
ghosts never consider. However, these 162 CEG nodes are not the same in each run.
The median overlap is about 90%, and many runs show lower overlaps between pairs
of runs for each configuration. For example, while the maximum successor nodes in
any single run of configuration 0 is 325, all of the runs together explore 343 nodes.
This still misses 117 nodes of the complete CEG, but suggests that multiple runs are
at least as important as run length in sampling the causal graph adequately.

5.2 Impact of Adding Mechanisms

Figure 3 shows a clear reduction in coverage for successors and ghost visits between
runs with no mechanism except the CEG, and all mechanisms. Figure 5 shows
intermediate configurations. Ghost visits show the same pattern.

Fig. 5 Successors by
configuration
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In the baselines, randomwalk on a lattice (configurationL) offers fewer successors
to consider (and thus fewer ghost visits) than on the CEG (configuration R), reflecting
the long tail in ourmodel’s degree distribution. Successors andghost visits onbaseline
R are higher than with any mechanisms, which is not surprising.

As expected, both measures tend to decrease as we add mechanisms. Two details
are particularly interesting.

1. The drop from configurations 0 and 1 (no preferences) to configurations 4–7
(with preferences active) is particularly large, suggesting that preferences have
more influence on the system than do HGNs or influence edges.

2. Configuration 6 (preferences and HGNs without influence edges) appears to be
lower than themore highly constrained configuration 7 (which adds the influence
edges). This unexpected result shows an unanticipated but realistic interaction
between the two mechanisms. An agent’s goals (in life and in SCAMP) guide its
actions by identifying high-priority events in which the agent should participate,
and the usefulness of goals will decrease if other events block access to those
urgent events through influence edges.

In contrast to successors and ghost visits, avatar visits do not change with more
mechanisms. This observation is consistent with Fig. 3: while ghosts can explore
more or less narrowly, each avatar follows only one path, and thus visits only a
relatively constant number of nodes for runs of a given length.

Adding constraints not only decreases attractor size (for gv and sc), but also shifts
its location. Define the alignment of one configuration with another with a subset of
its mechanisms as the percent of events in its attractor with that of the less constrained
configuration, and shrinkage as the ratio of the size of the more constrained attractor
to the less constrained. Figure 6 shows the alignment and shrinkage for six pairs of
configurations, two for each metric. In each case, one pair compares the attractor
for configuration 0 with that for configuration 7 (0 → 7), while the other compares
configuration 7 with a less constrained configuration (6→ 7 or 1→ 7). As expected,
shrinkage is greatest for the greatest increase in constraints (0 → 7). But contrary
to expectation, increasing constraints reduces the alignment between attractors. This
result challenges the common assumption that ignoring facets of the real world gives
a fuzzier but still essentially correct outcome. In fact, adding these facets can shift
the model’s output.

5.3 A Closer Look at Overlap

In addition to monitoring the coverage of nodes considered or visited (our approxi-
mation of a model’s attractor), it is also useful to study the variation among the sets
of nodes visited in different runs of the same configuration. Intuitively, we expect
overlap to increase with number of mechanisms. This intuition must be qualified.

With significance p = 2E−16, avatar visits have lower overlap than ghost visits,
and ghost visits have lower overlap than successor coverage. We hypothesize that
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Fig. 6 Alignment of
Successive Constraints:
square = av, dot = gv,
triangle = sc

this difference reflects the fact (Fig. 3) that there are far more successors than ghost
visits, and far more ghost visits than avatar visits, out of a fixed number of nodes.
Higher coverage of the CEG leaves fewer nodes on which runs can differ with each
other.

Figure 7 shows how avatar and successor overlaps vary with configuration. Avatar
overlap satisfies our intuition that with more mechanisms guiding agents into similar
regions of the CEG, overlap should increase. Consistent with this dynamic, the base-
line configurations L and R, with both ghosts and avatars executing random walks,
have the lowest overlaps.Configuration 6yields the highest overlap.Adding influence
edges in configuration 7 reduces overlap, reflecting their interaction with HGNs.

Ghost overlap (not shown) is less intuitive. Overlaps between the sets of nodes
visited by ghosts in different runs of the same configuration are invariant with
configuration, and do not significantly differ from the baselines.

Fig. 7 Overlaps by
configuration
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Overlaps in the successor metric are evenmore complex. Setting aside the random
walks L and R, the overlaps actually decrease with added mechanisms! As with the
successor and ghost visit coverage metrics, there appears to be a particularly sharp
drop with configuration 4, when agent preferences become active. Again, the power
of HGNs in drawing agents together is clear in the increased overlap in configuration
6, but faces interference from influence edges in configuration 7.

The overall negative correlation between successor overlap and number of mech-
anisms is surprising. Perhaps the mechanisms lead the agents into parts of the CEG
that they otherwise would not visit. Preferences in particular can lead agents to
prefer highly branching regions that otherwise would be relatively inaccessible. In
such a region with high node degree, SCAMP’s stochastic roulette selection can push
different runs in different directions, increasing successor coverage and thus reducing
overlap. Modelers who assign favorable features to some events may unconsciously
focus more attention on them and ramify the paths to which they lead more than they
do for other events, a form of modeling bias of which they should be aware.

5.4 Impact of Individual Mechanisms

Table 1 compares the effect of preference and HGN mechanisms, aggregated over
all configurations, against the baseline. In this table, an entry of the form “ >, 0.04”
means that the row variable is larger without the column mechanism than with it,
with significance p= 0.04. “<”means that the unconstrained value is smaller than the
constrained one, and “NS” means that p > 0.05. The aggregate impact of influence
edges for all variables is NS.

Preference has the most widespread impact of all mechanisms, affecting every
measure except ghost overlaps, and it reduces all measures that it affects except
overlap among avatar visits, which it increases. The increase of avatar visit overlap
is in line with our initial hypothesis: the more mechanisms constrain the model, the
fewer different nodes agents will visit, and themore those sets of nodes will resemble
each other across runs. The decrease of successor overlap is puzzling, but confirms
the impression we drew from Fig. 7.

Table 1 Mechanism impact
on coverage Variable Preferences HGNs

Ghost visits >, 7E−7 >, 1E−5

Ghost overlaps NS <, 0.01

Avatar visits >, 2E−4 NS

Avatar overlaps <, 1E−9 <, 1E−9

Successors >, 7E−7 >, 2E−5

Successor overlaps >, 8E−8 NS
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HGNs are the nextmost influential mechanism, increasing visits (except for avatar
visits) and decreasing overlaps (except for successor overlaps).

Though in the aggregate influence edges do not have significant impact on these
measures, they can reduce the contribution of HGNs by limiting agent access to types
of events that the HGN identifies as urgent.

6 Discussion and Future Work

Our results, though based on experiments with SCAMP, are important for the respon-
sible use of any agent-based modeling framework, in two ways. (1) Modelers have
a sense of the range of possibilities covered by their models, based on their static
structure. The model’s actual attractor when it runs may be much smaller. Users
need to understand the effective coverage of a model under different conditions,
and modelers need to understand how adding mechanisms is likely to impact that
coverage. Sometimes users will want to increase coverage to consider more possible
outcomes; in other cases they will want to decrease it to focus on the most likely
outcomes. (2) Adding mechanisms to capture more dimensions of the real world can
not only provide a more focused result, but also shift the location of that result in
state space.

These results suggest several directions for future work.

• Validate our hypotheses about what features of SCAMP (e.g., widely varying
branching factors?) lead to premature focusing, and develop guidelines for
modelers who use SCAMP to avoid unrealistic expectations about how aware
the system actually is of all the alternatives they are constructing.

• Explore in more detail what leads to some of the counterintuitive behaviors we
have discovered, such as the interaction of HGNs and influence edges, and the
decrease in successor overlap as we add mechanisms.

• Formally, a system’s attractor is the region of state space to which it is constrained
after initial transients have died out. Our data comes from complete runs, and
ignores possible noise from start-up conditions. The start-up period can be iden-
tified by plotting the entropy of the roulette constructed by each agent as a func-
tion of time [12]. Applying this measure to the analysis in this paper is more
challenging than in our previous application of it, but would refine our results.

• The notion of an attractor is only one of several physics-based concepts that can
elucidate the dynamical behavior of a social simulation. We are exploring others,
such as the graph spectra of emergent social networks.

• At several points, coverage and overlap measured by avatar visits behave very
differently than ghost visits and successor counts. Most reports we generate for
users concern the movement of avatars, and we have viewed the ghost mechanism
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and successor structure of the CEG as internal details that are not relevant to
analysts, but clearly they are important in assessing themodel’s dynamic coverage,
and we will explore ways to communicate this information to users.
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All the Right Moves? Systematically
Exploring the Effects of Random
Movement in Agent-Based Models

Edmund Chattoe-Brown

Abstract Movement in Agent-Based Models, particularly so called random move-
ment, frequently seems to be treated as a black box. This situation implies that
implementation details don’t matter to model outcomes. This chapter demonstrates
the lack of concern with details of random movement processes using a literature
review as a case study, shows that unreported implementation details can actually
matter dramatically to model outcomes and considers the wider implications of these
two related findings both for future research and modelling practice. The effect of
movement assumptions is explored using the “switchable” approach in which pairs
of models differing only in the aspect of interest are directly compared. The chapter
shows how some Agent-Based Models may fail to distinguish between movement
processes which effectively ensure full population mixing and those which do not. In
the case where there isn’t full mixing, details of implementation are shown to matter
considerably to model behaviour. Taken together, the literature review and model
analysis show that there is significant room for a more systematic and evidence
based analysis of the role that movement assumptions play in the reported outcomes
of Agent-Based Models.

Keywords Agent-Based model · Random movement · Research methodology ·
Wolf sheep predation model · NetLogo

1 Introduction

It is a commonplace of Agent-Based Modelling that the behaviour of a model can
depend considerably on its assumptions. Subject to the value of the “PreferredPropor-
tion” parameter, the basic Schelling model of type segregation [1, 2] can display
“loose” clusters with different agent types directly adjacent, “tight” clusters with
different types needing to be separated by empty sites or a “rolling boil” of non-
convergence [3] all but indistinguishable from the initial distribution. Exploration of
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the effects of parameter variation is often known as sensitivity analysis [4]. Similarly,
but unfortunately with less agreement on terminology, we recognise that an Agent-
Based Model with random mixing, for example, may display different properties
than one with interaction through social networks, whether static or dynamic [5].
This might be considered the sensitivity of a model to specification—what elements
the model includes—rather than to the values of parameters taking the model specifi-
cation as given. So once you have decided to include a social network in your model,
you need a parameter for the number of ties that each agent has but if you assume
random mixing you don’t.

This chapter considers a particular aspect of specification, namely the nature
of agent movement (and specifically so called random movement) in Agent-Based
Models. Examining a sample of published research as a case study suggests that (as
widely feared but not always explicitly demonstrated) the implementation detail of
such movement is often hard to access and a key result of this chapter is to show
that, since the specific implementation can matter considerably to model outcomes,
it needs to be properly documented. Standards are thus important not just for their
own sake but because their absence can be shown potentially to undermine model
credibility. This specific analysis therefore serves as amicrocosm for themore general
issue of adequately documenting Agent-Based Models so they—and their results—
can be relied on for future use. But, of course, any conclusions drawn here are
subject to qualification by subsequent literature reviews or model analyses that have
a different basis or are more extensive. (For this reason, it is not appropriate to object
that I am making claims about all models or all kinds of movement. I only present an
evidenced hypothesis whose limitations are clearly stated. However, research has to
start somewhere and I have not yet discovered any similar analyses in the literature
to that presented here.)

The first section of the chapter reports a case study literature review of articles in
the Journal of Artificial Societies and Social Simulation—hereafter JASSS—which
mention random movement. This review is used to present and clarify the concepts
that will be relevant for subsequent analysis and to support the claim that treating
random movement as a black box is a significant tendency. The second section
uses a standard NetLogo Agent-Based Model—the Wolf Sheep Predation model
[6]—to show how the exact specification of so called random movement—which
actually includes a range of relevant possibilities—can have a big impact on model
outcomes. This illustrates why research in whichmovement is a black boxmay suffer
from compromised credibility. The final section discusses these results and draws
conclusions from the two related strands of argument. These include some recom-
mendations for improved modelling practice based on evidence from the literature
review and model analysis.
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2 Literature Review

I use the term enacted practice to refer to what is actually done in published research
as opposed to what is claimed in general or methodological discussion. Famously,
Agent-Based Modelling presents itself as a potentially empirical method but its
enacted practice is still largely to build models without data [7, 8]. My intention here
is to report a case study of the enacted practice in a community ofmodellers regarding
random movement, that is to distinguish what they actually do in publishing their
research from what may be said about it in principle or in general.

The review was carried out by searching JASSS for two specific terms—“random
movement” and “move randomly”—and reading all the articles (27) which included
either of these terms. No article included both terms. There is insufficient room to
describe these articles in the current chapter but a list of their relevant features—such
aswhy themodel code usually cannot be practically accessed—is available on request
from the author. The aim of this approach is not to claim that this sample—which is
actually a population for the designated search terms in JASSS—represents thewhole
field of Agent-Based Modelling or that there could not be models involving random
movement not discovered by these search terms or that there is no research which
does not treat movement as a black box. Instead, it is to support claims about a strong
general tendency in enacted practice initially using a sample that is manageable for
analysis and reporting in a single chapter alongwithmodel experimentation. Further-
more, it is not implausible that JASSS, as a long running journal focusing heavily on
Agent-Based Models, should broadly manifest larger trends in such research gener-
ally. Be that it may, however, the main aim of the literature review is to provide an
inductively grounded basis for a firmer conceptual understanding of random move-
ment and a better justified statement of relevant issues for future research. Having
stated a clear position based on evidence, future research can then confirm or refute
my finding using larger or different samples [9, 10]. What is important for progres-
sive science is not that each piece of published research be the last word—because
that might be impossible or at least practically very difficult in terms of resources
like research time and word count—but that it is clear and systematic enough for
future research to develop.

The first thing to note is that splitting the time period duringwhich JASSS has been
published into two roughly equal parts—1998–2009 and 2010–2022 with the final
year obviously being incomplete—does not suggest that random movement models
selected by these particular search terms are becoming significantly less common.
There are 13 instances in the first period and 14 in the second. This provides at least
some justification for the approach of the present chapter. Randommovementmodels
would be less worth investigating if they were plainly dying out.

Secondly, we can make one major distinction and some minor ones from the arti-
cles reviewed.Themajor distinction is that at least two things can reasonably bemeant
by random movement. One occurs in cellular models, those which are arranged on
a grid, where agents can only move to empty grid sites. Here randomness means, if
any conditions for movement are satisfied, to identify all possible empty sites and
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choose one at random with an equal probability. Even here, however, exact speci-
fication detail is important. The standard NetLogo implementation of the Schelling
model [11] actually doesn’t do this but instead allows agents to keep moving until
they find an empty site. This potentially biases the agents towards shorter relocation
distances. The question is then, apart from issues of empirical realism, whether the
exact implementation matters to the reported model outcomes. Some evidence is
provided later in this chapter that it might but I have never seen the implications of
these variant assumptions—how the model is typically described and how it actually
runs—directly compared for the Schelling model. The other use of random move-
ment occurs in free space models where agents literally do wander around on a
geographical terrain. Here, unlike the cellular case, fully random movement is not
uniquely defined: It could involve (as we shall see) different movement distances,
different changes of orientation, different kinds of movement heterogeneity and so
on. Other more minor distinctions between reviewed models are also useful, for
example between models with general random movement and those only displaying
it under certain conditions, betweenmodels used directly to describe the social world
and those for other purposes—for example to develop modelling tools, discuss or
replicate the work of others and so on—and between worlds with “stuff” in them,
like food which agents forage, and worlds consisting only of other agents. In a way,
from this perspective, the most surprising thing about the basic Schelling model is
that it includes no real geography and that this fact is not widely remarked upon
[12]. The models containing stuff are often associated with deliberate movement in
at least some circumstances—if you can’t see any food move at random, if you can
move towards it—while the models solely involving agents more commonly are not.

Thirdly, a focus on enacted practice in the specific area ofmovement illustrates that
general concerns about the reproducibility of Agent-Based Models are well founded
[13]. The issue is that, whatever the stated ideal, the great majority of the models
reviewed cannot, in fact, be traced back to their movement assumptions without
significant effort: The movement algorithm is not explained or only sketched out
roughly in pseudo code, actual access to the code is not mentioned at all, the code
is written in an outdated or obscure language, the code is only available from the
author—who may not now be contactable, the article claims to provide code but the
link is broken, the codewon’t run on current versions ofNetLogo—soone has to trawl
back to the last version they will run on, the code won’t run without undocumented
libraries or subsidiary files and so on. Some of these hands-on issues suggest concrete
improvements to practice. For example, should the file names for NetLogo code
always include a version number? If, as I shall show, the details of movement can
matter significantly to model outcomes, then not being able to reconstruct what was
actually assumed makes the results of most models in my review set potentially
non robust. More generally, the documentation and preservation of code needs to be
sufficient not just for present concerns but also for unanticipated future ones. There
is always a chance, as here, that we will need to revisit old models with new research
questions or objectives. Finally, as well as not being able to access the code, in many
(particularly older), models you can’t see the actual simulated world in the article
but only graphs summarising run statistics. This may make it harder to get a sense
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of what random movement actually involves. Compare the potential good practice
in [14, Fig. 9] which shows exactly what the random movement of a single agent in
the specific simulated world looks like. Note that I have done this analysis from the
perspective of a single programming language, NetLogo, though this is widely used
in JASSS and in the articles in my literature review. Nonetheless, many of the same
issues about accessibility, like broken links or old versions, apply to other languages
that I am not competent to evaluate. But my claim that a language is obscure is not
merely subjective. It refers to how often it is used, whether it is still being maintained
and updated and so on. I am not claiming that SWARM, for example, is obscure just
because I don’t know and use it personally.

Thus, as it is possible to trace very few models through to their actual movement
assumptions, so it is particularly useful to discuss one of the few exceptions [15] in
my sample in more detail. In this article, the movement procedure is “rt random 50
lt random 50 fd 1”. Interestingly, this is exactly the same code as the Wolf Sheep
Predationmodel whose properties I shall analyse further later in the chapter, showing
that there is a danger that code may be reused incautiously without the possible
implications being fully understood. This example provides a useful starting point
for focused discussion of variations in possible movement assumptions which might
reasonably be considered random. The first two instructions are stochastic (because
of the random procedure) and allow an agent only to change its orientation broadly
within its “line of sight” since agents in NetLogo have a direction in which they
face defined as an attribute. The combination of rt and lt procedures means that an
agent can reorient to the right up to 49° from line of sight and then reorient left
up to the same amount. In NetLogo, random 50 generates an integer from 0 to 49.
Since the random procedure draws from a uniform distribution a reorientation 37°
to the right is just as likely as a reorientation 12° to the right. The net effect of
both instructions, each with its distribution of outcomes, is that small net changes of
orientation relative to the existing direction of travel are most common. To change
net orientation by 48° to the right requires both an atypically large value of the right
shift and an atypically small value of the left shift. Another way to see this point is
to recognise what changes in orientation this combination of procedures excludes:
An agent cannot simply turn on its heel, that is reorient 180°, in a single movement
for example. The third procedure says that, after reorienting itself, the turtle moves
forward a fixed amount which is only a fairly small distance relative to the world
size. This example allows us to add precision to the distinction between calibration
and specification discussed above. If forward movement is given as an integer, as
it is here, then it can be considered as a parameter for calibration. But whether or
not an agent reorients (and thus whether parameters are needed for the extent of that
reorientation) is clearly a matter of specification. There is no reason in principle why
agents should not simply move in straight lines with different initial orientations
though I have never seen an assumption of that kind used. Whether a model which
allows all possible reorientations should be considered differently specified to one
that only allows some and favours small changes in orientation is a slightly less
clear cut case. Finally, the reason why these variations should all be considered as
examples of random movement is that the distribution of end positions relative to
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start positions is clearly randomised. Using the procedure fd 1 will obviously expose
an agent to different end state possibilities when compared to the procedure fd 2
but, in both cases, these final positions are not deterministic relative to the starting
position despite the fixed integer in the fd command.

Based on analysis of existing research, I investigate the dependence of model
outcomes on specific random movement assumptions. I have shown that movement
as a black box is a distinct tendency in published research (admittedly from a single
journal albeit an important one). Now I will show why that might be a significant
problem.

3 “Switchable” Models of Random Movement

Like many developments in methodology, an idea can be extremely simple—almost
ponderously so—as long as it is the right one. So, if we want to explore the effects
of specification assumptions we simply build variant models differing only in these
assumptions and compare them [5]. Given this approach, any differences observed in
output behaviour must be the result of specification effects because there is no other
possible source for them. This is the so called “switchable” procedure, analogous
to sensitivity analysis for parameters but involving discrete rather than potentially
continuous variation in model alternatives compared.

I will now demonstrate such an analysis on the Wolf Sheep Predation model [6]
to support my earlier claims about the problems that could arise when randommove-
ment assumptions cannot be accessed and/or are not examined for their effects: A
situation which applies in nearly all the articles I examined in my literature review as
discussed above. This model was partly selected for analysis because it is included
in the permanent NetLogo models library so my results can easily be checked and
improved on. The exact version of the code used in this chapter is also available from
the author to aid reproducibility. The basic model in the library also contains the
specific movement procedure “rt random 50 lt random 50 fd 1” found in [15]. Apart
from its simplicity and accessibility, this model was also chosen because it is funda-
mentally based on movement, it doesn’t converge in a banal way—as a surprising
number of Agent-Based Models seem to do given their claims about complexity—
and the movement process applies to both sheep and wolves, thus maximising the
possibility for interesting variations in emergent behaviour. Note, however, that this
model was not chosen to be realistic, either as a description of sheep interacting with
wolves or to stand for other Agent-Based Models aspiring to greater realism. The
point here is solely to display significant specification variability from assumptions
that may appear innocuous and thus not be described or analysed in typical research.
It will necessarily be a topic for future research whether this variability proves to
be widespread in diverse models including those which aspire to be realistic. But at
present very few models of any kind appear to be tested for the sort of specification
variability I demonstrate here.
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To facilitate more runs of each simulation condition and thus better characterise
the stochasticity of the model. I characterised each run in terms of sampled wolf and
sheep populations. By sampled I mean that in each tick, I recorded these populations
with a 10% probability and then, at the end of the run I summed this sampling list
and divided by its length. This approach is intended to characterise each simulation
run as a whole—rather than, say, just the average for the last 200 ticks—and thus
accommodates the known situation with this model that individual runs may spend
different lengths of timedoingLotka-Volterra cycles [16], displaying run in behaviour
and so onwhile nonetheless displaying quite strongqualitative similarity overall. This
means that although cycling may occur in different parts of the run, all runs contain
significant cycling. The logic is that, as long as the sample of populations is not too
small, it can give an overall sense of how two simulation conditions differ when
coupled with repeat runs within a condition to assess stochastic variability. I leave
the investigation of different—perhaps improved—characterisations of this model
to future researchers as here I just want to clearly illustrate the main point about the
dependency of model outcomes on the specific implementation of movement. Each
experimental condition was run ten times and the typical maximum and minimum
population values are within 7% of the mean suggesting that this system doesn’t
have problematic distributional properties requiringmore repetitions than this in each
condition. The logic of the experiments presented here is that if the mean population
differences between conditions are much larger than the stochastic variation within
conditions then it is reasonable to postulate that the difference is a meaningful effect
of changing the movement assumptions.

The first result is to investigate the effect of different deterministic fd commands
while keeping everything else fixed:Averagewolf and sheep populations are reported
to the nearest unit. Note that, because of randomness in reorientation, these runs are
still stochastic and create randommovement even though fd is fixed anddeterministic.

As Table 1 shows, fd 1 behaves clearly differently from fd 5 and fd 10 while
fd 5 and fd 10 are not plausibly distinguishable given the stochastic variation in
individual run outcomes of about 7% for a single condition. Reflection suggests
why this might be in that random movement is not random mixing. Random mixing
involves an equal chance of each agent encountering all others but small fd values
mean the chances of encountering distant agents are actually much lower. There
may be a further complication here. In this model, it doesn’t matter which sheep a
wolf actually eats—distant or close. But in an epidemic model, for example, it does
matter whether or not a susceptible agent is in contact with an infected one. It seems
that bigger fd values “saturate” the interaction process: Going from fd 5 to fd 10
adds nothing appreciable to the outcome. Further, the fd value needed to saturate a
population seems likely to depend on the size of the world, the number of agents and
perhaps the size of patches: A patch in NetLogo being the unit of spatial extension
which defines the size of the world. These values and their interpretation are not
typically given a lot of attention in published models but the results in this chapter
show that perhaps they need to be. Again, the style of analysis shown here needs
to be generalised to other classes of models before its hypotheses can be taken as
confirmed. In an epidemic model one can simply increase the density of agents by
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Table 1 Wolf and sheep
populations with different
forward movement distance

Forward movement
distance

Average wolf
population

Average sheep
population

1 73 163

5 99 141

10 100 144

Table 2 Wolf and sheep
populations with “line of
sight” and “completely
random” reorientation

Orientation
assumption

Average wolf
population

Average sheep
population

rt random 50 lt
random 50

73 163

Random 360 3 205

assumption. In theWolf Sheep Predationmodel, the sustainable population ofwolves
is dependent on the sustainable population of sheep and this, in turn, is dependent on
the rate at which grass regrows. Thus population densities are not controlled directly
by corresponding parameters. Put another way, certain wolf and sheep densities may
not actually be achievable simply by changing the grass regrowth rate.

This hypothesis about saturated and unsaturated systems is given strong support by
the next experiment. In theWolf Sheep Predationmodel found in theNetLogomodels
library it is assumed that the direction of travel favours line of sight as discussed
above. It might be argued that the procedure rt random 360 was closer in spirit to
“true” randommovement than rt random 50 lt random 50. Table 2 shows the effect of
these two different reorientation specifications on wolf and sheep populations with
everything else in the model remaining exactly the same.

Thus, in the region of unsaturated movement assuming fd 1, a change in the
orientation assumption totally changes the model outcome basically flat lining the
wolf population. This dramatic sensitivity to specification either requires a modeller
to be sure their model is in the region of saturated movement—where further details
of implementation apparently become largely irrelevant—or to justify the specifics
of their assumptions in an unsaturated model so their results can be relied on. Inter-
estingly, only one article in the set I reviewed seemed to provide any proximate justi-
fication for the randommovement assumption and that was basically that the authors
“felt” it was an adequate approximation for the domain. No reasons or evidence were
given.

This view of saturated and unsaturated rates of movement is confirmed by intro-
ducing the simplest form of heterogeneity into the model. Instead of a constant fd
value, this now becomes a range from a uniform distribution: For example, wolves
either move forward 1 or 2 units with equal probability. As Table 3 shows, when the
average of the movement range is in the saturated region, heterogeneity has almost
no impact as before but when it is in the unsaturated range it makes at least some
difference—though the scale of the effect is of the magnitude of the stochastic vari-
ability in runs. In fact, this small effect is an artefact of the unlucky circumstance
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that saturation occurs in the Wolf Sheep Predation model with almost any other fd
value except the one chosen as the default in the published code! This can easily
be confirmed by looking at the behaviour of rt random 50 lt random 50 fd 2 which
gives an average wolf population of 100 and sheep population of 149 which virtually
indistinguishable, allowing for stochastic variation, from the fd 10 outcome. Thus
the effect of heterogeneity is not intrinsically small but it is hard to display with this
particular model and associated parameter values because there isn’t room for move
ranges that doesn’t intrude into the saturated region.

This view can be confirmed (for use in future analysis) by lowering the rate
at which grass regrows (the previous value of 30 is changed to 45). This lowers
the sustainable sheep population and (in turn) the corresponding sustainable wolf
population.

Table 4 shows that movement is not saturated at fd 2 as it was with the previous
grass regrowth rate but only at fd 5 which is indistinguishable, given the stochastic
variability in runs from fd 4. Interestingly, however, this analysis contradicts the
earlier presumption that model behaviour is divided only into saturated and unsatu-
rated zones. With fd 10 the populations resemble those for fd 3 suggesting it may be
possible to move toomuch for randommixing as well as too little. However, analysis
of this slightly unlikely looking result will have to be postponed.

In the next section I turn to some wider implications of this sort of analysis.

Table 3 Wolf and sheep populations with different heterogeneous movement ranges

Forward movement range (uniform
distribution)

Average wolf population Average sheep population

1–2 96 148

1–12 100 136

Table 4 Wolf and sheep populations with different movement rates under a lower rate of grass
regrowth

Forward movement distance Average wolf population Average sheep population

1 24 156

2 45 143

3 50 139

4 61 130

5 62 129

10 52 141
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4 Discussion and Conclusions

This chapter is a work in progress. Nonetheless, two main results have clearly been
demonstrated worthy of further study. The first is that the exact specification of
random movement can have a major effect on model outcomes. The second is that,
following from this, we cannot allow a situation where the actual movement assump-
tions of many models—as evidenced by the literature review—can only be accessed
with difficulty. I have proved that it is simply not the case that movement can safely
be left in the black box where it predominantly seems to reside.

As a deliberately provisional—but clear and empirically supported—hypothesis,
it seems to be the case that, in the saturated region, specific implementation details
of random movement, whether fixed or heterogeneous, line of sight or completely
random orientation, have no convincing effect on outcomes at least for the Wolf
Sheep Predation model. Thus one practical strategy to increase model robustness
is simply to report different fd values to demonstrate that the movement effect is
saturated. If, for any reason, this strategy is not considered suitable, then further
analysis should be done on the effect sizes of different movement assumptions and
this creates a need for empirical calibration. To take theWolf Sheep Predation model
as an example, how fast do sheep and wolves typically move over a landscape in real
units?

In fact, there aremore variant assumptions that could still reasonably be considered
random movement and whose comparative effects could usefully be investigated.
Firstly, rather than draws from movement ranges the same for all breeds, agents
could be heterogeneous in attribute terms so that some sheep and wolves are always
faster, or faster on average, than others. A breed is simply a structure in NetLogo that
allows agents to both share attributes—for example energy levels from food—but
also have distinctive ones—so wolves might share meat while sheep could not share
grass. Secondly, models could also be heterogeneous in breeds so that wolves and
sheep do not draw from the same movement distributions. It is possible to avoid
conflating the effects of more movement in the system generally by partitioning a
fixed supply of movement so the outcomes are analysed from fd 9 for wolves and
fd 1 for sheep all the way to fd 1 for wolves and fd 9 for sheep. The same can be
done in comparing distributions of possible movement values with a fixed movement
value that has the same mean. Thirdly movement could involve a chance in each tick
that an agent stays still. This would correspond to a sheep moving to find fresh
grass and then stopping to eat it. This last assumption might be more realistic than
constant movement in some settings. This in turn suggests other movement processes
that might be more plausible for some specific cases—like movement with regular
returns to a base location—while still being reasonably described as random.

Thepoint here is not to exhaustively characterise all formsofmovement butmerely
to make clear—since it has been shown that it may make a large difference to model
outcomes—that random movement doesn’t unambiguously define a single plausible
code implementation in all possible domains. In addition, and for similar reasons, it
will probably prove necessary to explore the joint effect of world size, patch size and
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population not only on the outcomes of the model but on the size of the saturated
movement region. My next aim is to use the larger unsaturated region I created in
the Wolf Sheep Predation model—by lowering the grass regrowth rate—to make a
more effective exploration of the effect that different types of heterogeneity have
on model outcomes and also to look more carefully not just at average populations
but at the actual dynamics of their change i.e. whether different qualitative—or
even quantitative—regimes can be discovered in the changes of wolf and sheep
populations.

Thus the enacted and inductive approach to existing models proposed in the liter-
ature review not only identifies real rather than conjectured problems to fix but also
suggests operational rather than abstract approaches to investigation. If you want
to know what matters in a particular model, don’t guess but investigate using the
switchable approach and report your results so they can be challenged/extended. If
you want to know how to improve model reporting procedures, look at exactly what
goes wrong when you try to run down actual code from a sample of models.

This approach also suggests other forms of analysis thatmay be beneficial, specifi-
callymore investigation of single agent and paired agent trajectories and their proper-
ties. In the higher grass regrowth case,why does the fd 2model saturate in this specific
case while the fd 1 model does not? Why does line of sight movement potentially
have such a different effect from truly randommovement in a model that is otherwise
identical? I suspect the behaviour of moving populations may be another case where
simple intuition will fail us without the support of systematic model based analysis.
While imagining the effects for two agents, we can too easily disregard the effects
of all the others which will jointly be moving too. Could other things be happening
in the typical black box of agent movement like mere bugs or, more worryingly,
random number artefacts [17]. Another passing argument for removing movement
from the black box is that it makes it easier to see whether what is happening in the
model is actually what the modeller wants or expects. This may suggest that—like
[14]—we should demonstrate the operation of random movement straightforwardly
even if just in an appendix.

It should also be noted that this analysis involves a single programming language:
NetLogo. It seems unlikely that implementations of randommovement in SWARMor
MASONwould raise completely different issues but certainty requires investigation.

Finally, it is important not to miss the point of this chapter. The findings here
do not become irrelevant simply because one takes the view that random movement
is implausible or is in declining use in Agent-Based Modelling though a study of
enacted practice suggests that this belief isn’t actually supported by evidence. Exactly
the same concerns can be identified for any movement procedure that remains in a
black box. If agents move purposively, how much does it matter to the outcome
if they jump to the new patch or travel there in finite time? Clearly it will matter,
for example, in the case of epidemic spread. Does the step distance of non random
movement or patch size still affect model outcomes as it has been shown to do with
randommovement? The definite conclusion I reached from reading the set of articles
in the literature review was that the authors appeared to believe that the details of
the random movement assumption didn’t matter and/or weren’t a problem. I have
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shown that this belief may be imprudent and how we should go about investigating
the effects of movement further in a wider class of models. This is the start of an
investigation. It could not sensibly be its end.

This approach also has awider implication for our attitude to progressive research.
I know the patterns I have identified are only in JASSS articles and that they may
not therefore generalise to all Agent-Based Models. It is also possible that I could
have used better search terms to find more—or more relevant—articles featuring
random movement. But these points do not actually—perhaps counterintuitively—
detract from my results. Given the stated limitations of my research, my hypotheses
and evidence stand and are clearly stated so they can be evaluated and developed.
They may, of course, be undermined or qualified by subsequent research on different
samples but we will not know until that is actually done. Only publishing research
which can be the last possible word may actually be a barrier to scientific progress.
Because in this case it would involve finding and reading a potentially very large
number of articles which there might then not be space to report effectively. This
could therefore be seen as an example of the Nirvana fallacy—comparing an actual
piece of research with its ideal—but actually unrealistic—alternative rather than
with another actual piece of research. The extent to which movement is a black
box in the whole population of Agent-Based Models is not yet known, and might
unfeasible to determine, but in this small but non trivial sample, the tendency is
clearly considerable.
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Abstract The sudden onset of the COVID-19 global health crisis and associated
economic and social fall-out has highlighted the importance of speed in modeling
emergency scenarios so that robust, reliable evidence can be placed in policy and
decision-makers’ hands as swiftly as possible. For computational social scien-
tists who are building complex policy models but who lack ready access to high-
performance computing facilities, such time-pressure can hinder effective engage-
ment with end-users. Popular and accessible agent-based modeling platforms in
computational social science such as NetLogo can make models fast to develop,
but slow to run when exploring broad parameter spaces on individual workstations.
However, while deployment on high-performance computing (HPC) clusters can
achieve marked performance improvements, transferring models from workstations
to HPC clusters can also be a technically challenging and time-consuming task for
social scientists or those from non computer science-related backgrounds. In this
paper we present a set of generic templates that can be used and adapted by NetLogo
users who have access to HPC clusters but require additional support for deploying
their models on such infrastructure. We show how model run-time speed improve-
ments of between 200× and 400× over desktop machines are possible using (1) a
benchmark ‘wolf-sheep predation’ model in addition to (2) an example drawn from
our own applied policymodelingwork surrounding COVID-19management settings
for Government in Australia. We describe how a focus on improving model speed
is a non-trivial concern for model developers in the social sciences and discuss its
practical importance for improved policy and decision-making in the real world. We
provide all associated documentation in a linked git repository.
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1 Background

In 2020, Australia’s twin crises of the catastrophic ‘Black Summer’ bushfires and
Covid-19 pandemic provided stark examples of crises that can be classified as X-
events [1]; critical systems failures and crises that are at once extreme, sudden,
novel, rare, surprising and disastrous. By definition, X-events have a relatively short
unfolding time, but their impact is significant andmay last decades or longer. As such,
X-events hold important ramifications for the function of society and the intersection
of science and policy.

A common feature of X-events is their association with the design and evolution
of human, sociotechnical systems [2]. They may be exacerbated by human systems,
emerge as a result of activity within human systems, or are crises of abstract, but
critical human-designed systems that societies rely upon to function ‘normally’. Such
systems could include health care, banking and financial systems, communications,
political, transport, economic and insurance systems.

As the world becomes increasingly connected through technological, social,
geographic, and economic ties, the frequency of X-events is expected to accelerate
[2, 3]. This is bad news. In Australia alone, the bushfire and pandemic-related crises
[4] absorbed hundreds of billions of dollars in direct and indirect costs [5], plunged
the nation into the worst economic crisis since the Great Depression, and destroyed
environment, lives, livelihoods, and property at unprecedented scale [6]. In turn, the
effects of both crises reverberated across numerous associated systems, exposing
significant weaknesses and generating fresh crises within healthcare [7, 8], housing
[9], education [10], transport [11], economics [12], finance [13], environment [6],
politics [14], and industrial relations systems [15], each requiring their own adjust-
ments and policy responses. Reasonably, many of these consequent effects were
unforseen because no empirical record of their occurrence existed prior to the event.

In the early stages of the COVID-19 pandemic, the dearth of historical record and
available data compromised scientists’ typical means of gathering evidence about the
world aswell as their capacity to buildmodels to dealwith the crises and its corrolaries
[16]. Because there was limited science to draw upon, it also compromised the
application of evidence-based policy [17], which promotes ‘following the science’
[18–20].

In the absence of complete evidence, simulation modeling can provide a useful
theoretical and practical bridge for scientists and policymakers, alike. For example,
a branch of simulation—computational social science—is the discipline of repre-
senting communities, societies and social phenomena through the generation of
tangible, observable, but computer-generated artificial or ‘synthetic’ societies. By
authentically representing both known (e.g., from evidence) and proposed critical
features, structures, and mechanisms of interaction among agents within artificial
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societies, phenomena representing realistic potential crises befalling a society can be
generated from the bottom-up [21]. Similarly, if crises within artificial societies can
be generated, so too can policy solutions that prevent those same crises from arising.
Simulation modeling of this type (primarily through agent-based modeling (ABM))
has demonstrated great utility across the world during the COVID-19 pandemic. It
has proven to be a flexible, robust, and transparent tool that has provided valuable
insight into the spatial, biological, and economic effects of the crisis and potential
policy remedies [e.g., 22–30].

However, despite greater awareness of ABM and its strengths, challenges remain.
Very simply, the current time it takes to develop, analyse, and iterate trusted models
of artificial societies is often too long to make them useful to policy-makers. This
delay can result in either (1) disengagement by time-poor policy-makers who require
faster answers to ‘what-if?’ questions than is currently possible, or (2) the real-world
crisis moves on to a new phase that is outside the scope of the current model. In both
cases, ‘the science’ has failed to keep pace with decision-makers’ needs [31].

There is therefore an urgent need for science and policy to connect better when
faced with novel crises (e.g., COVID-19, environmental crises, and natural disasters)
requiring up-to-date information and fast decision-making. Our own experience in
working with policy-makers in both development and analysis of important social
policymodels demonstrates that the utilisation of HPC clusters is central to achieving
this goal [20]. That is, once a set of policy-settings are agreed upon, the ability to
run experiments, analyse, and feed-back results and insights quickly is critical.

In this paper, we demonstrate the advantages for modelers working at the intersec-
tion of computational social science and policy-making of deploying existing policy
models developed in NetLogo [32] on HPC clusters featuring parallel computing
infrastructure. Our aim is to assist computational social scientists, social science
researchers and other regular users of the NetLogo software platform make a tran-
sition to using HPC clusters by providing a generic framework for adaptation by
individual users through a set of step-by-step instructions and scripts. These can be
used as-is or modified with the assistance of local expertise to suit researchers’ own
HPC environments.

2 Method

To demonstrate improvements in speed associated with the deployment of policy-
models on HPC clusters, we used two examples. Firstly, the benchmark ‘Wolf-sheep
predation’ model drawn from the standard NetLogo Models library. Secondly, we
used a model developed in consultation with the Department of Health in Victoria,
Australia to estimate risk associated with easing social restrictions after that state’s
2nd wave of SARS-CoV-2 infections in 2020 [22, 29, 33, 34]. To demonstrate both
compute and real-time performance differences between various HPC set-ups, we
also compared run-times for the benchmark model when allocated to the HPC across
1, 2, 4, 8, 16 or 32 cores.
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In example 1, we used the standard ‘wolf-sheep predation’ representation with
minor adjustments so that it runs in NetLogo BehaviourSpace. Changes to the model
include the addition of a global variable ‘repetitions’ on line 3 of the model code
(see Sect. 2.1, below), as well as the removal of the text pop-up warning on line 59
that halts the model when it reached a ‘max-sheep’ threshold.

A BehaviourSpace function was then created called ‘HPC_Experiment’. This
function included 100 random numbers under ‘repetitions’, and also included 5
levels across each of the variables: ‘wolf-gain-from-food’, ‘wolf-reproduce’, ‘sheep-
gain-from-food’, ‘grass-regrowth-time’, and ‘sheep-reproduce’ for a total of 312,500
individual model runs. The maximum time-step limit for each run was set to 150.

Example 2 compared a single scenario of 100 model runs under Policy 4 (aggres-
sive elimination) from the authors’ previously published and implemented COVID-
19 epidemiological model [22, 29, 33, 34]. We ran the model for a total of 1500
time-steps, equivalent to 1500 model days.

Both exampleswere first run on one of the author’s laptops (Intel®Core™, 4 cores,
i7-7700HQ CPU @2.80 GHz, 32 GB RAM, Windows 10, 64bit OS). It was then
deployed using the ‘snowy’HPCpartition on theUniversity ofMelbourne’s ‘Spartan’
HPC cluster [35] using 8 cores per task. This is a traditional cluster with a high-speed
interconnect in one partition as well as an alternative queue that uses virtual machines
with a common image. Computing jobs are submitted to a Slurm workload manager
specifying which partition they would like to operate on (e.g., in our case, ‘Snowy’).
Step-by-step information on how to prepare existingNetLogomodels for deployment
on the HPC, as well as the example benchmark model is contained at (https://github.
com/melbhz/netlogo-hpc). A brief description of the procedure follows.

2.1 Description of the Procedure for Deploying NetLogo
Models on the HPC

Firstly, NetLogo must be installed to run on the HPC cluster. Next a NetLogo model
must be created to match the format required for deployment (described below and
in the documentation). Any NetLogo dependencies and plug-in packages (e.g., rngs,
GIS, etc.) should be copied to the same folder to the NetLogo model or can be placed
in the ‘extensions’ folder in the NetLogo extensions directory.

Regardless of the type of model being run, it must contain a named experiment
within NetLogo’s BehaviourSpace function that contains a dummy input variable
that bears no consequence to the function of the model (e.g., ‘repetitions’ from the
example above). This dummy variable should contain a parameter space equal to
the number of individual runs desired for each unique parameter combination. For
example, the dummy variable ‘repetitions’ could contain a list of integers in the list
[1:100]. Then, when combined with 3 policy setting choices on (for example) a real

https://github.com/melbhz/netlogo-hpc
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variable #1 (low, med and high) and 5 choices on (for example) a real variable #2
(very low, low, medium, high, very high), this creates 100× 3× 5= 1500 individual
model runs containing 100 runs of 15 separate policy combinations.

Using the set of templates available at (https://github.com/melbhz/netlogo-hpc),
the user can open the ‘create_xmls.sh’ file, altering the highlighted inputs to match
their own NetLogo file location, the unique BehaviourSpace model name, and their
unique output file name location(s). Running this file in the command line will create
a folder containing 100 separate.xml files that will be submitted as independent jobs
across the HPC cluster and contain the full complement of parameter combinations.
Computation speed in this case is ideally about 200 times faster (for example, if
moving from 4 cores on a desktop machine to 8 cores on the HPC), however the
actual computation time will depend on the number of CPU cores available to the
experimenter on the HPC cluster at any time. As a practical example, during an
academic teaching semester when students or other staff are also using your HPC
cluster for their own work, you can expect a longer duration between deploying your
model and having results returned because your job may be ‘queued’ behind others
as you wait for computing resources to become available (see Results for further
details).

Next, the experimenter can open and revise the ‘submit_jobarray.slurm’ file, again
altering highlighted details related to file locations, input and output folders, as well
as SBATCH settings unique to their own HPC environment. In our own case, we set:
the number of nodes per job (we recommend 1), the desired partition on the HPC,
the job name, the maximum run time for any job, and the desired CPUs per job (e.g.,
8). In our specific case at the University of Melbourne, computing jobs that contain
an additional ‘critical’ status are given priority over other jobs in the queue. Readers
may also be able to request similar priority status from your local HPC administrators
if applicable.

3 Results

Run time for our benchmark ‘wolf-sheep predation’ model showed that when
deployed on the author’s desktop computer, the complete set 312,500 trials was
completed in 3 h and 35 min. When deployed on the HPC cluster using 8 cores, CPU
time was instead 5 min and 57 s, while job wall-clock time was 53 s. Deploying on
the HPC cluster resulted in a 243× increase in real-time speed (See Fig. 1).

Performance improvements when deployed on the HPC were similarly improved
for our real-world COVID-19 policy model. When run on the author’s laptop, job
completion took 2 h, 26min. By comparison, CPU time for the samemodel deployed
on the HPC using 8 cores was 26 min and 16 s, while job wall-clock time was 3 min,
17 s. Deploying the policy model on the HPC cluster resulted in a 44.5× increase in
real-time speed.

https://github.com/melbhz/netlogo-hpc


572 J. Thompson et al.

Fig. 1 Comparative performance (speed) improvements gained over a single core allocation on the
HPC cluster (left axis) and over the author’s desktop computer (right axis), and for the benchmark
‘wolf-sheep predation’ model

Finally, comparison of performance improvements gained on the HPC cluster
when the number of cores allocated to the benchmark task was manipulated indi-
cated diminishing speed returns with increased allocated cores. As shown in Fig. 1,
allocation of 8 cores (as used in the examples above) produced a 5.8× speed increase
over using a single core. Increasing to 16 cores increased performance by a further
51% to 8.8× over the single core allocation. However, allocating 32 cores then only
improved performance by an additional 17% to 10.3× the speed of a single core (see
Fig. 1).

It should also be noted that while wall-clock time was significantly improved in
the 16 and 32 core conditions, in practice, allocation of the jobs to the HPC partition
were delayed by 3 to 4 h because the busy HPC cluster needed to wait for sufficient
allocation space to become available before deploying the model—this was despite
being provided with priority access on the network. This result is non-trivial for real-
world, time critical, policymodelling. It highlights (as described in Sect. 2.1) that it is
very important to be mindful of the trade-off between time gained through efficiency
of processing vs HPC cluster access when making decisions about how and when to
deploy models on individual—and possibly congested—HPC infrastructure.

It is also important to consider that this experiment did not incorporate any run-
time parallelisation load-balancing. The processing to be carried out was split at
initialisation to run across the allocated number of cores in a static manner. A more
dynamic allocation of cores at run-time would potentially improve the diminishing
returns observed in Fig. 1. This is because during dynamic allocation the remaining
processing is split across cores as soon as they finish the last workload assigned,
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whereas in static allocation it is possible that a core that has finished its workload
may idle until the end of the jobwhile other cores finish theirs. In general, the decision
for deploying on HPC infrastructure can be informed by such characteristic curves.
The optimal setting for deployment needs to weigh the benefits of increased speed
versus the costs and availability of cores on the HPC infrastructure.

4 Discussion

A hindrance to the uptake of computational social science and synthetic societies
research and models to date has been the speed at which ABMs can be developed,
explored, and runwith timely results fed back to policy-makers. This was highlighted
in the early stages of the COVID-19 pandemic where highly influential models in
both the UK and Australia were adapted from existing influenza models rather than
built as bespoke representations [36]. It shows that in urgent, unexpected crises
where answers are demanded in minutes or hours rather than days (e.g., X-events),
the capacity to ramp-up model speed and analysis is critical [20].

In our own work with the Victorian Department of Health during the second
wave COVID-19 crisis in 2020 [28, 29, 34], extreme time pressure was exerted to
match the timeframe of Victorian ‘Crisis Cabinet’ deliberations. Had our research
group not been able to meet policy-makers’ timelines, advice would likely have
been omitted, resulting in arguably poorer decision-making, at least or decision-
making that incorporated less information rather than more. After requested input
parameter adjustments from Departmental officials covering wide parameter sweeps
and the exploration of consequently large phase spaces, many model versions were
run ‘overnight’ or over 24 h split across multiple individual and virtual machines
before merging results. This delayed timely provision of advice back to Government
and consequent decision-making. In turn, this affected millions of Victorians’ lives
as they waited for official Government advice on when and how social restrictions
would be lifted in response to COVID-19 infection rates. It also provided motivation
to build and share theseHPC templates for adaptation anduse byother researchers lest
the value of insights provided by computational social scientists and other simulation
modelers (e.g., epidemiological forecasters) be neglected on the basis of that advice
being too slow to generate.

Returning to the concept of X-events, the rapid production and analysis of models
facilitated through deployment on HPC clusters is not only potentially advantageous
for faster, more informed decision-making, but also for the speed and evolution
of models, themselves. Because results are available more quickly, HPC powered
ABMs can be iterated and evolve with faster turn-around time and are more likely
able to match real-time developments of X-events (e.g., natural disasters including
bushfires and floods) in matter of minutes by incorporating new information and data
as it comes to hand. This ismore likely to enableABMsimulation to be relevant in the
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face of rapidly unfolding crises that contain surprising or unexpected developments
[1, 37]. Of course, exploring potentially more performant software platforms (e.g.,
Agents.jl) [38] and coding practices [39] should also be considered as a core strategy
in this regard.

5 Conclusions

Simulation models used in supporting important public policy and decision-making
should be robust [20, 40], but it is also important to recognise that sometimes
decision-makers cannot wait for complete evidence before acting, especially in
unfolding health crises or natural disasters [41]. The speed at which supporting
synthetic evidence created through simulation modeling can be produced, analysed
and presented is critical if computational social science is to keep pace with the
world and deliver evidence in a form that directly addresses policy-makers’ real-
time requirements [31]. The sooner robust evidence can be presented, the sooner
it has a chance to be incorporated into decision-making, and the greater chance it
has to positively affect the course of strategy, policy direction, action and outcomes.
In addition to other documented performance improvement measures that can be
achieved in simulation modeling platforms [39], the utilisation of HPC clusters can
assist to bring the production and presentation of important evidence generated by
simulation modelers forward in time. Providing this capacity to social scientists by
reducing barriers of access to HPC environments forms part of this effort.
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Assessing the Cost of Population
Dynamics Design Options
in a Microsimulation

Rachel J. Bacon , George Hodulik , and Wesley J. Wildman

Abstract We explore microsimulation design options as a source of divergence in
total population when using demographic statistics from the United Nations tomodel
population dynamics in three countries between 1950 and 2100. We compare 176
unique model designs, which toggle options such as the time step, the initial sample
size of agents, variance reduction, ordering of demographic events, and adjustments
to risk assignment as appropriate to each statistic. Results indicate that small popula-
tion samples and 1-year time steps can produce particularly high divergence fromUN
targets, evenwhen other options known to reduce divergence are implemented. Small
sample 1-year models with low divergence are possible, but the specific combina-
tions of options interact with a country’s population dynamics in unpredictable ways,
which prevents the design from being used in other country contexts. These find-
ings are important for balancing efficiency, accuracy, realism, and generalizability
in demographic microsimulation design.

Keywords Microsimulation · Demography ·Model design

1 Demographic Statistics and Population Dynamics

1.1 Introduction

It is common for microsimulations, and some hybrid agent-based models, to use
demographic statistics (e.g. fertility, mortality, and migration statistics) as exoge-
nous variables to govern population dynamics in the model [1]. This is a straightfor-
ward way to maintain a realistic population size and composition, which strengthens
the interpretation of model results as applicable to real-world populations [2]. Even
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when using this seemingly simple approach, however, the model’s births, deaths, and
population can diverge from expected totals. This can happen if the demographic
statistics are implemented incorrectly, but also for reasons that are not immediately
obvious, such as a particular combination of mundane design options. We explore
how selecting different microsimulation design options becomes a source of diver-
gencewhen using demographic statistics from theUnitedNations (UN). Our analysis
compares each model’s births, deaths, and total population to a design with options
that most closely replicate UN totals over a 150-year period.

1.2 Demographic Statistics from the United Nations

The World Population Prospect reports from the UN provide fertility, mortality, and
migration statistics for all countries covering the year 1950–2100 based on a cohort
component method (CCM) of population estimation and projection [3]. The UN’s
CCM from its 2019 report operates in 5-year steps and categorizes the population
by 5-year age groups and by sex. It estimates and projects population totals for
every 5-year interval using the following statistics: fertility rates, infant sex ratio,
survival ratios, and net migration counts [4]. Understanding how to implement these
statistics in a microsimulation requires specialized knowledge. The UN’s statistics
imply a specific event ordering and require more adjustments when adapting to a
1-year step simulation. Our team developed a microsimulation design called “Split
Fertility”, which closely replicates the UN totals in both a 5- and 1-year time step,
by carefully interpreting the mathematical relationships and assumptions latent in
the UN’s CCM approach.

1.3 The “Split Fertility” Design

The Split Fertility (SF) design adapts the UN’s CCM approach to a microsimulation
[5]. It specifies a particular ordering of demographic events where fertility occurs
twice during every time step, as follows: fertility round one, mortality, aging, migra-
tion, fertility round two. This order preserves the mathematical relationships of each
statistic while operating prospectively within a simulation. It replicates UN data very
closely when operating in 5-year steps.

In the 1-year version of the SF design, some statistics assign risk according to
birth cohort instead of age. The fertility rate can apply to female agents’ current
age in each year, but the survival ratio and the migration count follow the birth
cohort, which is labeled according to their ages at the beginning or end of the 5-
year interval, respectively. In addition to tracking agents’ current age, we also track
their birth cohort and use this to assign mortality and migration events. Another
small adjustment is to make immigrants skip the mortality event until the next 5-year
interval starts, at which point they behave like non-migrants. This is done because
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the mortality event applies to the cohort present at the start of the 5-year interval,
which explicitly excludes immigrants.

Thesemodel options are selected because they replicate the implied event ordering
and assignment of risk dictated by the UN’s CCM and demographic statistics. The
SF design produces under 1% divergence in total population, births, and deaths over
a 150-year period when compared to the UN targets in the United States, India, and
Norway [5]. This is true when we initialize the model with 100,000 agents and use
the sorting method [1] to reduce stochasticity in demographic events. Details of the
SF design are in Bacon et al. [5].

1.4 Alternative Option Combinations

The SF design is accurate to UN targets over a long span of time and in countries of
different sizes and population dynamics, but its specific option combinations are not
intuitive or well-known, and may not be appropriate for all project needs. Projects
that prioritize efficiency, realism, or a more conventional microsimulation design in
general may select different combinations of options. For example, initializing with
a sample of 50,000 agents is very inefficient in some projects, and the convention of
stochasticity may be preferred over variance-reduction techniques. It is also likely
that someone can download the UN data without the knowledge of best practices for
implementing UN demographic statistics in a microsimulation.

We compare the SF design to different combinations of options, both general
options and those more specific to the data source. This highlights the importance of
the specific SF design to adapt external demographic statistics to a microsimulation,
but also identifies seemingly mundane options as very important for maintaining
accurate population dynamics. General options that may be selected based on effi-
ciency, convention, or project needs include the time step of the model (5 vs. 1 year
steps), initial sample sizes (ranging from500 to 50,000 agents), andwhether to permit
stochasticity in setting the age/sex distribution at initialization and in agents’ risk of
experiencing fertility and mortality events (migration events should not be treated as
stochastic because the statistic is based on a count instead of a probability).

Options more specific to the data source include the order of demographic events.
We contrast the “Split Fertility” ordering, described in Sect. 1.3, with a simpler
fixed order where fertility occurs only once at the beginning, followed by mortality,
migration, and finally aging. Those unfamiliar with the UN statistics might find this
order reasonable and intuitive, since it first allows new agents to be born, all agents
then experience mortality, migrants arrive/leave, then everyone ages before the next
time step. Since the UN’s mortality statistic applies to those present at the start
of each 5-year interval, it is sensible for immigrants to skip death events until the
next 5-year interval. Those unfamiliar with the statistic may not know this, so we
include immigrant “immunity” as one design option. Lastly, the UN’s mortality and
migration statistics apply to birth cohort designations, which is a fixed characteristic,
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rather than current age which updates with the aging event. Using cohort instead of
current age for these events is another data-specific design option.

2 Methods

2.1 Data

Data for simulation inputs and validation come from theUN’s 2019World Population
Prospects report for three countries: Norway, the United States (US), and India [3].
These three countries vary tremendously in population growth over the 150 years,
and differ in population dynamics as well, which challenges themodel specifications.
Norway and the USA have experienced exceptional immigration, particularly in
recent decades, but the USA has grown more quickly than Norway. India differs
from both, in that it has very low migration, but much higher fertility, mortality, and
overall population growth, particularly in the twentieth century.

2.2 Model Design Options

There are 176 unique model designs; 48 operate in 5-year steps and 128 in 1-year
steps. Each model is run separately by country, resulting in a total of 528 models. We
designed all microsimulations usingAnyLogic 8.7.6., where eachmodel is replicated
30 times to achieve high confidence in results that vary due to stochasticity. There are
seven option toggles, two of which are conditional on the absence of another option.
These are as follows:

1. The time step of the model: 5-year steps versus 1-year steps. Common-sense
adjustments adapt the UN 5-year statistics to annual steps. Individual project
needs determine which time step is preferred.

2. Agent sample size at initialization: 500, 1000, 10,000, 50,000. Many demo-
graphic microsimulations use a set percentage of the population (e.g. 1 or 2%)
[6]. In very large countries (e.g. India), even a small starting percentage is a
large number of agents and may be inefficient. We scale down each country’s
population to the same number for comparability.

3. Variance reduction at initialization: Whether stochasticity is reduced in setting
agents’ age/sex distribution at initialization. With stochasticity, agents’ age/sex
characteristics are set using a probability based on the UN’s age/sex proportions
for each country in 1950. If variance reduction is used, agents’ age/sex charac-
teristics exactly match the UN’s population distributions in 1950 each time the
model is run.

4. Variance reduction in fertility/mortality events: Whether stochasticity is
reduced in agents’ risk of fertility andmortality events.With stochasticity, agents’
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risk of fertility/mortality are set using theUN’s age/sex-specific statistics as prob-
abilities. If the sorting method for variance reduction is used, the UN statistic is
applied to the population of agents at risk to identify the same number of affected
agents each time the model is run.

5. Event ordering: Split Fertility fixed event ordering vs. a simpler fixed order. The
Split Fertility order has fertility occur twice with a halved probability in each
occurrence and before/after all other events (fertility, mortality, aging, migration,
fertility). This contrasts to a simpler order with fertility, mortality, migration, and
aging as the set order.

6. Immigrant immunity to death (excluding 5-year models): Whether immigrant
agents skip the mortality event. This option is redundant when operating in 5-
year steps because all immigrants arrive after the mortality event in both event
ordering options.

7. Risk assignment by age and cohort (excluding 5-year Split Fertility ordering
models): Whether current age or birth cohorts are used to assign mortality and
migration events. This toggle is redundantwhen operating in 5-year stepswith the
Split Fertility event ordering, because current age and birth cohort designations
always have the same value.

2.3 Analysis of Model Results

Analyses presented in tables use the average value calculated across amodel design’s
30 replications. Divergence is calculated as the difference between each model’s
results when compared to the UN’s total expected totals in births, deaths, and popu-
lation count across all time intervals. For the sake of brevity, we only present results
on total population, suppressing information on divergences in births and deaths,
which can be useful in determining the reasons for divergence in the total popu-
lation. A value of 5% divergence in total population, for example, indicates that
the number of agents exceeds or falls short of the UN population targets by 5% on
average, when using a given model option. For ease of interpretation, we identify
what percent of models with the design option are “top performing” models (have
less than 5%divergence in total population).We also present line graphs of individual
model results, which highlights the variation in magnitude and directionality of the
divergences over time and in each country context.

3 Results

Table 1 shows the overall prevalence of top-performing models in Norway, the US,
and India, and then by model design option. Results are separated by 5-year and
1-year steps. Among the 5-year models, about 73% of the Norway models have low
divergence while only 13% of India models do, but the difference by country in the
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1-year models is much smaller. This indicates that many model designs result in high
divergence in countries with high growth rates, and the 1-yearmodels are particularly
sensitive to model design options.

In the 5-year results, models with at least 1,000 agents can achieve under 5%
divergence, but none of the models with only 500 agents have low divergence. In
the 1-year models, the threshold for sufficient agent sample is much higher; most
of the designs with fewer than 50,000 agents have higher divergence. About half
of models achieved low divergence when using variance reduction at initialization
and fertility/mortality events. This was also the case for the event ordering option.
Although only half of 5-year models with Split Fertility ordering and the cohort risk
assignment are top-performing, about 70% of models using cohort risk in the 1-year
models have low divergence. Whether immigrants skip the death event appears to
make little difference. This is likely because their immunity only lasts for the first
five years of residence and countries with large immigrant flows have low mortality
rates.

Next, the results of individual models are displayed in graphs for each country
(Fig. 1). Graphed results show the best-performing replication of each model design.
Total overall population is presented separately for each country, and black dots
indicate the UN “target” values at each 5-year interval. The 5-year designs are in
blue and the 1-year designs in red. The shading gradient indicates variation in sample
size, where the darkest indicates a larger initial agent population (e.g. 50,000) and

Table 1 Percent of models achieving below 5% divergence in total population

5-year models 1-year models

% N % N

All models from Norway, the United States, and India 38 144 26 384

Norway 73 48 33 128

United States 29 48 28 128

India 13 48 17 128

Number of agents in initial sample

50,000 33 36 76 96

10,000 33 36 22 96

1,000 33 36 2 96

500 0 36 0 96

Stochastic age/sex initialization 45 72 48 192

Stochastic fertility and mortality events 42 72 53 192

Split fertility event order 56 72 44 192

Cohort agea 50 48 68 192

Immigrants skip mortality eventb NA 0 50 192

a Option only present in 5-year models and in 1-year split fertility event order models
b Option only present in 5-year models
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lightest is the smallest (e.g. 500). All displayed values have been scaled up to true-
population sizes, for comparability to the expected dynamics in each country. As
shown, 1-year steps noticeably produce results with more extreme divergence, and
this is particularly the case when initial samples are smaller. Some 1-year designs
even result in extinctions.

Table 1 and Fig. 1 indicate that time step and sample size are of primary impor-
tance. What value, then, does the specific “SF” design [5] add? The SF design
achieves very low divergence in countries with different population dynamics, but
this accuracy is contingent on sample size. Figure 2 shows results by time step
and initial sample size, with the Split Fertility specification as follows: “SF” event
order, variance reduction at initialization and formortality/fertility events, cohort risk
assignment, and immigrant death immunity. As shown, the 5-year models match the
UN target over the entire time span with at least 1,000 agents, and similar accuracy
is achieved in the 1-year model with 50,000 agents.

It is possible to achieve similarly low divergence in a small sample of agents
with other design combinations, but at a cost. The specific design combinations are
unpredictable, and accuracy of the model may be unsuitable for use in other projects.

Fig. 1 Total population from eachmodel design’s best performing replication in 5-year steps (blue)
and 1-year steps (red) against the UN targets (black dots)
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Fig. 2 Total population using the Split Fertility model design in 5-year steps (blue) and 1-year
steps (red) against the UN targets (black dots)

For example, consider a design with only 500 or 1000 agents that operates in 1-
year steps, has variance reduction for agents’ age/sex initialization but not fertility/
mortality events, uses a simple event order (not Split Fertility), and uses cohort age
to assign risk. Results from this design are shown in Fig. 3. This unique combination
of options interacts with India’s population dynamics to achieve total population
divergence of 6% or less. Using the same design in Norway or the US, however, leads
to substantial divergence (Fig. 3.). Developing a microsimulation without regard to
the mathematical relationships between the UN statistics could produce a misleading
level of fidelity in one country, and perform poorly if implemented in another country
context.

4 Discussion and Conclusions

When designing a microsimulation, options may be selected for efficiency, realism,
accuracy, or simply to follow convention in lieu of certainty on the appropriate
design. Ourmodel option comparisons illustrate how certain combinations of options
replicate expected UN population dynamics reliably in different countries, and
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Fig. 3 Total population using a small sample model design in 5-year steps (blue) and 1-year steps
(red) against the UN targets (black dots)

that varying time step and the initial sample size of agents are among the most
consequential options.

Our results show that small samples produce high divergence, particularly in 1-
year stepmodels. In small samples and shorter time steps, event probabilities become
increasingly rare, even for seemingly common events such as giving birth. This is
demonstrated in the US and Norway; as fertility rates decline some models produce
no births. This problem is less severe in India, because initially high fertility and
rapid population growth increase the number of agents in the model very quickly,
making it possible for rare events to affect at least one agent in subsequent time
intervals. The need for large samples when using variance reduction techniques like
such as sorting method is already known, but permitting stochasticity has its own
cost and cannot solve the problem in very small samples either [1].

The results also generally support the Split Fertility (SF) design as reducing diver-
gence, but it cannot guarantee the success of SF designs in smaller initialized samples,
and could even make divergence worse in very small sample populations because
halving the fertility event’s probabilitymakes it a rarer event.Although the specificSF
design is ideal in handling the mathematical relationships in the UN’s demographic
statistics in multiple countries, it requires a large initial sample of agents when oper-
ating in 1-year steps, which may be prohibitive for some projects. We also identified
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the possibility of small sample designs that can replicate UN targets in India, but at
the cost of predictability and generalizability to other country contexts. Knowledge
of these drawbacks can aid in the design and validation of microsimulations that use
UN data or similar demographic statistics to govern population dynamics.

Our research demonstrates the importance of certain assumptions and model
designs, and also highlights how seemingly mundane design options can make
the adaptation of external statistics surprisingly difficult. Our team’s initial trou-
bleshooting of the SF model design, for instance, required many hours of testing
models with large samples of agents. These kinds of tests are not always feasible.
We provide the AnyLogic and R code for this paper on a GitHub repository acces-
sible at: https://github.com/centerformindandculture/UN-CCM-1-MICROSIM. We
invite others to re-use our code under a Create Commons license to assess the
effect of selecting different model options in their own demographic microsimula-
tions.More research is needed to provide guidance on the development and validation
of microsimulations.
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On Social Simulation in 4D Relativistic
Spacetime

Lai Kwun Hang

Abstract Agent-based modeling and simulation allow us to study social phenom-
ena in hypothetical scenarios. If we stretch our imagination, one of the interesting
scenarios would be our interstellar future. To model an interstellar society, we need
to consider relativistic physics, which is not straightforward to implement in exist-
ing agent-based simulation frameworks. In this paper, we present the mathematics
and algorithmic details needed for simulating agent-based models in 4D relativis-
tic spacetime. These algorithms form the basis of our open-source computational
framework, “Relativitization” (Lai in [1]).

Keywords Special relativity · Interstellar society · Agent-based simulation ·
Computational framework

1 Introduction

The scientific and technological advancement in the last century greatly increases
our understanding of the universe. Nowadays, we are able to build giant telescopes
and observe astronomical objects billions of light years away. Apart from deepening
our scientific understanding, our astronomical knowledge also stimulates our imag-
ination of interstellar civilizations. A lot of great science fiction has been written,
and scientists have proposed ideas like the Fermi paradox [2], the Dyson sphere [3]
and the Kardashev scale [4]. While many of these ideas are physically plausible, it
would be interesting to discuss these ideas from a social science perspective. Due
to the highly hypothetical nature of the problem, we suggest that agent-based model
(ABM) enables formal academic discussion on interstellar society.

An ABM is a simulation model bridging microscopic behaviours of agents and
macroscopic observations. Depending on the context of the model, an agent can be
an individual, an organization, or even a country. First, assumption about the social
behaviours of the agents are made, then the agents are placed and evolved in a com-
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putational environment. For a research problem for which it is not viable to perform
data collection and analysis, ABM can still be used for theoretical exposition [5].

Tomodel agents in interstellar space, supposeweonly consider a scalewith normal
stellar objects so that we can ignore the effects of general relativity, such as universe
expansion and black holes, we still have to consider the effect of special relativity. In
the context of ABM, where the simulation is computed under a set of inertial frames
that are at rest to each other, we can simplify the theory of relativity into two core
phenomena: speed of light as the upper bound of the speed of information travel,
and time dilation relative to any stationary observer in the inertial frames. This also
implies that we have to take care of four dimensions: three space dimensions, plus
one time dimension.

Typically, an ABM is constructed using an ABM framework to facilitate model
development and communication. There are a lot of existing ABM frameworks,
to name a few, NetLogo [6], mesa [7], and Agents.jl [8], see [9] for a detailed
review. While it is possible to build a 4D relativistic model in some existing ABM
frameworks, those frameworks do not have native support for the necessary 4D
data structures, and it can be error-prone to enforce relativistic effects via custom
implementations of data structures and algorithms. Therefore, we have developed a
simulation framework we call “Relativitization” [1], to help social scientists to build
an ABM in relativistic spacetime. In this paper, the mathematics and the algorithms
underlying the framework will be presented.

2 Definitions

In Relativitization, an agent is called a “player”. Players live in a universe. Ideally,
computation should be done in every local frame following all players, and the
computation results can be synchronized by Lorentz transformations. However, this
will make the framework and the model substantially more complex. Therefore, all
computations are done according to some inertial frames that are at rest to each other.
The spatial coordinates of a player are represented by floating-point numbers x , y and
z and the time coordinate of a player is represented by a floating-point number t . To
simplify computation and visualization, the universe is partitioned into unit cubes. A
player with floating-point coordinates (t, x, y, z) is located at the cube with integer
coordinates T = �t�, X = �x�, Y = �y�, Z = �z�, note that the computations of a
simulation are done at unit time steps and we can actually assume T = t . Denote
the speed of light as c. In vector notation, define s = (t,−→u ) = (t, x, y, z), and S =
(T,

−→
U ) = (T, X,Y, Z).
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2.1 Interval and Time Delay

The spacetime interval between coordinates si and s j is

‖si − s j‖ = c2(ti − t j )
2 − (xi − x j )

2 − (yi − y j )
2 − (zi − z j )

2. (1)

If ‖si − s j‖ < 0, it is called a spacelike interval, and events that happen at the
two coordinates are not causally connected because no information can travel faster
than the speed of light c.

It is often needed to compute intervals in integer coordinates.We define the spatial
distance between

−→
Ui and

−→
Uj as the maximum distance between all points in the cubes

at
−→
Ui and

−→
Uj

|−→Ui − −→
Uj | = (Xi − X j + 1)2 + (Yi − Y j + 1)2 + (Zi − Z j + 1)2. (2)

Suppose there is a signal sent from
−→
Ui to

−→
Uj . To ensure that the information travels

slower than the speed of light, the integer time delay τ(
−→
Ui ,

−→
Uj ) is computed as

τ(
−→
Ui ,

−→
Uj ) =

⌈
|−→Ui − −→

Uj |
c

⌉
. (3)

2.2 Group Id

From Eq.2, even if
−→
Ui = −→

Uj , the time delay is non-zero. To implement zero time
delay for players that are really close to each other, we divide a unit cube into several
sub-cubes with edge length de, and information travel within the same sub-cubes is
instantaneous.

To improve the computational speed when checking whether two players belong
to the same sub-cube, we assign a “group id” to each sub-cube in a unit cube. A

unit cube has n3e sub-cubes, where ne =
⌈

1
de

⌉
. For a player at −→u , it belongs to

the (nx , ny, nz) sub-cubes, where nx =
⌊
x−X
de

⌋
, ny =

⌊
y−Y
de

⌋
, and nz =

⌊
z−Z
de

⌋
. The

group id g(−→u ,
−→
U ) of the player can be computed as

g(−→u ,
−→
U ) = nxn

2
e + nyne + nz . (4)

If two players have the same integer coordinates and the same group id, then we
say the players belong the same group and the time delays between the players are
zero.
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2.3 Player Data

A player is characterized by a set of data:

• player id i ,
• integer coordinates (Ti , Xi ,Yi , Zi ),
• a historical record of integer coordinates Hi = {(T ′

i , X
′
i ,Y

′
i , Z

′
i ) | T ′

i < Ti },
• floating-point coordinates (ti , xi , yi , zi ),
• time dilation counter variables μi , a floating point variable, and νi , a boolean
variable, to keep track of time dilation (see Sects. 2.6 and 3.3), μi = 0 initially for
all players,

• group id gi ,
• floating-point velocities −→vi = (vi x , viy, vi z),
• other data Di relevant to the model.

2.4 Command

In other frameworks, interactions in ABMs are often presented as one player asking
another player to do something. Because the speed of information travel is bounded
by c, a player cannot simply ask other players to do something immediately. Instead,
interactions are mediated by commands. Whenever player i wants to interact with
player j , player i sends a command to j .

A command is characterized by:

• ito, the id of the player to receive this command,
• ifrom the id of the target player who sent this command,
• Sfrom the integer coordinates when the player sent this command,
• ftarget a function to modify data of the target player when this is received.

Commands travel at the speedof light c. The amount of timeneeded for a command
to reach the target, measured in the inertial frames we used in the simulation, depends
on the trajectory of the target player ito and the sender coordinates Sfrom.

2.5 Universe Data

Universe is an overarching structure which aggregates all necessary data and func-
tionalities. An universe has:

• a current universe time Tcurrent,
• a 4-dimension array of maps from player id to lists of player data MT XY Z , so that
the data of a player residing at (T, X,Y, Z) is stored in the associated list, the
“afterimages” of players are also stored in the corresponding list (Sec 3.5),
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• a map Mcommand from player id to lists of commands, such that a command in the
list will be executed when the player receive the command,

• other universe global data DG relevant to the model.

2.6 Mechanism

Given an instance of a universe, the dynamics of players are based on predefined
rules and the state of the universe observed by the players. In our framework, we
call the rules mechanisms. A mechanism takes the state of the universe observed by
a player, modifies the state of a player, and generates a list of commands to send to
other players.

To ease the model development to account for the time dilation effect, we further
dividemechanisms into two categories: regularmechanisms and dilatedmechanisms.
A regularmechanism is executedonceper turn,while a dilatedmechanism is executed
once per multiple turns, adjusted for the time dilation of the player measured in the
inertial frames we used in the simulation.

3 Simulation Step

The following are needed to define a model:

• the data structure of other player data Di ,
• the data structure of other universe global data DG ,
• a set of available commands,
• a function to initialize the universe data,
• a function to update the universe global data,
• a set of regular and dilated mechanisms.

Alongwith the universe data, it is useful to define amapMcurrent from a player id to
the current player data, i.e., Ti = Tcurrent, as an internal object of the simulation. The
modifications of player data are first performed on Mcurrent, and then synchronized
back to the universe data at appropriate timing.

Suppose we have initialized an universe model and Mcurrent, a complete step in a
simulation involves:

1. update the global data (Sect. 3.1),
2. compute time dilation effects for all players (Sect. 3.2),
3. process mechanisms for each player (Sect. 3.3),
4. process the command map (Sect. 3.4),
5. move players, add afterimages, and update time (Sect. 3.5).

The simulation can be ran for a fixed amount of steps, or stop when a stopping
condition is met.
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3.1 Update Global Data

A model may rely on a mutable global data DG to implement the dynamics. If the
model depends on some player data to update DG , and the effect is observable by
players, we need to ensure that no information is transferred faster than the speed of
light via the global data update.

For example, if the global data is modified if “all” player data satisfy a condition,
we have to be careful aboutwhatwemean by “all” here. In the universe, themaximum
time delay equals τmax = τ((0, 0, 0), (max(X),max(Y ),max(Z))). To fulfill the
speed of light constraint, the update function has to check whether all player data in
MT XY Z , where Tcurrent − τmax ≤ T ≤ Tcurrent, 0 ≤ X ≤ max(X), 0 ≤ Y ≤ max(Y ),
and 0 ≤ Z ≤ max(Z), satisfy that condition.

3.2 Compute Time Dilation

Relative to a stationary observer j in an inertial frame, special relativity predicts that
a moving observer i experiences a time dilation effect:

γi = 1√
1 − v2i

c2

, (5)

�ti = �t j
γi

, (6)

where γi is called the Lorentz factor.
To account for the time-dilation effect, the time dilation counter variables μi and

νi are updated by Algorithm 1 every turn for every player. νi will then affect the
mechanism processing in Sect. 3.3.

Algorithm 1: Update time dilation counter
Input: Mcurrent, map from player id to current player data

1 foreach player i in Mcurrent do

2 μi ← μi +
√
1 − v2i

c2
;

3 if μi ≥ 1 then
4 μi ← μi − 1;
5 νi ← true;
6 end
7 else
8 νi ← false;
9 end

10 end
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3.3 Process Mechanisms

Before processing any mechanism for a player, we need to compute the state of the
universe viewed by the player. At an instance in our discretized relativistic universe,
player i sees other players located at the unit cubes closest to the surface of the past
light cone of player i , while the entire cubes are still within the past light cone. The
computation consists of two steps: (1) Algorithm 2 computes the view centered at a
specific cube, ignoring the zero time delay when players are within the same group,
(2) Algorithm 3 computes the view for players in a group. Assuming each line of
these algorithms takes O(1) and iterating over all (X,Y, Z), the time complexity
O(mn) from Algorithm 2 dominates, where m = XmaxYmax Zmax is the spatial size
of the universe, and n is the number of player.

Algorithm 2: Compute the view of the universe at a cube, ignore the zero time
delay when player are in the same group
Input:
Ti , Xi , Yi , Zi position of the viewing location
MT XY Z 4D array of maps from player id to lists of player data

Output:
M map from player id to player data
�XY Z 3D array of maps from group id to lists of player id

1 Initialize empty M and �XY Z ;
2 foreach X j , Y j , Z j do
3 Tj ← Ti − τ(

−→
Ui , (X j , Y j , Z j ));

4 foreach player data in MTj X j Y j Z j [k] do
5 if M has key k then
6 if T of M[k] < T of the new player data then
7 Replace M[k] by this new player data;
8 end
9 end

10 else
11 Store data of player k to M[k];
12 end
13 end
14 end
15 Associate the player id from M to the corresponding list in �XY Z by spatial coordinates and

group id;
16 return (M,�XY Z )

The view of the universe of a player is used by mechanisms to update the player
data and generate commands to send. Regular mechanisms update the data of the
player each turn, while dilated mechanisms update the player if the time dilation
counter variable νi is true to account for the time dilation effect. The generated
commands are executed immediately if the target player is within the same group of
the sender, otherwise the commands are stored in Mcommand. Algorithm 4 shows the
overall iterative process.
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Algorithm 3: Compute the view of the universe for players in a group
Input:
gi group id
Tj , X j , Y j , Z j position of the viewing location
M map from player id to player data
�XY Z 3D array of maps from group id to lists of player id
MT XY Z 4D array of maps from player id to lists of player data

Output:
M ′ map from player id to player data
�′

XY Z 3D array of maps from group id to lists of player id
1 M ′ ← M ;
2 �′

XY Z ← �XY Z ;

3 foreach player data in MTj X j Y j Z j [k] where g(−→uk ,
−→
Uk) = gi do

4 if T of M[k] < T of the new player data then
5 Replace M ′[k] by this new player data;
6 Update the corresponding position of player k in �′

XY Z ;
7 end
8 end
9 return (M ′,�′

XY Z )

Algorithm 4: Update all players by mechanisms
Input:
Mcurrent map from player id to current player data
Universe data

1 foreach (X j , Y j , Z j ) do
2 Compute the view of the universe at this cube by algorithm 2;
3 foreach group in this cube do
4 Compute the view of the universe at this group by algorithm 3;
5 foreach data of player k in this group do
6 Update Mcurrent[k] by all regular mechanisms;
7 if νk is true then
8 Update Mcurrent[k] by all dilated mechanisms;
9 end

10 end
11 foreach generated command where target player l is in this group do
12 Update Mcurrent[l] by ftarget of the command;
13 end
14 end
15 end
16 Add the rest of commands to Mcommand by the target player id of the commands;
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3.4 Process Command Map

The command map Mcommand is a map from player id to lists of commands that is
being sent to that player. At each turn, the distance between the target player and the
sent positions of all commands in the list are calculated, and the command is executed
on the player if the spacetime interval is larger than zero. Algorithm 5 illustrates the
process.

Algorithm 5: Process command map.
Input:
Mcurrent map from player id to current player data
Mcommand map from player id to lists of commands

1 foreach key i in Mcommand do
2 Get the integer coordinates Si of player i from Mcurrent[i];
3 foreach command C in the list Mcommand[i] do
4 if ‖Sfrom − Si‖ ≥ 0 then
5 Update Mcurrent[i] by ftarget of the command;
6 end
7 end
8 end
9 Remove all executed commands;

3.5 Move Players and Add Afterimages

Moving players and storing their data requires additional considerations in this sim-
ulation framework. Consider the following example:

1. assume player i and player j are located in the same cube,
2. player j moves to the other cube,
3. the new information takes time to travel to player i , so player i cannot see the

new position of player j ,
4. player i cannot see the old information of player j either, because player j is no

longer there,
5. player j disappears from the sight of player i .

This “disappearance” is caused by the problem of the integer-based coordinates
used in the computation of player’s 3D view.

Consider a more generic situation: suppose player i is located at
−→
Ui , and player

j moves from
−→
Uj to

−→
Uk . Ignoring the possibility of zero time delay, the maximum

time player i has to wait to see player j is bounded by Eq.7,
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�T = τ(
−→
Ui ,

−→
Uj ) − τ(

−→
Ui ,

−→
Uk), (7)

=
⌈

|−→Ui − −→
Uj |

c

⌉
−

⌈
|−→Ui − −→

Uk |
c

⌉
, (8)

≤
⌈

|−→Ui − −→
Uj |

c
− |−→Ui − −→

Uk |
c

⌉
, (9)

≤
⌈

|−→Uj − −→
Uk |

c

⌉
, (10)

= τ(
−→
Uj ,

−→
Uk). (11)

Therefore, if we include back the possibility where the time delay between player
i and player j can be zero, the maximum duration of the disappearance produced by
the movement is bounded by �Tmax = τ((0, 0, 0), (1, 1, 1)). To prevent the unre-
alistic disappearance from happening, the old player data has to stay at the original
position for at least �Tmax turn, we call this the “afterimage” of the player. Note that
afterimages only participate in the 3D view of players, they should not be updated
by commands or mechanisms.

Algorithm 6 does multiple things: it updates the universe time, it moves players
by their velocities, it synchronizes time of players, it stores old coordinates to the
history of player, it cleans the history if the stored coordinates is too old, and it adds
the current player and afterimages to the latest spatial 3D array in the 4D data array
MT XY Z . Since the universe time has been updated, this simulation step has finished,
the universe should go to the next step and loop over all algorithms in Sect. 3 again.

4 Discussion

The presented algorithms form the backbone of our computational framework, “Rel-
ativitization” [1]. There are technical subtleties that are not discussed here, such as
creating newplayers, removing dead players, introducing randomness tomodels, par-
allelization of the algorithms, generating deterministic outcomes from parallelized
simulations with random number generators, interactive human input to intervene
in a simulation, etc. Nevertheless, the framework implements the major part of the
technical subtleties, and provides a suitable interface to ease the development of any
4D, relativistic ABM.

It can be interesting to implement a classical ABM into the framework. Spatial
ABMs with non-local interactions, such as the classical flocking model [10], are
particularly suitable. These models are naturally affected by the time delay imposed
by the speed of light limitation. Simulating such a model in the Relativitization
framework allows us to explore the effects of time delay on the model.
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Algorithm 6:Move player and add afterimages
Input:
Mcurrent map from player id to current player data
Universe data

1 Tcurrent ← Tcurrent + 1;
2 Initialize a 3D array of maps from player id to lists of player data MXY Z ;
3 foreach data of player i in Mcurrent do
4 ti ← Tcurrent;
5 xi ← xi + vi x ;
6 yi ← yi + viy ;
7 zi ← zi + vi z ;
8 Ti ← Tcurrent;
9 Xi ← �xi�;

10 Yi ← �yi�;
11 Zi ← �zi�;
12 gi ← g(−→ui ,−→Ui ) by Eq. 4;
13 if coordinates or group is new then
14 Save the previous coordinates to history Hi ;
15 end
16 foreach (T ′

i , X
′
i , Y

′
i , Z

′
i ) in Hi do

17 Remove from Hi if Tcurrent − T ′ > �Tmax ;
18 end
19 Save the new data to MXiYi Zi [i];
20 foreach (T ′

i , X
′
i , Y

′
i , Z

′
i ) in Hi do

21 Find the old player data from MT ′
i X

′
i Y

′
i Z

′
i
[i ′];

22 Add the old player data to MX ′
i Y

′
i Z

′
i
[i ′];

23 end
24 end
25 Drop the oldest 3D spatial array from MT XY Z ;
26 Add MXY Z as the latest spatial array to MT XY Z ;

Ultimately, existing ABMs might not be suitable to describe interstellar society.
A solid understanding of social mechanisms and physics, together with some artistic
imagination, are needed to build inspiring interstellar ABMs. As a first step, we have
integrated a few social mechanisms to build a big “model”, which is also a game.
The “model” can be found on the GitHub1 repository of our framework.

Apart from the possibility of implementing different models using the framework,
the algorithms may also be optimized further. For example, the iteration in Sect. 3.3
has a time complexity of O(mn). A naive alternative implementation to iterate over
all the combinations of players could change the complexity to O(n2), which could
have better performance when the density of players is low. We leave these potential
improvements to future research.

1 https://github.com/Adriankhl/relativitization.

https://github.com/Adriankhl/relativitization
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5 Conclusion

In this paper, we have presented a set of algorithms to implement ABM simulations
in a 4D, relativistic spacetime. Based on these algorithms, we have developed a simu-
lation framework we call “Relativitization” [1]. Our framework will lower the barrier
of entry for social scientists to apply their expertise to explore the interstellar future
of human civilization. We hope our framework can be used to initiate meaningful
and academically interesting discussions about our future.
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