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Preface

We are delighted to introduce the proceedings of the 17th European Alliance for Inno-
vation (EAI) International Conference on Communications and Networking in China
(Chinacom 2022). This conference brought together researchers, developers and prac-
titioners around the world who are interested in communications and networking from
the viewpoint of Signal Processing,CommunicationOptimization, Scheduling,Artificial
Intelligence and so on.

The technical program of Chinacom 2022 consisted of 31 papers in oral presentation
sessions at the main conference tracks. The conference sessions were: Session 1 - Signal
Processing and Communication Optimization; Session 2 - Scheduling and Transmission
Optimization; Session 3 - Network Communication Performance Enhancement; Session
4 - Deep Learning Applications and Optimization; Session 5 - Deep Learning and Net-
work Performance Optimization; Session 6 - Edge Computing andArtificial Intelligence
Applications. Apart from high-quality technical paper presentations, the technical pro-
gram also featured three keynote speeches. The first keynote speech was delivered by
Guangyi Liu from China Mobile. The second keynote speech was delivered by Yuantao
Gu from Tsinghua University. The third keynote speech was delivered by Junhui Zhao
from Southeast University.

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference.We sincerely appreciate his constant support and guidance. It was also
a great pleasure to work with such an excellent organizing committee team for their hard
work in organizing and supporting the conference. In particular, the Technical Program
Committee, led by our TPC Co-Chairs Yueshen Xu, Caijun Zhong and Lisheng Fan,
completed the peer-review process of technical papers andmade a high-quality technical
program. We are also grateful to Conference Manager Mikita Yelnitski for her support
and all the authors who submitted their papers to the Chinacom 2022 conference.

We strongly believe that the Chinacom conference provides a good forum for all
researchers, developers and practitioners to discuss all science and technology aspects
that are relevant to collaborative computing. We also expect that the future Chinacom
conferences will be as successful and stimulating, as indicated by the contributions
presented in this volume.

November 2022 Feifei Gao
Jun Wu
Yun Li

Honghao Gao
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A Routing Strategy for GEO/LEO Satellite
Network Based on Dynamic Delay Prediction

and Link Control

Xixi Zheng1,2,3, Jing Liu1, Junrong Li2, Dong Lv4, Junle Liao4, Xiang Chen2,3(B),
and Terngyin Hsu5

1 College of Electronics and Information Engineering, Shenzhen University, Shenzhen, China
2 School of Electronics and Information Technology, Sun Yat-sen University, Guangzhou, China

chenxiang@mail.sysu.edu.cn
3 Research Institute of Tsinghua University in Shenzhen (RITS), Shenzhen, China

4 IPLOOK Technologies Co., Ltd., Guangzhou, China
5 Department of Computer Science, National Chiao Tung University, Hsinchu, Taiwan

Abstract. As an important part of modern communication, the satellite commu-
nication is attracting more and more attention. In recent years, the low earth orbit
(LEO) satellite constellations are being developed vigorously. To achieve better
performance and flexibility, many researchers have proposed to combine the LEO
and geostationary earth orbit (GEO) satellites to construct a double-layer network.
However, this double-layer structure brings significant challenges to the design of
routing strategy. In this paper, we propose a routing strategy for GEO/LEO satel-
lite network based on dynamic delay prediction and link control. In particular, we
craft a link cost function that comprehensively considers the link load, queuing
delay, processing delay and transmission delay. The cost function can provide
more accurate estimation of the link delay compared with the existing methods
roughly using hop counts. Based on it, the proposed double-layer strategy can not
only optimize the end-to-end delay but also achieve better traffic balance. Simula-
tions on STK and OPNET verify that the proposed approach can greatly improve
the performance of packet loss rate, end-to-end delay and throughput.

Keywords: GEO/LEO double-layer satellite network · Routing strategy ·
Clustering mechanism · Layered transmission

1 Introduction

LEO satellite mobile communication systems are of great significance in national devel-
opment and improving people’s life. Due to the feature of low orbital altitude, the relative
movement of LEO satellites on different planes is relatively fast, whichmight cause poor
communication effect when the LEO satellites carry heavy traffic [1]. In addition, the
distribution of users is usually uneven due to terrain, climate and economy, which can
result in significant load imbalance between different satellites [2]. In this case, the satel-
lite networks will be prone to link congestion if only single layer routing within LEO

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
F. Gao et al. (Eds.): ChinaCom 2022, LNICST 500, pp. 3–17, 2023.
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constellations is considered [3]. Moreover, the LEO single layer routing is usually with
high latency and unstable robustness, which prompts more and more systems to adopt
multi-layer satellite routing that involves medium earth orbit (MEO) or GEO satellites.

Compared with single-layer satellite networks, multi-layer satellite networks have
many advantages, such as good invulnerability, high spectrum utilization, flexible net-
working and large capacity, which are more potential for the development of satellite
networks in the future. However, the multi-layer satellite networks contain numerous
nodes and links, which makes the network topology change more frequently and the
routing design more challenging. In the literature of multi-layer satellite routing, most
strategies adopt the idea of hierarchical grouping to reduce complexity. Among the
representative studies, Akyildiz et al. [4] proposes the idea of layering and grouping
concurrently for LEO/MEO/GEO three-layer satellite networks. According to the cov-
erage of high-layer satellites, low-layer satellites are divided into several groups, and
the high-layer satellites as group managers collect topological information within the
group and recalculate routing table when a group switch occurs. This algorithm provides
a good management strategy for multi-layer satellite networks. Nonetheless, it fails to
take into account the link load and thus is unable to deal with traffic burst well.

In order to balance traffic effectively and improve network congestion response
capability, many other strategies have been proposed for multi-layer satellite networks
in recent years. For example, the authors in [5] adopt a double-layer satellite routing
strategy based on hop number limit and cluster management. Two LEO satellites on the
same orbital plane are designated as cluster headers to collect network link information,
and then the information is collected to GEO satellites. A certain hop number threshold
and queuing delay threshold are used to judge whether the GEO-assisted routing is
needed. In [6], a method based on hop limit and link control is proposed, which is based
on clustering and grouping of double-layer satellite management mode. LEO satellites
are grouped according to the coverage relationship between the upper and lower layers,
and the nearest GEO satellite is a group manager in the mode. The strategy reduces
the number of inter-satellite links between layers and the complexity of connection
relations, and improves the efficiency of network management. Besides, the link load
factor is taken into consideration in this work.

Furthermore, in addition to the optimization of the double-layer satellitemanagement
strategy, many scholars have made some innovations in routing mode and link weight.
In [7], a new double-layer satellite routing strategy calculation is proposed, which sets
different routing patterns according to the different coverage relationship between the
source address and destination address. This strategy takes the GEO satellites as cluster
headers as the cluster header, and makes different processing patterns according to the
different number of GEO satellites covering LEO satellites, so as to ensure that there is
a manager for each LEO satellite throughout. Besides, the inter-cluster and intra-cluster
routes are distinguished by whether the cluster headers of the source and destination
LEO are the same. The delivery of the routing table is not period but triggered by
the variation of link conditions, which is more efficient. In [8], the authors propose a
new link weight calculation method for double-layer routing, which takes not only the
propagation and queuing delays but also the residual bandwidth into consideration to
improve the response speed to link congestion.
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At present, most of the existing double-layer satellite routing algorithms use the
number of hops as a crucial metric to determine routes. However, the propagation delay
between satellites often changes greatly with their relativemotion, and the queuing delay
also changes with the alteration of traffic. Consequently, in double-layer routing, it is not
reasonable enough to regard the hop counts as the equivalent of delay. In this context,
this paper proposes a new double-layer routing strategy. We craft a novel cost function
based on dynamic delay estimation and queue load. Using this function as a metric, we
further propose a clustered link control method to optimize the routing efficiency and
traffic balance.

The rest of the article is organized as follows. Section 2 briefly introduces the archi-
tecture of the double-layer satellite network. Section 3 introduces the routing strategy
based on dynamic delay estimation and cluster management. Section 4 presents and ana-
lyzes the simulation results based on the OPNET simulation platform. Finally, Sect. 5
concludes this paper.

2 GEO/LEO Satellite Network Architecture

2.1 Double-Layer Satellite Network Model

ISL

G
EO

 layer
LEO

 layer

Fig. 1. GEO/LEO double layer satellite network architecture

Comparedwith single-layer network, multi-layer network can exploit the advantages
of different layers, which are the wide coverage of the high-layer satellites and the
low transmission delay of the low-layer ones. There are two kinds of links in double-
layer satellite networks, namely inter-satellite link (ISL) and inter-layer link (ILL). We
consider a Architecture for LEO/GEO satellite networks, and its network structure is
shown in Fig. 1.

The LEO satellite constellation in this paper adopts the inclined orbit design, and
216 LEO satellites are built based on OPNET, as shown in Fig. 2. The LEO satellites
are evenly distributed on 12 orbital planes, with 18 satellites on each orbital plane. The
altitude of the orbit of LEO satellites is 1,150 km. Each satellite has 4 links, which are
fixed inter-satellite links (ISL) and used to communicate with its adjacent satellites in
four directions.
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Considering the coverage characteristics of GEO satellites, this paper uses three
GEO satellites to realize the coverage of all LEO satellites. This is because three GEO
satellites can cover most of the Earth’s surface except the polar region, they can meet the
requirements of routing strategy. The altitude of the orbit of GEO satellites is 36,000 km.
The longitudes of the three GEO satellites are−80°, 40° and 160° respectively. Regard-
less of the process of service interaction between satellites and users, all services are
generated randomly by the LEO satellites.

Fig. 2. Network layer model

2.2 Introduction of GEO and LEO Node Models and Process Models

OPNET is a software to simulate the behavior and performance of satellite networks.We
use OPNET as a tool to design and verify our strategy in this work. The OPNET satellite
node domain is mainly used to simulate the communication function of satellite nodes
to realize the resume and data forwarding of the inter-satellite routing table. As shown in
Fig. 3, each GEO node consists of the following modules: two sets of inter-satellite link
models for communication with other GEO satellites, a set of inter-layer link modules
for communication with the LEO satellites, a central processing module named net and
a packet destruction module named sink.

Each LEO satellite node consists of the following models: four sets of inter-satellite
link models for LEO layer communication, a set of inter-satellite link models for com-
munication with the GEO satellites, a central processing model named net, a packet
sending model named app_gen and a packet destroying model named sink, as shown
in Fig. 4. The packet generating model is used to simulate traffic from the users while
the destroying model is to simulate that the packets have been delivered to the users.
Queue is a special component in OPNET, which can be used to buffer packets. In this
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work, each link is equipped with a queue. When the queue if full, the packet will be
automatically discarded. Eight statistical lines are used to feedback the queue length and
queue delay of the four inter-satellite links to the central processing model.

Fig. 3. GEO satellite node model

Fig. 4. LEO satellite node model

Process models are the lowest layer of three-layer modeling architecture in OPNET
for realizing the jump of code and protocol and thus controlling the action of each node.
The GEO process model is a key module to realize centralized routing strategy. In addi-
tion to the basic functions of receiving and forwarding data packets, the GEO process
model also has several other functions, which include updating the global network topol-
ogy information. Figure 5 shows the GEO satellite process model, and Table 1 shows
the functions of the various states of the GEO process model.
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Fig. 5. GEO satellite process model

Table 1. Functions of states in the GEO satellite process model

state function

init Initialize GEO satellite node addresses, object id, and global network topology, etc.

rout_table Periodically send routing tables to the LEO satellites that are registered within the
cluster

min_f Set the communication frequency of all transceivers of the GEO nodes

receive Receive packets that join and exit the group and link information packets from
LEO satellites, and update the coverage table of LEO satellites in the group and the
global network topology

idle Wait for the arrival of the interrupt and determine the status of the next hop

time Periodically update the propagation delay between LEO satellites

finish Collect statistics, such as the number of covered LEO satellites and the number of
received packets within and between clusters

The main functions of the LEO process model are to update the GEO satellite
currently accessed, record the information of adjacent satellites through hello packets,
upload the information to the GEO satellite, and update the local routing information
with the routing tables received from the GEO manager. Figure 6 shows the process
model of the central processing module of the LEO satellite node models, and Table 2
shows the functions of the various states of the LEO process model.
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Fig. 6. LEO satellite process model

Table 2. Functions of states in LEO satellite process model

state function

init Initialize satellite node addresses, object id and the number of orbital planes and
other parameters

send_hello Sends hello packets to obtain information about the neighboring nodes

creat_adj Send the link information of this node to the GEO manager

minf Set the communication frequency of all transceivers of the LEO satellite nodes

send Forward the data packets generated by the app_gen module according to the
routing table

receive Receive data packets from other satellites, hello packets, and routing tables from
the GEO manager

geo_out Update the GEO manager number and send packages to exit the group of the old
GEO manager

geo_in Send packages to join the group of the new GEO manager

collect_stat Collect queue delay and queue occupancy length

finish Calculate throughput, packet loss rate, and average end-to-end delay
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3 Double-Layer Satellite Routing Strategy Based on Cluster
Management

In order to reduce the cost of signal packets and collect the global network topology
information more quickly, this paper adopts a strategy of hierarchical cluster to manage
the double-layer satellites. GEO satellites serve as cluster headers to dynamically collect
the link information of LEO satellites and update the global network topology.

3.1 Cluster Management Strategy

start

LEO satellites send requests to add to the 
group to their new managers and  withdraw 
from groups to their old managers.

Y

LEO satellites choose the nearest 
GEO satellite as its manager

GEO satellites update their local global network 
topology after receiving  link information packets.

Periodically check whether 
the number of the nearest GEO 

satellite has changed

LEO satellites send link packets to their 
managers. 

end

N

Fig. 7. Cluster management strategy of the double-layer satellite network

In practice, each GEO satellite cannot establish inter-satellite links with all the LEO
satellites. Therefore, in thiswork, the LEO satellites are divided into three groups accord-
ing to the GEO satellite that they are accessing. Each LEO satellite is only linked to its
nearest GEO satellite and all the LEO satellites linked to the same GEO satellite form a
group. Figure 7 is the specific flow chart of the clustering management strategy in this
paper. More details of the cluster management strategy are as below:

• LEO satellites periodically check whether it is necessary to make handover between
the GEO satellites through the “shortest distance” criterion. If necessary, the LEO
satellite need to send packets to inform the old GEO manager of exiting and the new
one of joining.

• GEO satellites will update the local registration table of LEO satellites after receiving
packages of exiting or joining the group from LEO satellites.
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• After confirming the unique manager number, LEO satellites send link information
packets to the corresponding GEO manager.

• GEO satellites update the local network topology table of LEO layer and deliver
routing tables to the LEO satellites after receiving link information packets from the
LEO satellites and forwarding link information packets to their neighboring GEO
satellites. The link information packet contains information of queuing delay, link
cost between the satellite and its neighbors, and the addresses of the satellite and its
neighbors.

3.2 Link Cost Design

Delay is an importantmetric for routing design,which usually consists of the propagation
delay related to inter-satellite distance and queuing delay related to the traffic load.
However, the existing works either consider the minimization of delay but fail to balance
the traffic [5], or only consider part of the factors that infect the total delay [8]. Therefore,
in this work, we propose a comprehensive link cost function that takes queuing delay,
processing delay, propagation delay and queue load into consideration. This method
can not only keep the end-to-end delay relatively low but also balance the network
load and improve the response speed to local congestion. The proposed cost function is
determined by queue occupancy ratio and delay, which is given by

W0 = α · Q(i, j)

Qmax
+ β · Dp(i, j) + Dq(i, j) + Dd(i, j)

Dmin
(1)

Here, Q(i, j) is the queue occupation length of the link between the LEO satellite i and
j, and Qmax is the total length of the queue. Dmin denotes the minimal total delay, which
is the sum of the propagation delay and queuing delay, of all the LEO satellite links.
Dp(i, j)means the propagation delay between the LEO satellite nodes i and j link. Dq(i, j)
denotes the queuing delay of the link between the LEO satellite nodes i and j, Dd(i, j)
means the processing delay of the link between the LEO satellite nodes i and j, which
refers to the time from receiving the packet to sending the packet.

In link cost function (1), α and β represent the importance of delay and queue load
in the link cost evaluation model. In the routing strategy presented in this paper, the
delay and the queue load have almost the same importance, but in order to improve the
response speed to the queue load, α and β are set to 0.6, 0.4 relatively.

3.3 Design of the Double-Layer Satellite Routing Strategy

The double-layer satellite routing strategy in this paper is designed based on Dijk-
stra algorithm, which solves the problem of the shortest path of single source on non-
negatively weighted directed graph. The weight of Dijkstra algorithm adopts the link
cost defined by (1). Combing the cluster management described in Sect. 3.1 and the link
cost function proposed in Sect. 3.2, we design a GEO/LEO double-layer satellite routing
strategy as shown in Fig. 8.
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time slot to start

GEO collects link informa on 
of the LEO layer, calculates 
and delivers rou ng tables

the link queue 
heavily loaded?

GEO satellite 
rou ng forwarding

End of the me slot

The receiver and sender 
are overwri en by the same 

cluster header

The es mated delay 
exceeds the intra-cluster 

route delay

LEO satellite single-layer 
network is used for data 

transmission

Y

Y

N

N

The es mated delay
exceeds the delay of routes 

between clusters

N

N

Y

Y

Fig. 8. Double-layer routing strategy

To leverage the low-latency advantage of the LEO satellites, the packets are pref-
erentially routed in the LEO layer. And they are diverted to the GEO satellites only
when:

Case 1: The current path is congested. When the queue load of the LEO satellites
reaches a certain load threshold, the packets arriving after will be routed via the GEO
satellites to reduce packet loss.

Case 2: The source and the destination nodes are covered by the same GEO manager,
and the delay of “intra-cluster routing” is lower than the predicted delay of the LEO
layer.

Case 3: The source and the destination nodes are covered by different GEO managers,
but the delay of “inter-cluster routing” is lower than the predicted delay of the LEO layer.

Among them, intra-cluster routing refers to the forwarding of data packets via only
one GEO satellite, while inter-cluster routing refers to the forwarding of data packets
via two GEO satellites. The case 2 and 3 usually occur when the LEO constellation is
bearing massive amount of traffic.
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4 Verification of Simulation Results

4.1 Simulation Environment Setting

In order to evaluate the communication performance of the double-layer satellite network
under the actual high-speed motion condition, this paper build a simulation environment
of double-layer satellite network based on OPNET and STK. The orbit files generated
by STK can be used to approximate real trajectory of satellites. By exporting the orbit
files into OPNET, the double-layer satellite constellation scene can be rapidly built. The
link parameters of the double-layer satellite network are shown in Table 3. The size of
data packets is set to a constant value of 128b, and the size of the other signal packets is
specified as 0.25b.

Table 3. Link parameters

Link type sending rate/(Mbit · s−1) queue length/kb

LEO inter-satellite link 1.5 12.5

GEO inter-satellite link 64 125

The link between the layers 64 12.5

We compare the performance of our strategy with the one based on hop limit pro-
posed by [5] in several aspects, including packet loss rate, throughput and delay. For
convenience, in the following, we will refer to the hop-limit method as the traditional
strategy. In order to simulate network congestion at different levels, the rate of package
generation for 18 satelliteswere randomly assigned in theLEOnetwork layer. The packet
transmission rate is constant. The packet sending time is 5 s, and the total simulation
time is 30 s.

4.2 Average End-to-End Delay

Figure 9 shows the end-to-end delay comparison of the two routing strategies with dif-
ferent data traffic. Among them, the hop threshold of the traditional strategy is set to
10 according to the scale of LEO satellites. For our algorithm when the queue occu-
pancy ratio is greater than 0.75, it is perceived as severe congestion. Apparently, with
the increase of packet generation rate, the average delay of both strategies increases.
However, the proposed method can reduce the delay by 10–50 ms compared with the
traditional one. This is because the link load is added into the link cost calculation.
Therefore, the GEO satellites can bypass those LEO satellites with high link load. The
link cost function is helpful to balance the link load of the LEO layer and reduce the
queuing delay and eventually reduces the total end-to-end delay.

In addition, when the link load of LEO layer is high, the routing strategy proposed
in this paper can compare the total delay of LEO satellite transmission with the total
delay of GEO transmission for data packets, then choose a route mode with lower delay,
which also reduces the end-to-end delay of packet transmission to a certain extent.
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Fig. 9. The average end-to-end latency varies with different traffic

4.3 Throughput

Figure 10 shows the throughput comparison of the two routing strategies with different
traffic. When the rate of packet generation is less than 600 Kb/s, the two strategies have
close performance in throughput. This is because both strategies take into account the
shunting of data packets of the double-layer satellite network. When the rate of packet
generation is more than 600 Kb/s, the advantages of the proposed routing strategy are
more obvious. At this time, the LEO satellites have achieve their maximal capacities
to deal with packet routing and a large number of packets need to be transmitted via
GEO satellites. Therefore, the different criteria of the strategies on whether to transmit
packets viaGEO satellites bring different results. The traditionalmethod uses the number
of hops to determine data shunting. However, when the traffic is heavy and unevenly
distributed, the number of hops cannot reveal the delay accurately since the queuing
delays of different nodes are various but is not taken into consideration. This limits the
throughput of the traditional method when the rate of packet generation is relatively
high.
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However, instead of quantifying the delay by hop number, the routing strategy pro-
posed in this paper uses the historical LEO transmission delay to dynamically estimate
the current transmission delay. Moreover, the link load limit is added into the routing
strategy. When the link load exceeds the set threshold, the packets are sent directly
through GEO satellites, which further reduces the loss of packets and improves the
throughput. When the rate of packet generation is about 1100Kb/s, the proposed strat-
egy can improve the throughput of the system by about 16.18% compared with the
traditional method.

Fig. 10. Throughput varies with with different traffic

4.4 Packet Loss Rate

Figure 11 shows the packet loss rate comparison of the two routing strategies with
different traffic. Apparently, the proposed routing strategy can effectively reduce the
packet loss rate in the case of congestion. When the rate of packet generation is about
800 Kb/s, it is about 7.5% lower than the traditional routing strategy based on hop limit.
There are two reasons for this. First, the routing strategy based on hop limit does not set
the threshold of link load. When the link load of LEO satellites exceeds the queue length
and does not meet the conditions of GEO transmission, this strategy will cause the loss
of data packets to some extent. Secondly, the link cost function of routing strategy based
on hop limit only considers the hop number. The hop number can not fully indicate the
load of the link, so the response to local network congestion is relatively slow, resulting
in a poor ability to balance traffic. However, the link cost function proposed in this paper
takes the link load into account. When calculating the routing table, it can avoid the path
with higher link load, so it can balance the traffic of LEO layer better and reduce packet
loss.
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Fig. 11. The packet loss rate varies with different traffic

5 Conclusion

Considering the problems of the current multi-layer satellite routing algorithms, such as
high end-to-end delay, high packet loss rate, poor adaptive capability of network con-
gestion and high system overhead, this paper proposes a double-layer satellite routing
strategy based on dynamic delay prediction and link control, which can more effec-
tively distribute data packets in the case of local satellite network congestion and reduce
the flow pressure in the LEO satellite layer. In addition, in order to improve the self-
adaptability of the double-layer satellite routing strategy to network congestion, a new
link cost function is proposed, which comprehensively considers the link load and delay
in different aspects. Compared with the traditional routing strategy based on hop limit,
the proposed approach can reduce the end-to-end delay by 10–50 ms with different vol-
ume of traffic, efficiently reduce the packet loss rate by around 7.5% and increase the
system throughput by about 16.18% when the traffic is relatively heavy.
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Abstract. A new algorithm called accelerated projection-based con-
sensus (APC) has recently emerged as a promising approach to solve
large-scale systems of linear equations in a distributed fashion. The algo-
rithm uses a federated computational architecture, and attracts increas-
ing research interest; however, it’s performance analysis is still incom-
plete, e.g., the error performance under noisy condition has not yet been
investigated. In this paper, we focus on providing a generalized analysis
by the use of the linear system theory, such that the error performance
of the APC algorithm for solving linear systems in presence of additive
noise can be clarified. We specifically provide a closed-form expression of
the error of solution attained by the APC algorithm. Numerical results
demonstrate the error performance of the APC algorithm, validating the
presented analysis.

Keywords: Large-scale systems · linear equations · distributed
algorithms · performance analysis

1 Introduction

Solving large-scale systems of linear equations is a fundamental problem in var-
ious signal processing, control theory, and machine learning applications [1–
5]. Recently, Azizan-Ruhi, Avestimehrm, and Hassibi developed the APC algo-
rithm for distributed solution of large-scale systems of linear equations [1]. APC
offers significant speed-up relative to other distributed methods such as the well-
known alternating direction method of multipliers (ADMM) method [1], mak-
ing the algorithm appealing for many applications [1,5,6]. The APC algorithm
was used by the probabilistic load flow calculation of power systems for the
privacy-preserving purpose [6]. Inspired by the APC algorithm, our previous
work designed a distributed channel estimation algorithm for mmWave massive
MIMO communication systems [5].
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One distinguishing attribute of the APC algorithm is that it’s computational
architecture is a federated architecture (also known as the server-worker dis-
tributed architecture [7,8]). A federated architecture comprises of one server
(master) and multiple agents (workers) [7–12]. Research attention has increas-
ingly focused on the development of novel algorithms to distributed computation
[2,7–13], including those with the federated architecture [7–12]; thus, the APC
algorithm also attracts increasing research interest [3,7–13]. There are a number
of references on the topics related to the APC algorithm, e.g., distributed algo-
rithms for systems of linear equations [2], for state estimation [3], for gradient-
descent method [7,9], for linear transforms [10,11], for coded matrix multiplica-
tion [12], and for phase retrieval [13].

However, the seminal work on the APC algorithm [1] only considers a model
setting wherein the system is free from noise, while noise is an unavoidable factor
in real systems. It is still unconfirmed whether the APC algorithm can effectively
solve linear systems with the existence of noise; in other words, researchers still
lack a clear understanding of the robustness of the algorithm under the noisy
condition. Therefore, this study aims at deriving the analytical results by con-
sidering the additive noise. Specifically, we generalize the analysis of the APC
algorithm by utilizing the linear system theory (see Theorem1), such that the
error performance of the algorithm for solving linear systems is clarified in pres-
ence of noise (see Theorem 3). Note that the study in this paper derives analytical
results which can be reduced to those in [1], by letting the elements of noise vec-
tor be zeros; in this sense, the analysis conducted in this paper is the generalized
one. Moreover, we provide closed-form expressions to two important parameters
of the APC algorithm (see Remark 1).

Notations : Let C be the complex field. We write ‖ · ‖2 for the �2 norm of
a vector. For a matrix A, λmin(A) and λmax(A) are the smallest and largest
eigenvalues, respectively, and ρ(A) is the spectral radius of A, i.e., the largest
absolute value of its eigenvalues. When A has full column rank, we let A† =(
AHA

)−1

AH be the Moore-Penrose pseudoinverse of A. If span(A) is the

span of columns in A, then P⊥
A = I−AA† is the projection onto the orthogonal

complement of span(A). For a block diagonal matrix A = diag(A11, · · · ,Akk),
one can write A = A11

⊕
A22

⊕ · · ·⊕Akk that is the direct sum of the matrices
A11, · · · ,Akk [14]. Let IN ∈ C

N×N be the identity matrix and 0N ∈ C
N (ON ∈

C
N×N ) be the all-zero vector (matrix).

2 Model

Consider the problem of solving a large-scale system of linear equations

Ax = y, (1)

where A ∈ C
M×s has full column rank, x ∈ C

s, and

y = Ax∗ + w̃ ∈ C
M . (2)
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As usual, A and y are known matrix and vector, respectively. While w̃ =
[w̃1, · · · , w̃M ]T is an unknown noise vector (not necessarily Gaussian noise) in
this paper.

We can apply the APC algorithm (presented in Algorithm 1) to find the
solution to (1), which will obtain an estimate of x∗. The formal description of
APC [1] is provided as Algorithm 1. The implementation of the APC algorithm
requires M distributed agents and one server. Every agent computes a solution
to its own private equation, while all these agents can run in a parallel fashion.
The server calculates the average of these M solutions and regards it as the
global solution.

The APC algorithm runs for T iterations. Initially, the algorithm executes

the following computations: x�(0) = AH
�

(
A�AH

�

)−1

y� in every agent, and

x(0) = 1
M

∑M
�=1 x�(0) in the server. After that, the computations are performed

iteratively; that is, for t = 0, · · · , T − 1, the APC algorithm goes through
the following steps: x�(t + 1) = x�(t) + γP⊥

� (x(t) − x�(t)) and x(t + 1) =
η
M

∑M
�=1 x�(t + 1) + (1 − η)x(t), with the agents and server, respectively.

Algorithm 1: The APC Algorithm for Finding the Solution x̃ to Ax = y

Input: y = [y1, · · · , yM ]T ∈ C
M , A ∈ C

M×s, and T .
Output: z̃ ∈ C

s.
1 Let A� ∈ C

1×s denote the �-th row of A;
2 t = 0;

/* Computations in every agent: */

3 for � = 1 : M do

4 P⊥
� = Is − AH

�

(
A�A

H
�

)−1
A�;

5 z�(0) = AH
�

(
A�A

H
�

)−1
y�; // Initializing each z�(0)

6 end
/* Computations in the server: */

7 z(0) = 1
M

∑M
�=1 z�(0);

8 while t ≤ T − 1 do
/* Computations in every agent: */

9 for � = 1 : M do

10 z�(t + 1) = z�(t) + γP⊥
� (z(t) − z�(t));

11 end
/* Computations in the server: */

12 z(t + 1) = η
M

∑M
�=1 z�(t + 1) + (1 − η)z(t);

13 t = t + 1;

14 end
15 z̃ = z(t + 1);

To clarify how to set the parameters γ and η, we define

X =
1
M

M∑
�=1

AH
�

(
A�AH

�

)−1

A�, (3)
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and denote the eigenvalues of X by θi, 1 ≤ i ≤ s, where

θs ≤ · · · ≤ θ1 (4)

with θs = θmin = λmin (X) ≥ 0 and θ1 = θmax = λmax (X) ≤ 1 [1]. It is known
from [14, Theorem 2.5.6] that θ1, · · · , θs are real-valued.

Remark 1 : The parameters γ and η in the APC algorithm are set as follows:

γ =
2
(√

θmax

√
θmin + 1

)− 2
√

(1 − θmax)(1 − θmin)(√
θmax +

√
θmin

)2 , (5)

η =
2
(√

θmax

√
θmin + 1

)
+ 2
√

(1 − θmax)(1 − θmin)(√
θmax +

√
θmin

)2 , (6)

which satisfy [1]

θmaxηγ =
(
1 +
√

(γ − 1)(η − 1)
)2

, (7)

θminηγ =
(
1 −
√

(γ − 1)(η − 1)
)2

. (8)

Note here that the seminal work [1] of the APC algorithm provided an indi-
rect way of finding the optimal γ and η, which requires to solve an optimizing
problem and might only achieve near-optimal values in practical use. While in
this paper we present closed-form expressions of the optimal γ and η, i.e., (5)
and (6), respectively, so as to simplify the parameter setting as well as the forth-
coming performance analysis.

Moreover, we define

α =

√
κ(X) − 1√
κ(X) + 1

, (9)

where κ (X) = θmax

θmin
≥ 1 that is the condition number of X [1].

3 Analysis

In this section, we conduct a performance analysis of the APC algorithm, in
terms of the error of solution (Definition 1). We are now going to present the
main results whose proofs are given in Appendix.

Lemma 1. Consider Algorithm 1, and assume that A� is the �-th row of A (see
Line 1). Then, the projection matrix onto the nullspace of AH

� can be expressed
as

P⊥
� = Is − AH

�

(
A�A

H
�

)−1

A�, (10)

which is calculated and used in Algorithm 1 (see Line 4 and Line 10, respectively).

Moreover, A�P
⊥
� = 0T

L and
(
P⊥

�

)2
= P⊥

� .
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Definition 1. Let

e�(t) = x�(t) − x∗, (11)

ē(t) = x̄(t) − x∗ =
1
M

M∑
�=1

e�(t). (12)

The key recursions in the APC algorithm, i.e., Line 10 and Line 12 of Algorithm
1, can be reformulated as

e�(t + 1) = e�(t) + γP⊥
� (ē(t) − e�(t)) , (13)

ē(t + 1) =
η

M

M∑
�=1

e�(t + 1) + (1 − η)ē(t). (14)

It follows from (2) that y� = A�x∗ + ŵ�, while every x�(t) computed in Line
5 or Line 10 of Algorithm 1 should be a solution of y� = A�x, i.e.,

y� = A�x�(t). (15)

This can be verified using the fact that, as long as A�x�(0) = y�, A�x�(t + 1) =
A�x�(t)+γA�P⊥

� (x(t) − x�(t)) = A�x�(t) = y� holds true for all t ≥ 0, according
to Lemma 1. Therefore,

P⊥
� e�(t) = e�(t) − AH

�

(
A�AH

�

)−1

(A�x�(t) − A�x∗)

= e�(t) − AH
�

(
A�AH

�

)−1

w̃�, (16)

which allows us to rewrite (13) as

e�(t + 1) = (1 − γ)e�(t) + γP⊥
� ē(t) + γAH

�

(
A�AH

�

)−1

w̃�, (17)

From (14) and (17), we can develop a state-space equation to describe the
key recursions of the APC algorithm as follows:

d(t + 1) = Gd(t) + w̃d, (18)

where

d(t) =

⎡
⎢⎢⎢⎣

e1(t)
...

eM (t)
ē(t)

⎤
⎥⎥⎥⎦ , w̃d = γ

⎡
⎢⎢⎢⎢⎢⎣

AH
1

(
A1AH

1

)−1

w̃1

...

AH
M

(
AMAH

M

)−1

w̃M

0s

⎤
⎥⎥⎥⎥⎥⎦

, (19)

G =

⎡
⎢⎢⎢⎣

(1 − γ)IMs γ

⎡
⎢⎣

P⊥
1
...

P⊥
M

⎤
⎥⎦

η(1−γ)
M

[
Is · · · Is

]
B

⎤
⎥⎥⎥⎦ , (20)

with B = ηγ
M

∑M
�=1 P⊥

� + (1 − η)Is = −ηγX + (1 − η + ηγ)Is.



The APC Algorithm of Solving Large-Scale Linear Systems 23

Lemma 2. G have (M + 1)s eigenvalues, among which there are (M − 1)s
eigenvalues that are equal to 1− γ, and 2s eigenvalues ξ1,±, · · · , ξs,±, where ξi,±
(i = 1, · · · , s) are the solutions of the quadratic equation

ξ2 + (−ηγ(1 − θi) + γ + η − 2)ξ + (γ − 1)(η − 1) = 0, (21)

such that

ξi,± =
θmax + θmin − 2θi(√

θmax +
√

θmin

)2 ± 2
√

(θi − θmax)(θi − θmin)(√
θmax +

√
θmin

)2 . (22)

If θmin < θi < θmax, then (θi − θmax) (θi − θmin) < 0 and thus ξi,± are complex-
valued.

Lemma 3. For G, the spectral radius ρ(G) = α < 1, so that limt→∞ Gt =
0(M+1)s, where α is defined in (9), and t is a positive integer. Besides, the
Neumann series

∑∞
l=0 G

l converges, i.e.,
∑∞

l=0 G
l = (I − G)−1.

Because the system (18) is in the form of a discrete-time state-space equation,
its closed-form solution can be directly obtained by applying the linear system
theory [15].

Theorem 1. The solution to the system (18) can be written as

d(t) = Gtd(0) +

(
t−1∑
l=0

Gl

)
w̃d, (23)

where Gtd(0) and
(∑t−1

l=0 G
l
)
w̃d are the zero-input and zero-state responses,

respectively [15, (4.20)].

Use Lemma 3 to show that

t−1∑
l=0

Gl =
∞∑

l=0

Gl − Gt

( ∞∑
l=0

Gl

)
=
(
I − Gt

)
(I − G)−1. (24)

Substituting this result into (23) produces

d(t) = Gtd(0) +
(
I − Gt

)
(I − G)−1 w̃d, (25)

which suggests that

d(∞) := lim
t→∞ d(t) = (I − G)−1 w̃d. (26)

Observe that the behavior of d(t) relies heavily on G and Gt, so we will apply
the Jordan canonical form theorem to the coming analysis.
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Theorem 2. There exists a nonsingular matrix S ∈ C
(M+1)s×(M+1)s, and there

are positive integers q, n1, · · · , nq with n1 + · · · + nq = (M + 1)s, and scalars
ξ1, · · · , ξq ∈ {1 − γ, ξ1,±, ξ2,±, · · · , ξs,±} such that

G = S−1JS, (27)

where J = Jn1(ξ1)
⊕ · · ·⊕Jnq

(ξq) is a Jordan matrix, and Jnl
(ξl), l = 1, · · · , q,

are Jordan blocks1.(Jordan Canonical Form [14, Theorem 3.1.11])

This theorem has an important consequence. Precisely, we have the following
corollary.

Corollary 1. Let G be given. Then Gt = S−1JtS.

Next, we investigate the properties of Jt by establishing two lemmas (i.e.,
Lemmas 4 and 6 given below) that identify the features of Jordan blocks with
different eigenvalues of G.

Lemma 4. The number of Jordan blocks of G corresponding to eigenvalue 1−γ
is (M − 1)s, such that every Jordan block is 1-by-1.(Jordan Blocks with Eigen-
value 1 − γ of G)

The next result aims to provide insights into Jordan blocks with eigenvalues
ξi,±, i = 1, · · · , s. Before stating this result, we will first give an explicit formula
for the eigenvectors associated with these eigenvalues.

Lemma 5. Let Λ = diag(θ1, · · · , θs), where θ1, · · · , θs are the eigenvalues of X,
see (3) and (4). Then

(a) X has s orthonormal eigenvectors, denoted by v1, · · · , vs, where vi is the
eigenvector associated with eigenvalue θi of X, i = 1, · · · , s.

(b) Every scalar ξ ∈ {ξ1,±, · · · , ξs,±} (such that ξ is a solution to (21)) and

vG(ξ) =

⎡
⎢⎢⎢⎣

− γ
1−γ−ξP

⊥
1 vi

− γ
1−γ−ξP

⊥
2 vi

...
vi

⎤
⎥⎥⎥⎦ , (28)

form an eigenvalue-eigenvector pair for G.

Lemma 6. The number of Jordan blocks of G corresponding to every eigenvalue
ξ ∈ {ξ1,±, · · · , ξs,±} is at most 2, where each Jordan block is either 1-by-1 or
2-by-2.(Jordan Blocks with Eigenvalues ξi,±, i = 1, · · · , s, of G)

The preceding results (including Lemmas 4 and 6) motivate the property of
Jt, as shown by the following lemma.
1 The Jordan block Jnl(ξl) is an nl-by-nl upper triangular matrix in which ξl appears

nl times on the main diagonal; if nl > 1, there are nl − 1 elements 1 in the super-
diagonal; all other elements are 0 [14].
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Lemma 7. For the Jordan matrix J in (27), we have

Jt = Jt
n1

(ξ1)
⊕

· · ·
⊕

Jt
nq

(ξq), (29)

where

Jt
n(ξ) =

⎡
⎢⎢⎢⎣

ξt
(

t
1

)
ξt−1 · · · ( t

n−1

)
ξt−n+1

0 ξt · · · ( t
n−2

)
ξt−n+2

...
...

. . .
...

0 0 · · · ξt

⎤
⎥⎥⎥⎦ , (30)

and nl ∈ {1, 2} for all l = 1, · · · , q.

After obtaining Corollary 1 and Lemma 7, the mechanism governing the
convergence of Gt (in (25)) to zero is better understood. Now we are in a position
to give a formulation that characterizes the behavior of d(t).

Theorem 3. Consider the solution d(t) of the state-space equation (18). We
have

d(t) = d(∞) + Gt
(
d(0) − (I(M+1)s − G

)−1
w̃d

)
, (31)

since d(∞) =
(
I(M+1)s − G

)−1
w̃d, such that

d(t) =
(
I(M+1)s − G

)−1
w̃d +

(
I(M+1)s − G

)−1
ε, (32)

where

ε = Gt
((
I(M+1)s − G

)
d(0) − w̃d

)
. (33)

Moreover, ‖ε‖2 = O (αt).

Theorem 4. Consider the problem of solving a large-scale system (1) of linear
equations, we have

x̄(t) − x∗ =
1

(1 + η)M
X−1AHΞw̃ +

1
γ(1 + η)

X−1ε̄, (34)

where

ε̄ =
[

1
M Is

1
M Is · · · Is

]
ε. (35)

Moreover, ‖ε̄‖2 = O (αt).

Theorem 3 characterizes the error of solution attained by the APC algorithm
when the system (1) is faced with unknown noise w̃ as in (2). It is easy to
see that Theorem 3 is a generalization of Theorem 1 derived in [1], because by
letting w̃ be the all-zero vector in Theorem 3, our obtained result can be reduced
to Theorem 1 of [1].
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4 Numerical Results

In this section, we carry out a serise of simulations to evaluate the performance
of the APC algorithm in the complex white gaussian noise scenarios with the
aim to verify the main result (Theorem 3). The noise vector w̃ has independent
identically distributed elements satisfying w̃i ∼ CN(0, Pn). By letting the iter-
ation number T vary, we focus on the mean square error (MSE) performance
which defined as:

MSE = E

{
‖x∗ − x̃‖22

}
. (36)

We mainly consider the influence of three factors: the algorithm parameter M ,
the condition number of matrix X (i.e., κ (X)), and the noise power Pn.

Figure 1 shows the MSE performance of the APC algorithm with different
size of matrix A. We set κ (X) = 1.6 (i.e., α = 0.23), and the noise power
Pn=1.0e–4. When M = {8, 32, 128}, the simulation results are shown in Fig. 1.
We can find that lines are similar to the exponential decay curve. No matter
what M is equal to, the algorithm can quickly converge after T = 4. When
T ≥ 5, ‖ε̄‖2 = O

(
0.23T

)
in (34) is small enough (‖ε̄‖2 ≤ 10−3) to be neglected.

Figure 2 is plotted with M = 32 and Pn=1.0e-4. It shows the influence of
κ (X) on the MSE performance. By comparing the curves, we can observe that
if we keep M and Pn the same, the converged value of the MSE varies only
slightly. But there are differences in convergence speed. When the condition
number is larger, the convergence speed is lower. Specifically, when κ (X) = 1.56,
the algorithm converges after 3 iterations; but when κ (X) increases to 6.0, while
the algorithm needs 9 iterations to achieve the convergence. Combined with (9),
we can analyze that the closer κ (X) is to 1, the closer α is to 0, and the faster
‖ε̄‖2 decreases which influences the MSE performance according to (32) and
(36). The theoretical analysis is in accordance with the simulation results.

Figure 3 illustrates the effect of the noise power Pn on the MSE performance
for the APC algorithm. Let Pn gradually increase from 1.0e–5 to 1.0e–3. It
can be seen that the increase of Pn does not have evident influence on the
convergence speed of the algorithm, but the final MSE performance (after the
algorithm converges) will getting worse. We also plot ADMM method in Fig. 3
as the comparison algorithm. The figure clearly presents that, ADMM needs
30 times iterations to decrease the MSE to 0.74 with Pn = 1.0e–5, but APC
gets convergence by 5 times iterations under higher noise level(Pn = 1.0e–3).
Comparing with ADMM, APC can achieve better MSE performance with faster
convergence in the scene with higher noise level.

In summary, as the value of T increases, 1
γ(1+η)X

−1ε̄ in (34) tends to 0, the
error of APC algorithm will only be effected by 1

(1+η)M X−1AHΞw̃ in (34). In
other words, the error is determined by the noise level after enough iterations.
This fits with Theorem 3.
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Fig. 1. MSE performance of the APC algorithm as a function of T with different M .
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5 Conclusion

In this paper, we generalize the analysis of the APC algorithm, and clarify the
error performance of the algorithm in presence of noise for solving linear sys-
tems. The generalization should be necessary to refine the theoretical framework
of the APC algorithm. Also, we provide closed-form expressions to two important
parameters of APC. In view of the growing interest in distributed signal pro-
cessing, to some degree, this study also has significance in regard to the analysis
of distributed signal processing algorithms using the federated architecture.
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Appendix: Proofs of Main Results

Proof of Lemma 3 : A computation reveals that

|ξi,±| =
√

(γ − 1)(η − 1) = α, (37)

for all i = 1, · · · , s. Then, it’s a simple consequence of Lemma A.2 that ρ(G) =
α < 1 [1], i.e., the largest magnitude eigenvalue of G is less than 1. This implies
that limt→∞ Gt = O(M+1)s and

∑∞
l=0 Gl = (I − G)−1 [16]. �
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Proof of Lemma 4 : All we need to do is to show that the geometric multiplicity
of eigenvalue 1 − γ is (M − 1)s [14,16]. We begin by noting that

G − (1 − γ)I =

⎡
⎢⎢⎢⎣

OMs γ

⎡
⎢⎣

P⊥
1
...

P⊥
M

⎤
⎥⎦

η(1−γ)
M

[
Is · · · Is

]
B − (1 − γ)Is

⎤
⎥⎥⎥⎦ .

Applying elementary row and column operations [14], we can transform G−(1−
γ)I into a simple form

GT =

⎡
⎢⎢⎢⎣

OMs γ

⎡
⎢⎣

P⊥
1
...

P⊥
M

⎤
⎥⎦

η(1−γ)
M

[
Os · · · Os Is

]
Os

⎤
⎥⎥⎥⎦ .

Since elementary operations do not change the rank of a matrix [14], it follows
that

rank (G − (1 − γ)I) = rank (GT ) ≤ 2 s. (38)

The geometric multiplicity of eigenvalue 1 − γ of G is equal to (M + 1)s −
rank (G − (1 − γ)I) that is not less than (M−1)s according to (38). Furthermore,
the geometric multiplicity should not be larger than algebraic multiplicity, i.e.,
(M − 1)s, for 1 − γ, and thus can only be (M − 1)s [14, Theorem 1.4.10]. This
implies that the number of Jordan blocks of G corresponding to 1−γ, is (M −1)s
[14]. Finally, because the geometric and algebraic multiplicities of 1−γ are equal,
every Jordan block corresponding to 1 − γ is 1-by-1 [14]. �
Proof of Lemma 5 : First note that X is Hermitian and X is unitarily diagonaliz-
able [14, Theorem 2.5.6]. Then, applying [14, Theorem 2.5.3] yields the assertion
(a).

To prove the assertion (b), let us verify whether vG(ξ) satisfies the eigenvalue-
eigenvector equation (G − ξI)vG(ξ) = 0(M+1)s, where

G − ξI(M+1)s =

⎡
⎢⎢⎢⎣

(1 − γ − ξ)IMs γ

⎡
⎢⎣

P⊥
1
...

P⊥
M

⎤
⎥⎦

η(1−γ)
M

[
Is · · · Is

]
B − ξIs

⎤
⎥⎥⎥⎦ .

On the one hand, it is easy to check that
⎡
⎢⎣ (1 − γ − ξ)IML γ

⎡
⎢⎣

P⊥
1
...

P⊥
M

⎤
⎥⎦

⎤
⎥⎦vG(ξ) = 0Ms. (39)
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On the other hand, since Xvi = θivi and
∑M

�=1 P⊥
�

M = Is − X, we have
∑M

�=1 P⊥
�

M vi = (1 − θi)vi and (B − ξIs)vi = (−ηγθi + 1 − η + ηγ − ξ)vi. As
(21) ensures that −ηγ(1−γ)

1−γ−ξ (1 − θ) − ηγθ + 1 − η + ηγ − ξ = 0 if ξ 	= 1 − γ, it
yields

[
η(1−γ)

M

[
Is · · · Is

]
B − ξIs

]
vG(ξ)

=

[
− ηγ(1 − γ)

(1 − γ − ξ)

∑M
�=1 P⊥

�

M
+ (B − ξIs)

]
vi = 0s. (40)

Finally, (39) and (40) together imply that (G − ξI)vG(ξ) = 0(M+1)s which
completes the proof of the assertion (b). �
Proof of Lemma 6 : It follows from (22) that ξ1,+ = ξ1,− and ξs,+ = ξs,− since
θs = θmin and θ1 = θmax, while ξi,+ 	= ξi,− if θmin < θi < θmax. One of the
consequences of Lemma 5 is that the number of linearly dependent eigenvec-
tors associated with every eigenvalue ξ ∈ {ξ1,±, · · · , ξs,±} is not larger than 2.
Therefore, the geometric multiplicity of ξ is 1, and the Jordan block of G with
eigenvalue ξ is 2-by-2, when ξ = ξ1,+ = ξ1,− or ξ = ξs,+ = ξs,−. If ξ = ξi,+ or
ξ = ξi,− with ξi,+ 	= ξi,−, then the geometric multiplicity of ξ is 2 such that the
Jordan block with eigenvalue ξ is 1-by-1. �
Proof of Lemma 7 : It can easily be verified by using the property of direct sum
together with [16, (7.10.7)]. �
Proof of Theorem 2 : Combining (25) and (26) yields (31), and then multiplying
on both sides of (31) by I(M+1)s − G produces (33). By the Rayleigh quotient
theorem [16] and Corollary 1, we obtain

‖ε‖2 ≤ ∥∥Jt
∥∥
2

∥∥(I(M+1)s − G
)
d(0) − w̃d

∥∥
2
, (41)

where
∥∥Jt
∥∥
2

= O (αt) [15].
The remaining part of the proof is to derive an upper bound on∥∥(I(M+1)s − G

)
d(0) − w̃d

∥∥
2
. First, it is clear that

d(0) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−P⊥
1 x∗ + AH

1

(
A1AH

1

)−1

w̃1

...

−P⊥
Mx∗ + AH

M

(
AMAH

M

)−1

w̃M

− 1
M

∑M
�=1 P⊥

� x∗ + 1
M

∑M
�=1 AH

�

(
A�AH

�

)−1

w̃�

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, (42)

according to the initialization of the APC algorithm as in Line 5 of Algorithm 1
together with (19), and thus

(
I(M+1)s − G

)
d(0) − w̃d =

⎡
⎢⎢⎢⎣

−γP⊥
1 (x∗ + ē(0))

...
−γP⊥

M (x∗ + ē(0))
−ηγXē(0)

⎤
⎥⎥⎥⎦ .
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This yields
∥∥(I(M+1)s − G

)
d(0) − w̃d

∥∥2
2

≤ 2γ2M (1 − θmin) ‖x∗‖22
+
(
2γ2M (1 − θmin) + η2γ2θ2max

) ‖ē(0)‖22 .

Then, since ‖ē(0)‖22 ≤
∑M

�=1‖e�(0)‖2
2

M , it follows from Lemma 1 and (42) that

‖ē(0)‖22 ≤
M (x∗)H (I − X)x∗ +

∑M
�=1

(
A�AH

�

)−2

w̃�

M

≤ (1 − θmin) ‖x∗‖22 +

∑M
�=1

(
A�AH

�

)−2

w̃�

M
,

and
∥∥(I(M+1)s − G

)
d(0) − w̃d

∥∥
2

≤ (2γ2M (1 − θmin) + η2γ2θ2max

)

×

⎛
⎜⎝(2 − θmin) ‖x∗‖22 +

∑M
�=1

(
A�AH

�

)−2

w̃�

M

⎞
⎟⎠ .

Substituting this inequality into (41) gives ‖ε‖2 = O (αt). �
Proof of Theorem 3 : Observe that

[
1
M Is

1
M Is · · · Is

]
d(t) = 2ē(t),[

1
M Is

1
M Is · · · Is

]
Gd(t) = (2Is − γ(1 + η)X) ē(t).

A calculation also shows that
[

1
M Is

1
M Is · · · Is

]
w̃d = γ

M AHΞw̃. Combining
these results, we get

γ(1 + η)Xē(t) =
γ

M
AHΞw̃ +

[
1
M Is

1
M Is · · · Is

]
ε,

which can be rewritten as (34). From Theorem 1, it follows that ‖ε̄‖2 = O (αt).
Finally, based on the definition in (12), Theorem 3 can be verified. �

References

1. Azizan-Ruhi, N., Lahouti, F., Avestimehrm, A., Hassibi, B.: Distributed solution of
large-scale linear systems via accelerated projection based consensus. IEEE Trans.
Sig. Process. 67(14), 3806–3817 (2019)

2. Alaviani, S., Elia, N.: A distributed algorithm for solving linear algebraic equations
over random networks. IEEE Trans. Autom. Control 66(5), 2399–2406 (2021)

3. Zivojevic, D., et al.: Distributed weighted least-squares and Gaussian belief propa-
gation: an integrated approach. In: Proceedings of 2021 IEEE International Confer-
ence on Communications, Control, and Computing Technologies for Smart Grids
(SmartGridComm), pp. 432–437 (2021)



32 J. Zhang et al.

4. Wang, X., Mou, S., Sun, D.: Improvement of a distributed algorithm for solving
linear equations. IEEE Trans. Ind. Electron. 64(4), 3113–3117 (2017)

5. Zuo, C., Deng, H., Zhang, J., Qi, Y.: Distributed channel estimation algorithm for
mmWave massive MIMO communication systems. In: Proceedings of 2021 IEEE
94th Vehicular Technology Conference (VTC2021-Fall), pp. 1–6 (2021)

6. Jia, M., Wang, Y., Shen, C., Hug, G.: Privacy-preserving distributed probabilistic
load flow. IEEE Trans. Power Syst. 36(2), 1616–1627 (2021)

7. Chakrabarti, K., Gupta, N., Chopra, N.: Iterative pre-conditioning to expedite the
gradient-descent method. In: Proceedings of 2020 American Control Conference
(ACC), pp. 3977–3982 (2020)

8. Li, T., Sahu, A.K., Talwalkar, A., Smith, V.: Federated learning: challenges, meth-
ods, and future directions. IEEE Sig. Process. Mag. 37(3), 50–60 (2020)

9. Chakrabarti, K., Gupta, N., Chopra, N.: Robustness of iteratively pre-conditioned
gradient-descent method: the case of distributed linear regression problem. In:
Proceedings of 2021 American Control Conference (ACC), pp. 2248–2253 (2021)

10. Dutta, S., Cadambe, V., Grover, P.: Short-Dot: computing large linear transforms
distributedly using coded short dot product. In: Proceedings of the 30th Interna-
tional Conference on Neural Information Processing Systems (NIPS), pp. 2092–
2100 (2016)

11. Dutta, S., Cadambe, V., Grover, P.: Short-Dot: computing large linear transforms
distributedly using coded short dot products. IEEE Trans. Inf. Theory 65(10),
6171–6193 (2019)

12. Dutta, S., et al.: On the optimal recovery threshold of coded matrix multiplication.
IEEE Trans. Inf. Theory 66(1), 278–301 (2020)

13. Zhao, Z., Lu, S., Hong, M., Palomar, D.: Distributed optimization for generalized
phase retrieval over networks. In: Proceedings of 2018 52nd Asilomar Conference
on Signals, Systems and Computers, pp. 48–52 (2018)

14. Horn, R., Johnson, C.: Matrix Analysis. Cambridge University Press, 2nd ed.,
Cambridge, USA (2013)

15. Chen, C.: Linear System Theory and Design. Oxford University Press, 3rd ed.,
Oxford, USA (1999)

16. Meyer, C.: Matrix Analysis and Applied Linear Algebra. Cambridge University
Press, Cambridge (2000)



A Low-Cost Semihosting Approach to Debug
DSP Application

Tao Huang1, Haoqi Ren1, Zhifeng Zhang1, Bin Tan2, and Jun Wu3(B)

1 Department of Computer Science, Tongji University, Shanghai, China
{2030798,renhaoqi,zhangzf}@tongji.edu.cn

2 School of Electronic and Information Engineering, Jinggangshan University, Ji’an, China
tanbin@jgsu.edu.cn

3 School of Computer Science, Fudan University, Shanghai, China
wujun@fudan.edu.cn

Abstract. Applications of digital signal processor (DSP) involve large amounts
of data processing. In order to be able to improve the speed of DSP application
development, it is necessary to be able to implement debugging functions that can
support File I/O at a small cost of modification. This paper proposes a complete
set of implementation methods of the semihosting debugging function on a DSP
without an operating system, including hardware support and software algorithms.
On hardware, this article adds only one self-trapping instruction to support semi-
hosting debugging. In software, this article is based on the GDB File I/O extension
protocol to design and implement the debugging agent software and C language
library underlyingfile operations.And after optimizing libraryfiles and application
source code, the I/O speed of the architecture can meet users’ debugging needs.
This solution can realize the semihosting debugging function for DSP chip at a
low cost and has good performance. Therefore, provides more powerful debug-
ging functions for DSP application development. In assembly level debugging,
observing the execution of each assembly instruction can also verify the instruc-
tion execution of the chip itself. The addition of file operation can greatly validate
the chip with larger data.

Keywords: DSP · Semihosting · GDB · Embedded debugging

1 Introduction

Nowadays, digital signal processing technology can be seen everywhere in people’s daily
lives, and digital signal processing algorithms often involve the real-time processing of
large-scale data. So, in many devices, a separate DSP is always been used to complete
the data-processing tasks, creating a huge market and application demand for DSP. In
recent years, the development and application of deep learning have put forward higher
demands on large-scale parallel computing [1].Compared to general-purpose processors,
DSP can process larger amounts of data simultaneously, but its control instructions are
much simpler in order to reduce power consumption and silicon area. Therefore, how to
quickly debug and verify it at various stages has become a difficult problem.
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The development and production of a chip often goes throughmultiple stages. As the
number of transistors integrated on a single chip and the complexity of the on-chip system
and microprocessor design continues to grow and increase, FPGA prototype verification
before tape-out became an indispensable part of each design team [2]. Using FPGA
and the debugging system as prototype can improve the verification speed [3, 4], but
the digital signal processing application is characterized by the processing of a large
amount of data, how to complete the verification of large-scale data during debugging
is a challenge.

In general, large-scale data is often validated using file comparisons. In the field of
debugging, you can simply divide the debuggingmethod into two types, local debugging
and embedded debugging [5, 6]. Local debugging is the most common. In this mode, the
debugged program runs together with the debugger software on a PC, and the debugger
debugs the program through the debugging interface provided by the operating system.
The input and output of the program is managed by the operating system, and the result
file can be easily obtained. Under embedded debugging [7], the debugger runs on the
host PC and the program being debugged runs on the target machine. In the field of
embedded debugging, in order to input and output files, the semihosting mechanism
is required. Semihosting mode [8] refers to the delivery of input/output requests from
application code to the host which running the debugger, using the host’s file I/O system
for input/output functionality. As for DSP, its control instructions are generally relatively
simple, so usually it is difficult to run a fully functional and powerful operating system,
let alone afile system.Todebug it for file I/O, the only choice is the semihosting approach.

This article primarily describes the design of a semihosting debugging approach
that requires only minimum hardware support and the associated hardware and software
design and implementation. Hardware, the scheme implements a self-trapping instruc-
tion for the DSP to support semihosting debugging and connects to the host based on
the JTAG interface. On the software, we base on the open-source debugger GDB to
complete debugging agent software and corresponding C language libraries.

This article is organized as follows: The second part describes the relevant work
in the field of debugging. The third part describes in detail the semihosting design we
proposed. The fourth part is application optimization and validation. The fifth part is a
summary of this article.

2 Related Work

Embedded debugging systems are divided into three categories: hardware debugging,
software debugging and simulator debugging [9]. Software debugging requires the cor-
responding system and software support on the embedded hardware, and simulator
debugging is a complete simulation of the embedded hardware on the host. The most
widely used is hardware debugging, which can achieve completely realistic and reliable
debugging effects, and does not require hardware support for the operating system.

There are two kinds of hardware debugging: in-circuit emulator (ICE) and on-chip
debugger [10–13]. In-circuit emulator is a set of computer systems specifically designed
to simulate the target CPU or MCU [14, 15]. The system generally contains an emulator
motherboard, the processor embedded in the motherboard has exactly the same function
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as the processor to be debugged, and in order to achieve the purpose of debugging, its
hardware has been specially modified. Using ICE to debug is essentially a hardware
debugging method that been implemented by using the corresponding ICE to replace
the processor [16–18].

ICE has not been used on a large scale due to its excessive cost and poor scalability.
On the contrary, the on-chip debugger has been widely used due to its low hardware
overhead and cost. On-chip debugging is to add a hardware circuit module specifically
for debugging,which is called the on-chip debugger, inside the processor at the beginning
of the processor hardware design [19–21]. In embedded debugging field, most users only
use some basic debugging functions, such as breakpoints, single steps, register access,
memory access, and so on. Therefore, on-chip debugging has become the first choice
for most users.

The classic semihosting mechanism in the field of debugging is proposed by ARM
[22], who implements or simulates the half-master mechanism in both hardware debug-
ging and simulator debugging. However, the semihosting mechanism in ARM hardware
debugging requires more hardware support. It must use an emulator that supports the
semihostingmechanism for debugging [23], which has higher requirements for hardware
versions and cumbersome development process.

Based on the above related considerations, this paper adopts the on-chip debugging
method in order to implement the semihosting function on DSP quickly and at low cost.
And in order to reduce the dependence on the emulator, this article will use software to
provide appropriate support for the semihosting mechanism as much as possible.

3 Semihosting Approach

SWIFTprocessor is a high-performanceDSPchip developedbyTongjiUniversity,which
usesVLIW(VeryLong InstructionWord) [24] technology and self-developed instruction
set, and has high parallelistic vector computing capability. Consider power consumption
and silicon area, the SWIFT instruction set omits a large number of control instructions.
In order to be able to more easily and quickly verify and debug applications on the
SWIFT processor, we need to support semihosting debugging with minimal changes.

3.1 GDB-Based Semihosting Architecture

The SWIFT DSP has a debugging system consists of a debug module, a JTAG tap on
hardware and a debug agent (proxy), GDB on the software, as shown in Fig. 1.

GDB (The GNU Project Debugger) is a powerful open-source debugger. The struc-
ture of the GDB target side is relatively separate from other parts, which reduces the
difficulty and effort of porting and adapting the new hardware architecture. GDB has
thus become the first choice for many new chips. GDB is controlled by IDE in the debug
system, execute what the user wants. Not only is GDB capable of debugging programs
on the host, its simple RSP protocol also provides the basis for remote debugging. GDB
using RSP protocol to send command and data to the debug proxy and get the result
from it.
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Fig. 1. The embedded debugging system Architecture for SWIFT DSP.

The debug proxy gets the GDB command and drive the Debug Probe to connect
with the target machine, which is SWIFT DSP. Debug Probe in this system is simply a
convertor translate USB signals to JTAG signals. JTAG TAP and Debug module control
the core and using JTAG interface to communicate with the host.

The RSP protocol GDB used has an extension protocol, File-I/O Remote Protocol
Extension, which can implement remote File I/O function. The File I/O Remote Protocol
extension allows remote target to complete various system calls over GDB using the
host’s file system and console I/O. The target’s system call is converted to a remote
protocol packet to GDB, which then performs the desired action on the PC host system
and returns the response packet to the remote target. This can simulate file system
operations on targets without file system.

Based on File-I/O Remote Protocol Extension, this debug system can achieve
semihosting operations with several modifications.

One semihosting operation based on GDB is performed as the procedure below:

1. Processor requires file manipulation.
2. Processor stalls and sends a request to debug module.
3. The request is sent to GDB via debug probe.
4. GDB performs the file operation.
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5. GDB get the result and feed back to processor.

In traditional semihosting architectures, a debug probe is required to support semi-
hosting mode. When the processor makes a request outward through the debug module,
the probewill interact with the hardware to obtain the necessary information after receiv-
ing the request. This process is transparent to the user, which limits the user’s hardware
choice and prevents the user from making corresponding changes and optimizations on
the software. In order to avoid hardware limitations, this paper’s approach only uses
the probe made of ordinary USB-JTAG communication chip. And the software does the
necessary job.

3.2 Hardware Support

As the semihosting procedure shown in Sect. 3.1, DSP has to have the ability to stall
autonomously and send the request to JTAG interface. To help DSP implement semi-
hosting function with minimal changes, we added a instruction TRAP for SWIFT DSP.
The way TRAP instruction works is shown in Fig. 2.

Fig. 2. How TRAP works in SWIFT DSP.

The immediate value followed by the TRAP instruction indicates which system call
was made. The decoder of DSP decodes the TRAP instruction into a signal trap with
an immediate value. Signal trap is passed into the debug module, causes the signal
“dbg_stall”, which generates several freeze signals to stall the core. The freeze signals
are connected to the pipeline of SWIFTDSP. In order to stop in the right position,we only
freeze the fetch module and the decoder of the processor to let the former instructions
execute normally.

At the same time, the immediate value is also passed into the debug module, which
is placed in the first half of the DRR (debug reason register). DRRwas originally used to
indicate what has happened that caused SWIFT DSP to stop. But the number of events
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only used the lower 14 bits. We use the high 18 bits of DRR for the immediate value
of instruction “TRAP”. The debug proxy learns the status of the core by polling for the
registers of the core.

3.3 Software Support

The debug proxy controls the interaction between the debug probe and GDB. The debug
proxy knows that DSP has been paused and gets the immediate value of TRAP by the
value of the debug reason register. But the system call requires various parameters, taking
read as an example, (1) is the open function supported by GDB. (2) is the packet content
GDB need and (3) is what GDB feed back to proxy after performed the system call.

int open(const char ∗ pathname, int flags); (1)

Fopen,pathptr/len,flags,mode’ (2)

Fretcode,errno,Ctrl-C flag;call-specific attachment’ (3)

Although instruction TRAP can indicate the system call, it is not able to provide the
value of parameters. To get these parameters we have to refer to the context. In that case,
the basic file operating functions in the standard C library have been written as shown
in Fig. 3.

Fig. 3. The “open” and “myopen” function in C standard library

We design the parameter format of the function “myopen” according to the parameter
information required by the RSP protocol of GDB and the format of the reply. In the
function “open” of the standard library, the parameter value required by protocol is first
calculated, and then the important function “myopen” is called.
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Fig. 4. The assembly code of “open” and “myopen” function

The assembly code generated by compiling these functions by compiler is shown
in Fig. 4. The GR30 is the stack register for SWIFT. After entering the function “my-
open”, the processor first modifies the value of the stack register and therefore enters
the corresponding function stack area. Then compiler want the parameters are stored in
a contiguous chunk of memory. So, it starts to collect them from memory or registers.

Finally, the parameters are stored in the memory address of GR30+63/62/61/60.
Therefore, proxy only needs to read the value of GR30 to get the address where all
parameters are stored in memory. When the processor encounters a trap instruction to
stop, the proxy drives debug probe to read the memory to get the value of the parameter.
Then proxy gets all the information it needed and combined the data in RSP protocol
format and sent it to GDB.

GDB performs the corresponding operation on the host and returned the result to
proxy. The proxy needs to give feedback to the processor by writing the returned data
to memory. According to the assembly of the function “myopen”, the address value
of the global variable “errno” is stored at address of “GR30+60”. When the proxy
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encounter a GDB execution failure, the reason for the failure can be stored to the cor-
responding address. After executing the TRAP instruction, the processor loads the data
at “GR30+59” into GR2 and returns it to the upper function as the end. Therefore, the
return value “fd” or failure code “−1” after GDB executing the function “open” can be
placed at address of “GR30+59”. In this way, the SWIFT processor finishes executing the
function “open”. Similarly, we can implement the common file I/O functions supported
by GDB, such as close, read, write, etc.

This method relies on how the compiler compiles functions such as “myopen”, and
more specifically on the size of the function stack. However, functions such as “myread”
and “mywrite” are used in the standard library, and the standard library is provided to
the users in the form of a static library, and the assembly in the static library is fixed and
will not be modified by the user. The compiler does not frequently modify the size of
the function stack. Also, the position of these parameters could be listed in the configure
file of the toolchain. It allows us to modify the stack without recompile the proxy.

4 Validation and Optimization

To validate the semihosting system, we use a development board containing two Xilinx
VU440 FPGA chips to build the prototype verification system. The structural diagram of
the development board is shown in the Fig. 5. SWIFT DSP has ultra-long vector parallel
processing capability that cannot be implemented on a single VU440 chip, so we use
time-division multiplexing to logically split it and implement it on two FPGAs. Due to
the board level delay, the consequent main frequency can only be around 20 MHz. And
the JTAG clock must lower than the main frequency of DSP. We use the FT2232HL
development board as the debug probe, the structure diagram is shown in the Fig. 6.
The board uses the FT2232H chip, which supports a USB2.0 high-speed interface that
converts USB signals to a variety of serial signals, including JTAG. The manufacturer
FTDI also provides the basic driver library file for the chip. Facilitates the writing of
debugging proxy.

Fig. 5. The architecture of FPGA development board
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Fig. 6. The appearance of the FT2232HL development board

We tested this prototype verification system with a commonly used digital signal
processing program that includes FTT algorithm. Without optimization, the running
time is unbearable, taking 14 min to complete according to Table 1. This is because the
bottleneck of program speed is file operation.

Table 1. The running time of a digital signal processing program in 20 MHz FPGA

Before optimization After optimization

14 min 20 s 9 s

In SWIFT’s C language library, the underlying layer of commonly used input and
output functions is implemented with read and write functions, such as printf, fread,
fwrite, etc. In DSP applications, programmers are used to call input and output functions
frequently, and the amount of data for I/O is very large, as the amount of data in a single
I/O operation is very small. Each time SWIFT executes an I/O operation, it has to go
through the transmission and conversion process from the processor’s debug module to
the debug probe, proxy, and GDB. Its rate is much lower than that of local I/O. Too many
I/O operations can greatly slow down the speed of the SWIFT processor, and caused the
result of 14 min in Table 1.

To improve its speed, we optimize it in our program. In the C language stan-
dard library, the FILE struct is used to flag a file, and we add a data member “char
buf[MAXBUF]” to the FILE struct to cache data read in from the remote host. When
there is no data in the buffer, calling the input function will directly read the MAXBUF
size data from the remote host. And when there is data in the buffer, the program reads
the data from the buffer and returns.

The optimization of the output function follows a similar principle, reducing the
number of I/O and increasing the amount of data for a single IO. For example, the
implementation of the function “printf” can first call “sprinf” to store data in contiguous
memory and then output it to the remote host.
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As seen in Table 1, after optimization, the running time is reduced to 9 s. The file
operation is no longer the bottleneck as the main frequency is only 20 MHz in FPGA.
The running speed after optimization can meet users’ debugging need.

5 Conclusion

In this article, we proposed a complete and simple semihosting debugging approach
based on the SWIFTDSP. The solution does not rely on toomuch hardware, only requires
the processor to support self-trapping instructions, and can use the most versatile USB
to JTAG serial port chip as a debug probe, reducing the cost of developing and using.
On the software side, we used libraries and proxy to read the relevant parameters of I/O
functions andwrite back the results, which is convenient formodification and debugging.
Libraries and applications can be I/O optimized to get close to the speed of traditional
semihosting methods.

We used FPGA to build a prototype system, FT2232HL board to connect FPGA and
PC host. After code optimization, the running speed of program met most user’s need
in debugging. Given the speed of the DSP clock and JTAG clock, it could be called a
satisfactory performance.

The approach is based on an open-source debugger, which greatly reduces the devel-
opment workload of the semihosting function and can quickly provide the available
semihosting function to various processors. Providingmore powerful functions for appli-
cation debugging can accelerate the speed of application development and adaptation,
and provide great help for a new DSP chip to seize the market.
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Abstract. With the rapid development of Internet of Things (IoT) tech-
nology, the number of large numbers of Machine Type Communication
(MTC) devices involved in M2M has increased dramatically. When large
scale MTC devices access the base station at the same time in a short
period of time, this can cause traffic overload and lead to a sharp drop in
the success rate of access of MTC devices. 3GPP has proposed the access
class barring (ACB) scheme to defer access requests from certain acti-
vated MTC devices to avoid congestion at the base station (BS). In this
paper, we propose a dynamic ACB scheme for grouping MTC devices
and a resource allocation scheme for preamble. First, MTC devices are
classified into two categories according to their characteristics: delay-
sensitive and energy-constrained. The two categories use separate pream-
ble resources, and a temporary ACB factor is calculated for each time
slot based on the current preamble resources and the number of devices.
The preamble resources are reallocated based on this temporary ACB
factor using reinforcement learning methods, and then the ACB factor
is dynamically adjusted according to the new preamble resources. Simu-
lation results show that the solution improves the access success rate of
M2M devices, reducing the total service time of delay-sensitive devices
by 40% compared to the traditional solution, while reducing the access
collision rate of energy-constrained devices by 30%.
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1 Introduction

The widespread adoption of the IoT [1] in various fields such as industry, agri-
culture, healthcare and transportation has stimulated an explosive growth in
the number of IoT devices. With the growth of the IoT devices, M2M commu-
nication is expected to become one of the main drivers of cellular networks [2,3]
M2M communication, also known as MTC, refers to communication between
machine devices without human intervention. Many devices can be triggered
almost simultaneously and attempt to access a base station via a random access
channel (RACH), which can cause a surge in M2M traffic. M2M communica-
tion, as the key part of IoT development, is essential for efficient data transfer
from machines and devices to the network for various IoT applications such as
smart metering, healthcare, smart appliances, surveillance, security and logistics
tracking. Studies from 3GPP and the literature have shown that the physical
random access channel (PRACH) of a cell can be severely overloaded when tens
of thousands of MTDs wake up and attempt to access the cell in a highly syn-
chronised manner. However, traditional access control methods may not be able
to handle overload in the radio access network (RAN) and core network (CN),
which can lead to severe congestion and delays. The problem becomes worse if
a faulty device keeps trying to access the network, resulting in a large propor-
tion of machine communication devices not being able to gain access before the
maximum number of allowed attempts is exceeded. The ACB scheme is easy to
implement and is very effective for congestion control, therefore it is defined as
a viable scheme by the Radio Resource Control specification. In the first step
of the RACH process, the base station broadcasts an ACB factor p to all UEs
before the start of each time slot via system messages, with p taking values from
0 to 1. In the same time slot, each UE generates a random number between
0 and 1 and compares it with the value of p before attempting to access the
PRACH channel. If the random number is less than the broadcast ACB factor
p, the UE device will continue to access the base station. Otherwise, the UE
device is denied access at this time slot and the process is repeated at the next
time slot or after being blocked for a certain amount of time. In this way, the
ACB reduces the number of access requests per time slot.

The size of the ACB factor is fixed in traditional ACB schemes, which can
significantly improve access success rates in large-scale burst access scenarios,
but at the cost of a dramatic increase in access latency. We consider a large-
scale IoT scenario such as the smart city in Fig. 1, where devices are divided
into delay-sensitive devices and energy-constrained devices. For example, self-
driving cars need to communicate with nearby vehicles with low latency, while
fixed devices in the surrounding environment, such as surveillance cameras, have
low data rates and infrequent transmissions. The size of the signalling packets
used in the wireless network to synchronise sensor devices to the base station or
to resolve contention between sensor devices can be much larger than the size
of the user data packets used for sensor transmissions. Therefore, for the sensor
class of devices, where energy constraints are a key feature, access collisions
should be avoided as much as possible. When these two types of devices coexist,
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the traditional ACB scheme with a fixed ACB factor is clearly not suitable for
this scenario, and the traditional ACB scheme does not take good care of the
access characteristics of both types of devices.

Fig. 1. A massive IoT network

To solve the above problems, this paper proposes an access control strat-
egy and a dynamic preamble grouping scheme based on reinforcement learning
that is applicable to the coexistence scenario of two types of devices. The main
contributions of this paper are summarized as follows.

1. We divide MTCD into two groups according to realistic scenarios, while
dynamically assigning the preamble resources to the two types of devices,
which complete the random access process through the ACB mechanism.

2. We propose a method for preamble resource allocation through reinforcement
learning. A temporary ACB factor is calculated in each time slot based on the
current resources, and the preamble resources are reallocated based on this
temporary ACB factor to enable both types of devices to use the preamble
resources efficiently.

3. Based on the derived values of ACB factors for delay-sensitive devices in
related work, the ACB factors for energy-constrained devices are derived and
the optimal ACB factors are calculated based on the number of activated
devices and the size of the leading resources.

4. Simulation results show that the scheme results in lower collision rates for
energy-constrained devices, reduced congestion conflicts, and significantly
lower total service times for delay-sensitive devices.

The rest of this paper is organized as follows Sect. 2 provides an initial intro-
duction to the work related to random access control and the random access
process. In Sect. 3, we detail the design of our proposed scheme. In Sect. 4, the
performance of our proposed scheme is evaluated by comparing it with a typical
conventional scheme. Section 5 contains concluding remarks.

2 Related Work

To improve the latency performance of traditional ACB schemes while maintain-
ing their access success rate, various works have proposed dynamic adjustment of
the ACB factor over time. The article [4] uses the QOE of device delay mapping
as the objective function for reinforcement learning. Due to the different device



Reinforcement Learning Based Preamble Resource Allocation Scheme 47

characteristics, different delay mapping functions can better differentiate devices
and achieve priority access to low latency devices. The article [5] proposes a dual-
Q learning-based ACB mechanism to determine the ACB parameters, which is
able to dynamically adapt to different traffic conditions when M2M and H2H
communications coexist, with three different configurations allowing a trade-off
between the probability of successful access and the average access latency. The
article [6] proposes a dynamic ACB approach where the value of the ACB factor
changes adaptively within each time slot depending on the service load. In order
to find the optimal ACB factor the article proposes a method to estimate the
number of devices based on the information obtained by the base station. The
article [7] proposes the use of a reinforcement learning method called dueling
deep Q networks to dynamically adjust the ban factor and average ban time.
Computer simulations show that for a given access delay and energy consumption
tolerance, our design can achieve significantly higher energy satisfaction while
maintaining comparable delay satisfaction compared to schemes that focus only
on restriction factor adjustment. The article [8] presents a new deep reinforce-
ment learning algorithm that is first used to dynamically adjust the ACB factor
in a uniform priority network. The algorithm is then further enhanced to adapt
to different MTCDs with different quality of service (Qos) requirements. article
[9] combines ACB and extended access limits (EAB) to increase access latency
while reducing the conflict probability, resulting in higher energy efficiency. With
respect to the allocation of leading resources, the article [10] determines the opti-
mal value of the ACB factor to reduce traffic overload in the ideal case where
the eNodeB knows the number of backlogged MTC devices. To make better use
of the random access resources shared between human users and MTC devices
in LTE networks, methods are proposed to dynamically allocate the preamble
resources for MTC devices. Most dynamic ACB solutions focus only on tuning
the ACB factor, and the derivation of the ACB factor is based on reducing the
latency as well as the total service time of the system, with no consideration
given to energy-constrained devices.

3 System Model

3.1 Random Access Process

In current cellular networks, UEs need to perform random access processes to
achieve uplink synchronisation with the base station and to obtain radio channel
access resources. The two types of random access are competition-based and non-
competition-based. This paper focuses on the contention-based random access
process. This process consists of four steps.

1. Preamble (MSG1): In the first step, all UEs that pass the ACB test randomly
select a preamble and transmit it on the physical random access channel.

2. RAR (MSG2): In the second step, the base station confirms that all the
preamble have been successfully received using the Random Access Request
Response (RAR), which contains the identification of the detected preamble
and the uplink permission for the Step 3 message MSG3.
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3. Connection request (MSG3): In step 3, the UE sends the MSG3 of its ID in
the PUSCH after receiving its corresponding RAR within the random access
response window size time. When two UEs have selected the same preamble
in step 1, both UEs will be granted the same block of time-frequency resources
for uplink transmission of MSG3, when a conflict occurs.

4. Contention resolution (MSG4): In step 4, the base station broadcasts the con-
tention solution containing the IDs of the UEs that have successfully decoded
MSG3 without any response to the conflicting MSG3s and declares access fail-
ure in the contention solution for those UEs that have selected the conflicting
preamble.

3.2 System Traffic Model

We assume that 54 preamble are available and that there are a total of N MTC
devices in a cell. As these devices are not synchronised, they will not be active
at the same time, but will be active for a short TA period. We refer to this
time as the activation time. Each device is activated with probability f(t) over
a time horizon of length TA. The popular choice for modelling service volume
bursts proposed in 3GPP is the beta distribution with the following expression
for f(t),B(α, β) as a function of β, where α = 3, β = 4.

f(t) =
tα−1(TA − t)β−1

Tα+β−1
A B(α, β)

, 0 ≤ t ≤ TA (1)

In this system model, time is divided into consecutive time slots, each rep-
resented by an integer i = 1, 2 · · · · · · . Thus TA can be divided into IA time
slots, with IA denoting the number of RACH in the TA time range, where the
duration of the ith time slot is from the ti−1 moment to ti. It is assumed that
the activation of the MTC device is completed at the beginning of the time
slot. Denote the number of newly activated devices in time slot i by λi, where
i = 1, 2 · · · · · · IA. The λi depends specifically on the distribution of the activated
traffic f(t) and the total number of devices N , with the expression

λi = N

∫ ti

ti−1

f(t)dt, i = 1, 2 · · · · · · IA (2)

4 Proposed Preamble Allocation and Access Control
Scheme

The number of MTC devices that need to be accessed in each time slot plays
a crucial role in the design of the ACB scheme. The number of MTC devices
that need to be accessed in each time slot is unknown to both base stations
and terminals because of the inconsistent activation times of MTC devices. A
number of methods have been proposed by a large number of research institutions
to estimate the number of devices in a time slot, and the estimated number of
devices in [4] is very close to the actual number of devices. In this paper, the
number of MTC devices to be accessed in each time slot is known by default
and the ACB scheme for two types of devices is proposed.
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4.1 Dynamic Adjustment of ACB Factor

In the scenario we set up, assuming M = 54 preamble are available and a
total of N MTC devices are active at time TA, we classify these N devices into
two categories: delay-sensitive (DSD) and energy-constrained (ECD). Our ACB
scheme is different for different types of devices, and the number of these two
types of devices is ND and NE . So we have

ND + NE = N (3)

Correspondingly, the number of preamble owned by the two types of devices are
MD and ME respectively.

MD + ME = M (4)

ACB Factor for Delay-Sensitive Devices. Delay-sensitive devices need to
be connected to the network as soon as possible, so the total service time needs
to be reduced. The total service time is defined as the number of time slots
consumed between the activation of the device and the successful transmission
of the preamble. Given the number of access devices Ni = n at each time slot,
the ideal ACB factor for the minimum total service time according to article [10]
is

pD = min(1,
MD

nD
) (5)

ACB Factor for Energy-Constrained Devices. What needs to be consid-
ered for this class of devices is the energy consumed during the whole random
access process because of the energy constraint. When multiple devices select
the same preamble, the base station detects a preamble collision, and the device
that selected the preamble fails this access and needs to initiate random access
again after waiting for an avoidance interval. When the probability of preamble
collision is high, the device needs to initiate random access several times, which
will consume a lot of energy because of the uplink transmission. Therefore, for
energy-constrained devices, our solution focuses on reducing their collision prob-
ability.

In time slot i, it is assumed that n MTC devices randomly select one of
the preamble sequences with equal probability. The total number of preamble
is M and the probability of selecting preamble m is 1/M . Let Pm = 0, Pm =
1, Pm > 1 denote the three cases of unselected preamble, successful transmission
and collision occurring instead.

The probability that the preamble m is not selected is

P (Pm = 0) = (1 − 1
M

)n (6)

The probability of successful transmission of the preamble m is

P (Pm = 1) = C1
n × 1

M
× (1 − 1

M
)n−1 (7)
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The probability of a collision of the preamble m is

P (Pm > 1) = 1−P (Pm = 0)−P (Pm = 1) = 1−(1− 1
M

)n− n

M
×(1− 1

M
)n−1 (8)

Let Ci be the number of conflicting preamble in time slot i and p be the
ACB factor for that time slot. Since the collision and non-collision events for each
preamble are independent and identically distributed binomial distributions, the
expectation of the number of conflicting preamble can be found as

E(Ci) =
M∑

m=1

P (Pm > 1) = M ×
[
1 − (1 − 1

M
)np − np

M
× (1 − 1

M
)np−1

]

≈ M − (M + np)e− np
M

(9)

Similarly let Si be the number of preamble successfully transmitted in time
slot i as

E(Si) =
M∑

m=1

P (Pm = 1) = np × (1 − 1
M

)np−1 ≈ np × e−np
M (10)

The ACB factor for delay-sensitive devices is derived by maximising the
access success preamble per time slot, and the number of collisions needs to
be considered for energy-constrained devices, so calculating the ACB factor for
energy-efficient devices requires a combination of the above two equations to
consider.

E(Xi) = E(Si) − E(Ci) = (M + 2np) · e−np
M − M (11)

Derive for p
d

dp
E(Xi) = (n − 2n2p

M
) · e−np

M (12)

Letting the equation be 0, we obtain p = M
2n . So the ACB factor for the

energy-constrained device is set to M
2n .

4.2 Reinforcement Learning Based Preamble Resource Allocation

The number of preamble per time slot is finite, and the ultimate goal of both
device types is to successfully access the network; both access strategies cater for
more devices to access while ensuring their access characteristics. We consider
the use of reinforcement learning to solve the problem of preamble allocation,
as it enables the use of computer simulations to generate reasonable solutions
without the need to build complex theoretical models that allow devices to use
the least amount of leading resources while maintaining the minimum service
time. the ACB factor maximises the use of the limited number of preamble for
access control to minimise the total service time for the delay-sensitive class
of devices and the energy-constrained devices access characteristics. Therefore,
the allocation of preamble is an efficient use of resources, reducing the number
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of preamble when the number of device activations is low and increasing the
number of preamble when the number of device activations is high, focusing on
the access of latency-sensitive devices in the process.

Let S denote a finite set of possible environment states and let A denote a
finite set of admissible actions to be taken. At RA slot t, BS perceives the current
state st = s ∈ S of the environment and take an action at = a ∈ A based on
both the perceived state and its past experience. The action at changes the
environment state from st to st+1 = s

′ ∈ S. When that happens, the system
receives the reward rt. The goal of the system is to find an optimal strategy The
goal of the system is to find an optimal strategy.

π∗(s) = argmax
a∈A

(Q∗(s, a)) (13)

Q∗(s, a) is the optimal Q value, which is defined as

Qt(s, a) = Qt(s, a) + α(rt(s, a) + γt max
at+1∈A

Qt(st+1, at+1) − Qt(s, a)) (14)

α(0 ≤ α ≤ 1) is the learning rate and γ(0 ≤ γ ≤ 1) is the discount rate. When
the learning rate is 0, the Q value is never updated. When the learning rate is set
to higher, learning will be rapid and the discount factor will be weighted more
heavily on the current reward than the reward.

In this paper, we build a QL algorithm to allocate preamble resource to
increase the number of successful accesses to delay sensitive devices in each
time slot. The state space consists of the ACB factor of the current time
slot. The size of the ACB factor is related to the number of preamble and
the number of devices to be accessed. The ACB factor calculated from the
state of the current pool of preamble and the number of devices in the cur-
rent time slot is used as the state, and the action is selected to update the pool
of preamble, and the recalculated ACB factor is the ACB factor of the cur-
rent time slot. The size of the ACB factor as a state is discrete into intervals
(0, 0.01), (0.01, 0.1), (0.1, 0.3), (0.3, 0.5), (0.5, 0.7), (0.7, 1), when P is large, indi-
cating that the number of devices is small or the number of preamble is assigned
high at this time, so that the number of preamble can be reduced to another
class of devices. The action space is represented by A. The number of preamble
for delay-sensitive device is incremented or decremented to adjust the allocation
of preamble resources for each time slot, and these actions are decremented or
incremented by δi(δi ∈ {−10,−7,−5,−3,−1, 0,+1,+3, 5,+7,+10}) or kept at
their current values. To balance the use of learning and exploration, the QL
algorithm uses the ε − greey method. When an action needs to be selected, the
BS primarily selects the action a with the largest Q(s, a) in state s. The BS
randomly selects the action a with probability ε from the allowed actions in
state s.
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The reward function focuses on the number of successful accesses to delay-
sensitive devices, reducing the restriction on delay-sensitive devices by assigning
them more leading resources in the presence of network congestion, and the
relative energy-limited because of the reduction in leading resources, the ACB
will be more restrictive. The number of successful delay-sensitive devices and
the number of successful energy-constrained devices are weighted and summed,
and then divided by the total number of preamble M-normalised

rt(s, a) =
ωN t

L + (1 − ω)N t
E

M
(15)

N t
L is the number of delay-sensitive devices successfully accessed, N t

E is the num-
ber of energy-constrained devices successfully accessed, and ω is the smoothing
factor.

Algorithm 1: RL-based preamble resource allocation algorithm
Input: The number of current time slot devices and the number of

preamble are used to obtain a temporary ACB factor according to
(5)(12)

Output: The number of increments and decrements in the preamble of
delay-sensitive devices

1 Initialise the number of preamble available to the device;
2 for episode = 0, 1, 2, ... do
3 while Number of devices connected n < Total number of devices N do
4 Calculation of a temporary ACB factor based on the number of

devices that currently need to be accessed and the number of
preamble;

5 Select an action an = i, i ∈ A based on the greedy policy, where i
represents the number of increments and decrements in the
preamble;

6 Calculate the ACB factor for this time slot according to (5)(12);
7 n+ = Number of successfully accessed devices;
8 end
9 end

5 Performance Evaluation

In this section, we validate the effectiveness of the proposed scheme in terms of
both the collision rate of energy-constrained devices and the total service time
of both types of devices.

5.1 Comparison of Collision Rates for ECD

The collision rate refers to the ratio of the number of devices with failed access
at time slot t to the number of devices initiating access. Figure 2 shows the ACB
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Table 1. RACH Configuration

Parameter Setting

Preamble number M 54

Total number of M2M devices N 30000

DSD number 10000

ECD number 20000

Backoff indicator 20 ms

factor for DSDs is set with the goal of the shortest total service time and lowest
latency, and does not take into account the collision rate. When an ECD uses
a dedicated ACB factor, the collision rate is reduced compared to sharing the
same ACB factor with a low-latency device. The reduced collision rate means
that the ECD initiates accesses less often, saving the energy required to initiate
accesses.

Fig. 2. Collision rate per time slot for ECD

5.2 The Impact of Preamble Resource Allocation on the Probability
of Access Success

When DSD and ECD coexist, the percentage of preamble allocated affects access
performance. In scenarios where the proportion of DSDs is 10%, 20% and 30%
respectively, Fig. 3 shows that when the proportion of DSDs is 10%, the number
of successfully accessed devices first increases and then decreases as the number
of preamble allocated to DSDs increases. The analysis leads to the conclusion
that the optimal allocation of the preamble is different for different proportions
of DSDs. In a practical scenario, after estimating the actual number of DSDs and
ECDs, the optimal allocation of preamble can be chosen to obtain the optimal
probability of successful access.
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Fig. 3. Different preamble allocation affects the access success probability

5.3 The Impact of the Number of Preamble Resources on the Total
Service Time

The objective of the solution proposed in this paper is to reduce the total service
time of DSD on a basis that does not affect the total service time of all devices.
The schemes shown in Fig. 4 are two types of devices sharing a pool of preamble,
a fixed ratio of preamble, a dynamically adjusted ratio of preamble as proposed
in the paper [11], and the reinforcement learning-based preamble resource allo-
cation scheme proposed in this paper. It can be seen that the proposed scheme
DSD in this paper has the lowest total service time when the total service time
of all devices is similar.

Fig. 4. The impact of the preamble resource allocation scheme on total service time
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6 Conclusion

In this paper, we focus on the coexistence of large-scale DSD and ECD in cellular
communication systems, and propose an access control strategy and a dynamic
preamble grouping scheme based on reinforcement learning for the coexistence
of the two types of devices, taking full account of the QoS requirements of
DSDs, and dividing the preamble into two groups. In this paper, we use the
current ACB factor for each time slot to allocate the preamble resources by
reinforcement learning, and the ACB factor is dynamically updated according
to the number of preamble and the number of devices. The paper verifies the
feasibility and effectiveness of the scheme using Python simulations. The collision
rate of energy-limited devices is reduced by 30%, while dynamically adjusting
the number of preamble has a significant effect on reducing the total service time
of DSD devices by 40% compared to the conventional scheme.
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Abstract. Orthogonal time frequency space (OTFS) modulation can
provide significant error performance than orthogonal frequency division
multiplexing (OFDM) modulation in the high-speed scenario. However,
the fractional Doppler effects cause Doppler diffusion. In this paper, we
analyze the Doppler diffusion from both the formula and geometric levels.
In order to alleviate Doppler diffusion, we propose an adaptive orthogonal
basis scheme by using the Doppler shifts feedback of the receiver. Our
scheme alter the matrix of the inverse symplectic finite Fourier transform
(ISFFT) by the feedback. This scheme makes it possible to estimate the
channel more accurately. In the simulation results, we show that the
bit error rate (BER) and block error rate (BLER) performance of our
proposed scheme is not affected compared with OTFS. In addition, our
scheme can work even if the Doppler domain dimension is limited and
the Doppler shifts feedback of the receiver is inaccurate.

Keywords: OTFS · delay-Doppler channel · fractional Doppler effect

1 Introduction

The sixth-generation (6G) era is expected to ultra-reliable wireless communica-
tion in the high-speed scenario such as high-speed railway, vehicle-to-everything
(V2X) and low-earth-orbit satellites (LEOS) communications [3,14,15]. While
the orthogonal frequency division multiplexing (OFDM) modulation deployed in
the fifth-generation (5G) mobile systems can achieve high spectral efficiency, it
is not robust to time-varying channels with Doppler shifts [1,2,4,5,16]. In order
to realize robust transmission, a new two-dimensional (2D) modulation scheme
as orthogonal time-frequency space (OTFS) was proposed [1].

In OTFS, the information symbols are multiplexed in the delay-Doppler
domain rather than the time-frequency domain as the OFDM [5]. The delay-
Doppler domain symbols are transformed into the time-frequency domain via
the inverse symplectic finite Fourier transform (ISFFT). Relying on this 2D
orthogonal transform, the OTFS modulation represents the time-varying mul-
tipath channel into the delay-Doppler domain, making all transmitted symbols
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experience the quasi-stationary channel [1–5]. Furthermore, the delay-Doppler
domain channel presents sparse characters since the delay and the Doppler shift
of the channel are limited for a wide-band system [6–9]. In addition, the channel
representation demonstrates attractive properties such as separability, compact-
ness, and stability which have the potential to be exploited for OTFS system
design [3,14,15].

The sparse character of the channel provides the possibility to estimate the
delay and Doppler shift [2]. However, interference cancellation is still necessary.
In the OTFS system, Raviteja et al. simplify the OTFS input-output relation
characterizing the interference [7]. In the case of an ideal waveform, there is no
inter-carrier interference (ICI) and inter-symbol interference (ISI) occurs. while
inter-Doppler interference (IDI) is still present due to unavoidable fractional
Doppler effects.

In this paper, we analyze the unavoidable fractional Doppler effects in the
case of an ideal waveform. Further, we show the Doppler diffusion caused by
fractional Doppler effects and analyze the diffusion both on the formula and
geometric level. Specially, we propose an adaptive orthogonal basis scheme to
alleviate this diffusion. Finally, our results show that with coding and ideal
channel estimation, the bit error rate (BER) and block error rate (BLER) per-
formances of adaptive orthogonal basis are not affected compared with OTFS.
Our scheme can work even when the Doppler domain dimension is limited and
the Doppler shifts feedback from the receiver is inaccurate.

The rest of the paper is organized as follows. Section 2 reviews the diagram
of the OTFS system. Next, we analyze the fractional Doppler effects in Sect. 3
and propose an adaptive orthogonal basis scheme in Sect. 4. Numerical results
are presented in Sect. 5 to verify the performance of our proposed scheme and
our conclusions are finally shown in Sect. 6.

Notations: Boldface capital letters stand for matrices and lower-case letters stand
for column vectors. The transpose, conjugate, conjugate transpose, and inverse
of a matrix are denoted by (·)T , (·)∗, (·)H , (·)−1, respectively. ‖s‖ is the �2-
norm of the vector s. δ (·) denotes the Dirac delta function. [·]N is the modulo
operator of divider N . 0, IL and FL represent zero matrix, identity matrix with
the order L and L−order normalized discrete Fourier transform (DFT) matrix,
respectively. The operator diag{x} creates a diagonal matrix with the elements
of vector x.

2 System Model

We consider an OTFS system with M subcarriers with the sub-carrier bandwidth
of Δf and N symbols with the length of T . The total bandwidth and total
duration of OTFS system are B = MΔf and Tf = NT . Moreover, the OTFS
system is critically sampled TΔf = 1.

In this section, we introduce the diagram of the OTFS system. Figure 1
shows the transceiver diagram of the OTFS system [6]. The modulator first
maps the delay-Doppler information symbols x [k, l] to the time-frequency sym-
bols X [n,m] by using the ISFFT. Next, the Heisenberg transform is applied



Adaptive Orthogonal Basis Scheme for OTFS 59

Fig. 1. The transceiver of the OTFS.

to X [n,m] to generate the time domain signal s (t) for transmission over the
channel. At the receiver, the received time-domain signal is mapped to the time-
frequency domain through the Wigner transform (the inverse of the Heisen-
berg Transform), and then to the delay-Doppler domain using SFFT for symbol
demodulation.

In the following subsection, we will give the matrix expression of the above
process from the transmitter, channel and receiver.

2.1 Transmitter

First, using the ISFFT to map the delay-Doppler information symbols to the
time-frequency domain. It can be expressed as

X = FMXDDFH
N (1)

where XDD ∈ C
M×N represents the matrix form of the delay-Doppler domain

symbols x [k, l] and X ∈ C
M×N is the time-frequency domain symbol matrix.

Next, the transmitted symbols are mapped into the time domain by ultilizing
the Heisenberg transform, which can be expressed as

S = FH
MX = XDDFH

N (2)

where S ∈ C
M×N is the time domain symbol matrix.

2.2 Channel

The signal s (t) is transmitted over a time-varying channel with channel response
h (τ, υ), which characterizes the channel to an impulse with delay τ and Doppler
υ [1]. The received signal is given by

r (t) =
∫∫

h (τ, υ) s (t − τ)ej2πυ(t−τ) (3)
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Equation (3) represents a continuous Heisenberg transform. Since typically
there are only a small number of channel reflectors with associated delays and
Dopplers, much more parameters are required for the delayed Doppler channel
model [8,10]. The sparse representation of the channel h (τ, υ) is given as

h (τ, υ) =
P∑

i=1

hiδ (τ − τi) δ (υ − υi) (4)

where P is the number of propagation paths, hi, τi and υi represent the path
gain, delay and Doppler shift associated with the i-th path, respectively [12,13].
The delay and Doppler for i-th path are expressed as

τi =
lτi

MΔf
, υi =

kυi
+ κυi

NT
(5)

where lτi
, kτi

are integers and real −1/2 < κυi
≤ 1/2. lτi

, kτi
represent the delay

tap and Doppler tap corresponding to the delay τi and Doppler frequency υi,
respectively. And κυi

represent the fractional Doppler shift from the nearest
Doppler tap kτi

[12,13].
To obtain discrete time domain representation, s(t) and r(t) are sampled at

the interval of T/M [18], expressed by vector s and r. In addition, the relation
of s and S shown as

s = vec(S) (6)

2.3 Receiver

After removal of CP at the receiver, received signal can be written as [18]

r = Hs + n (7)

where n is white Gaussion noise vector with elemental variance σ2
n and H is the

equivalent time domain channel matrix and can be represented by (4)

H =
P∑

i=1

hiΠlτi Δkυi
+κυi (8)

where Π is a forward cyclic shift permutation matrix,

Π = [e2, e3, . . . , eMN , e1] (9)

where ei is the i-th column of the identity matrix IMN . Δ is a diagonal matrix
expressed as

Δ = diag{1, e
j2π
MN , . . . , e

j2π(MN−1)
MN } (10)

We reshape r to received time domain symbol matrix R ∈ C
M×N and the

matrix R is transformed to the delay-Doppler domain through the Wigner trans-
form (the inverse of the Heisenberg Transform) and the SFFT respectively. It
can be expressed as

r = vec(R) (11)
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Y = FMR (12)

YDD = FH
MYFN = RFN (13)

where Y ∈ C
M×N and YDD ∈ C

M×N are the time-frequency domain and the
delay-Doppler domain received symbol matrix.

3 Fractional Doppler Effects Analysis

In Sect. 2.2, we introduce the i-th path delay and Doppler τi and υi. Since the
resolution of the sampling time 1/MΔf is sufficient to approximate the path
delays to the nearest sampling points in typical wide-band systems [7], we do
not need to consider the fractional delay effects. However, we cannot ignore the
fractional Doppler effects.

In order to analyze the fractional Doppler effects independently, we analyze
the case of ideal waveforms and consider the simple channel estimation scheme
[11,12]. In this scheme, we set the delay-Doppler domain symbol matrix XDDsch

as

XDDsch
(m,n) =

{
1, (m,n) = (0, nk)
0, others

(14)

m ∈ [0, 1, . . . ,M − 1], n, nk ∈ [0, 1, . . . , N − 1]

We recall (1) that the ISFFT process is combined by the matrix FM and FH
N .

The elements of FN can be expressed as

FN (m,n) =
1√
N

e
−j2πmn

M m,n ∈ [0, 1, . . . ,M − 1] (15)

According to (2), XDDsch
is transformed to the time domain. Then trans-

mitting through the ideal channel with σ2
n = 0, (7) can be written as

rsch = Hssch (16)

Finally, we reshape rsch to Rsch and obtain YDDsch
by (12) and (13),

YDDsch
= RschFN (17)

where YDDsch
contains all paths channel response in the delay-Doppler domain.

Focus on the i-th path channel response, it can be expressed from (10) and (15)

N−1∑
k=0

ej2π(
(kυi

+κυi
)(1+kM)

MN )ej2π(
(nk−1−m)k

N ) (18)

= ej2π
kυi

+κυi
MN

N−1∑
k=0

ej2π
(f

′
d+nk−1−m)

N (19)
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where m ∈ [0, N−1] and kυi
+ κυi

represents the i-th path Doppler. Futhermore,
we can derive (19) as

N−1∑
k=0

ej2π
(kυi

+κυi
+nk−1−m)
N =

{
N, kυi

+ κυi
+ nk − 1 − m = 0

0, kυi
+ κυi

+ nk − 1 − m �= 0 (20)

When κυi
is zero, since nk is an integer, we have m = kυi

+ κυi
+ nk − 1 is

also an integer. That means only one impulse in the Doppler domain according
to (20). But when κυi

is not zero , m is a decimal. That means the one impulse
will diffuse to the whole Doppler domain. We refer to this diffusion as the frac-
tional Doppler effect. In practice, the diffusion is not serious when the fractional
Doppler is close to 0, which is shown in the left part of Fig. 2. Conversely, the
diffusion is serious when the fractional Doppler is close to 0.5, which is shown in
the right part of Fig. 2.

Fig. 2. Schematic diagram: κυi = 0 and κυi = 0.5.

Next, we try to make a geometric analysis of the Doppler diffusion. FN can
be regarded as a matrix composed of N orthogonal column vectors, which can
be considered as channel vectors generated by N consecutive integer Doppler
values. The channel estimation process can be looked upon as N vectors to
represent the estimated channel vector. When the channel vector and N column
vectors are not orthogonal, they cannot be represented by the matrix FN , so the
results are serious diffusion in the Doppler domain.

4 Adaptive Orthogonal Basis Scheme

In Sect. 3, we analyze the fractional Doppler effects and serious diffusion in the
Doppler domain. To alleviate this diffusion, we propose an adaptive orthogonal
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basis scheme based on OTFS. In the previous section, we know the Doppler shifts
of the time-varying channel are changing. If receiver feedback the Doppler shift
value at a certain time and we can calculate the channel vector from it. Based on
this channel vector, we use adaptive our scheme to alleviate the Doppler diffusion.
In particular, even if the Doppler is changing or inaccurate, our proposed scheme
can work normally within an error range.

Next, we will introduce the implementation of our scheme. Our scheme aims
to alter the DFT matrix FN : Replace the corresponding column vector of the FN

with the calculated channel vector to form an orthogonal basis transformation
matrix. After applying the adaptive orthogonal basis, the effect of alleviating
diffusion is changed from Fig. 2 to Fig. 3.

Fig. 3. Schematic diagram of adaptive orthogonal basis.

Taking the two-path channel as an example, we introduce the specific method
in this scheme. We set fDoppler1 and fDoppler2 to represent two path Doppler
shift values. According to (8) and (10), channel matrices of the two paths are
expressed as

H1 =

⎡
⎢⎢⎢⎢⎢⎣

δ0 δM · · · δ(N−1)M

δ1 δM+1 · · · δ(N−1)M

...
...

. . .
...

δM−2 δ2M−2 · · · δNM−2

δM−1 δ2M−1 · · · δNM−1,

⎤
⎥⎥⎥⎥⎥⎦

(21)
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H2 =

⎡
⎢⎢⎢⎢⎢⎣

ξ0 ξM · · · ξ(N−1)M

ξ1 ξM+1 · · · ξ(N−1)M

...
...

. . .
...

ξM−2 ξ2M−2 · · · ξNM−2

ξM−1 ξ2M−1 · · · ξNM−1,

⎤
⎥⎥⎥⎥⎥⎦

(22)

where δ = e
j2πfDoppler1

MN and ξ = e
j2πfDoppler2

MN . Then, we perform the singular
value decomposition (SVD) of channel matrices. It can be expressed as

H1 = U1Σ1VT
1 (23)

H2 = U2Σ2VT
2 (24)

After decomposition, the path channel vector v1 and v2 can be obtained
from the first column of the matrix V1 and V2

v1 = V1(:, 1) (25)

v2 = V2(:, 1) (26)

Finally, we use channel vector replaces the nearest column vector in FN and
obtain QN after Schmidt orthogonalization. This process is shown in Fig. 4.

Fig. 4. Schematic diagram of adaptive orthogonal basis.

Compared with OTFS, the advantages of adaptive orthogonal basis scheme
are improving the accuracy of channel estimation and reducing the cost of guard
symbols by alleviating Doppler diffusion.
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5 Simulation Results

In this section, we present the simulation results with coding and ideal channel
estimation to compare the BER and BLER performance of our proposed scheme
and OTFS. In addition, we show the performance of different symbols number
N for the OTFS systems. Furthermore, the performance of different Doppler
shifts feedback from the receiver is also shown.

The simulation setup is illustrated in Table 1. For channel model, we use
two-path channel model, and the path delay, path Doppler and path power are
[0, 50/9]µs, [1.25,−3.125]kHz and [0, 0]dB, respectively.

Table 1. Simulation Parameters

Parameter Value

Carrier frequency 4 GHz

Number of subcarriers(M ) 120

Number of symbols(N ) 12

Subcarrier spacing(Δf) 15 kHz

CP length 25/9µs

Modulation 4-QAM

In Fig. 5, we compare the BER of different symbols number N in the Doppler
domain. We use the channel estimation in [17] and compare the case of N = 12,
N = 24 and N = 48. We can see that the performance is better as N increases.
Obviously, the larger the N , the smaller the fractional Doppler effect [7]. In order
to better verify the performance of our scheme, we limit the number of symbols
to N = 12.

In Fig. 6, we compare the BER and BLER performance of the OTFS and
our proposed adaptive orthogonal basis scheme. For fairness, we choose the ideal
channel estimation with coding. It can be obtained that the adaptive orthogonal
basis scheme has the advantage of alleviating Doppler diffusion without affecting
performance. This advantage will further bring benefits, such as reducing pilot
symbols expenses and obtaining channel estimation gains.

In practice, the Doppler shift feedback from the receiver is inaccurate, we
further evaluate the performance of our scheme in the presence of Doppler error.
We consider two Doppler error cases: ±0.3 kHz and ±1 kHz. In Fig. 7, we show
the BER and BLER performance of our scheme with different Doppler error
cases. We can see that the BER loss of two error cases at −2 dB are 0.1 dB
and 0.2 dB respectively, the BLER loss are smaller. It can be obtained that our
proposed scheme can work even when the number of symbols is limited and the
Doppler shifts feedback from the receiver is inaccurate.
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Fig. 5. The BER of different symbols number N in OTFS.

Fig. 6. The BER and BLER performance of the OTFS and our proposed scheme.
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Fig. 7. The performance of our scheme with different Doppler error cases.

6 Conclusion

In this paper, we have analyzed the unavoidable fractional Doppler effects in the
case of ideal waveform and show the cause of diffusion from both formula and
geometric levels. In particular, we proposed an adaptive orthogonal basis scheme
to alleviate the Doppler diffusion. In our scheme, we modified the matrix of the
inverse symplectic finite Fourier transform by using the Doppler shifts feedback
of the receiver. In the simulation results, we show that the BER and BLER
performance of our proposed scheme are not affected compared with OTFS when
coding and ideal channel estimation. And our scheme can work even when the
number of symbols N is limited and the Doppler shifts feedback from the receiver
is inaccurate.
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Abstract. Random access preamble sequences are sent from the user equip-
ment (UE) to gNodeB though Physical Random Access Channel to access to
the network. In high-speed scenarios, the performance of random access based
on Zadoff-Chu sequences degrades due to the Doppler frequency offset which
breaks the sub-carrier orthogonality. In this paper, a random access preamble
sequence with linear change in phase is proposed based on the analysis of the
influence of frequency offset on the correlation results of random access pream-
ble sequence. The method of decreasing the peak-to-average power ratio of time
domain sequence and the random access preamble sequence design compatible
with orthogonal time-frequency space technology are proposed. The false detec-
tion rate and the timing error distribution are evaluated. The simulation results
show that the proposed designs of random access preamble sequence are insen-
sitive to frequency offset, and the detection performance and timing performance
are almost unaffected by frequency offset.

Keywords: Random access · Doppler shift · OTFS

1 Introduction

The random access procedure is very important in realizing user equipment (UE) access
to the network and uplink timing synchronization, in which UE sends a random access
preamble to gNodeB (gNB) through Physical Random Access Channel (PRACH), and
the gNB determines whether any UE accesses to the network and which UE accesses to
the network by detecting the random access preamble sequence in the received signal
based on peak energy and position of sequence correlation [1]. In 5G new radio (NR) sys-
tem, random access preambles are generated based on the Zadoff-Chu (ZC) sequences.
The good correlation of the ZC sequence avoids the problems of access conflict and
inter-user interference when multiple UEs access [2, 3].

The Doppler frequency offset caused by the rapid movement of the UE will destroy
the good correlation of the ZC sequence, thus affecting the random access performance.
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For the problemof random access in high-speed scenarios, Refs. [4] and [5] analyzed that
the frequency offset would lead to the leakage of the peak energy of sequence correlation,
resulting inmultiple pseudo-peaks. Refs. [6] and [7] proposed amulti-window combined
detection method at the receiver to overcome the problem of leakage of the peak energy,
but its detection performance in high-speed scenarios will still deteriorate. Refs. [8] and
[9] proposed frequency offset estimation methods based on PRACH, and then detect the
random access preamble after frequency offset compensation, but it can only estimate
the frequency offset in a certain range, and it is only suitable for a single frequency offset
scenario.

According to the influence of frequency offset on peak energy and position of corre-
lation, this paper designs an anti-frequency offset random access preamble sequence. On
this basis, a method to solve the problem of large Peak-to-Average Power Ratio (PAPR)
of time domain sequence is given. Considering the compatibility withmulti-carrier mod-
ulation technology in 6G, this paper also proposes the design of anti-frequency offset
random access sequences based on Orthogonal Time and Frequency Space (OTFS).
The sequences proposed in this paper can meet the demand for the number of available
sequences in the cell, and the demand for random access preamble detection and timing
performance with the traditional single window detection method.

The rest of this paper is organized as follows. Section 2 describes the system model.
Section 3 analyzes the influence of frequency offset on peak position and energy of cor-
relation result. Section 4 puts forward an anti-frequency offset random access preamble
sequence design and a method to decrease the PAPR, and Sect. 5 gives the design of
random access preamble sequence based on OTFS. Section 6 presents the simulation
results followed by the conclusion in Sect. 7.

Notations: |·| denotes the absolute value, 〈·〉 represents rounding up, and (·)∗ denotes
the conjugate.

2 System Model

The 5G standard specifies [10] that the random access preamble sequences are generated
from ZC sequences and different preambles are obtained by cyclic shift to meet the
requirements of cell reuse. The rules for generating random access preamble sequences
defined in 3GPP 38.211 protocol [10] can be denoted as

xu(n) = e
−j πun(n+1)

LRA , n = 0, 1, ...,LRA − 1

xu,v(n) = xu[(n + Cv) mod LRA]
(1)

where u is the physical root sequence number, LRA refers to the length of ZC sequence,
Cv is the cyclic shift, mod refers to Modulo operation. xu,v(n) is the random access
preamble sequence generated by cyclic-shifting the root sequence xu(n).

Figure 1 shows the procedure of PRACH transmitter and receiver in the 5G system.
Y (m) is the frequency domain expression of xu,v(n).The time domain sequence xt(p) is
obtained by Y (m) with sub-carrier mapping and Inverse Fast Fourier Transform (IFFT),
and then adds Cyclic Prefix (CP) to get random access transmission signal.
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The gNB removes CP of received random access signal and then obtains the time
domain sequence xr(p) denoted as

xr(p) = Hxt(p)e
j 2π�f
NFFT�fRA

p+q(p) p= 0, 1, · · · ,NFFT−1 (2)

where H is the Line of Sight (LOS) channel gain, �f denotes the Doppler frequency
offset, NFFT refers to the size of Fast Fourier Transform (FFT), �fRA is sub-carrier
interval, and q(p) refers to the noise [11]. Then xr(p) is transformed into the frequency
domain sequence Yr(m) by FFT and sub-carrier de-mapping. The root sequence Yroot(m)

is the frequency domain expression of xu(n). Using the method of frequency domain
correlation detection, Yr(m) and Yroot(m) are conjugated multiplied to get Yc(m), and
then the time domain correlation result is obtained through Inverse Discrete Fourier
Transform (IDFT). Next, receiver implements preamble detection and timing estimation
according to the energy and position of the peak of the time domain correlation result.

Fig. 1. System Model

3 Influence of Frequency Offset on Correlation Receiver

In high-speed scenarios, the frequency offset leads to the leakage of the peak energy of
the correlation result of ZC sequence, which will reduce the detection performance and
timing accuracy.

Reference [12] analyzes the influence of frequency offset on the correlation result
of general sequence in the frequency domain. Without considering the noise, the result
of the frequency domain correlation result at the receiver is simplified as

Yc(m) ≈ |K(0)|Yc,pre(m) + Yc,interf (m)m = 0, 1, . . . ,LRA − 1 (3)



74 Z. Qiu et al.

where LRA is the sequence length. Set

Yc,pre(m) = HY (m)Yroot(m)∗

Yc,interf (m) =
LRA−1∑

k=1

Yc,interf ,k(m) −
−1∑

k=−(LRA−1)

Yc,interf ,k(m)

Yc,interf ,k(m) = H |K(k)|Y1,k(m)Yroot(m)∗

Y1,k(m) =
{
Y (m + k),max(0, − k) ≤ m ≤ min(LRA − 1,LRA − 1 − k)

0, else

k = −(LRA − 1),−(LRA − 2), · · · ,−1, 1, 2, · · · ,LRA − 1

(4)

where H is the LOS channel gain, Yc,pre(m) refers to the frequency domain correlation
result without frequency offset, while Yc(m) has an additional interference Yc,interf (m)

consisting of Yc,interf ,k(m) compared to it. Yc,interf ,k(m) is the interference to the current
sub-carrier by a sub-carrier with distance k from the current sub-carrier, and K(k) is the
coefficient of this interference, denotes as

K(k) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

1

N
ejθ0

∣∣∣∣∣∣

sin
(

�f
�f RA

π
)

sin
(

�f +k�f RA

NFFT�f RA
π

)

∣∣∣∣∣∣
e
j( −k

NFFT
)π

, 0 ≤ k ≤ NFFT − 1

1

N
ejθ0

∣∣∣∣∣∣

sin
(

�f
�f RA

π
)

sin
(

�f +k�f RA

NFFT�f RA
π

)

∣∣∣∣∣∣
e
j( −k

Nseq
+1)π

, −(NFFT − 1) ≤ k < 0

θ0 = (NFFT − 1)�f π

NFFT�f RA

(5)

where NFFT is the FFT size. The absolute value of K(k) decreases to close to 0 as the
absolute value of k increases.

The time domain correlation result can be denoted as

xc(p) ≈ |K(0)|xc,pre(p) + xc,interf (p) p = 0, 1, . . . ,LRA − 1 (6)

where xc(p), xc,pre(p) and xc,interf (p) are the time domain expressions corresponding to
the terms in Eq. (3), and

xc,interf (p) =
LRA−1∑

k=1

xc,interf ,k(p) −
−1∑

k=−(LRA−1)

xc,interf ,k(p) (7)

xc,interf ,k(p) is the time domain expression of Yc,interf ,k(m). Set pc, pc,pre, pc,interf and
pc,interf ,k to be the peak positions of xc(p), xc,pre(p), xc,interf (p) and xc,interf ,k(p) respec-
tively. According to (6) and (7), when pc,interf ,k = pc,pre, the frequency offset has no
effect on the peak position of the correlation result, but the peak energy is slightly
affected; when pc,interf ,k �= pc,pre, the peak energy and position of the correlation result
are greatly affected by the frequency offset.
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Applying the ZC sequence to the above analysis, results in an offset kdu
〈
NFFT

/
LRA

〉

in pc,interf ,k compared to pc,pre [12]. du is defined as

du =
{
q, 0 ≤ q < LRA/2

LRA − q, else

(uq) mod LRA = 1

(8)

Figure 2 shows the peak position relationships between xc,pre(p) and xc,interf ,k(p)
with different values of du. When du = 1, both the peak energy and position of ZC
sequence have affected by frequency offset. When du �= 1, the offset of the peak position
of the interference leads to multiple pseudo-peaks instead of only one main peak in the
correlation result. In addition, as the frequency offset increases, the energy of the main
peak decreases and the energy of the pseudo-peak increases. When the frequency offset
is equal to the sub-carrier interval, the energy will be concentrated on the pseudo-peak,
and the energy of the main peak is too weak to be detected, so the detection and timing
performance of the random access seriously decreases.

u FFT RAkd N LFFT RAk N L

Fig. 2. Peak position relationship between xc,pre(p) and xc,interf ,k (p) of ZC sequence

4 The Design of Random Access Preamble Sequence

4.1 Anti-frequency Offset Random Access Preamble Sequence

Based on the analysis of the influence of frequency offset on the correlation result in
Sect. 3, a sequence with a constant module value of 1 and linear change in phase are
proposed as the randomaccess preamble sequence in frequency domain,which is defined
as

X(m) = e
jm

(
θh+ 2πCv

LRA

)

m= 0, 1, · · · ,LRA − 1 (9)

whereCv is cyclic shift, and θh refers to phase slope, that is, the phase difference between
two points in the sequence when the cyclic shift is 0, θh ∈ [0, 2π).

Themodule value of the frequency domain sequence is constant, and the correspond-
ing time domain sequence has good autocorrelation characteristic. Applying X(m) to
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Eq. (4), the result of time domain correlation calculation without frequency offset can
be denoted as

xc,pre(p) =
∑

LRA

e
jm

(
2π(Cv+p)

LRA

)

p = 1, 2, . . . ,LRA − 1 (10)

and the kth interference can be denoted as

xc,interf ,k(p) = H |K(k)|
∑

LRA

ejkθh · ejm
(
2π(Cv+p)

LRA

)

p = 1, 2, . . . ,LRA − 1 (11)

where max(0, − k) ≤ m ≤ min(LRA − 1,LRA − 1 − k). It is easy to get that the
peak position of the kth interference and the correlation without frequency offset are the
same from (10) and (11), that is pc,interf ,k = pc,pre. Figure 3 shows the peak position
relationships between xc,pre(p) and xc,interf ,k(p) of X sequence. According to Sect. 3,
X(m) avoid influenceof frequencyoffset onpeakpositionof correlation result effectively.

,c prex
c,interf,kx

Fig. 3. Peak position relationships between xc,pre(p) and xc,interf ,k (p) of X sequence

According to (7), the interference of the correlation result at receiver is essentially
the sum of all kth Interference. In fact, it is not enough to achieve pc,interf ,k = pc,pre. It
is necessary to further determine whether pc,interf = pc,pre is satisfied. According to (7)
and (11), the interference of the correlation result at receiver can be denoted as

xc,interf (p) = H
LRA−1∑

m=0

e
j
(
2πm(Cv+p)

LRA

)

·
⎡

⎣
LRA−m−1∑

k=1

|K(k)|ejkθh −
−1∑

k=−m

|K(k)|ejkθh

⎤

⎦ (12)

From Eq. (12), it can be found that after summing all the kth interferences the peak
position may change due to θh and the characteristic of K(k). Let

G(m) =
LRA−m−1∑

k=1

|K(k)|ejkθh −
−1∑

k=−m

|K(k)|ejkθh (13)

When the absolute value andphase ofG(m) are constant,pc,interf = pc,pre. According
to Eq. (5), |K(k)| takes its maximum value at k = 0, the larger |k|, the smaller |K(k)|,
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and |K(k)| = |K(k − LRA)|, k = 1, 2, . . . ,LRA − 1. On this basis, the absolute value
and phase of G(m) are constant when θh = π . As |θh − π | increases, the absolute value
and phase of G(m) will vary more significantly with m, and vary greatest with m when
θh = 0. Consider θh as close to π as possible, but not close to 0.

4.2 Anti-frequency Offset Random Access Preamble Sequence with Low PAPR

The time domain expression of X(m) can be denoted as

x(p) = 1√
LRA

sin
(
LRA
2

)

sin
(

θh
2 + (p+Cv)π

LRA

)ej
[
(LRA−1)θh

2 + (p+Cv )π
LRA

]

p = 0, 1, . . . ,LRA − 1 (14)

It can be obtained that the time domain sequence has a significant peak at〈∣∣θhLRA
/
2π

∣∣〉 − Cv with a high PAPR. A high PAPR in the time domain sequence
increases the demands on the linear power amplifiers of transmitter and receiver and
reduces transmission efficiency. The linear change in phase of the X(m) makes it resis-
tant to frequency offset, but also introduces the problemof large PAPRof the time domain
sequence. Consider reducing the PAPR of the time domain sequence by appropriately
reducing the linear characteristics of the sequence, while meeting the requirement of
random access performance.

According to analysis in Sect. 3 |K(k)| close to 0 when |k| is large. It can be ignored
whetherYc,interf ,k(m)with large |k| is affectedby frequencyoffset,which is the frequency
domain correlation result of sequence with cyclic shift k and root sequence. On the other
hand, the sequence only needs to keep a linear change in phase over a certain length.

Thus, a spliced sequence of multiple X sequences is proposed. In order to achieve
a balance between the anti-frequency offset and low PAPR characteristics, the length
of each subsequence is set to be equal and the phase slope difference between adjacent
subsequences is equal, with the phase slope distributed around π . The spliced sequence
is defined as

Xa(m) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

e
jm(π−b′�θ+�θ+ 2πCv

LRA
)
,m = 0, 1, · · · ,Lb − 1

.. .

e
jm(π−�θ+ 2πCv

LRA
)
,m = (b′ − 2)Lb, (b

′ − 2)Lb+1, · · · , (b′ − 1)Lb − 1

e
jm(π+ 2πCv

LRA
)
,m = (b′ − 1)Lb, (b

′ − 1)Lb+1, · · · ,b′Lb − 1

.. .

e
jm(π+b�θ−b′�θ+ 2πCv

LRA
)
,m = (b−1)Lb, (b−1)Lb+1, · · · ,LRA − 1

(15)

where b is the number of subsequence, b′ = 〈b/2〉, Lb = 〈LRA/b〉 refers to the length
of subsequence, �θ is the difference of phase slope between adjacent subsequences, Cv

denotes the cyclic shift. The stronger the linearity of the sequence, the better characteris-
tic of anti-frequency offset and the higher PAPR of the time domain sequence. Increasing
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the number of subsequences or increasing the phase slope difference of adjacent sub-
sequences weakens the sequence linearity, which will deteriorate the anti-frequency
offset characteristic. Therefore, the number of subsequences and the phase slope differ-
ence need to be set according to different scenarios to control the phase linearity of the
sequences.

5 The Design of Random Access Preamble Sequence Based
on OTFS

The OTFS technology proposed for 6G enables highly reliable, high-speed data trans-
mission in doubly-selective fading channel, which modulates data directly in the Delay-
Doppler (DD) domain and extends over the time-frequency domain [13]. Consider
designing a random access preamble sequence in the DD domain. Discrete signals in
DD domain can be transformed into the time-frequency domain though anM-point FFT
and an N-point IFFT on the columns and rows of a M × N DD domain signal matrix,
respectively. Thus, define the random access preamble sequences in the DD domain as

Xo[k, l] =
{
1 k = a, l = 0
0 else

{
k = 0, 1, . . . ,M − 1
l = 0, 1, . . . ,N − 1

(16)

After IFFT, the signal of time-frequency domain can be denoted as

x[m, n] = 1√
NM

N−1∑

l=0

M−1∑

k=0

Xo[k, l]ej2π( nlN −mk
M ) = 1√

NM
e−j 2πamM

{
m = 0, 1, . . . ,M − 1
n = 0, 1, . . . ,N − 1

(17)

It is obtained that the signal is linear change in phase in the frequency domain and
can be regarded as an X sequence with θh + 2πCv

/
M = −2πa

/
M in Sect. 4.1. The

value of a is determined by the phase slope θh and the cyclic shift Cv.
Several 1s are placed at different locations in the delay domain as random access

preamble sequences of different UEs for different UEs in the DD domain, and then the
time-frequency domain signals are obtained though Inverse Symplectic Finite Fourier
Transform (ISFFT). The sequences of different users are orthogonal in the time domain,
which leads to multiple separated peaks in the time domain correlation results. Different
UEs are identified based on the peak locations. Themaximumnumber ofUEs for random
access that can be carried in an OTFS frame is determined by the length of the delay
domain and the timing error tolerance of channel.

In addition, it can be found that the time-frequency domain signal includesN OFDM
symbols based on Eq. (17). The receiver performs correlation on the N OFDM symbols
respectively. The detection performance can be improved by combining theN correlation
results in high-speed scenario.

6 Simulation Results and Analysis

In this section, the detection performance and timing performance of the proposed anti-
frequency offset random access preamble sequence are simulated and evaluated in high-
speed scenarios and compared with the performance of PRACH format 0 defined in
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3GPP 38.211 protocol [10]. The simulations are carried out on Additive White Gaus-
sian Noise (AWGN) channel and Tapped Delay Line-D (TDL-D) channel respectively
and the antenna configuration and channel model are based on the 3GPP 38.104 pro-
tocol [14]. In the case of restricted type A for ZC sequence, the receiver in simulation
adopts multiple-windows combined detection algorithm [6, 7], while in all other cases
the conventional receiver with single-window detection algorithm is adopted [15]. For
OTFS-based random access preamble sequence, only the correlation result of the first
OFDM symbol received is used for detection and timing. Table 1 and Table 2 show the
system simulation parameters and sequence design parameters respectively.

Table 1. System simulation parameters

Parameters Values

Carrier Frequency 2.6 GHz

Bandwidth 40 MHz

Sub-carrier Interval 1.25 kHz

Antenna Configuration 1Tx, 2Rx

Delay Spread TDL-D: 300 ns

Time Error Tolerance AWGN: 1.04μs
TDL-D:2.55μs

Table 2. Sequence Design parameters

Parameters Values

PRACH format 0 (ZC sequence) Unrestricted (0Hz), restricted type A (625
Hz\1340 Hz):
u = 40, Cv = 0

Anti-frequency offset sequence (X sequence) Cv = 0, θh = π
/
2

Low PAPR sequence (Xa sequence) M = 1024, d = 10, �θ = π
/
20, Cv = 0

OTFS-based sequence (Xo sequence) N = 12,M = 1024, a = 257, Cv = 0

6.1 Detection Performance

This section evaluates the detection performance of different random access preamble
sequence based on 3GPP38.104 protocol [14],which specifies that the PRACHdetection
performance must meet the false alarm probability of no more than 0.1% and the false
detection rate of less than 1%. While satisfying the false alarm probability, the signal-
to-noise ratio (SNR) at the false detection rate of 1% is taken as the metric of detection
performance.
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From Fig. 4 and Fig. 5, the detection performance of X sequence on AWGN and
TDL-D is almost unaffected by frequency offset, while the performance of Xa and
Xo sequence is slightly degraded with increasing frequency offset. The performance
degradation of Xa and Xo sequence at 1340 Hz is less than 0.5 dB compared to no
frequency offset.

In addition, the sequence proposed in this paper has a significant performance gain
over the ZC sequence. When the frequency offset is 1340 Hz, the performance gain of
X, Xa and Xo sequence are 0.91 dB, 0.76 dB and 1.82 dB respectively compared to the
ZC sequence on AWGN, and the performance gain are 1.28 dB, 1.02 dB and 2.35 dB
on TDL-D. And the performance gain of 625 Hz will larger than that frequency offset
of 1340 Hz. The reason is that when frequency offset is 625 Hz, i.e., half the sub-carrier
interval, the energy of peak spreads more, the pseudo-peak in the correlation result is the
almost same energy as the main peak, while at a frequency offset close to the sub-carrier
interval (1340 Hz), the correlation results still only have a distinct peak, which leads to
better detection performance at frequency offset of 1340 Hz than 625 Hz.

The Xo sequence has the same phase slope as the X sequence, and its sequence
length is 1024, which is larger than the sequence length of the X sequence, resulting
in its detection performance is slightly better than that of the X sequence. Combining
the correlation of all OFDM symbols in receiver, the performance gain is approximately
8 dB compared to receiver using only the correlation of the first OFDM symbol.
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Fig. 4. Detection performance on AWGN
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The PAPRs of the X and Xa sequences are evaluated in the simulations and are 187.8
and 6.2 respectively. Thus, the Xa sequence is achieving a large decrease in PAPR at the
expense of slight anti-frequency offset characteristic.

6.2 Timing Performance

This section evaluates the timing performance of different random access preamble
sequences based on the timing error distribution, the specificmethod iswith the limitation
of timing error tolerance, timing based on the peak position of the correlation results,
the difference with the ideal peak position as the timing error, �t = 1

/
�fRA · NIFFT

as the unit of timing error, statistics to obtain the timing error Cumulative Distribution
Function (CDF).

Figure 6 and Fig. 7 show the timing error distributions of the ZC, X andXa sequences
for SNR of−18 dB on AWGN and−16 dB on TDL-D, respectively. It can be found that
the timing errors of the sequences on both channels are controlled within 13 �t. With
the influence of frequency offset, the timing performance of the ZC sequence based on
the multiple-window combined detection algorithm slightly decreases, the timing error
distribution of theX sequence is the same aswhen there is no frequency offset. The timing
performance of the Xa sequence decreases due to frequency offset, and the larger the
frequency offset, the larger the timing error. The reason is that the linear characteristic
of the Xa sequence is weakened compared to the X sequence, and its anti-frequency
offset characteristic is consequently weakened, resulting in a larger peak position offset.
However, the timing error of Xa sequence is still controlled within 13 �t, which is less
than 16 �t, the timing accuracy of PRACH in 5G NR system [16] and satisfies the
requirement of PRACH timing performance.
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7 Conclusion

This paper proposes a design of anti-frequency offset random access preamble sequence
for high-speed scenarios, replacing the random access preamble sequence generated
from the ZC sequence, avoiding the problem of frequency offset destroying the good
correlation of the ZC sequence, which causes random access performance degradation.
This paper also provides a method to reduce the time-domain PAPR of this sequence, as
well as a sequence designmethod based onOTFS. According to the simulation results on
AWGN and TDL-D channels, it is concluded that the proposed sequence is insensitive
to frequency offset and can improve the detection performance and timing performance
of random access in high-speed scenarios.
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Abstract. With the development of fifth generation (5G) technology,
mobile edge computing (MEC) is becoming an essential architecture
which is envisioned as a cloud extension version. MEC system can push
the resources from cloud side to edge side, aiming to solve many compu-
tation intensive problems. The task offloading policy is vital and has an
important influence on MEC system. Meanwhile, privacy leakage may
occur during the task offloading period which may degrade MEC sys-
tem performance. The attention on these issues is lack according to
existing works. Inspired by this, we present a privacy-preserving aware
Multi-Armed Bandits based task allocation algorithm, Privacy Upper
Confidence Bound (pUCB), to find a balance between the privacy pre-
serving and the efficiency of task processing. In addition, we take regret
analysis of the proposed algorithm. The extensive simulation results show
that pUCB scheme can achieve a higher optimal rate, a lower lock rate
and less total time cost comparing with traditional Multi-arm bandits
(MAB) based algorithm.

Keywords: Mobile Edge Computing (MEC) · Privacy Preserving ·
Multi-armed Bandits (MAB)

1 Introduction

With the development of the 5G, communication among individuals is becom-
ing more frequency all over the world. Cloud computing has been unable to
meet the requirements of task computing or transmission under certain circum-
stances. MEC [1] has been presented to address these issues, which can bring
storage and computation resources closer to edge devices. Computation task will
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be offloaded to edge device, which can reduce delay. Due to the limited computing
resources of edge devices, the servers are unable to provide unlimited compu-
tational offload services for all tasks among edge devices. Therefore, designing
an effective task offloading mechanism and maximizing system performance are
challenging issues.

Multi-armed bandits (MAB) framework is wildly used in decision making
area which provide a solution of the above issues. In [1], coexisting users are
becoming research targets and decentralized task offloading strategies DEBO is
proposed to achieve a close-to-optimal performance in MEC system. In [2] and
[3], online learning policies based on adversary MAB framework are proposed
to deal with peer and flows competition. In [4], MAB based SAGE algorithm is
proposed to offer a better performance under different quality of service require-
ments (QoS). In [5], virtual machines or servers in abundance are used to execute
edge computing tasks and Multi-Agent MAB based CB-UCB and DB-UCB are
proposed to minimize task computing delay. In [6], an MAB based algorithm is
proposed to deal with the uncertainty of MEC system considering energy-efficient
and delay-sensitive for a dynamic environment MEC system.

Wang et al. [7] and Gong et al. [8] proposed a novel location-privacy aware
service migration scheme and privacy aware online task assignment for MEC.
They jointly consider migration cost, user-perceived delay, and the risk of loca-
tion privacy leakage for making service migration decisions, which is formulated
as an MDP process. However, they did not consider differentiated service for
MEC. How could we design an efficient resource optimization mechanism for
differentiated service MEC when considering privacy preserving, and how could
we guarantee the optimal task offloading strategy perform better?

To answer these questions, we present a privacy-preserving aware MAB based
algorithm for differentiated service MEC, privacy UCB, which can reach a bal-
ance between protecting privacy and task processing efficiency. The contributions
of this article are shown as follows:

– We propose an MAB based algorithm for differentiated service (difference
type of task like video.mp4 or document.txt) MEC, whose goal are maximiz-
ing the resource usage in MEC system and considering privacy preserving at
the same time. In proposed scheme, we characterize the delay in task process-
ing of different task types from three computation models: local computation,
edge computation and cloud computation. To the best of our knowledge, this
scheme is the first work combining MAB algorithms and privacy protecting
in differentiated service.

– For privacy preserving in task allocation, we define accumulated privacy quan-
tity (APQ) to quantitative privacy, which aims to reduce the risk of personal
privacy leakage. And then, we formulate the optimization problem based on
traditional algorithms in differentiated service MEC system. In addition, we
take regret analysis of the Privacy Upper Confidence Bound.

– We conduct extensive experiments to evaluate the performance of the pro-
posed scheme. In the simulation results, the proposed algorithm can achieve
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Fig. 1. Traditional MEC System Model

a higher optimal rate, a lower lock rate and total time cost comparing with
existing traditional MAB based algorithms.

2 System Model and Problem Formulation

In this section, we firstly introduce our multi-servers computing system based
on MEC system. Then we define the delay model for a single task processed by
the system. Finally, we propose pUCB for differentiated service in MEC.

2.1 System Model and Useful Notions

In this paper, we consider an MEC system, in where the servers are divided into
two categories: N edge servers and one cloud servers indexed by {S1, S2, . . . , SN}
where S1 represents the cloud server and the remaining elements represents
the edge servers. We hold a plenty of local devices (LDs) could be denoted by
{u1, u2, . . . , uI} and a finite round horizon {1, 2, . . . , t, . . . , T}. The system con-
tains three parts: local devices, edge servers (ES) and one cloud server (CS),
which are shown in Fig. 1. Firstly, to simulate reality, LD will generate tasks
with random type (task type will be defined later) and size. A task is a com-
mand for transmission or handle different types of files or projects. Tasks will
be offloaded to a selected server by some strategies where the task can only be
computed on edge side, cloud side or local side. Delay-sensitive computing tasks
have high requirement on response time, but task size is usually small. There-
fore, we assume that a task can be processed before LD moving to another cell
MEC system.

2.2 Task Generation

Before considering the privacy quantity, we formulate the overall delay for a
task execution process based on the proposed model. For each ui task will be
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generated in each round. Task in each round can be defined as a tuple:

hθ
i,t =

(
μθ

i,t, r
θ
i,t, τ

θ
i,t

)
(1)

where μθ
i,t represents the size of task, rθ

i,t represents the size of result (usually
the returned result size is much smaller than the task size) and τθ

i,t represents
the time deadline of current task. θ is the type of the task and, for simplicity, in
our system, θ ∈ { document, voice, video }.

Once a task has been generated, it should be processed and get feedback.
According to the MEC model, we assume that each local device will choose a
method to handle the task independently. In this section, we introduce three
kinds of computing patterns that can be selected by the local device: local com-
puting pattern, edge computing pattern and cloud computing pattern.

Local Compute Pattern (LCP). Under LCP, the task will be processed by
local CPU and get the feedback. So, the delay dθ

i,t,local can be defined as follow:

dθ
i,t,local =

μθ
i,t

vlocal
(2)

where vlocal represents the maximum computing speed of the current LD. For
example, dvoice

1,2,local represents the delay of the task that generated by the first LD
in this network in round 2 processing under LCP pattern and the type of task
is voice.

Edge Computing Pattern (ECP). Under ECP the tasks will be offloaded
to edge servers and the overall process contains three steps: task upload, task
execution and result feedback. Task upload delay dθ

i→n,t and transmission rate
ratei→n can be written as:

dθ
i→n,t =

μθ
i,t

ratei→n
, n �= 1 (3)

ratei→n = W log2 (1 + SNRi→n), n �= 1 (4)

where SNRi→n represents signal to noise ratio and W represents the channel
bandwidth. After receiving tasks, edge server starts the task execution process.
Task execution delay can be written as:

dθ
i,n,t =

μθ
i,t

vn
(5)

where vn represents the stander capacity of edge server n (bit/sec). Comparing
to the cloud server, the capacity of edge server is not strong as cloud server. So
the actual capacity of edge server might fluctuate around vn.

In the end, edge server needs to transmit the result back to the user. So, the
download delay from edge server to the local device dθ

n→i,t and the transmission
rate raten→i can be written as:

dθ
n→i,t =

rθ
i,t

raten→i
, n �= 1 (6)
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So, the task delay under ECP can be defined as follows:

dθ
ECP = dθ

i→n,t + dθ
i,n,t + dθ

n→i,t (7)

Cloud Computing Pattern (CCP). Under CCP, the task will be offload to
CS and the overall process contain three steps as same as the ECP: task upload,
task execution and result feedback.

The task uploading delay can be written as:

dθ
i→1,t =

μθ
i,t

ratei→1
(8)

Due to the long distance between LDs and cloud servers, the signal to noise
SNRi→1 might fluctuate up and down according to the instant network envi-
ronment.

We assume that the CS is the first server among the server group. After
receiving tasks, CS starts the task execution process. Task execution delay can
be written as:

dθ
i,1,t =

μθ
i,t

ratei,1
(9)

where v1 represents the capacity of the cloud server.
After finishing the tasks, CS needs to give out feedback. So, the download

delay can be written as:

dθ
1→i,t =

μθ
i,t

rate1→i
(10)

So, the task delay under CCP, can be defined as follows:

dθ
CCP = dθ

i→1,t + dθ
i,1,t + dθ

1→i,t (11)

Pattern Selection Vector. A task can only be processed by one computing
pattern. So, the pattern selection vector πt can be written as:

πt ∈ {πlocal, πedge, πcloud} (12)

where πlocal =
[
1 0 0

]
represents LCP, πedge =

[
0 1 0

]
represents ECP and

πcloud =
[
0 0 1

]
represents CCP. In addition, the task delay vector can be

written as:
Dθ

i,t =
[
dθ

LCP dθ
ECP dθ

CCP

]
(13)

therefore, the total delay for a task can be written as:

πt

[
Dθ

i,t

]T
(14)

where [·]T represents the vector transpose.

Quantity of Privacy and Problem Formulation. The protection of privacy
is an essential problem in today’s digital society, and it is also an important index
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to measure the quality of algorithms and the overall system. In our system, due
to the limited computing resources, it is impossible to deploy the high security
encryption algorithm on both user side and server side. Therefore, it is necessary
to control the frequency of task uploading to the ES and CS. The risk of privacy
leakage is closely bound up with the times of task uploading.

In general, malicious monitors can obtain user (users are LDs in this paper)
information from their unloading habits and task unloading probability through
illegal ways. Because of the homogeneity of the edge local area network, if the
malicious monitor finds a security hole within the system, it is convenient to
duplicate the illegal behavior to the whole edge network. Through the combina-
tion of these two means, it can be more accurate to identify whether the target
user is in the current network, the crime cost is low, and the profit is large.

Therefore, only if we quantify the privacy, we can protect user information.
The privacy quantity qθ

i,t can be written as:

qθ
i,t = ln

pθ
i,t

p̄θ
(15)

where pθ
i,t represents the probability of LD i uploading the task in round t and

p̄θ is the average probability to upload the θ task within MEC system.
If qθ

i,t > 0, it means that the task processing method selected by the user has
strong personal habit characteristics which is easy to disclose personal privacy.
Otherwise, if qθ

i,t < 0, it means that current task processing method is universal-
ity which helps to reduce the accumulated privacy quantity and reduce the risk
of personal privacy leakage. Then the Accumulated Privacy Quantity (APQ) of
current LD can be written as:

Qi =
T∑

t=1

(
1 − πtπ

T
local

)
qθ
i,t (16)

As a result, the final problem for a single LD can be defined as follows:

P1 : minimize
I∑

i=1

T∑

t=1

πt

[
Dθ

i,t

]T
,∀θ (17)

s.t.πt ∈ {πlocal, πedge, πcloud} (17a)
Qi < Qtarget (17b)

Dθ
i,t < τθ

i,t (17c)

n ∈ [1, N ] (17d)
t ∈ [1, T ] (17e)

Constraint 1 implies that the task offload approach is limited in three pat-
terns: LCP, ECP, CCP. Based on realistic considerations, constraint 2 and 3 are
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Fig. 2. Traditional MEC System Model

protections on privacy and delay respectively. Constraint 4 and 5 implies that
the number of edge server and round horizon are finite. Focused on a normal
LD, we need to minimize its total time cost and APQ. Self-locking will occur
once the task overtimes to complete and the APQ surpasses its target.

3 Algorithm and Regret Analysis

It is evident that the optimization problem P1 mentioned in section two is easy
to solve if we know the key information e.g., server capability, upload-download
link state and system resource utilization. However, all this information is not
available in advance, and it is infeasible to achieve the optimization in P1 if we
result from uncertainty of backhaul information.

We exploit an MAB framework to find a solution to deal with such incomplete
priori information situation, which is shown in Algorithm 1. In the MEC system,
each user generates different kinds of tasks anytime and anywhere. After each
task uploading decisions, the algorithm observe the reward (the shorter time
took, the bigger reward got). The size and type of tasks cannot be determined,
but the server for processing tasks can be selected, called Action. The collection
of actions is called the Action Pool. Hence, the MEC system can learn the dis-
tribution from empirical information and determine action selection. We denote
A = {a1, . . . , aE , al, ac} as the action pool where a1 ∼ aE represents ECP, al

represents the LCP and ac represents the CCP. Inputting such an action pool,
we can get the fastest task processing action. Different from classic UCB1 algo-
rithm, in lines 6∼8, it is designed to solve privacy protection problem. According
to the definition of quantity of privacy, malicious monitor could only get the reg-
ular pattern (often upload some specific type of tasks) of task offloading but not
the actual information. Therefore, we can use privacy preserving function to
add a misleading task type to protect the regular pattern. As shown in Fig. 2,
privacy preserving function could be defined followed confidentiality principle
which means the function could totally follow random rule. In our paper, we
set the privacy preserving function as follow: set the most common type (the
smallest type uploading probability difference between users and the system) as
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Algorithm 1. Privacy-UCB algorithm
Input:

An Action pool with K actions;
1: Try each action am ∈ A in action pool at first;
2: for t = K + 1 : T do
3: Estimate the optimistic bound from previous training;
4: am = am +

√
2 ln t
ωm

;
am denote the average delay;
ωm denote the number of times of action m has been chosen;

5: Try action am = min am,for all am ∈ A
6: if Qi,t ≥ εQtarget then
7: According to the privacy preserving function, add a different type of task as

enclosure to mislead the malicious monitors;
8: end if
9: if Dθ

i,t < τθ
i,t then

10: Update am = am +
(Dθ

i,t−am)
ωm+1

;
11: Update ωm = ωm + 1;
12: Update Qi = Qi + Qt

13: end if
14: end for

the misleading enclosure for the most exposed type (the biggest type uploading
probability difference between users and the system) of tasks where the proba-
bilities are known. Others are totally random.

Then, we discuss the complexity of the Algorithm 1. Firstly, to initialize the
action pool, we need to take an K times iteration, therefore, the complexity of
initial part is O(K). For the exploration part, the complexity is related to the
action number K which is also O(K). The complexity of main loop, including
privacy protection and delay calculation program, is O(N-K). So, the whole
complexity of Algorithm 1 is O(N).

Useful Notation and Regret Analysis. Denote E [·] as expectation and
P{·} as probability. Denote K as the number of actions. The time cost of each
action obey different distributions and according to the MEC system, we denote
P1, . . . ,PK as the choosing probability for each actions. Denote Gi (n) as the
number of times action i has been choose by LD during its first n tasks and μ∗

as the shortest time cost under best strategy. Then the regret comparing to the
best strategy could defined as:

μ∗n − μj

K∑

j=1

E [Gi (n)] (18)

Denote dt,s =
√

2 ln t/s as the confidence radius distance and Δi = |μi − μ∗| as
the regret of a single round.
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Theorem 1. The average choosing number of Gi (n) of the proposed scheme is
limited by an upper bound, which is expressed:

Gi (n) ≤ 8 ln n

Δ2
i

+ 1 +
π2

3
(19)

where n represents the number of tasks.

Proof. We first introduce Chernoff-Hoeffding Inequality. [9] Let X1, . . . ,Xn

be the random variables with common range [0, 1], E [Xt|X1, . . . ,Xt−1] = μ and
Sn = X1 + . . . + Xn. Then for all a > 0:

P{Sn ≥ nμ + a} ≤ e−2a2/n (20)

P{Sn ≤ nμ − a} ≤ e−2a2/n (21)
Precisely, for each t ≥ 1 we bound the indicator function of It = i as follows.

Let φ be an arbitrary positive integer.

Gi (n) = 1 +
n∑

t=K+1

{Tt = i}

≤ φ +
n∑

t=K+1

{Tt = i, Ti (t − 1) ≥ φ}

≤ φ +
n∑

t=K+1

{X∗
T ∗(t−1) − dt−1 ≤ Xi,Ti(t−1) + dt−1, Ti (t − 1) ≥ φ}

≤ φ +
n∑

t=K+1

{ min
0<r<t

X
∗
r + dt−1,r ≤ max

φ<s<t
Xi,s + dt−1,s}

≤ φ +
∞∑

t=1

t−1∑

r=1

t−1∑

s=φ

{X∗
r + dt,r ≤ Xi,s + dt,s}

(22)

Then, at least one of the following must hold:

X
∗
r ≤ μ∗ − dt,r

Xi,s ≥ μi + dt,s

μ∗ < μi + 2dt,s

(23)

Then according to the Chernoff-Hoeffding Inequality:

P{X∗
r ≤ μ∗ − dt,r} ≤ e−4 ln t = t−4 (24)

P{X∗
r ≥ μ∗ + dt,s} ≤ e−4 ln t = t−4 (25)

For φ = (8 ln n) /Δ∗
i , μ∗ < μi + 2dt,s is false. Therefore, we have

r > (8 ln n) (26)

Gi (n) ≤ 8 ln n

Δ2
i

+ 1 +
π2

3
(27)

which concludes the proof.
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4 Performance Evaluation

In this part, we evaluate the performance of the proposed scheme. The parame-
ters are set as shown in Table 1 and Table 2.

Table 1. Simulation parameters setting for different traffic types.

Type Offloading probability Qi

Voice 0.342 +0.2
Voice 0.342 +0.3
Voice 0.342 –0.05

Table 2. Simulation parameters setting.

Parameter Value

Local device CPU frequency 2 GHz
Clock cycles required to process a one-bit task 50 clock cycles
Channel bandwidth 1 MHz
SNR between local device and edge server SNRi→n 220 − 1

SNR between local device and cloud server SNRi→1 220 − 1

Task size 1MB ∼ 100 MB
Number of edge server 11
Task processing capacity of edge server 10 MB ∼ 30MB
Eps-Greedy algorithm 0.4

Optimal rate is the ratio of optimal choosing tasks to overall tasks.

Locking rate is the ratio of device locking number to total number of LD which
is set to 100 in our experiments.

The task number is 300, task size is 30MB, the device capacity = 2.0GHz, the
epsilon is 0.4, the temperature of SoftMax algorithm is 0.1 and the number of
devices is 100. We suppose that there is no privacy concerning limited (QTarget
is big enough to ensure device-locking will never happen) if privacy bound is not
a variable.

From Fig. 3 (1), the performance of Epsilon-greedy algorithm converges at
around 50 tasks which is the fastest one. However, the optimal rate is bad com-
pared with others. SoftMax algorithm converges at around 75 tasks and the
optimal rate is better than the previous one. pUCB algorithm and UCB1 algo-
rithm almost have the same performance. Although they converge slowly around
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Fig. 3. Optimal rate vs different variables. (1) with task number; (2) with device capac-
ity; (3) with privacy bound; (4) with task size.

100 tasks, but the optimal rate is the best. From Fig. 3 (2), the device capacity
has little effect to the optimal rate. In this test, we take the average number of
10 repeated experiments as final report for each CPU frequency. No matter how
strong or sick of the CPU performance, local capacity is far less than the server
capacity. Therefore, choosing local computing will be a low priority action. The
situation of privacy bound and task size is similar with device capacity. From
Fig. 3 (3) and Fig. 3 (4), we can confirm the low correlation between optimal rate
and these two variables because task size and privacy bound will not influence
the capacity of arms directly.

In Fig. 4, it is the most appropriate one to show the difference between pUCB
and other traditional MAB algorithms. As we can see, with the increasing of task
number, the privacy preserving function plays its due rule. The device lock rate
increases rapidly for all algorithms expect pUCB. Combining with the previ-
ous test, the desired effect is achieved by using pUCB. The followings are two
supplementary trials of the previous one which come to the same conclusion. In
Fig. 4 (2) and Fig. 4 (2), device lock rate of pUCB remains zero as the privacy
bound increasing and of other three algorithms decline gradually from 100 per-
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Fig. 4. Device locking rate vs different variables. (1) with task number; (2) with privacy
bound.

Fig. 5. Total time cost vs different variables. (1) with task number (2) with device
capacity; (3) with privacy bound; (4) with task size.

cent to zero. This means, in most cases, pUCB algorithm is a better strategy to
acclimatize device to the MEC system.

In Fig. 5 (1), it is a direct confirmation of the previous hypothesis. The
time difference required for completion of 300 tasks is 250 s between pUCB and
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Epsilon-Greedy (eps = 0.4). We can get the data from the test “total time cost
vs device capacity” that the time cost of using Epsilon-Greedy (eps=0.4) algo-
rithm is around 1900 s which is the same with the number in test “total time cost
vs task number”. In addition, according to the test “total time cost vs privacy
bound”, if QTarget is big enough to make sure that the device will not lock, the
time cost still remains stable and according to the test “total time cost vs task
size”, it is easy to draw the conclusion that the time cost will grow linearly as
the task size growing. From the last four test, we verify pUCB algorithm can get
a balance between privacy preserving and algorithm performance in time saving
dimension.

5 Conclusion

In this paper, we propose an MAB based algorithm for differentiated service
MEC, whose goal is maximizing the resource usage to the MEC system with
considering privacy preserving. In proposed scheme, we exploit accumulated pri-
vacy quantity (APQ) to characterize task privacy in task allocation algorithm
and we prove the regret convergence of the proposed algorithm with an upper
bound. We conduct extensive experiments to evaluate the performance of the
proposed scheme, and the simulation results show that the proposed algorithm
can achieve a higher optimal rate, a lower lock rate and total time cost compared
with existing works.
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Abstract. The dual-path structure achieves superior performance in
monaural speech enhancement (SE), demonstrating the importance of
modeling the long-range spectral patterns of a single frame. In this
paper, two novel causal temporal convolutional network (TCN) modules,
inter-frame complex-valued two-dimensional TCN (Inter-CTTCN) and
intra-frame complex-valued two-dimensional TCN (Intra-CTTCN), are
proposed to capture the long-range spectral dependence within a single
frame and the long-term dependence between frames, respectively. These
two lightweight TCN components, which are composed entirely of two-
dimensional convolutions, maintain a high dimension feature representa-
tion that facilitates the distinction between speech and noise. We join the
Inter-CTTCN and Intra-CTTCN with a gated complex-valued convolu-
tional encoder and decoder structure to design a full two-dimensional
convolutional network (FTDCN) for SE in the time-frequency (T-F)
domain. Using noisy speech as input, the proposed model was experi-
mentally evaluated on the datasets of Interspeech 2020 Deep Noise Sup-
pression Challenge (DNS Challenge 2020). The NB-PESQ of our pro-
posed model exceeds the DNS Challenge 2020 first-placed model by 0.19
and our model requires only 0.8 M parameters.

Keywords: Speech enhancement · Dual-path · End-to-End

1 Introduction

Speech enhancement (SE) can substantially improve speech quality in applica-
tions such as hearing aids, pickup devices, and audio-video conferencing systems,
enhancing users’ experiences. With the developments of deep learning techniques
in recent years, the performances of deep learning SE methods surpass those of
traditional methods.

The temporal dependency of speech is what deep learning methods mainly
model. In that case, long short-term memory (LSTM) [1,2] and temporal con-
volutional network (TCN) [3,4] are successively proposed to extract long-term
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temporal relationships of speech. Compared to LSTM, TCN has the advantage
of a flexible receptive field and can be parallelized to improve the model run-
ning speed computationally. The TCN was first proposed for sequence modeling,
proving that it is superior to LSTM. The speech separation model Conv-TasNet
[5] used the TCN structure as a backbone and achieved excellent results. Sub-
sequently, TCNN [6] applied TCN with a convolutional encoder-decoder (CED)
structure for the time domain SE task and demonstrated the effectiveness of
TCN. For long-range spectral patterns, the recent performance of PHASEN [7],
DPCRN [8], and DCCRN+ [9] also demonstrates the importance of TCN struc-
ture.

In light of this, we design two causal TCN modules, Intra-CTTCN and Inter-
CTTCN, to model the long-range spectral dependence within a single frame
and the long-term dependence between frames, respectively. Compared with the
original TCN structure, our proposed TCN module makes several optimisations.
The two modules consist entirely of two-dimensional convolutions to maintain
the advantage of high-dimensional features over low-dimensional ones and reduce
the model’s size. Adding complex-valued operations make the number of param-
eters reduced by half. The dilation factor is set to a power of 3 to avoid overlap-
ping operations, thus allowing a larger receptive field of the exact computation.
Maintain an appropriate Spectral resolution, as it affects the modelling of the
intra-frame harmonic relations. The intra-frame module has frame group convo-
lution kernels in each convolution layer used to model the harmonic relations of
a single frame separately.

Finally, a gated complex-valued CED structure that joins Intra-CTTCN and
Inter-CTTCN is developed to obtain a full two-dimensional convolution network
termed FTDCN. Since the Spectral resolution is large enough, using LayerNorm
to normalize each frame in the whole model can achieve better results while main-
taining causality. The experiments show that FTDCN achieves better objective
metrics than the top model in DNS Challenge 2020, and with a smaller model
size.

2 System Overview

In this section, we will show details of the proposed architecture. Figure 1 depicts
the general structure of FTDCN, which consists of STFT, encoder, dual-path
complex-valued TCN module, decoder, and iSTFT. The output shapes along the
channel and frequency axis are 32 and 128 for encoder1 and encoder2, respec-
tively, and 64 and 64 for the other encoders. The output shape of the decoder is
symmetrical to the encoder.

2.1 Dual-Path Complex-Valued TCN Module

Inspired by DPCRN [8] and TCNN [6], we propose a dual-path complex-valued
TCN module (DPCTM), a causal lightweight module in the T-F domain. It
consists of an intra-frame module and an inter-frame module for modeling the
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Fig. 1. FTDCN network.

long-range spectral dependence within a single frame and the long-term depen-
dence between frames, respectively. The backbone of the inter-frame module is
composed of multiple Inter-CTTCN modules. There is a pointwise convolution
(1×1-Conv) at the front and back of the Inter-CTTCNs to perform a fully con-
nected operation on the input channel axes. The intra-frame module is similar to
the inter-frame module, but it consists of three parts: 1×1-Conv, Intra-CTTCN
modules, and 1×1-Conv, where the number of groups of 1×1-Conv is set to T ,
which is used to equalize the scale of each frame.

2.2 Inter-frame Complex-Valued Two-Dimensional TCN Module
(Inter-CTTCN)

Fig. 2. (a)Proposed Inter-CTTCN. (b)Proposed Inter-CDConv, ζ denotes swapping
the order of the two parts on the C axis

We propose Inter-CTTCN for extracting long-term inter-frame dependencies of
high-level features. Traditionally, to extract long-term context dependencies with
modules like TCN, the encoder output is usually flattened to two dimensions, C
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× F and T . This approach does not fully exploit the relationship between noise
and speech in the T-F domain for high-dimensional features, failing to separate
them. Therefore, the proposed Inter-CTTCN replaces all the 1D convolutions in
TCN with 2D convolutions to exploit the high-dimensional features in the T-F
domain. The purpose of this is to fully exploit the relationship between noise
and speech in the T-F domain and to reduce the model size greatly.

Our proposed Inter-CTTCN has a TCN-like topology, as shown in Fig. 2(a),
where 1×1-Conv is a 2D convolutional layer with a convolutional kernel size of
one in both T and F axes. The 1×1-Conv, PReLU, and LayerNorm are used
to increase the nonlinearity of the network and act first on the module input
U ∈ R

C×T×F . In the middle, the inter-frame complex-valued dilated convolution
(Inter-CDConv) extends the receptive field of the model to extract the high-
level signal’s long-term frame-to-frame dependence. The Inter-CDConv is also
followed by PReLU and LayerNorm. After that, a layer of 1×1-Conv is employed,
which is a fully connected operation on the channel axis of the signal. Finally,
the residual path is used to add the module input to the output of the final layer.
In a nutshell, the output Ue of the Inter-CTTCN is calculated by

Ũ1 = g1(U ;ψ1), (1)

Ũ cd = gcd(β(δ(Ũ1;ψcd))), (2)

Ũe = g2(β(δ(Ũ cd;ψ2))) + U, (3)

where δ and β represent PReLU and LayerNorm, respectively, (̃·)1 and (̃·)cd
denotes the outputs of 1×1-Conv and Inter-CDConv, respectively, g1, gcd and
g2 represent the functions of the corresponding three modules with the parameter
set ψ(·),

Our proposed Inter-CDConv computes the real and imaginary parts in a
complex-valued manner, achieving a great performance with half of the model
parameters for ordinary dilated convolution. The structure of Inter-CDConv is
shown in Fig. 2(b). Let the complex-valued input features be Uri = Ur&Ui,
where Uri ∈ R

C×T×F , and & denotes the splicing in the first axis. Swapping the
order of Ur and Ui to produces Uir = Ui&Ur. The Inter-CDConv has two sets
of convolution kernels of W = W e

r &W e
i , where W ∈ R

C×C×Kt×Kf in which Kt

and Kf denote the size of the convolution kernels in T and F axis, respectively.
By applying Inter-CDConv to Uri and Uri, we obtain Ud

r = Ud
rr&Ud

ir and
Ud
i = Ud

ir&Ud
ri, respectively, in which Ud

rr = Ur × W e
r , Ud

ii = Ud
i × W e

i , Ud
ir =

Ud
i ×W e

r and Ud
ri = Ud

r ×W e
i . Finally, the output D ∈ R

C×T×F of Inter-CDConv
is calculated as D = (Ud

rr − Ud
ir)&(Ud

ir − Ud
ri).

2.3 Intra-frame Complex-Valued Two-Dimensional TCN Module
(Intra-CTTCN)

Recent studies [7–9] have demonstrated the importance of capturing the long-
range dependence of spectrograms within a single frame. The reason is that the
fundamental frequencies of speech and its harmonics are strongly correlated and
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Fig. 3. (a)Proposed Intra-CTTCN. (b)Proposed Intra-CDConv

often distributed in the long-range spectrum within a given frame. Therefore, we
propose Intra-CTTCN to capture long-range spectrogram dependencies within
a single frame.

The topology of Intra-CTTCN is similar to Inter-CTTCN, shown in Fig. 3(a).
The input V ∈ R

T×C×F is fed into the first layer of the module 1×1-Conv,
which has T sets of independent convolution kernels of size 1 in both C and F
axes, which equalizes the size of each frame in the time scale. The 1×1-Conv is
followed by PReLU and LayerNorm, where LayerNorm is normalized to the [C,
F ] dimension of each frame during training and evaluation. The intermediate
Intra-CDConv is shown in Fig. 3(b), which consists of T groups of convolution
kernels to perform convolution operations on the spectral map of each frame
separately to extract the spectral map long-range dependence. Each group has
two convolution kernels for real and imaginary parts, similar to the complex-
valued operation equation, the computation process of Intra-CDConv is

V d
rr = Vr × W a

r , V d
ii = Vi × W a

i ,

V d
ri = Vr × W a

i , V d
ir = Vi × W a

r ,
(4)

E = (V d
rr − V d

ii )&(V d
ri + V d

ir). (5)

The Intra-CDConv is followed by PReLU, LayerNorm, and 1×1 conv, and the
residual path is also added.

2.4 Gated Complex-Valued Convolutional Encoder and Decoder

The convolutional encoder and decoder (CED) structure has been widely
adopted in many applications [10–12]. A complex-valued CED architecture con-
sists of six complex-valued encoder layers and corresponding complex-valued
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decoders into mirrors, connecting each decoder’s input to the corresponding
encoder output with a skip connection to reduce information loss, is devel-
oped in DCCRN [13]. Each encoder layer consists of a complex-valued con-
volutional layer, a complex-valued BatchNorm, and a real-valued PPeLU. Each
complex-valued convolution layer consists of two 2D convolutions with stride
size 2 along the frequency axis, gradually and exponentially reducing the spec-
trum’s resolution and exponentially increasing the channels to extract high-level
features. Each decoder comprises a complex-valued transposed convolutional
layer, a complex-valued BatchNorm, and a real-valued PPeLU. Among them,
the complex-valued transpose convolution layer consists of a 2D transpose con-
volution used to reconstruct the target spectral map.

Recent studies also have shown that the gating mechanism is effective [14–
16]. The gating mechanism reduces gradient disappearance in deep networks
by providing linear paths for gradients while preserving nonlinear capabilities.
Therefore, we propose a gated complex-valued CED by combining the complex-
valued CED and gating mechanism, and the computation process is

Ũrr = gr(Ir;ψr), Ũ ii = gi(Ii;ψi),

Ũri = gi(Ir;ψi), Ũ ir = gr(Ii;ψr),
(6)

Ũ cc = (Ũrr − Ũ ii)&(Ũri + Ũ ir), (7)

ŨG = Ũ cc2 + gt(Ũ cc2 ;ψt), (8)

Ũo = β(δ(ŨG)), (9)

where (̃·)rr, (̃·)ii, (̃·)ri, (̃·)ir represents real part input through real part convo-
lution kernel, imaginary part input through imaginary part convolution kernel,
real part input through imaginary part convolution kernel, and imaginary part
input through real part convolution kernel, respecitively, (̃·)cc1 and (̃·)cc2 repre-
sent the output of two complex-valued convolutions that do not share weights,
gr, gi and gt represent the functions of the corresponding three modules with
the parameter set ψ(·).

2.5 The Final Proposed Framework

DPCTM. We place a 1×1-Conv at the head and tail of the Inter-frame module
and stack eight Inter-CTTCNs in the middle. In the Inter-CTTCN, the Inter-
CDConv has T sets of convolutional kernels, and the size of each convolutional
kernel in the time and frequency axes is set to [3,3]. The dilation factor d on the
time axis is set to [1,3,9,27,1,3,9,27], and the dilatation factor on the frequency
axis is kept as 1. To maintain the causal constraint, we complement the signal
with (3 − 1) × d zeros at the top of the time axis before Inter-CDConv. The
normalized shape of LayerNorm is set to F to maintain the causal constraint.

Similarly, we place a 1×1-Conv at the head and tail of the Intra-frame
module, with six Intra-CTTCNs stacking in between. In Intra-CTTCN, Intra-
CDConv has only one set of conv kernels, each of size [3,3] conducting convolution
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on the channel and frequency axes of the signal. Since there is no causal con-
straint in the channel and frequency axes, the expansion factors of both axes are
set to [1,3,9,1,3,9] and the signal is complemented by (3−1)×d

2 zeros in front and
behind each of the two axes before Intra-CDConv. To obtain a better normal-
ization performance, we normalize the C and F axes of the signal together, so
we set the normalized shape to [C,F ], which is still under the causal constraint.

Gated Complex-Valued Convolutional Encoder and Decoder. Within
each encoder block, the size of the convolution kernel on the time and frequency
axes is set to (2,5). The stride for the cross-correlation of the first and third
encoder is set to (1,2) and the others are set to (1,1). This is because we empir-
ically found that the resolution of the input spectrum of DPCTM would reduce
the SE effect if it is too small, but it would also increase the computation cost
if it is too high. Considering all these factors, we change the frequency in the
encoder to a quarter of the original one. Similarly, we set the number of channels
in the final output of encoder to 64, compared to the 256 channels of DCCRN,
since we want a smaller model size. As with Inter-CTTCN, we set the normal-
ized shape of the LayerNorm after Gated Complex-Valued Convolutional to F
to maintain the causal constraint. Note that we are looking forward to one frame
in each encoder-decoder pair, which results in a 37.5ms look ahead.

Detailed Parameter Settings. The detailed parameter settings of our pro-
posed model are shown in Table 1. We split the real and imaginary parts of the
STFT output into two channels and delete the first point, fill a zero in front of
iSTFT and merge the real and imaginary parts of the input. The size of the input
and output in the frequency domain is channels × frames × frequency, except
for Intra-CTTCN, which is frames × channels × frequency. For encoder and
decoder, the parameters represent kernel size alone height × kernel size alone
width, (stride along height, stride along width), input channels, output channels.
For Intra-CTTCN, the parameters represent groups of input, kernel size alone
height × kernel size alone width, (stride along height, stride along width), chan-
nels. Inter-CTTCN has one less paramete groups of input than Intra-CTTCN.

2.6 Loss Function

We use complex ratio mask (CRM) [17] as the learning target of FDTCN. This
network is trained to estimate the mask M̂ = M̂R + jM̂I , where M̂ ∈ C

C×T×F .
Combining M̂ with the input X = XR + jXI , where X ∈ C

C×T×F , yields the
output Ŷ , given by

Ŷ = M̂ × X = (M̂R + jM̂I)(XR + jXI), (10)

Considering the loss functions in the frequency and time domains can better
utilize information from both domains, so we propose the following the joint loss
function, given by

Ŷmag = ‖Ŷr + Ŷi‖F , (11)
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Table 1. Detailed parameter settings of the proposed FTDCN. The meaning of the
values represented is described in the text.

layer name input size hyperparameters output size

STFT 1×16000 – 514×T

encoder1 2×T×256 2×5,(1,2),2,32 32×T×128

encoder2 32×T×128 2×5, (1,1), 32, 32 32×T×128

encoder3 32×T×128 2×5, (1,2), 32, 64 64×T×64

encoder4 64×T×64 2×5,(1,1),64,64 64×T×64

encoder5 64×T×64 2×5,(1,1),64,64 64×T×64

encoder6 64×T×64 2×5,(1,1),64,64 64×T×64

reshape 64×T×64 - T×64×64

T,1×1,(1,1),T

Intra-CTTCN T×64×64

⎛
⎜⎜⎜⎜⎝

T, 1× 1, (1, 1),T

T, 3× 3, (1, 1),T

T, 3× 3, (1, 1),T

T, 1× 1, (1, 1),T

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

T, 1× 1, (1, 1),T

T, 3× 3, (3, 3),T

T, 3× 3, (3, 3),T

T, 1× 1, (1, 1),T

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

T, 1× 1, (1, 1),T

T, 3× 3, (9, 9),T

T, 3× 3, (9, 9),T

T, 1× 1, (1, 1),T

⎞
⎟⎟⎟⎟⎠

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

× 2 T×64×64

T,1×1,(1,1),T

reshape T,64,64 - 64 ×T×64

1×1,(1,1),64

Inter-CTTCN 64×T×64

⎛
⎜⎝

1× 1, (1, 1), 64

3× 3, (1, 1), 64

1× 1, (1, 1), 64

⎞
⎟⎠

⎛
⎜⎝

1× 1, (1, 1), 64

3× 3, (3, 1), 64

1× 1, (1, 1), 64

⎞
⎟⎠

⎛
⎜⎝

1× 1, (1, 1), 64

3× 3, (9, 1), 64

1× 1, (1, 1), 64

⎞
⎟⎠

⎛
⎜⎝

1× 1, (1, 1), 64

3× 3, (27, 1), 64

1× 1, (1, 1), 64

⎞
⎟⎠

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

× 2 T×64×64

1×1,(1,1),64

decoder1 128×T×64 2×5,(1,1),64 64×T×64

decoder2 128×T×64 2×5,(1,1),64 64×T×64

decoder3 128×T×64 2×5,(1,1),64 64×T×64

decoder4 128×T×64 2×5,(1,2),64 32×T×128

decoder5 64×T×64 2×5,(1,1),64 32×T×128

decoder6 64×T×64 2×5,(1,2),64 2×T×256

iSTFT 514×T - 1×16000

Ymag = ‖Yr + Yi‖F , (12)

LF = 10log10(‖Ŷr − Yr‖2F + ‖Ŷi − Yi‖2F + ‖Ŷmag − Ymag‖2F ), (13)

LT = 10log10
‖ 〈ŷ,y〉ŷ

‖Y ‖2
F

‖2F
‖ŷ − y‖2F

, (14)

L = LT + LF , (15)

where 〈·, ·〉 is the inner product of two matrices, and ‖ · ‖F denotes Frobenius
norm.
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3 Experimental Setup

3.1 Dataset

In this paper, we use the DNS Challenge 2020 dataset [18] to evaluate FTDCN
with the sampling rate at 16 kHz. The clean speech consists of 500 h of speech
from 2150 speakers, and noise contains 150 types of noise for 180 h. We made
two training dataset to verify the effectiveness of the model, with and without
reverberations. For 500 h of the training set with reverberation, the clean speech
was first convoluted with random room impulse responses mixed with a rever-
beration time of 0.3 to 0.6 s and then synthesized randomly with the noise of
signal-to-noise ratio (SNR) of –5 to 20 dB. For the training set of 500 h without
reverberation, we synthesize clean speech and noise with SNRs in the range of
–5 to 20 dB randomly. We use the test set provided by DNS Challenge 2020
containing 150 voices of ten seconds in length to compare with other methods.

3.2 Training Setup

We set the window length to 25 ms, the frameshift to 6.25 ms, and a 512-point
FFT. We set the initial learning rate to 0.001 and the weight decay to 0.00001.
When we observe that the decreasing trend of the loss curve tends to level off,
we usually set it to half of the previous one, and finally, we trained 51 epochs
with a learning rate of 0.000025.

3.3 Ablation Studies

Two baseline models are trained for the purposes of ablation studies. First,
we trained a model, called FTDCN-E, which differs from FTDCN only in that
it removes the intra-frame module from FTDCN. Second, we trained a model
that doubles C and halves F of the DPCTM input, calling it FTDCN-D, where
the (stride along height,stride along width) and channels of the six encoders
of FTDCN-D are set to ((1,2), (1,1), (1,2), (1,1), (1,2), (1,1)), (1,2), (1,1)),
(32,32,64,64,128,128 ), and Decoder and DPCTM are changed correspondingly.

4 Results

In Table 2, we compare FTDCN with DNS Challenge 2020 top-ranked methods
and baselines together, where NSNet [19] is the DNS Challenge 2020’s official
baseline network, DTLN [20] and DCCRN [13] are for the real-time track, and
Conv-TasNet [5] is for the non-real-time track. Under the condition of the same
test set, we directly use the objective scores provided by these authors, where “-”
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Table 2. NB-PESQ, WB-PESQ, STOI, SI-SDR on DNS Challenge 2020 test set.

Method Para.(M) no Reverb Reverb

NB-PESQ WB-PESQ STOI SI-SDR NB-PESQ WB-PESQ STOI SI-SDR

Noisy – 2.45 1.58 91.52 9.07 2.75 1.82 86.62 9.03

NSNet 5.1 2.87 2.15 90.47 15.61 3.08 2.37 90.43 14.72

DTLN 1.0 3.04 – 94.76 16.34 2.70 – 84.68 10.53

Conv-TasNet 5.08 – 2.73 – – – 2.75 – –

DCCRN 3.7 3.27 – – – 3.08 – – –

TRU-Net 0.38 3.36 2.86 96.32 17.55 3.35 2.74 91.29 14.87

FTDCN-E 0.69 3.34 2.81 96.52 18.53 3.29 2.57 90.58 14.57

FTDCN-D 1.43 3.36 2.80 96.41 18.65 3.31 2.62 90.37 14.40

FTDCN 0.82 3.46 2.96 96.91 19.23 3.40 2.79 91.70 15.51

means this score is not provided, “Para” indicates the parameters of the model,
“no Reverb” and “Reverb” represent the test set without and with reverbera-
tions, respectively.

The following conclusions can be drawn from Table 2:

1) Comparing FTDCN with FTDCN-E, it shows that the proposed intra-frame
module greatly enhances the SE capability with only a slightly increased
model size. It illustrates the importance of capturing the long-range spectral
dependence and the effectiveness of the intra-frame module.

2) Comparing FTDCN with FTDCN-D, it illustrates the importance of proper
frequency resolution, showing that minor F may attenuate the model’s ability
to model long-range dependencies of speech.

3) Comparing FTDCN with the top-ranked models from DNS Challenge 2020, it
demonstrates the excellent noise reduction capability is obtained by our pro-
posed FTDCN, even with a small model size. FTDCN-D also illustrates the
importance of maintaining the high dimensionality of the features compared
to other methods.

5 Conclusion

In this work, we propose an end-to-end semi-causal lightweight speech enhance-
ment method. To model the intra- and inter-frame dependencies of the speech,
we propose two lightweight modules, termed Intra-CTTCN and Inter-CTTCN,
by using only convolutions. To utilize the Intra-CTTCN and Inter-CTTCN, we
develop a gated complex CED structure to model the real and imaginary parts
of the input. The results show that the performance of the proposed model is
superior to the top-ranked model in DNS Challenge 2020, even with smaller
model size. Future research will explore the possibility of deploying our model
to edge devices.
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Abstract. In this paper, we investigate a millimeter wave multi-user
system to further improve the spectral efficiency. Millimeter wave chan-
nels with correlated estimation errors and sub-connected structures are
considered to develop a two-stage hybrid beamforming scheme. In the
first stage, the analog parts of beamformers are designed to maximize
RF-to-RF channel gains. In the second stage, the digital parts of the
beamformers are optimized by utilizing the equivalence between the max-
imization of mutual information and the minimization of weighted min-
imum mean square error. The numerical results show that the proposed
scheme has superior performance over other existing designs.

Keywords: millimeter wave · hybrid beamforming · multi-user ·
estimation errors · sub-connected

1 Introduction

With the increasing congestion of sub-6GHz, millimeter wave (mmWave) band
receives wide research interests as the unexploited band for the fifth-generation
mobile communication. The severe path loss caused by short wavelength is the
main obstacle to the utilization of mmWave [1]. Fortunately, short wavelength
also enables small devices to package a large number of antennas. Thus, the
current enabling technology is to develop beamforming schemes which steers
the transmitting/receiving beams in a certain direction to combat the path loss.
However, for conventional multiple-input multiple-output (MIMO) systems with
fully digital beamforming, each transmitting or receiving antenna need to assign
one radio frequency (RF) chain. Applying such structure to mmWave systems
with large antenna arrays results in extremely high power consumption and hard-
ware complexity [2], which is unaffordable in practice. So hybrid beamforming,
which consists of analog part with only phase shifters and digital part with small
number of RF chains, is widely adopted in mmWave beamforming designs due
to the balance of cost, complexity, and system performance.
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The hybrid beamforming schemes for multi-user (MU) systems have been
studied in literature. In [3], the fully digital beamformer of each user is designed
to minimize the total mean square error (MSE) first. Then, the OMP-based
algorithm is applied to decompose the fully digital processors into hybrid ones.
However, the computational complexity of decomposing a matrix with large
antenna arrays is extremely high. To reduce the computational complexity, the
two-stage design scheme, which designs analog and digital beamformers succes-
sively, is adopted in [4–8]. In [4], the analog beamformers are determined firstly,
and the digital beamformers are designed to minimize the sum-MSE. In [5], a
joint design method is proposed to avoid the loss of information at each stage.
In [6], the analog and digital beamformers are updated iteratively to minimize
MSE. In [7], a piecewise successive iterative approximation algorithm is utilized
to design analog beamformers, and digital beamformers are designed by piecewise
successive approximation to avoid the loss of information. The aforementioned
works all adopt fully-connected structures in which each RF chain is connected
to all antennas. However, such a structure leads to severe insertion losses and
degrades the energy efficiency [9]. Thus, sub-connected structure is adopted in
[8]. The analog beamformers are designed to maximize RF-to-RF channel gains,
and the digital beamformers are obtained by applying zero-forcing (ZF) strategy
to eliminate the inter-user interference.

It is noted that the above works are all based on perfect channel state infor-
mation (CSI) assumptions. However, CSI imperfectness must be considered in
implementations. The estimation errors of angles are considered in [10,11]. In
[12], a robust hybrid beamforming scheme is proposed for MU full-duplex sys-
tems based on uncorrelated estimation errors. Correlated estimation errors are
investigated in [13] for point-to-point mmWave systems, in which the compressed
sensing based algorithm applicable for mmWave channels is considered to derive
the estimated channel model. To the best of our knowledge, the hybrid beam-
forming design for MU systems based on correlated estimation errors is still an
open problem.

We develop a robust hybrid beamforming scheme with sub-connected struc-
tures for MU systems in this paper. Unlike the study in [8], which assumes single
data steam users, a more general situation where each user is equipped with mul-
tiple RF chains to support multiple data streams is investigated in this paper.
The analog parts of beamformers are designed to maximize the gains of RF-
to-RF channels. The optimization of digital beamformers is solved iteratively
by utilizing the equivalence between the maximization of mutual information
and the minimization of weighted minimum mean square error (WMMSE). The
main contributions are summarized as follows: 1) A robust hybrid beamforming
scheme is proposed for MU mmWave systems based on correlated estimation
errors. 2) To improve energy efficiency, the sub-connected structure is adopted
in this paper. To the best of our knowledge, this is the first robust design for such
system configurations. Performance gains of the proposed design are highlighted
by numerical simulations in terms of sum rates and energy efficiencies.
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Fig. 1. System model.

Notation: Bold lower case and upper case letters denote vectors and matrices,
respectively. (·)T , (·)H , tr(·), E(·) stand for the matrix transpose, Hermitian
transpose, trace and expectation, respectively. ‖·‖F denotes the Frobenius norm.
x(i) is the i-th entry of vector x. X(m : n, i) denotes the sub-matrix composed
of corresponding rows and column of X. IK denotes the K × K identity matrix.
C

N×M is the set of all N × M complex matrices. X ∼ CN (P,K) means that X
is a complex Gaussian random matrix with mean P and covariance matrix K.

2 System and Channel Model

The downlink of the MU mmWave system with sub-connected structure is illus-
trated in Fig. 1, where a base station (BS) with N antennas serves K users with
M antennas on each user. Hybrid structures are employed at the BS and users.
The BS is equipped with KNrf RF chains to support KNs data streams, and
each user is equipped with Nrf RF chains to support Ns data streams. The
number of RF chains is subject to the constraint Ns ≤ Nrf ≤ min{N

K ,M}. The
signal transmitted at the BS can be expressed as

x = FRF FBBs, (1)

where FRF ∈ C
N×KNrf denotes the analog precoder at the BS; FBB =

[FBB,1, · · · ,FBB,K ] with FBB,k ∈ C
KNrf×Ns , k ∈ {1, 2, · · · ,K} denoting the

digital precoder at the BS associated with the k-th user; s = [sT
1 , · · · , sT

K ]T ∈
C

KNs×1 is the transmitted signal, with sk ∈ C
Ns×1 is the signal intended for

the k-th user, which satisfies E(ssH) = IKNs
. The power constraint at the BS

is
∑K

j=1 tr
(
FRF FBB,jFH

BB,jF
H
RF

)
= 1. The combined signal at the k-th user yk

can be expressed as

yk = WH
BB,kW

H
RF,kHkFRF FBB,ksk + WH

BB,kW
H
RF,kHk

· FRF

K∑

h=1,h�=k

FBB,hsh + WH
BB,kW

H
RF,knk, (2)
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where WBB,k ∈ C
Nrf×Ns denotes the digital combiner at the k-th user;

WRF,k ∈ C
M×Nrf is the analog combiner at the k-th user; Hk ∈ C

M×N is
the channel matrix from the BS to the k-th user, and nk ∼ CN (0, σ2

nk
IM ) is the

corresponding complex additive white Gaussian noise (AWGN).
Notice that because of the sub-connected structure, analog beamformers are

constrained as follows:

FRF = [frf,1, · · · , frf,KNrf
], (3)

WRF,k = [wrf,k,1, · · · ,wrf,k,Nrf
], (4)

where frf,p ∈ C
N×1, p ∈ {1, · · · ,KNrf} with non-zero elements in [(p−1)Ms+1]-

th to pMs-th element, wrf,k,q ∈ C
M×1, q ∈ {1, · · · , Nrf} with non-zero elements

in [(q−1)Md+1]-th to qMd-th element. Ms = N
KNrf

and Md = M
Nrf

are the num-
ber of antennas connected to each RF chain at the BS and the k-th user, respec-
tively. In this paper, we assume that Md of each user is the same for simplicity. As
the analog beamformers are implemented by phase shifters, none-zero elements
in analog beamforming matrices satisfy that |f (c)rf,p| =

√
1

Ms
, |w(d)

rf,q| =
√

1
Md

, for
∀c, d.

The mmWave channel with a uniform linear array can be formulated as
follows

H =

√
NM

Np

Np∑

m=1

αmar (θm)at (φm)H
, (5)

where Np is the number of scattering paths; αm denotes the complex gain of the
m-th scattering path; ar and at denote the receive and transmit array response
vectors with the angle of arrival (AoA) θm and the angle of departure (AoD)
φm, respectively. The channel can be rewritten compactly as follows

H = ArDAH
t , (6)

where Ar = [ar(θ1), · · · ,ar(θNp
)] and At = [at(φ1), · · · ,at(φNp

)] are the receive
and transmit array response vector sets, respectively. D is a diagonal matrix,
with the m-th diagonal element being

√
NM
Np

αm. The relationship between the

actual channel and the estimated channel can be expressed as [13]

H̄ = H + NΦ, (7)

where Φ is the estimation processing matrix. N ∼ CN (0, σ2
eI) denotes the

AWGN during the training period. The channel model in (7) applies to all the
channels in the system, we drop the subscripts here for ease of notation. For
more details about the correlated channel model, please refer to [13].

Notice that, the estimation algorithms applicable for mmWave channels will
result in correlated errors, as described in (7). So the existing robust designs
based on uncorrelated channel model in [12] are not applicable now. In the
Sect. 4, the numerical results will show the loss of performance due to the mis-
match of the channel model.
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3 Robust Hybrid Beamforming Designs

In this section, a two-stage scheme is developed to design hybrid beamformers. In
the first stage, the analog beamformers are designed to maximize estimated RF-
to-RF channel gains. In the second stage, the digital beamformers are optimized
by utilizing the equivalence between the maximization of mutual information
and the minimization of WMMSE.

3.1 Analog Beamforming Designs

The RF-to-RF estimated channel at the k-th user can be expressed as

Ĥk = WH
RF,kH̄kFRF . (8)

The gain of the i-th eigenmode in the k-th RF-to-RF estimated channel can
be express as

∣
∣wH

rf,k,iūk,iv̄H
k,ifrf,(k−1)Nrf+i

∣
∣ , (9)

where i ∈ {1, · · · , Nrf}; uk,i and vk,i are the i-th columns in left and right singu-
lar matrices i.e., Ūk and V̄k, of H̄k, with ordered singular value decomposition
H̄k = ŪkΛ̄kV̄H

k . The analog beamformers are design as follows

wrf,k,i[(i − 1)Md + 1 : iMd] =
√

1
Md

· phase
{
Ūk[(i − 1)Md + 1 : iMd, i]

}
, (10)

frf,(k−1)Nrf+i[((k − 1)Nrf + i − 1)Ms + 1 :

((k − 1)Nrf + i)Ms] =
√

1
Ms

· phase
{
V̄k[(i − 1)Ms + 1 : iMs, i]

}
,

k ∈ {1, · · · ,K}. (11)

Proof. wrf,k,i and frf,(k−1)Nrf+i can be expressed as

wrf,k,i =
√

1
Md

[01×(i−1)Md
, ejθ

(k,i)
1 , · · · , e

jθ
(k,i)
Md ,

01×M−iMd
]T ,

frf,(k−1)Nrf+i =
√

1
Ms

[01×(k−1)Nrf+i−1)Ms
, ejφ

(k,i)
1 ,

· · · , ejφ
(k,i)
Ms ,01×N−((k−1)Nrf+i)Ms

]T . (12)

The polar forms of ūk,i and v̄k,i are ūk,i = [γ1ejα
(k,i)
1 , · · · , γMejα

(k,i)
M ]T , v̄k,i =

[ρ1ejβ
(k,i)
1 , · · · , ρNejβ

(k,i)
N ]T . Then, the gain of the i-th eigenmode in the k-th RF-
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to-RF estimated channel can be expressed as
∣
∣wH

rf,k,iūk,iv̄H
k,ifrf,(k−1)Nrf+i

∣
∣ =

∣
∣
∣
∣
∣
∣

√
1

Md

iMd∑

f=(i−1)Md+1

γfe(θ
(k,i)
f −α

(k,i)
f )

∣
∣
∣
∣
∣
∣

·
∣
∣
∣
∣
∣
∣

√
1

Ms

((k−1)Nrf+i)Ms∑

g=((k−1)Nrf+i−1)Ms+1

ρge
(β(k,i)

g −φ(k,i)
g )

∣
∣
∣
∣
∣
∣
. (13)

According to the Cauchy-Schwartz inequality, we have
∣
∣
∣
∣
∣
∣

√
1

Md

iMd∑

f=(i−1)Md+1

γfe(θ
(k,i)
f −α

(k,i)
f )

∣
∣
∣
∣
∣
∣

2

≤ 1
Md

iMd∑

f=(i−1)Md+1

|γf |2
iMd∑

f=(i−1)Md+1

∣
∣
∣e(θ

(k,i)
f −α

(k,i)
f )

∣
∣
∣
2

=
1

Md

iMd∑

f=(i−1)Md+1

|γf |2 . (14)

The equality holds when θ
(k,i)
f = α

(k,i)
f , ∀f . Similarly, |v̄H

k,ifrf,(k−1)Nrf+i| has

the maximum when β
(k,i)
g = φ

(k,i)
g , ∀g. So we have the conclusion in (10) and

(11).

3.2 Digital Beamforming Designs

After determining the analog beamformers, the problem is reduced to optimiza-
tion of low-dimensional digital beamformers. After fixing the analog beamform-
ers, the k-th effective channel can be constructed as

H̃ = Ĥk + ΣkNkΨk (15)

where Σk = WH
RF,k; Ψk = ΦkFRF . Substituting (15) into (2), the k-th combined

signal can be rewritten as

yk = WH
BB,kH̃kFBB,ksk + WH

BB,kH̃k

K∑

h=1,h�=k

FBB,hsh

+ WH
BB,kñk, (16)
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where ñk = WH
RF,knk. To simplify the design, the minimum mean square error

(MMSE) receiver is adopted, which is given by

WBB,k =

⎡

⎣Ĥk

⎛

⎝
K∑

j=1

FBB,jFH
BB,j

⎞

⎠ ĤH
k + Qk

⎤

⎦

−1

·ĤkFBB,k, (17)

where Qk =
∑K

j=1 σ2
etr

(
ΨkFBB,jFH

BB,jΨ
H
k

)
ΣkΣH

k +Rñk
is obtained by utiliz-

ing Lemma 3 in [14]; Rñk
= E

(
ñkñH

k

)
= σ2

nk
WH

RF,kWRF,k.
Then, the digital precoder at the BS is designed to maximize the lower bound

of average mutual information, which is given by [15]

Ilb (sk, ỹk) = − log detMk, (18)

where ỹk denotes the received signal before combining at the k-th user; Mk is
the MMSE matrix of the k-th user, which can be formulated as

Mk = WH
BB,k

⎡

⎣Ĥk

K∑

j=1

(
FBB,jFH

BB,j

)
ĤH

k + Qk

⎤

⎦WBB,k

− WH
BB,kĤkFBB,k − FH

BB,kĤ
H
k WBB,k + INs

. (19)

The optimization problem can be formulated as

max
{FBB,j}

K∑

j=1

Ilb (sj , ỹj) (20)

s.t.
K∑

j=1

tr
(
FRF FBB,jFH

BB,jF
H
RF

)
= 1.

It is still difficult to directly solve the above problem. Therefore, the equiv-
alence between the maximization of mutual information and the minimization
of WMMSE is utilized in this paper. The minimization problem of WMMSE is
formulated as follows

min
{FBB,j ,Vj}

K∑

j=1

tr (VjMj) (21)

s.t.
K∑

j=1

tr
(
FRF FBB,jFH

BB,jF
H
RF

)
= 1,

where Vj is a constant weight matrix. Notice that, by setting

Vj = M−1
j , (22)

the Karush-Kuhn-Tucker (KKT) conditions of problems (20) and (21) can be
satisfied simultaneously.
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Proof. Taking the derivative of −∑K
j=1 Ilb (sj , ỹj) w.r.t FBB,k, we have

∂
(
−∑K

j=1 Ilb (sj , ỹj)
)

∂FBB,k
= −∂

∑K
j=1 tr

(
Mj∂M−1

j

)

∂FBB,k
, (23)

where ∂ log detX = tr
(
X−1∂X

)
is utilized. Similarly, by taking the derivative

of
∑K

j=1 tr (VjMj) w.r.t FBB,k, we have

∂
(∑K

j=1 tr (VjMj)
)

∂FBB,k
=

∑K
j=1 tr

(
∂

((
M−1

j

)−1
)
Vj

)

∂FBB,k

(a)
= −

∑K
j=1 tr

(
Mj∂

(
M−1

j

)
MjVj

)

∂FBB,k
, (24)

where ∂X−1 = −X−1∂(X)X−1 is utilized in (a). When Vj = M−1
j , The equiv-

alence of (23) and (24) can be obtained. Considering that the constraints in
(20) and (21) are identical, we conclude that the KKT conditions of the two
optimization problems can be satisfied simultaneously.

We propose an alternating algorithm to solve the WMMSE problem. By
fixing FBB,h, h �= k, the corresponding Lagrange function of solve FBB,k can be
written as follows

LFBB,k
=

K∑

j=1

tr (VjMj) +

λ

[
K∑

i=1

tr
(
FRF FBB,jFH

BB,jF
H
RF

) − 1

]

, (25)

where λ is the Lagrange multiplier. By setting the partial derivative of LFBB,k

to zero. FBB,k can be solved as

FBB,k =

⎧
⎨

⎩

K∑

j=1

[
ĤH

j WBB,jVjWH
BB,jĤj + σ2

etr (Vj

·WH
BB,jΣjΣH

j WBB,j

)
ΨH

j Ψj

]
+ λFH

RF FRF

}−1

· ĤH
k WBB,kVk. (26)

Notice that, the optimum λ must be positive and the power constraint is a
decreasing function of λ for λ > 0. Therefore, one-dimensional search techniques
can be utilized to λ. We adopt the bisection method by setting the minimum
Lagrange multiplier as λmin = 0 and the maximum Lagrange multiplier as a
pre-defined value λmax. By substituting λ into (26), FBB,k can be obtained.
The steps of the proposed robust beamforming scheme for multi-user systems
are summarized in Algorithm 1.
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Algorithm 1. Proposed robust hybrid beamforming design
Require: Construct FBB randomly; set λmin, λmax, and the termination criteria ε1

and ε2;
1: Calculate analog precoders FRF,k for all k according to (3);
2: Calculate analog combiners WH

RF,k for all k according to (4);
3: repeat
4: Update digital combiners WBB,k for all k according to (17);
5: Update MMSE matrix Mk for all k according to (19);
6: Update weighted matrix Vk = M−1

k for all k;
7: while λmax − λmin > ε1 do
8: setting λ = λmax+λmin

2
;

9: calculate FBB,k for all k according to (26);
10: if

∑K
j=1 tr

(
FRFFBB,jF

H
BB,jF

H
RF

)
< 1 then

11: λmax = λ;
12: else
13: λmin = λ;
14: end if
15: end while
16: until The change of

∑K
j=1 tr (VjMj) is below ε2.

Since the constant weighted matrix Vk is updated with each iteration, it does
not ensure that the objective function decreases monotonously. We are unable
to directly demonstrate the convergence of the proposed algorithm. Fortunately,
its convergence can be proved by proving the convergence of an equivalent opti-
mization problem as follows

min
{FBB,j ,Vj}

K∑

j=1

[tr (VjMj) − log detVj ] (27)

s.t.
K∑

j=1

tr
(
FRF FBB,jFH

BB,jF
H
RF

)
= 1.

When FBB,j and Vj are fixed, optimizing (27) w.r.t WBB,j gives the same result
as step 5 in Algorithm 1. Similarly, by fixed other variables, optimizing (27) w.r.t
Vj and FBB,j gives the same results as steps 6 and 9 in Algorithm 1, respectively.
Thus, the objective function in (27) decreases monotonically. A similar procedure
was adopted in [16] to prove the monotonous convergence of equivalent problems,
in which traditional fully digital transceivers are optimized iteratively under
perfect CSI assumptions. According to [16], the objective function in (27) has
a lower bound, so the convergence of Algorithm1 to a local minimum can be
guaranteed.

4 Simulation Results

In this section, the sum rate and energy efficiency of the proposed beamform-
ing scheme are evaluated for different configurations. The number of users is
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Fig. 2. Sum rate comparison at different SNR.

K = 4. The propagation paths for different channels are all set as Np = 4. The
elements of mmWave channels, i.e., complex gains of propagation paths, and
AWGN matrices obey complex Gaussian distribution. The AoAs and AoDs fol-
low Laplacian distribution with uniformly distributed mean angles over [−π

2 , π
2 ].

The angular spread is restricted to 10◦. The variances of estimation errors for
different channels are assumed to be identical for simplicity. The signal-to-noise
ratio (SNR) is defined as 10lg 1

σ2
n
. The stopping criteria in Algorithm 1 are set

as ε1 = 10−8, ε2 = 10−4. λmin and λmax are set to 0 and 50, respectively. All
simulations are averaged over 1000 channel realizations.

Figure 2 shows the sum rate comparison between the proposed design and
other existing designs. The fully-connected structure design is obtained by
replacing sub-connected structures in the proposed design with fully-connected
structures. The MMSE design minimize MSE by replacing the weighted matrix
with an identity matrix. The design based on uncorrelated estimation errors is
obtained by forcing the covariance matrices to be identity matrices in the pro-
posed design. The antenna configurations are set as N = 64, M = 8, σ2

e = 0.5,
Ns = Nrf . As we can see, the proposed design is only inferior to the fully-
connected design. The proposed design outperforms the MMSE design by 5.28%
at SNR = 15 dB. The performance gap caused by model mismatch is quite large.
The proposed design outperforms the design based on uncorrelated estimation
errors by 25.6% at SNR = 10 dB. Besides, the performance of the non-robust
joint design with sub-connected structures in [8], which only applies to single
data stream users is also illustrated in the figure. We can see the performance
improvement is significant as the number of data streams increases. When the
number of data streams reduced to one, the proposed design still outperforms
the design in [8] by 27.6% .
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Fig. 3. Energy efficiency at different SNR.

Figure 3 shows the energy efficiency comparison of the designs in Fig. 2. The
power consumption at the BS side can be expressed as [2]

Pfully =N(KNrf + 1)PPA + NKNrfPPS + PBB + KNrf

· (PRFC + PDAC),
Psub =NPPA + NPPS + PBB + KNrf (PRFC + PDAC),

where PPA denotes the power of power phase amplifiers; PPS denotes the power
of phase shifters. PBB denotes the power of baseband processing; PRFC denotes
the power of RF chains; PDAC denotes the power of digital-to-analog converts.
The power consumption at the user side can be obtained by corresponding sub-
stitutions. The value of each component follows [2]. As we can see, although the
fully-connected design provides higher sum rate, its energy efficiency is the worst.
The sub-connected designs provide better energy efficiency due to the reduced
number of phase shifters. The proposed design outperforms the fully-connected
design by 226% at SNR = 15 dB. Besides, the proposed design has the best
energy efficiency and outperforms the MMSE design and the design based on
uncorrelated estimation errors by 5.3% and 25.7% respectively at SNR = 15 dB.
Furthermore, with the increase of the number of data streams, the system has
higher energy efficiency. Even if the number of data streams is reduced to one,
the proposed design outperforms the design in [8] by 24.4% at SNR = 15 dB.

5 Conclusion

Correlated estimation errors and sub-connected structures are considered to
design a robust beamforming scheme for MU mmWave systems in this paper. A
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two-stage design procedure is proposed. In the first stage, analog beamformers
are designed to maximize channel gains. In the second stage, digital beamformers
are designed to maximize mutual information and handle inter-user interference.
The simulation results confirm the superiority of the proposed design in com-
parison with other existing designs.
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Abstract. Information-Centric Networking (ICN) replaces identifying
endpoints with identifying content. One of the most common and impor-
tant features of ICN architectures is in-network caching, which can sig-
nificantly reduce content request latency and improve user quality of ser-
vice(QoS) and network performance. Therefore, how to efficiently utilize
cache resources and optimize cache performance has become one of the
research hotspots in ICN. This paper proposes a local popularity caching
strategy based on content relevance caching (CRC). In this strategy, the
local popularity of the content is calculated based on the relevance of the
content requested. Routing nodes make caching decisions based on local
popularity. In the forwarding process of the interest packet, the cache node
ID table in the interest packet is updated according to the local popular-
ity, and the cache decision is made. In the backhaul process of the data
packet, content caching and replacement strategy need to be performed
according to the caching parameters and local popularity parameters. In
cache replacement, if the remaining cache capacity of the current routing
node cannot satisfy the required capacity of the cached content, the local
popularity of the content needs to be used to replace the cached content.
In this way, repeatedly requested content ends up being cached in routing
nodes closer to the user. The simulation results show that CRC has better
network performance than several other classical caching strategy.
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1 Introduction
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is gradually increasing, and users are more concerned about the content itself
[1]. This has led to the Information-Centric Networking (ICN) [2] architecture as
the research direction for future networks. ICN emerged as an architecture that
includes caching at the edge of the network. Unlike traditional methods, users
in ICN request content directly from the network only by their Named Data
Object (NDO) names [3]. As shown in Fig. 1, ICN includes cache management
modules in all routing nodes to realize the decoupling of content and address [4],
and each routing node in the network can selectively store a copy of the content
[5]. When the same content request occurs again, the corresponding content can
be returned directly from the routing node without the need to obtain it from
the source server. However, the cache capacity of each routing node is limited,
and only reasonable cache deployment [6,7] can improve the cache utilization of
nodes.

The current caching strategies in ICN include: Leave Copy Everywhere (LCE)
[8], Leave Copy Down (LCD) [9], Probability [10], ProbCache [11] etc. LCE
is the routing node caches every piece of content it passes through. It does
not consider the influence of content popularity and network topology, which
will lead to frequent replacement of cached content in routing nodes, resulting
in low cache utilization of routing nodes. LCD is next-hop routing node that
caches content at the hit routing node, which helps to gradually push popular
content caches to edge routing nodes. It considers the network topology, however,
popular content needs to move many times to reach the edge routing node, so
the convergence speed is slow. Probability is that the routing node caches the
arriving content with a fixed probability. It without considering the distance
between the user and the routing node. Therefore, the QoS for users cannot be
improved. ProbCache is the probability that content can be cached to a routing
node inversely proportional to the distance between the routing node and the
content requester. It enables content to be quickly cached to routing nodes closer
to the user. The research found that in practical applications, there is a relevance
between the content requested. However, some existing caching mechanisms [12]
do not consider the relevance between the content requested.

Aiming at some existing caching mechanisms, this paper proposes a caching
decision based on content relevance caching (CRC). Considering the relevance
between the contents requested, the local popularity of the content is calculated
according to the relevance between the contents [13]. Therefore, according to
the local popularity of the content, the routing node decides whether to cache
the content requested. During the forwarding of interest packet, make caching
decisions based on local popularity and update the table of cache node IDs
in interest packet. In the process of backhauling data packet, content caching
and replacement strategy need to be performed according to cache parameters
and local popularity parameters. In cache replacement, if the remaining cache
capacity of the current routing node cannot satisfy the required capacity of the
cached content, the local popularity of the content needs to be used to replace
the cached content. This paper considers the user’s QoS from the content request
delay in the network [14,15], and the content copy is cached in the node closer
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Fig. 1. Cache model in ICN.

to the user side, so as to realize the network performance and improve the user’s
QoS [16].

In this paper, it is assumed that all routers in the network have the same
computing power and the same cache capacity. Furthermore, to simplify the
model, this paper considers everything contents in the network to have the same
capacity. Considering the content service model of the network, it is assumed that
the requests sent by users satisfy the Poisson distribution, and the popularity of
the content satisfies the Zipf-like distribution [17].

2 Cache Model and Modified Structure

2.1 Cache Model

In order to simultaneously satisfy the user’s QoS and improve the cache utiliza-
tion, the optimal cache location needs to be adopted when content caching. The
optimization problem model is derived for the content cache location problem
as follows.

min
∑

c∈C

∑

n∈N

dcn (1 − Sc
n)

s. t

⎧
⎪⎨

⎪⎩

∑

c∈C

Sc
n < Cn ∀n ∈ N

Sc
n = {0, 1} ∀n ∈ N,∀c ∈ C

(1)

where dcn represents the distance from the content request initiated by node n
to the routing node that provides content c. The Sc

n represents whether node n
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caches content c, the value is 0 or 1. The content cached by each node cannot
exceed the cache capacity of the routing node itself. The caching strategy pro-
posed in this paper is a caching strategy based on content relevance, and the
caching decision is made in the forwarding stage of the interest packet. In order
to make the content relevance-based caching strategy proposed in this paper fea-
sible, it is necessary to add the cache routing node ID table field to the interest
packet and data packet, and add the cache parameter Sc

n and the popularity
parameter pop to the routing node.

When the request interest packet sent by the user arrives at the routing node,
the cache parameter Sc

n in the routing node needs to be queried first. If Sc
n = 1, it

means that the content has been cached in the routing node, and the data packet
is returned directly. If Sc

n = 0, it means that the routing node does not cache
the content, and the local cache cannot satisfy the user’s request. Continue to
forward the interest packet upwards. In the forwarding process, a cache decision
needs to be made in order to update the cache ID table in the interest packet.
The caching decision proposed in this paper is a caching decision based on a
greedy algorithm. If the remaining cache space of the current routing node is
sufficient, the arriving content can be directly cached. At this time, the ID of
the routing node needs to be added to the cache node ID table in the interest
packet, the cache parameter Sc

n corresponding to the cache information table in
the routing node is set to 1, and the interest packet continues to be forwarded
upward. If the remaining space of the current routing node is insufficient, it is
necessary to determine whether to add the ID of the current routing node to the
interest packet after updating the local popularity. Assuming that ID =n1, n2...
represents the list of nodes on the forwarding path of the content request that
have decided to cache the data packet, there are:

IDc =
{

IDc ∪ {n} popcn > min
({

pop i
n | i ∈ Cn

})

IDc otherwise (2)

where Cn represents the set of all content that have been cached in routing
node n. The i represents the least popular content cached in the current routing
node.The popin represents the content that has been cached in routing node the
minimum popularity of the current routing node. If the local popularity c of
the currently requested content is greater than the minimum local popularity
among the cached content in the current routing node. Then the current routing
ID of the node needs to be added to the node ID table of the cached interest
packet. Set the cache parameter Sc

n corresponding to the cache information table
in the routing node to 1, and the cache parameter of the modified content i to
0. Continue to forward interest packet up.

2.2 Modified Interest Packet, Data Packet and Routing Node
Models

The modified the fromat of interest packet is shown in Fig. 2(a), the fromat of
data packet is shown in Fig. 2(b), and the structure of the routing node is shown
in Fig. 3.
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Fig. 2. Modified packet of interest and data

Fig. 3. Structure of the modified routing node.

3 Local Popularity Caching Mechanism Based on Content
Relevance

3.1 Calculation of Content Relevance

In practical applications, each user has its own access domain, which means that
there is a high relevance between the content requested by the user, so the content
with high relevance in the routing node is more likely to be accessed by the
user in turn. In this paper, the proposed caching strategy exploits the semantic
relevance of content as the relevance between content. The first step in semantic
relevance analysis is to extract attributes that have an impact on relevance,
and the more attributes with the same or similar semantics, the greater the
relevance. When calculating the semantic relevance, this paper mainly considers
the content name of the interest packet, and calculates the content relevance
according to the content name attribute of the interest packet.

Relevance coefficient parameter: βc
c′ represents the relevance between the

content c and the content of the node cache c′, βc
c′ value of is 0, 1.

βc
c′ =

|M ∩ M ′|
|max (M,M′)| (3)

In this equation,M and M ′ represent the semantic vector spaces of content c
and content c′, respectively. Where M = M1,M2......Mk denotes the set of name
strings of content c and M ′ = M ′

1,M
′
2......M

′
m denotes the set of name strings

of content c′. The number of elements in the intersection between the semantic
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vectors M and M ′ is used as the numerator. The maximum number of ideas
of M and M ′ (i.e., the maximum number between k and m) is used as the
denominator.According to the above formula, the relevance between the content
c and the content c′ is obtained.

3.2 Local Popularity Calculation

Since the content requested by the user is high relevance, data content with high
relevance is more likely to be requested by the same user. Taking relevance into
account when calculating local popularity can improve network performance.
The local popularity of content c at routing node n is updated as follows.

popcn =
Retcn∑

cj∈Cn
Retcjn

+
∑

c′∈Cn

βc
c′ (4)

where Retcn indicates the number of requests for content c in routing node n, and
Cn indicates all content cached by routing node n. The

∑
cj∈Cn

Retcjn represents
the total number of requests for all content at routing node n. The βc

c′ indicates
the relevance between content c and content c′. The

∑
c′∈Cn

βc
c′ indicates the

sum of the relevances between the content c and all content already cached in
the routing node.

3.3 Caching Decision Process

The caching decision proposed in this paper is made in each routing node along
the forwarding path of interest packet sent by users. The decision-making process
algorithm is as follows.

The algorithm proposed in this paper is based on the greedy algorithm. When
the routing node receives the interest packet requested by the user, it firstly
queries whether the remaining available cache capacity of the current routing
node can satisfy the cache capacity for caching the content requested by the
user. If possible, directly add the ID of the routing node to the cache node ID
table of the interest packet, calculate the popularity of the interest packet in the
current routing node, and update the cache node ID table interest packet and
the cache information table in the routing node. If not, it is necessary to query
the minimum popular content and its popularity in the cache information table
of the routing node, and compare the popularity of the arriving content with the
minimum popularity of the cached content in the node. If it is greater than, add
the ID of the routing node to the cache node ID of the interest packet table, and
update the cache node ID table interest packet and the cache information table
in the routing node, and then forward the interest packet. The cache parameter
of the replaced Interest in the routing node is set to 0. If the popularity of the
content is less than the minimum popularity of the content in the routing node,
the interest packet is forwarded directly.
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Algorithm 1. Caching decisions based on content relevance

Input: interest packet for request content c received by node n
popcn = 0

Output: Sc
n

1. if CacheAvailablecapacity > CacheContentCapacity then
2. Sc

n = 1
3. Update the current local popularity of content c in the routing node popcn
4. IDc ∪ {n}
5. CacheAvailablecapacity = CacheAvailablecapacity − CacheContentCapacity
6. else
7. Calculate the current local popularity of content c in the routing node popcn
8. if popcn > popin then
9. Sc

n = 1
10. IDc ∪ {n}
11. Si

n = 0
12. else
13. Sc

n = 0
14. IDc = IDc

15. end if
16. end if

4 Simulation and Performance Analysis

In order to verify the performance of the caching strategy proposed in this paper
in the network. This paper uses the ndnSIM2.7 simulation tool to compare the
caching strategy with several other existing caching strategies. And verify the
effectiveness of the strategy through simulation processing. MATLAB is used for
the result data.

4.1 Experimental Environment and Parameter Settings

Simulation is performed in Linux (ubuntu 18) environment using NS3-based
ndnSIM2.7 [18] emulator. The main modified parts are:

(1) The format of interest packet is modified, and the cached message ID table
is added to the interest packet.

(2) The format of data packet is modified and the cached message ID table is
added to the data packet.

(3) Modify the structure of the routing node and add the cache message ID
table in the routing node.

The cache strategy proposed in this paper is simulated and implemented, and
compared with other cache strategies. The experimental simulation parameters
are shown in Table 1.

The network structure used in this paper is a tree structure, divided into 7
layers, each internal node has 2 child nodes, and there are 127 nodes in total,
including 64 leaf nodes, 62 intermediate nodes, and 1 root node. In the simulation
process, the leaf node is set as the user request node, the intermediate node is
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Table 1. Experimental parameter setting.

Experimental parameters Experimental setup

Frequency of content requests per node 100

Cache capacity per node 50–150(100)

Content Capacity 1

Content Popularity Parameter (Zipf) 0.6–1.4(1)

Simulation time 10 s

set as the routing node that needs to make caching decisions, and the root node
is set as the content source node. It is assumed that the content source node
can provide all the content requested by users in the network, and the cache
required to cache each content is 1 unit. The content popularity obeys Zipf
distribution, the parameter of Zipf is set between 0.6 and 1.4, the default value
of Zipf parameter is 1. The cache capacity of each node is set to 50–150 units,
and the default value of node cache capacity is 100 units.

4.2 Experimental Performance Indicators

In order to be able to effectively compare the results of the caching decision
proposed in this paper with several other caching decisions, several common
network performance in the network are selected as evaluation metrics.

(1) Cache hit ratio: cache hit ratio is the ratio of the number of content
requests satisfied by a routing node to the total number of content requests
made by all content requesters over a period of time. cache hit ratio can be
used to measure the cache performance metrics in the network, and the cache
utilization of a routing node can be reflected by the cache hit ratio. The higher
the value of cache hit ratio, the higher the cache utilization of the routing node.
Suppose the number of cache hits of a routing node is Rhit, the total number of
requests for all contents sent by a requester is Rtotal, and the cache hit ratio is
cachehit, then there is a cache hit ratio of:

Cachehit =
Rhit

Rtotal
(5)

Figure 4 reflects the variation of cache hit rate with Zipf parameter when the
cache capacity is the default value, from the figure, It can be seen that in different
cache decision strategies, with the increase of the Zipf parameter, the cache rate
increases, but the cache hit rate in CRC is better than the cache hit rate in other
caching strategies, which is because when the cache capacity of the routing node
is certain, the cache hit rate in the same routing This is because when the cache
capacity of a routing node is certain, users are more likely to request content with
high relevance in the same routing node, and the relevance of users’ requested
content is taken into account when calculating the content popularity in CRC,
which can improve the cache hit ratio. Moreover, the local popularity calculation
method is introduced in the CRC strategy proposed in this paper, which can
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more accurately sense the dynamic changes of the popularity of interest packet
in the routing nodes, so the cache hit rate changes more obviously. From the
figure, It can be seen that when the Zipf parameter is equal to 1, the cache hit
rate of the routing node increases significantly, and the cache hit rate at this
time is better than several other cache strategies.

0.6 0.8 1 1.2 1.4

0.2

0.4

0.6

0.8
LCE
Probability
ProbCache
CRC

Fig. 4. Variation of cache hit rate with Zipf parameters.

Figure 5 shows the variation of the cache hit rate with the change in the
cache capacity of the routing node when the Zipf parameter is set to its default
value. From the figure, it can be seen that the cache hit rate of the routing node
increases with the increase of the cache capacity of the routing node. The higher
cache hit ratio of CRC compared to several other caching policies is due to the
real-time update of the popularity of the cached content in the CRC strategy,
which makes the content cached in the routing node reach the real-time update
with the popularity of the content.
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Fig. 5. Variation of cache hit rate with cache capacity.
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(2) Average delay: The average delay is the average time for a user to send
a content request and receive a content response. The average delay can reflect
the retrieval efficiency of the content in the network and the QoS of the user.
The lower the average delay, the higher the retrieval efficiency., the better the
QoS of the user.

Figure 6 shows the average delay as a function of Zipf parameters. It can be seen
that as the Zipf parameter increases, the average latency decreases across several
caching decisions. When the Zipf parameter is 1, the caching decision proposed in
this paper is quite different from other caching decisions. In this experiment, the
delay of one-hop routing node is set to 10 ms. From the simulation results, it can
be seen that the average delay is about 35 ms, indicating that most of the user’s
requests are responded between two hops, which improves the user’s QoS.
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Fig. 6. Variation of average access latency with Zipf parameters.
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Fig. 7. Variation of average access latency with cache capacity.



132 X. Xiong et al.

Figure 7 shows the average delay with the cache capacity is recorded, indi-
cating that the average delay decreases with the increase of the cache capacity.
Compared with other caching strategies, the CRC average delay reduction is
more obvious. Because the CRC considers the relevance between the content
requested by the user, the content copy is cached in the routing node closer to
the user, which can respond to the user’s request faster.

(3) Hop reduction rate: Assuming that hopr(t) is the number of hops elapsed
in a single request and Hopr(t) is the number of hops elapsed by the correspond-
ing user of this request to obtain content from the content-providing source, the
hop reduction rate is H(t):

H(t) =
∑

r=1 Hopr(t) − ∑
r=1 hopr(t)∑

r=1 Hopr(t)
(6)
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Fig. 8. Variation of hop count reduction rate with Zipf parameters.

Figure 8 shows the hop reduction rate as a function of the zipf parameter.
When α is small, the popularity of the content is not concentrated, and the
residence time of the cached content in the node is small. At this time, the
cached content in the routing node is frequently replaced, making it difficult for
the content of subsequent requests to be responded by the routing node, and the
effect of shortening the content acquisition path is not obvious, and the reduction
rate of hops is low. As α increases, requests for content are more concentrated,
and at this time, the replacement of cached content in routing nodes is reduced.
Because the caching strategy proposed in this paper makes full use of the local
characteristics of content popularity, the performance can be better than several
other caching strategies.

Figure 9 shows the variation of hop count reduction rate with the cache capac-
ity of the routing node. When the cache capacity of the routing node is small,
most of the content requests need to be forwarded to the content-providing
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source server to get a response, and the hop count reduction rate is lower at
this time. The performance improvement of CRC is more stable compared to
the other caching strategies.

60 70 80 90 100 110 120 130 140 150

capacity

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

H
(t
)

LCE
Probability
ProbCache
CRC

Fig. 9. Variation of hop count reduction rate with cache capacity.

5 Conclusion

In order to effectively utilize the cache space of routing nodes in ICN and improve
the service quality of users, a cache strategy based on CRC is proposed. Based
on the local popularity of the content, the ultimate goal is to minimize the for-
warding distance of content sent by users. The simulation results show that CRC
can cache content in routing nodes closer to the user, obtain a higher cache hit
rate, reduce the user’s request delay, and improve the user’s QoS and network
performance.The next step will be based on the research of this paper, com-
bined with the diversity of user requests in the network, to analyze some key
problems existing in the current caching strategy. Combined with the relation-
ship between routing nodes, the cache strategy is studied to further optimize the
cache performance of the network.
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Abstract. The sixth generation (6G) mobile networks need to meet
various performance requirements such as the number of connections,
latency, reliability, and energy efficiency. In particular, for the Internet
of Things (IoT) scenarios with short packet transmission, it is necessary
to analyze and optimize various performances while achieving massive
connections. In addition, practical constraints (such as imperfect channel
state information, limitations of classical Shannon’s capacity, inter-cell
interference, massive user interference, etc.) further aggravate the dif-
ficulties of theoretical analysis and performance improvement. We pro-
pose a performance analysis and optimization strategy for short packet
transmission systems based on cell-free massive multiple-input multiple-
output (CF mMIMO), which points out the idea of improving system
performance with large-scale connections under practical constraints.
Furthermore, with the combination of simultaneous wireless information
and power transfer (SWIPT) technology and finite blocklength (FBL)
information theory, we derive the closed-form expressions of downlink
signal-to-interference-plus-noise ratio (SINR), achievable data rate, and
energy collected based on CF mMIMO. Simulation results verify the
effectiveness of the proposed strategy, which is also expected to support
massive ultra-reliable and low latency communications (mURLLC) with
ultra-high energy efficiency or spectral efficiency in the future.
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1 Introduction

From the fifth generation (5G) to the sixth generation (6G), in addition to
the number of access users that need to be significantly improved, ultra-high
spectral efficiency, ultra-low latency and ultra-high reliability have also become
basic indicators that 6G needs to be guaranteed [7,10]. In response to these
changes, new theories, methods and technologies are urgently needed for 6G.

Related research has been made by some scholars recently. Saad et al. [7] first
proposed massive ultra-reliable and low latency communications (mURLLC)
and pointed out that mURLLC covers four performance indicators: massive
connections, ultra-high reliability, ultra-low latency, and scalability (e.g., ultra-
high spectral efficiency, wide area coverage, etc.). Zhang et al. [11] analyzed
the quality-of-service (QoS) for mURLLC with statistical delay. Liu et al. [2]
optimized indicators such as the number of user accesses, latency, and reli-
ability to achieve mURLLC. In addition, the cell-free massive multiple-input
multiple-output (CF mMIMO) which has great potential to become one of the
key technologies for 6G greatly reduces the user-to-base station distance in tra-
ditional cellular cells and has a strong anti-fading capability [1]. Ngo et al. [5]
analyzed the user achievable data rate and system throughput for the first time
for an uplink CF mMIMO system considering the effects of channel estimation
error and power control. Nasir et al. [4] studied a CF mMIMO system imple-
menting downlink ultra-reliable and low latency communications (URLLC) and
optimized the system data rate and energy efficiency.

Although mURLLC, CF mMIMO and other new theories and technologies
have been proposed, the related research is still in the exploration stage. There
is still much room for exploration to achieve the requirements of 6G multiple
performance indicators (reliability, latency, user capacity, etc.). Furthermore, for
6G key performance indicators differentiation and linkage characteristics, how to
build an evaluation system to break through the bottleneck of system performance
improvement and accelerate program design and simulation verification has not
been solved.

The key contributions of this paper can be summarized as follows.
– A performance analysis and optimization strategy over CF mMIMO for

short packet transmission is proposed for large-scale IoT scenarios, which
is expected to support future mURLLC with ultra-high energy or spectral
efficiency.

– Combining simultaneous wireless information and power transfer (SWIPT),
we derive closed-form expressions for downlink signal-to-interference-plus-
noise (SINR), achievable data rate, and energy collected with finite block-
length (FBL) information theory over CF mMIMO.
The remainder of this paper is organized as follows. Section 2 describes the

strategy of performance evaluation. In Sect. 3, we analyze a case of CF mMIMO.
In Sect. 4, simulation results are shown and analyzed. Finally, conclusions are
given in Sect. 5.

Notations: C
K×N collects K × N complex-valued matrices. E(•) denotes

expectation. (•)H denote transpose and conjugate. CN (0, 1) denotes the zero-
mean complex Gaussian distribution with variance 1.
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2 System Model and Performance Evaluation

Fig. 1. Architecture diagram of the CF mMIMO system.

A CF mMIMO system contains M access points (APs) and K user equipments
(UEs) as shown in Fig. 1. By deploying massive APs in a distributed manner, the
spatial diversity gain is obtained, and the path loss is greatly reduced, thereby
significantly improving the achievable data rate and reliability. In addition, high-
performance base band units (BBUs) are used to collectively process the signals
of multiple APs, which improve the number of access users and the performance
of multi-user detection. Assuming that each AP or UE has a single antenna, the
received signal can be modeled as

Y = GX + Z, (1)

where G ∈ C
M×K is the channel matrix. X ∈ C

K×N is the transmitted signal
and N is the number of channel uses (CUs). Y ∈ C

M×N is the received signal.
Z ∈ C

M×N is the noise at the receiver and other co-channel interference. We
assume that gmk represents the channel coefficient between the m-th AP and
the k-th UE, then the channel can be modeled as

gmk = hmk

√
βmk, (2)

where hmk ∼ CN (0, 1) is the small-scale Rayleigh fading coefficient between the
m-th AP and the k-th UE, and remains unchanged throughout the coherent
interval [3]; βmk is the large-scale fading between the m-th AP and the k-th UE
and considers path loss βmk (dmk) = min

(
1, d−αPL

mk

)
as a nonsingular bounded

path loss model, which dmk is the distance and αPL > 0 is the path loss factor.
It is usually assumed that βmk is known in advance [3,5].
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In light of various needs of 6G, the following describes the performance eval-
uation strategy based on CF mMIMO for short packet transmission, combined
with FBL information theory, mainly including the following three contents.

Analyze the Achievable Performance of CF mMIMO System Based
on Practical Constraints. In practical scenarios, it is difficult to obtain per-
fect channel state information (CSI) due to the time-varying channel state and
limited pilot overhead. Therefore, based on the CF mMIMO system, a CSI error
model need to be established first. For example, based on expressing the channel
coefficients above, by using the pilot signal sent by the UE, the AP estimates
the uplink channel locally [5]. The pilot signal received at the m-th AP can be
expressed as [3,5]

ym =
√

npPp

K∑

k=1

gmkϕk + nm, (3)

where np is the pilot sequence length, Pp is the pilot transmission power of each
UE, ϕk ∈ C

1×np is pilot sequence assigned to k-th UE, and ‖ϕk‖2 = 1. nm is the
additive white Gaussian noise (AWGN) vector at the m-th AP, whose elements
follow CN (0, 1). Project ym in the direction of ϕH

k to get

ymk = ymϕH
k =

√
npPpgmk +

√
npPp

K∑

k′=1
k′ �=k

ϕk′ϕH
k + nm, (4)

where nm = nmϕH
k ∼ CN (0, 1). Using the minimum mean-squared error

(MMSE) criterion, the estimation of channel coefficients gmk can be expressed
as [8]

ĝmk =
E [y∗

mkgmk]

E

[
|ymk|2

] ymk = cmkymk, (5)

where cmk is expressed as

cmk �
√

npPpβmk

npPp

K∑

k′=1

βmk

∣∣ϕH
k ϕk′

∣∣2 + 1
. (6)

The actual channel can be expressed as gmk = ĝmk + g̃mk, where g̃mk is the
estimation error, due to the orthogonality of MMSE criterion [8], g̃mk and ĝmk is
independent of each other. Then, through the massive user access and detection
scheme, the post-processing signal-to-noise ratio, achievable data rate and other
performance indicators can be derived under imperfect CSI.

Establish a Performance Evaluation System Around Indicators. The
classical Shannon’s capacity is based on the assumption of infinite coding block-
length, which cannot accurately describe the achievable data rate of short packet
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communication. Therefore, we can use FBL information theory to model and
analyze data rate and error probability. The achievable data rate Rk of the k-th
UE is [6]

Rk ≈ C (γk) −
√

V (γk)
n′ Q−1 (εk) , (7)

where εk (0 ≤ εk < 1) is the decoding error probability at the k-th UE; n′ is the
length of coding block; Q−1 (�) represents the inverse function of a function Q;
γk is the SINR at the k-th UE, C (γk) = log2 (1 + γk) and V (γk) = 1 − 1

(1+γk)
2 .

The decoding error probability εk (nd, γk) of the k-th UE is

εk (nd, γk) ≈ Q

(
C (γk) − Rk√

V (γk) /n′

)

. (8)

Furthermore, theoretical relationships between the achievable data rate and
other performance indicators can be deduced.

Optimize the Transmission Scheme for Typical Scenarios. The perfor-
mance evaluation and analysis system is beneficial for providing references for
scheme design and simulation. For example, based on (7), the latency tD and
spectral efficiency ηSE can be expressed as

tD = max
k

Dk

Rk
, ηSE =

K∑

k=1

Rk

Btotal
, (9)

where Dk is the packet size of k-th user, and Btotal is the total bandwidth of
the system. For specific scenarios, we can optimize the performance of one or
several indicators. Then, we can analyze the relationship between the achievable
data rate, reliability, latency and spectral efficiency with simulation. By adjust-
ing the parameters, the transmission scheme is further adjusted to meet the
performance requirements. Because of using the CF mMIMO system that sup-
ports massive connections and considering short packet transmission, the above
strategy is expected to support mURLLC with ultra-high energy efficiency or
spectral efficiency in the future.

3 Use Case and Performance Analysis

In this section, a use case of a CF mMIMO system in Fig. 1 is introduced.
Combined with SWIPT technology, we assume that each UE is equipped with
information and energy receivers, and the energy collection model of each UE is
generalized by using time-switching (TS) and power-splitting (PS). Each coher-
ent interval nc (nc = BcTc, where Bc refers to coherent bandwidth and Tc refers
to coherent time) is divided into two orthogonal time slots, which are used for
uplink pilot training and downlink SWIPT transmission respectively. The system
model is shown in Fig. 2.
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Fig. 2. System model of CF MIMO with SWIPT.

3.1 Downlink Data Transmission

Channel estimation in uplink has been done in Sect. 2. Using the joint TS-PS
protocol, based on the TS factor α and PS factor θ, the downlink SWIPT trans-
mission phase is divided into two sub-phases. In the first downlink power trans-
mission sub-phase, UE uses αnd CUs to collect energy from AP based on TS
protocol, and nd is the number of CUs used in downlink transmission phase. At
this time, each UE is fully represented as an energy collection device and col-
lects energy from the AP. In the second downlink information transmission sub-
phase, the remaining (1 − α) nd CUs are used for downlink information trans-
mission. If PS protocol is adopted, the received signal energy is divided into two
streams, which are used for energy collection and information decoding respec-
tively. ñd � (1 − α) nd indicates the blocklength of the downlink data, and the
transmission signal vector xñd

m at the m-th AP can be expressed as

xñd
m =

√
(1 − θ)Pd

K∑

k=1

√
ηmkĝ∗

mksñd

k , (10)

where sñd

k =
[
s
(1)
k , ..., s

(ñd)
k

]
is the symbol vector sent to the k-th UE, s

(l)
k , l ∈

{1, ..., ñd} is the l-th data symbol sent to the k-th UE, and E

[∣∣∣s(l)k

∣∣∣
2
]

= 1, l ∈
{1, ..., ñd}. ηmk is the power allocation coefficient between the m-th AP and the
k-th UE, and meets the following power constraints at each AP

K∑

k=1

ηmkE

[
|ĝ∗

mk|2
]

≤ 1 ⇒
K∑

k=1

ηmkρmk ≤ 1, (11)



Performance Analysis and Optimization Strategy over Cell-Free 143

where the expression of ρmk is

ρmk � E

[
|ĝ∗

mk|2
]

=
√

npPpβmkcmk. (12)

Thus, the signal received by the k-th UE from the M APs can be expressed as

yñd

k =
M∑

m=1

gmkxñd
m + nk

=
√

(1 − θ) Pd

M∑

m=1

K∑

k′=1

√
ηmk′gmkĝ∗

mk′sñd

k′ + nk, (13)

where nk ∼ CN (0, 1) represents the AWGN at the k-th UE. Further, the received
signal yñd

k in (13) can be rewritten as

yñd

k =
√

(1 − θ)Pd

M∑

m=1

√
ηmkgmkĝ∗

mksñd

k

+
√

(1 − θ)Pd

M∑

m=1

K∑

k′=1
k′ �=k

√
ηmk′gmk′ ĝ∗

mk′sñd

k′ + nk, (14)

Thus, the SINR at the k-th UE can be expressed as [12]

γk = (1 − θ) Pd

(
M∑

m=1

√
ηmkρmk

)2

×

⎧
⎪⎪⎨

⎪⎪⎩
(1 − θ)Pd

K∑

k′=1
k′ �=k

[
M∑

m=1

√
ηmk′ρmk′

βmk

βmk′

]2
∣
∣ϕkϕH

k′
∣
∣2

+ (1 − θ)Pd

M∑

m=1

K∑

k′=1

ηmk′ρmk′βmk + 1

}−1

. (15)

Then, according to (7), (8) and (15), we can get the achievable data rate and
the decoding error probability with n′ = (1 − α) nd.

3.2 Energy Collection

According to reference [9], the collected energy can be modeled as

EH (PR) =
[

a

1 − b

(
1

1 + exp (−c (PR − d))
− b

)]+

=
[

a (1 − exp (−cPR))
1 + exp (−c (PR − d))

]+

, (16)

where EH (PR) refers to the energy collected instantaneously, b =
1/ (1 + exp (cd)), [z]+ = max (0, z). According to the literature [8], a = 20 mW,
c = 6400/μW, d = 2.9 μW.
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Instantaneous Energy Collection. Based on TS and PS protocols, the total
instantaneous energy Ek collected by the k-th UE can be expressed as

Ek = αndEH (Pk) + (1 − α) ndEH (θPk) , (17)

where EH (PR) represents the energy collected instantaneously [9] and Pk repre-
sents the received power of the k-th UE. Let sk ∈

{
s
(1)
k , ..., s

(ñd)
k

}
, then according

to (13), the received power Pk of the k-th UE can be expressed as

Pk = Pd

∣∣
∣∣∣

M∑

m=1

K∑

k′=1

√
ηmk′gmkĝ∗

mk′sk′

∣∣
∣∣∣

2

. (18)

Average Energy Collection. The total average energy Ēk collected by the
k-th UE can be expressed as

Ēk = αndE [EH (Pk)] + (1 − α) ndE [EH (θPk)] . (19)

Since the closed-form expression of (17) is mathematically difficult to calcu-
late, we use Jensen inequality to get an upper bound ĒUB

k of Ēk, that is

Ēk ≤ ĒUB
k = αndEH (E [Pk]) + (1 − α) ndEH (θE [Pk]) . (20)

Combined with (5), (6), and (18), the derived expression of E [Pk] is

E [Pk] =PdE

⎡

⎣

∣∣∣
∣∣

M∑

m=1

√
ηmkgmkĝ∗

mk

∣∣∣
∣∣

2
⎤

⎦ + PdE

⎡

⎢
⎢
⎣

∣∣∣∣
∣∣∣∣

M∑

m=1

K∑

k′=1
k′ �=k

√
ηmk′gmkĝ∗

mk

∣∣∣∣
∣∣∣∣

2⎤

⎥
⎥
⎦

=Pd

M∑

m=1

ηmkc2mkβmk (2npPpβmk + 1)

+ Pd

M∑

m=1

K∑

k′=1
k′ �=k

ηmk′c2mk′βmk (npPpβmk′ + 1)

=Pd

M∑

m=1

ηmkρ2mk + Pd

M∑

m=1

K∑

k′=1
k′ �=k

ηmk′ρmk′βmk. (21)

4 Simulation Results and Analysis

In this section, we validate our analysis through simulations. The specific param-
eters are set as shown in Table 1.
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Table 1. Simulation parameter settings

Parameters Value

Number of AP M [100, 200]

Number of UE K [50, 100]

Coherence Bandwidth Bc 200 kHz

Coherence Time Tc 1 ms

Bandwidth B 20 MHz

Transmitting Power of Uplink Pilot Pp 100 mW

Average Transmitting Power of Downlink pd [100, 200] mW

Decoding Error Probability εk 10−6

Path Loss Factor αPL 3.4

Figure 3 shows the relationship between the decoding error probability
εk (nd, γk) and the coding block length nd for the k-th UE. The decoding error
probability εk decreases continuously as the coding blocklength nd keeps increas-
ing in the finite blocklength regime. By comparing the blue (K = 100), orange
(K = 75) and green (K = 50) curves, we see that the decoding error probability
increases when the number of UE K rises. Therefore, to meet different service
requirements, when the number of UE K increases, the coding blocklength nd

can be increased appropriately to keep the reliability within an acceptable range.

Fig. 3. Relationship between error probability εk and blocklength nd.
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Fig. 4. Collected energy versus average transmitting power pd.

Fig. 5. Trade-off between achievable sum rate and collected energy.

Figure 4 plots the relationship between the collected energy and the aver-
age transmit power pd, respectively using TS protocol and PS protocol, with
α = 0.5 and θ = 0.5. As the average transmit power pd keeps increasing, the
energy collected by UE increases accordingly. From the figure, it is obvious that
increasing the number of distributed AP can increase the energy collected by the
UE regardless of whether TS or PS protocol is used. Specifically, increasing the
number of AP from 100 to 200 increases the energy collected by the UE by 38.5
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% when the PS protocol is used and the average transmitting power is pd = 120
mW. In addition, the PS protocol is superior to the TS protocol.

Figure 5 depicts the trade-off between achievable rate and collected energy
with M = 100, K = 50, pd = 200 mW and α = 0 corresponds to PS protocol and
θ = 0 corresponds to TS protocol. When α or θ tends to 0, the achievable rate will
reach its maximum. Meanwhile, the CU allocated for downlink transmission will
be used only for data transmission, while the energy collected by UE becomes
infinitesimal. When α or θ converges to 1, the energy collected by UE reaches
the maximum, CU allocated for downlink transmission is only used for energy
transmission and the achievable rate of UE becomes infinitesimal. Therefore, by
adjusting the value of TS factor α or PS factor θ, the compromise curve in Fig. 5
can be traversed to meet different rate-energy requirements.

5 Conclusion

In this paper, we have proposed a performance analysis and optimization strat-
egy over CF mMIMO for short packet transmission. The main steps of the strat-
egy are expected to support mURLLC with ultra-high energy or spectral effi-
ciency in the future. Furthermore, we have combined CF mMIMO with SWIPT
to derive the SINR and energy collected under imperfect CSI. At the same time,
combined with FBL information theory, the downlink achievable data rate and
error probability have been deduced. The simulation results have shown the cor-
relation between performances and that CF mMIMO can improve the system
performance, which has verified the effectiveness of the proposed strategy.
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Abstract. In order to solve the problem of resources waste caused
by insufficient computing resources and the lack of an effective admis-
sion mechanism in the service environment of wireless virtual network
(WVN), this paper proposes an effective robust admission control mecha-
nism. This mechanism mainly controls the access of user groups of WVN
in a dynamic resource environment, which is in the assistance environ-
ment of vehicular fog computing (VFC). Firstly, considering the resource
uncertainty caused by the characteristics of VFC, a robust optimization
access model is established. It predicts the change of resources during the
association of user time to determine whether to allow user groups access.
Secondly, task offloading and the allocation of computing resources are
processed. Since the coupling of task offloading and resource allocation
leads to the non-convexity of the problem, we convert it into a convex
optimization problem to resolve. Simulation results show that the admis-
sion control mechanism proposed in this paper can admit larger user
groups in the assistance computing environment of VFC while ensuring
the quality of user experience.

Keywords: Wireless virtual network · Vehicular fog computing ·
Admission control · Robust optimization

1 Introduction

With the development of 5th Generation Mobile Communication Technology, the
network has increasingly shown heterogeneous characteristics [1], which brings
challenges to the wireless network. To effectively overcome this situation, virtu-
alizing the wireless network has been considered. The wireless virtual network
(WVN) technology can improve resource utilization and integrates heteroge-
neous wireless networks efficiently. WVN also improves users’ experience by
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fragmenting and efficient processing of the network [2]. Moreover, it can not
only provide wireless access services to individual users, but also can request
wireless access service for user groups in the future virtual network. The user
groups are assigned a network virtual slice called virtual network (VN), and they
can be provided services through mobile virtual network operators (MVNOs) [3].
In summary, using WVN technology to build a future network architecture can
better meet the requirements of emerging network status [4,5].

However, there is a problem with the existing technology in WVN. When a
large number of VN customers with computation tasks arrive at the same time,
only relying on the computing resources of the infrastructure service provider
may easily reach the peak of the resource load due to the unbalance of resources,
which affects the quality of experience (QoE) of users and leads some unnecessary
waste of resources. Consequently, it is necessary to find assistance computing
resources.

Vehicle Fog Computing (VFC), an excellent assistant computing resource for
task offloading and resources utilization, has certain computing and communica-
tion capabilities by aggregating vehicles. By integrating and utilizing the com-
puting resources, vehicles can be turned into small infrastructure [6] to alleviate
the load pressure of base stations (BSs). VFC also significantly reduce deploy-
ment costs and latency given that it relies on the cooperation of nearby vehi-
cles, rather than sending information to a remote server. Recently, the research
on VFC has been gradually developed. The works [7,8] regarded the parked vehi-
cles as infrastructure, and they proposed the concept of parking vehicle assistance
so that parked vehicles can join the vehicle network as static nodes. In addision,
the authors in [9] considered using the resources of the available vehicles in the
parking lot to assist BS for computation and proposed an incentive measure to
encourage vehicles to share their resources. The authors in [10] proposed a task
offloading mechanism in the case of information asymmetry and uncertainty. And
the authors studied the system of VFC and proposed an effective parallel offload-
ing scheme to solve the problem of task decomposition and task offloading delay
in [11].

In the research of WVN technology, random access to user groups will result
in the waste of resources and low service provider revenue. Therefore, effective
access control for WVN is very necessary. A robust optimization problem for
admission control of VNs has been proposed in [12], but this method is only
suitable for single-user admission, having low benefits for user groups admission.
In [13,14], the authors considered a fixed snapshot of user equipment for admis-
sion control, but they did not incorporate statistical specifications for traffic
demand. And in [15], the authors formulated an admission control mechanism
of WVN with heterogeneous traffic profiles and various quality of experience
requirements. Most studies have achieved certain results in admission control,
but using the auxiliary computing resources to assist BS is considered by few
people in the admission control of WVN.

Although we have been devoted to study VFC and the admission control
of WVN to improve resource utilization and task computation efficiency, the
admission control for user groups, which is in the assistance computing envi-
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ronment of VFC, has not been involved. According to the previous description,
using VFC to provide services for WVN is a feasible solution to realize high
resources utilization. Since the uncertainty of vehicles will result in the contin-
ued changes of resources in the assistance computing environment of VFC, the
problem of the admission control for WVN is very difficult to solve. To solve the
difficult problem, this paper further studies an admission control mechanism for
user groups of WVN in the assistance computing environment of VFC, which is
based on the traditional allocation problem of computing resources. The main
contributions of this paper are as follows:

– This paper proposes a two-stage robust admission control mechanism. In the
first stage, the user groups of WVN requesting service can be admitted in
the assistance computing environment. And in the second stage, computing
resource allocation and task offloading are performed for the admitted user
groups.

– Since changes in the number of vehicles will cause fluctuations in computing
resources, this paper models the WVN user group admission mechanism as
a robust optimization problem in the first stage. Robust optimization can
better solve some problems with uncertain data. At this stage, we need to
predict the resource changes during the association time of users to determine
whether to respond to the user’s request.

– In the second stage, task offloading and resource allocation are performed for
the user groups that have been admitted. Since the coupling of task offloading
and resource allocation leads to the problem of non-convex, this paper decou-
ples the problem of resource allocation and task offloading and transforms it
into a convex optimization problem to solve. The task offloading position of
users must be obtained firstly, and then computing resources will be allocated
to users in this stage.

– Simulation results show that the admission control mechanism can effectively
access the user groups of WVN while also ensuring the user’s quality of expe-
rience (QoE).

The rest of this paper is organized as follows. In Sect. 2, we describe the
system model under consideration and propose the problems that need to be
solved. The admission control mechanism is elaborated and divided into two
parts to solving them separately in Sect. 3. Section 4 presents and discusses the
simulation results. Finally, this research is concluded in Sect. 5.

2 System Model and Problem Formulation

In this section, we firstly introduce the system model considered in this paper.
And then, the wireless transmission model and delay model in the communica-
tion process are described, followed by the problem formulation is presented.
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Fig. 1. System model

2.1 System Model

We assume that there are multiple BSs providing wireless access services in a
two-dimensional region. According to the coverage of BS, we divide the area
into multiple sub-areas. The computation capacity of vehicles with VFC in the
sub-areas can be used by the BS to serve WVN. Among them, b = {1, 2, ..., B}
represents the set of BSs. Since the sub-area is defined as the coverage area
of the BS, it also represents both the BS and the area. φb is used to indicate
the number of vehicles with the function of VFC in area b, and its number
obeys Poisson distribution. w = {1, 2, ...,W} is represented as a set of WVN,
and mw,b = {1, 2, ...,M} represents the user’s set of the wth WVN in area
b. Considering that users have two requirements: Firstly, each user carries a
computing task, and dcomp

m,w,b represents the amount of computing task of the wth
WVN user which is represented by m in area b. The second, each user has a
maximum tolerated delay, denoted by Tmax

m,w,b. The scene model in each area is
shown in Fig. 1.

2.2 Wireless Transmission Model

In the Orthogonal Frequency Division Multiplexing (OFDM) communication
environment, we assume that the position of users and vehicles will not change
during the transmission process. The user tasks are processed in two cases, one is
processed directly by the BS and the other is transmitted by the BS to vehicles
for processing. The processed results are transmitted directly from the BS or
vehicle to the user. Due to the orthogonality of OFDM resources, we assume
that both vehicles and BSs have the same transmission mode, and there is no
interference between them during communication. We suppose that the spectrum
resource owned by vehicles is smaller than BSs and that the vehicle has the same
bandwidth as the BS because of its own nature and limitations of the vehicle.
Then the transmission rate between BS and users is R = W log(1+S/N), where
W is the fixed-size of sub-channel transmission bandwidth allocated to users by
the BS or vehicles, S is the average transmission power of the channel, and N
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is the additive white Gaussian noise with zero mean and its variance is σ2. It is
also applies between vehicles and users.

2.3 Delay Model

In this paper, the task processing time and the downlink transmission time are
considered only in the whole process. For each user group of WVN, we use
ε ∈ {0,1} to indicate whether it is admitted or not. ε = 0 means that users are
blocked, and when users are accessed, ε = 1. Assuming that BSs can offload the
user’s computing task to the BS or VFC, the binary variable α ∈ {0,1} is used
to indicate the offloading position. When α = 1, the task is handled by BSs, and
the task is handled by the VFC as α = 0.

Delay Model of BS. When BSs transfer the computing task of users to the
local, the computation delay of task is

tcomp
m,w,b =

dcomp
m,w,bQm

qB
m,w,b

(1)

where dcomp
m,w,b is the size of data of the computing task carried by the user, Qm is

the computation rate depending on the data type, and qB
m,w,b is the computation

rate allocated by the BS to users of WVN. When the task is completed and
transmitted to the user, downlink time data transmission of the user is

ttran
m,w,b =

din
m,w,b

RB
m,w,b

(2)

where din
m,w,b is the size of downlink data transmitted by the BS to users, and

RB
m,w,b is the rate of data transmission, which depends on the sub-channel trans-

mission bandwidth allocated by the BS. In summary, the total delay for users
who offload tasks to the base station is

Tm,w,b = tcomp
m,w,b + ttran

m,w,b (3)

Delay Model of VFC. When tasks of users are offloaded to vehicles, the delay
can be divided into three parts: (1) The transmission delay that BS transmits
the data to target vehicles. (2) The computation delay of VFC. (3) The downlink
transmission delay. The transmission delay of the first part is

ttran1m,w,b =
dcomp

m,w,b

RBV
m,w,b

(4)

where RBV
m,w,b is the transmission rate, and its value depends on the transmission

bandwidth of the sub-channel when BS communicates with vehicles. The delay
of the second part is

tcomp
m,w,b =

dcomp
m,w,bQm

qV
m,w,b

(5)
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where qV
m,w,b is the computation rate of VFC to serve the users of WVN. The

delay of the third part is

ttran 2
m,w,b =

din
m,w,b

RV
m,w,b

(6)

where RV
m,w,b is the data transmission rate when VFC communicates with users,

depending on the transmission bandwidth of the sub-channel allocated by VFC.
Therefore, the total delay of the user who offloads tasks to VFC is

Tm,w,b = tcomp
m,w,b + ttran1

m,w,b + ttran2
m,w,b (7)

In summary, the user’s delay mainly consists of two parts: the transmission
delay and the computation delay. The required computing resources are only
related to the amount of the calculation task, and the transmission delay is
related to the position of the task offloading after admission. Since the unload
location of tasks cannot be determined before the network access, the downlink
transmission delay is only considered when admitting. The minimum amount of
computation required at each time is

q̄ =
dcomp

Tmax − ttran
(8)

Since the resources of VFC are affected by vehicle density in time-varying, esti-
mating the total utilization computing resources of vehicles is necessary. At the
same time, when users are applying for access, the system can judge whether
the network is admitted to accessing based on the existing available computing
resources.

To ensure that enough computing resources can be obtained for the access of
user groups, the computing resources in the system need to be considered. We
use Cb to represent the total computing resources that can be used by BS in area
b, and its total amount remains unchanged. Cv(t) denotes the sum of available
computing resources of VFC in area b at time t. Consequently, the available
computing resources at each moment can be expressed as Cb+Cv(t). Considering
the continuous association of user tasks, we estimate the computing resources in
subsequent moments and analyze the number of computing resources required
by users in the network through multiple time scales. We use δ to represent a
time interval. During the associated time, sufficient computing resources should
be available for users at each Tmax/δ moment, which is represented by n.

2.4 Problem Formulation

To sum up, the problem of the admission control mechanism proposed in this
paper is formulated as admission control for simultaneously incoming user groups
of WVN. The strategy for the allocation of computing resources is executed for
the user groups that are allowed, and the rejection strategy is executed for the
blocked user groups. In order to ensure the quality of service for users after being
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admitted by WVN, we minimize the delay of users. Therefore, the problem can
be expressed as

min
{ε,α,q}

B∑

b

ε
W∑

w

M∑

m

Tm,w,b

s.t. C1 : ε, α ∈ {0, 1}

C2 : ε
W∑

w

M∑

m

αqB
m,w,b ≤ qB

b ,∀m,w, b

C3 : ε

W∑

w

M∑

m

(1 − α)qV
m,w,b ≤ qV

b φb,∀m,w, b

C4 : Tm,w,b ≤ Tmax
m,w,b,∀m,w, b

C5 :
n∑

0

Cb + Cv(t) ≥ nε

M∑

m

q̄m,∀m,w, b

(9)

Constraint C1 indicates the binary variable for admission and task offloading.
The constraint C2 represents that the computing resources used by users whose
tasks are offloaded to the BS cannot exceed the total computing resources owned
by BS, and qB

b represents the maximum computation rate of that the BS can
provide for services. Constraint C3 means that the computing resources used by
users whose tasks are offloaded to the VFC cannot exceed the total computing
resources owned by VFC, where qV

b is the maximum computation rate that the
VFC can serve the users of WVN, and its value which is not fixed, determined by
the total amount of computing resources owned by the vehicles forming the VFC.
Constraint C4 expresses that the delay of users cannot exceed the maximum
delay tolerated by users, which ensures the user quality of service. Constraint
C5 denotes that the computing resources required for the admitted user groups
cannot exceed the total computing resources possessed by the system. Since the
total computing resources in this constraint include the computing resources of
transient vehicles, it will change with the dynamics of the number of vehicles,
and this change is not negligible, otherwise it will lead to access failure, which
is very bad for the experience of users.

3 Admission Control Mechanism in WVN

In this section, we divide the admission control mechanism into two stages.
Firstly, we implement robust admission control for user groups. Secondly, task
offloading and resources allocation are processed for the admitted user groups.

3.1 Robust Admission Control

The problem mentioned in (9) cannot be solved directly since it contains two
binary variables. In this paper, problem (9) is decomposed into two sub-problems
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to solve them separately. As the offloading position and the computation rate to
be allocated are difficult to determine before the admission control for WVN, we
model the two sub-problems as an admission problem and a resource allocation
problem, which will be described in detail as follows.

The admission problem is a mixed-integer linear problem because ε is a binary
variable in the problem (9), where εw,b will be extended to a range of real
numbers. Accordingly, the admission problem can be expressed as

max
{ε̂w,b}

Q({ε̂w,b})

s.t. C6 : ε̂w,b ∈ [0, 1]

C7 : nε̂w,b

M∑

m

q̄m ≤
n∑

0

Cb + Cv(t),∀m,w, b

(10)

The problem (10) is formulated as the maximum number of users allowed.
We need to note that in constraint C7, the number of vehicles in each area
mentioned earlier is variable. Changes in the number of vehicles can lead to
changes in the resources that can be aggregated by VFC. This is an obvious
uncertainty problem, and the quality of service for user groups of WVN is not
guaranteed due to the uncertainty of resources. Therefore, it is necessary to
optimize this problem using robust optimization.

Since φb is time-varying, the amount of VFC resources Cv is also time-
varying. But in the long time run, the number of vehicles is averaged at a cer-
tain value, that is φ̄b. To simulate the variability of density, we suppose that the
relationship between the actual number of vehicles and the average number of
vehicles is affected by two bounded but random parameters, which are γ and θ.
At any time φb = (1+γθ)φ̄b, where γ > 0 is the parameter with the largest mag-
nitude that affects the uncertainty of φb, and θ is the zero-mean random variable
between [–1,1], which defines the possible volatility of the number of vehicles. It
means that the number of vehicles cannot deviate from the estimated number of
vehicles by more than θφ̄b, and the possible deviation level is controlled by the
parameter γ.

The BS can change parameters for robustness adjustments based on robust-
ness levels and historical statistics, which is the data on the number of vehicles.
Problem (10) can be expressed as a robust problem based on the definition of the
robust linear problem and similar expressions in [16–18]. When θ = 0, it means
that there is no uncertainty in the problem, otherwise, the problem (10) is repre-
sented by a robust correspondence problem. In the robust model proposed by the
authors in [16], the corresponding robust feasible solution must satisfy the con-
straint of high probability if the uncertainty coefficient has bounded symmetry.
Since φ̄b in [φ̄b − γφ̄b, φ̄b + γφ̄b] has boundedness and symmetry, and the mean
value is φ̄b, the problem (10) follows the model proposed in [16]. The constraint
C7 also can find a feasible solution ε̂w,b when the condition is satisfied with a
high probability.

Dealing with the problem (10) is very simple according to the conclusions in
[17,18]. According to the method, if this paper defines the reliability level as ζ,
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which means that the maximum probability of dissatisfying the constraint C7
is ζ, then finding a feasible solution to problem (10) is equivalent to solving the
following problem

max
{ε̂w,b}

Q({ε̂w,b})

s.t. C6 : ε̂w,b ∈ [0, 1]

C8 : nε̂w,b

M∑

m

q̄m − nCb −
n∑

0

Cv(t)

− γτ

√√√√
n∑

0

C2
v (t)) ≤ 0,∀m,w, b

(11)

where ζ = exp{−τ2/2}. ζ can be interpreted as the overload probability of the
embedded WVN. Allowing some users of WVN to exceed the system capacity
with such a low probability is reasonable since the network capacity and vehi-
cle traffic conditions change with time in practical applications. Therefore, this
paper can also use the probability constraint (12) to express the constraint C8

Pr{nε̂w,b

M∑

m

q̄m ≤
n∑

0

Cb + Cv(t)} ≤ ζ,∀m,w, b (12)

Since ε is non-negative, the problem (11) is a convex problem based on robust-
ness parameters (γ, ζ) and the constraint C8 is convex, whose objective functions
are all linear functions. Solving the problem (11) has many ways when specific
parameters (γ, ζ) are given, and in this paper, we use convex optimization to
solve the problem. It is necessary to note that ε̂w,b ∈ {0,1} is a real value
bounded on [0,1], which can represent some users who are admitted to the net-
work. However, marginal benefit [19] will be used to recover ε̂w,b from εw,b if
partial admission is not allowed in the network.

3.2 Task Offloading and Resource Allacation

At this stage, we conduct traditional task offloading and resource allocation to
users of WVN who have already been admitted. We do not consider the multiple
associations for the time being between users and BSs or between users and VFC.
For the users of WVN that have been admitted, the paper uses wε

b to indicate
the set of them, which is denoted as

w ∈
{

wε
b , εw,b = 1

wb − wε
b , others

(13)

As mentioned above, the unload position of users task is represented by a
binary variable α, and the optimization goal of resources allocation and task
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offloading is the total delay of users. Thus, the problem of resource allocation
and task offloading can be represented as

min
{α,q}

B∑

b

W∑

w

M∑

m

Tm,w,b

s.t. C1 : α ∈ {0, 1}

C2 :
W∑

w

M∑

m

αqB
m,w,b ≤ qB

b ,∀m,w, b

C3 :
W∑

w

M∑

m

(1 − α)qV
m,w,b ≤ qV

b φb,∀m,w, b

C4 : Tm,w,b ≤ Tmax
m,w,b,∀m,w, b

(14)

The simultaneous presence of variables α and q makes constraints C2 and C3
non-convex, resulting in problem (14) not being solved directly by convex opti-
mization. Therefore, it is necessary to make a decision on the user’s offloading
position firstly by fixing the average rate q̄B

m,w,b and q̄V
m,w,b. The offloading prob-

lem can be expressed as follows

min
{α}

B∑

b

W∑

w

M∑

m

αttranb
m,w,b + (1 − α)ttranv

m,w,b

s.t. C1 : α ∈ {0, 1}

C2 :
W∑

w

M∑

m

αq̄B
m,w,b ≤ qB

b ,∀m,w, b

C3 :
W∑

w

M∑

m

(1 − α)q̄V
m,w,b ≤ qV

b φb,∀m,w, b

C4 : Tm,w,b ≤ Tmax
m,w,b,∀m,w, b

(15)

Problem (15) is a mixed-integer linear programming problem, which can be
solved by methods such as the branch-and-bound method to obtain the user
offloading location. Once the user’s offloading decision is obtained, it is substi-
tuted into the problem (14) so that it can be transformed into a convex opti-
mization problem to be solved with the CVX tool.

4 Performance Simulation and Discussions

In this section, the proposed model is systematically verified and simulated in
various aspects to demonstrate the effectiveness of the admission mechanism.
We use the MATLAB platform to carry on the simulation, and the concrete
parameters used in the simulation process are shown in Table 1. Considering
that the focus of this paper is admission control, we carried out the admission
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Table 1. The Simulation Parameters

parameters Numerical value

System Bandwidth 10MHz

Transmission Power 24 dbm

Noise Power Density –174 dbm/H

Task Size 1–10 Mbits

Task Rate 500–1000 CPU Cycle/bit

Computing Rate of BS 15*10ˆ11 CPU Cycle/s

Computing Rate of VFC 1*10ˆ10 CPU Cycle/sehicles

Vehicles Poisson distribution

User Groups of WVN 5–20/group /area

Users of WVN 5–9/person/WVN
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Fig. 2. Accessed number of WVNs in three cases

control simulation for user groups of WVN applying for admission. We also
simulate the total delay of users after the resource allocation. The simulation
results are as expected.

In order to verify the effectiveness of the admission mechanism proposed in
this paper, we conduct simulation for the system performance of the different
number of vehicles in the VFC assistance environment, as shown in Fig. 2. The
simulation result of non-vehicular fog computing assistance is called ZERO-V. In
addition, two cases with different numbers of vehicles are selected for simulation.
One scenario has 30 vehicles in each area to form the VFC environment and the
simulation result is called MID-V. And another has 50 vehicles, called MAX-V.
It can be seen from Fig. 2 that with the assistance of VFC, more user groups
of WVN can be admitted, and the more assistance vehicles, the more users will
be admitted. On the other hand, the figure reflects that the system with VFC
assistance can improve the admission rate effectively only when more user groups
applying.
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Fig. 3. Accessed number of WVNs in different environment
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Fig. 4. The average delay of users in different environment

In Fig. 3, different robustness optimization parameters are set to evaluate its
effect on the number of accessed user groups in the environment of VFC assis-
tance in different vehicle densities. From Fig. 3, we can conclude that when ζ
(user tolerance probability) is constant, the larger γ (resource fluctuation param-
eter) is, the more user groups can be admitted. When γ is constant, the lower
ζ is, the existing system, with enough resources, can better meet the require-
ments of user groups so that the system can access more user groups of WVN.
The number of admitted user groups will also increase as the density of vehicles
increases. From the analysis of the results, it is noticeable that setting differ-
ent robustness parameters plays an effective role in the admission mechanism
proposed.

For verifying the total delay of the users with the assistance of VFC, we use
the average delay to simulate it. The case without VFC assistance is called BS.
As VFC assistance is provided, it is called B-V, and when only VFC is used for
computation, we call it VE. Under three different environments, the relationship
between the total available resources and the average user delay is shown in
Fig. 4. When all tasks are offloaded to BSs, the users can obtain the minimum
delay. However, the load of BS can easily reach the peak level, which also affect
the system to access more user groups. When all tasks are offloaded to VFC
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Fig. 5. The average delay of different types of users

to deal with, the delay will increase relatively. While in the case of B-V, the
latency is not too high and the computational resources are guaranteed, which
keeps the load of BS in a balanced state. Therefore, with the assistance of VFC,
the system can increase the total number of available resources, greatly relieving
the load pressure of BS, and ensuring the delay requirements of users effectively.

Finally, the task processing delay of users is evaluated. As the available com-
puting resources will inevitably increase linearly when the number of vehicles
increases, we use the total available computing resources for simulation. When
the number of admitted networks is constant, we simulate the task processing
delay, analyzing the relationship between the task type (mainly point to the size
of the task) and the delay, as well as the task delay and the total available com-
puting resources. The simulation result is shown in Fig. 5. It can be concluded
that the average delay of users will decrease as the number of available resources
increases when a certain number of WVN are admitted, which will inevitably
decrease the total delay.

5 Conclusions

In this paper, we propose a robust admission mechanism for user groups of
WVN in VFC assisted environment, mainly for the problems of the uncertainty
of resources and low resource utilization caused by random access of user groups.
This mechanism can provide effective access control for user groups of WVN with
guaranteed user latency requirements and dynamic changes in resources. The
mechanism has two stages. Firstly, the robust optimization model is performed to
solve the admission problem of user groups in a resource-uncertain environment,
and the best user groups are admitted to improve resource utilization. The second
stage is traditional task offloading and resource allocation for admitted users to
ensure users latency requirements. Simulation results show that the mechanism
can solve the problems of user-resource mismatch and resource uncertainty in
VFC. In addition, it can guarantee the QoE of users as well while accessing more
user groups.
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Abstract. Speech enhancement algorithms based on deep learning have
greatly improved speech’s perceptual quality and intelligibility. Complex-
valued neural networks, such as deep complex convolution recurrent net-
work (DCCRN), make full use of audio signal phase information and
achieve superior performance, but complex-valued operations increase
the computational complexity. Inspired by the deep cosine transform con-
volutional recurrent network (DCTCRN) model, in this paper real-valued
discrete cosine transform is used instead of complex-valued Fourier trans-
form. Besides, the ideal cosine mask is employed as the training target,
and the real-valued convolutional recurrent network (CRNN) is used to
enhance the speech while reducing algorithm complexity. Meanwhile, the
frequency-time-LSTM (F-T-LSTM) module is used for better temporal
modeling and the convolutional skip connections module is introduced
between the encoders and the decoders to integrate the information
between features. Moreover, the improved scale-invariant source-to-noise
ratio (SI-SNR) is taken as the loss function which enables the model
to focus more on the part of signal variation and thus obtain better
noise suppression performance. With only 1.31M parameters, the pro-
posed method can achieve noise suppression performance that exceeds
DCCRN and DCTCRN.

Keywords: Speech enhancement · Deep learning · Convolutional
recurrent neural network · Discrete cosine transform

1 Introduction

Speech enhancement refers to the extraction of the purest possible target speech
from noisy speech. It belongs to an important branch of audio front-end process-
ing. Traditional single-channel speech enhancement algorithms include spectral-
subtractive algorithms [1], minimum mean square error estimation [2], and wiener
filtering [3]. These algorithms have fast calculations and require low-performance
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hardware, but their robustness is poor, and they usually can not handle non-
stationary noise well. Deep learning-based methods treat speech enhancement as
a supervised learning problem and use neural networks’ powerful nonlinear fit-
ting ability to remove non-stationary noise in complex acoustic environments.
These methods can be divided into two main categories: mapping and mask-based
methods. The mapping methods learn the mapping relationship between the noisy
speech and the clean speech by training a neural network model. The mask-based
methods estimate a mask to classify noise and clean speech signals and then obtain
the enhanced speech signal by weighting it with the noisy signal. Common masks
include the ideal binary mask (IBM) [4], the ideal ratio mask (IRM) [5], the phase
sensitive mask (PSM) [6] and the complex ratio mask (CRM) [7], which show bet-
ter performance than direct spectral mapping.

The end-to-end model is a typical time-domain method by inputting the
original speech signal and directly outputting the final enhanced speech signal,
for example, Conv-tasnet [8], which belongs to the encoder-decoder framework.
It extracts features from the speech waveform by a 1-D convolutional neural
network (Conv1d) in the encoding stage and then passes them through the tem-
poral convolutional network (TCN) as the enhancement module. Finally, the
speech is reconstructed by a 1-D convolutional transpose neural network (Con-
vTranspose1d) in the decoding stage. Although the performance is excellent, a
large number of Conv1d layers used to obtain a suitable receptive field lead to
large latency and computational complexity, which limits its application in the
low-latency domain.

Another popular method is to convert the speech signal to the time-frequency
domain by short-time fast Fourier transform (STFT) and then estimate the ampli-
tude spectrum of the original signal from the amplitude spectrum of the noisy sig-
nal, and finally combine it with the phase information of the noisy signal to obtain
the enhanced speech signal [9]. It focuses on signal amplitude and neglects the
phase information which greatly limits the performance of the model. The deep
complex convolution recurrent network DCCRN [10] model combines the advan-
tages of deep complex u-net (DCUNET) [11] and convolutional recurrent net-
work (CRNN) [12] using the complex-valued network to estimate CRM and recon-
struct the magnitude and phase of speech by simultaneously augmenting the real
and imaginary components of the spectrogram of the speech signal. It has shown
excellent performance in the 2020 Deep Noise Suppression (DNS) challenge. How-
ever, complex-valued networks increase computational complexity. To address
this issue, the recently proposed deep cosine transform convolutional recurrent
network DCTCRN [13] model, which uses discrete cosine variation as input, is
trained using a real-valued network, which reduces the number of parameters and
improves the performance compared with DCCRN.

In this paper, we make full use of the advantages of DCCRN and DCTCRN.
Firstly, discrete cosine transforms are used in preparing input features. Secondly,
the F-T-LSTM [14] is used for temporal modeling, and the convolutional mod-
ule is employed to integrate inter-feature information in the skip connections
part [15]. Lastly, we modify the scale-invariant source-to-noise ratio (SI-SNR) as
a loss function. Experimental results show that the proposed model with fewer
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parameters outperforms those of both DCCRN and DCTCRN in terms of objec-
tive metrics.

2 Proposed Model

2.1 System Architecture

CRNN is a single-channel real-time speech enhancement model proposed by Ke
Tan in 2018 [12], which is an encoder-decoder architecture with a two-layer
LSTM as the processor. We have made several revisions to the CRNN model:
1. Introduce the F-T-LSTM module to temporal modeling [14]. 2. Add the con-
volutional module in the skip connections section between the encoders and the
decoders [15]. 3. Optimize SI-SNR as loss function. The structural diagram of
the proposed model is shown in Fig. 1.

Fig. 1. The proposed network structure
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2.2 F-T-LSTM Block

The frequency-time-LSTM (F-T-LSTM) module first scans the frequency bands
to generate a summary of the spectral information, then uses the output layer
activations as the input to a traditional time-LSTM (T-LSTM) for time scale
summarization. It can be described as follows:

F-LSTM:
{

Uf = BLSTM(E[i, :, :]), i = 1 · · · F
Of = Uf + E

,

T-LSTM:
{

Ut = LSTM(Of [:, i, :]), i = 1 · · · T
Ot = Ut + Of

(1)

where E ∈ RF×T×C denotes the output of the encoder. Send E to BLSTM
to obtain Uf , then add a residual connection to obtain Of (the output of the
frequency-LSTM) as the input of the T-LSTM to do time scale analysis. T-
LSTM also adds the residual connection, Ot denotes the output of the T-LSTM
module, which is subsequently fed into the decoder.

Compared with the traditional LSTM, the F-T-LSTM module can achieve
better noise reduction by scanning and aggregating the correlation information
among the frequency points, in addition to the long time memory of the timing
information.

2.3 Convolutional Skip Connections Block

CRNN introduces a skip connections module between encoder-decoder to avoid
gradient vanishment. The typical approach is to concatenate the encoder output
and the last decoder output as the next decoder layer input [12], but this may not
be a favorable approach. Therefore, the convolutional skip connections module is
introduced between the encoders and the decoders, which uses Conv2d blocks to
extract correlation information between features to speed up the gradient flow,
the structure is shown in Fig. 2.

Fig. 2. Convolutional skip connections block
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Ui is the output of the encoder layers and Ci is the output of F-T-LSTM or
the decoder layers. There are two 1×1 Conv2D layers with output channels being
twice that of the input channels, mapping Ui and Ci to a high-dimensional space
for information integration, with corresponding weights WC and WU , respec-
tively. The high-dimensional space feature layer output can be described as:

Ai = PReLU (WU ⊗ Ui + WC ⊗ Ci) (2)

where Ui and Ci represent the ith layer of the encoder and the decoder, respec-
tively. PReLU is Parametric Rectified Linear Unit (PReLU, the range is -inf to
inf). The output of the convolutional skip connections block is

Bi = σ (Wf ⊗ Ai) · Ci (3)

where Wf represents a 1×1 Conv2D layer with output channels being half of the
input channels. σ is the sigmoid function, and the range is 0 to 1.

2.4 Input Feature

DCT is a transform related to DFT but uses only real numbers [13]. In addition
to the general orthogonal transform properties, the basis vectors of the transform
array of DCT can well describe the correlation characteristics of speech and
image signals. Therefore, DCT is considered as a quasi-optimal transform in
transforming speech signals and image signals. DCT is defined as:

F (u) = c(u)
N−1∑
n=0

f(n) cos
[
πu(2n + 1)

2N

]
, u = 0, 1, . . . , N − 1, (4)

and the inverse DCT is defined as:

f(n) =
N−1∑
n=0

c(u)F (u) cos
[
πu(2n + 1)

2N

]
, n = 0, 1, . . . , N − 1 (5)

where c(u) is a compensation factor that allows the DCT transformation matrix
to be orthogonal.

c(u) =

⎧⎪⎪⎨
⎪⎪⎩

√
1
N

, u = 0,

√
2
N

, u = 1, 2, . . . , N − 1.

(6)

where f(n) is the original signal. F (u) is the DCT-transformed coefficient, and
N is the number of points of the original signal.
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2.5 Training Target

The training target is an ideal cosine mask (ICM) optimized by signal approxi-
mation (SA). The ICM can be defined as:

ICMt,f =
St,f

Yt,f
(7)

where St,f and Yt,f denote the DCT coefficients of the clean speech and the
noisy speech in a particular T-F unit respectively.

2.6 Loss Fuction

The loss function is based on SI-SNR, which is an important metric of speech
quality and defined as:

⎧⎪⎨
⎪⎩

starget = <ŝ,s>·s
‖s‖2

2
,

enoise = ŝ − s,

SI − SNR = 10 ∗ log10
(‖starget ‖2

2
‖enoise ‖2

2

)
.

(8)

where s and ŝ are the clean and estimated time-domain speech data, respectively.
< ., . > denotes the dot product between two vectors, and ‖.‖2 is the Euclidean
norm (L2 norm).

Improved SI-SNR uses the noisy signal and clean signal to calculate the value
of SI-SNR and then uses the enhanced signal and clean signal to calculate the
value of SI-SNR. The final result is the subtraction of the above two values.
The advantage of the improved SI-SNR is it enables the model to focus more on
the part of the signal variation, and our experiments prove that the improved
SI-SNR works better than the SI-SNR in noise suppression tasks. The improved
SI-SNR is defined as:

SI − SNRi = SI − SNR(S,̂S) − SI − SNR(S,Y ) (9)

where SI − SNR(S,̂S) and SI − SNR(S,Y ) represent the SI-SNR score of the
enhanced and clean signal and the SI-SNR score of the noisy and clean signal,
respectively.

3 Experiment

3.1 Datasets

In our experiments, we evaluate the proposed models on two datasets.
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3.1.1 Dataset 1 (DNS 2020): The first dataset is generated based on the
Interspeech 2020 DNS Challenge dataset [16], all the waveforms are sampled at
16kHz. The DNS Challenge clean speech dataset was derived from the public
audiobook dataset Librivox1. It has a recording of volunteers reading over 10,000
public domain audiobooks in different languages, most of which are in English. It
contains over 500 h of speech from 2150 speakers. And the noise dataset consists
of a 180-hour noise set which includes 150 classes and 65,000 noise clips, which
were selected from Audioset2 and Freesound3. We randomly select speech clips
and noise clips to create a 500-hour noisy training set, with a signal-to-noise ratio
being set at -10db to 20db. Each selected audio clip is set to 10 s. We estimated
the proposed model with the DNS-2020 synthetic no reverb test set.

3.1.2 Dataset 2 (Noisy Speech Database): The clean data in the sec-
ond dataset are from [17], which is widely used in speech enhancement research.
This clean set is obtained from sentence recordings of various text passages and
30 English speakers were selected from the Voice Bank corpus [18], including
males and females with various accents. 28 and 2 speakers were assigned to the
training and test sets, respectively. The noise data are obtained from NoiseX-
92 [19], which contains 15 types of noise such as White noise, Pink noise, HF
channel noise, Speech babble, factory floor noise, etc. We use the above clean
speech and noise to synthesize a 50 h training set with a signal-to-noise ratio
(SNR) of 0 db-20 db, 40% of the data set without reverberation, and 60% of the
data set with reverberation (T60 from 0.3 s to 1.3 s). Room impulse response
(RIR) is randomly-selected from the DNS RIR dataset. To verify the noise sup-
pression performance of the model under different SNR and reverberation or
non-reverberation. We generate two test sets: reverberant and non-reverberant
test sets, and the SNR are set to (0 db,5 db,10 db,15 db,20 db).

3.2 Training Setup and Baselines

The baseline structure is shown in Fig. 1, with the difference that instead of
introducing the convolutional module in the skip connections section between the
encoders and the decoders, simple stacking is used. The details of the setup are
as follows: In the DCT transform, the window function is the periodic Hanning
window, the window length and frameshift are 32 ms and 8 ms, and the DCT
length is 512 points. The optimizer is Adam gradient, with an initialized learning
rate of 1e–3, and it will decay 0.5 when the validation loss goes up. The model
is selected by early stopping. The loss function is SI-SNR or Improved SI-SNR.
We compare the proposed model with DTLN, DCCRN-E and DCTCRN, and
their detail settings are as follows.

• DTLN: The window length and hop sizes are 32 ms and 8 ms, and the FFT
length is 512. The number of each LSTM nodes is set to 128. During training,
25% of dropout is applied between the LSTM layers. The 1D-Conv Layer to
create the learned feature representation has 256 fifilters.
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• DCCRN-E: the window length and hop sizes are 25 ms and 6.25 ms, and
the FFT length is 512. The number of channels for the DCCRN-E is {32,
64, 128, 128, 256, 256}. The kernel size and stride are set to (5,2) and (2,1).
The number of two-layer LSTM nodes is set to 256. There is a 1024*256 fully
connected layer after the LSTM. In the encoder module, pad one zero-frame
in front of the time dimension at each convolutional encoder layer. In the
decoder module, look ahead with one frame in each convolutional layer.

• DCTCRN: the window length and hop sizes are 32 ms and 8 ms, and the
DCT length is 512. The number of channels for the DCTCRN is {8, 16, 32,
64, 128, 128, 256}. The kernel size and stride are set to (5,2) and (2,1). The
number of two-layer LSTM nodes is set to 256. In the encoder module, pad
one zero-frame in front of the time dimension at each Conv2ds. In the decoder
module, remove the last time frame at each transpose convolutional decoder.

• Baseline: the window length and hop sizes are 32 ms and 8 ms, and the DCT
length is 512. The number of channels for the baseline is {16, 32, 64, 128, 128}.
The kernel size and stride are set to (5,2) and (2,1). The number of F-T-LSTM
nodes is set to 128. As with DCCRN-E, pad one zero-frame in front of the time
dimension at each encoder and look ahead a frame at each decoder, totally
5 × 8 = 40 ms, confined with the DNS challenge limit—40 ms.

3.3 Evaluation Results and Discussions

The perceptual evaluation of speech quality (PESQ) [20] is employed to verify the
noise reduction performance of DTLN, DCTCRN, DCCRN-E, and our model
on dataset 1. We conduct ablation experiments to verify the performance of
each module. Our proposed model achieves the highest PESQ scores among all
models, which are shown in Table 1. In addition, we use flops-counter. Pytorch
to compute the MACs and parameters of the models. Our model only has 1/3
parameters and 60% GMACs when compared with DCCRN, but the PESQ
score on the DNS-2020 synthetic no reverb test set is 0.18 higher. Compared
with DCTCRN, although our model is more computationally intensive, it can
achieve a better noise reduction effect with fewer parameters.

Table 1. Various models’ PESQ on DNS-2020 synthetic no reverb test set

Modle Para.(M) GMacs look ahead(ms) PESQ

Noisy – 0 0 2.45

DTLN 1.0 1.58 0 3.04

DCTCRN 2.86 2.69 0 3.24

DCCRN-E 3.98 10.1 37.5 3.26

Baseline 1.08 5.12 40 3.39

+Convolutional SC 1.31 6.06 40 3.43

+Improved SI-SNR 1.31 6.06 40 3.44
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To verify the noise reduction performance of the models at each dB and
with or without reverberation. The PESQ and STOI [21] scores of the models
in the test set 2 are tested. Table 2 and Table 3 show the objective results on
the test set without reverberation, and Table 4 and Table 5 show the results
under reverberant conditions, respectively (In the table, PROPOSED stands for
Baseline + Convolutional SC + Improved SI-SNR). In each case, the best result
is highlighted by a boldface number.

Table 2. Various models’ PESQ on the non-reverberation dataset 2

test SNR 0 dB 5 dB 10 dB 15 dB 20 dB Avg.

Noisy 1.559 1.876 2.222 2.560 2.870 2.217

DCTCRN 2.443 2.482 3.148 3.403 3.617 3.018

DCCRN-E 2.542 2.907 3.207 3.460 3.704 3.164

PROPOSED 2.622 2.954 3.236 3.476 3.684 3.194

Table 3. Various models’ STOI(IN%) on the non-reverberation dataset 2

test SNR 0 dB 5 dB 10 dB 15 dB 20 dB Avg.

Noisy 73.58 82.01 88.68 93.24 96.06 86.71

DCTCRN 83.62 90.13 93.81 96.05 97.52 92.22

DCCRN-E 84.97 90.71 94.01 96.11 97.54 92.66

PROPOSED 85.65 91.03 94.22 96.24 97.65 92.95

From the results of the non-reverberant set, it can be found that the PESQ
score of DCCRN-E is slightly higher than our model at 20 dB. In all other cases,
our model outperforms DCCRN-E and DCTCRN in both PESQ and STOI. Our
model achieves state-of-the-art performance, with DCCRN-E being the second
and DCTCRN being the worst. As can be seen from Tables 2 and 3, our model
outperforms DCCRN-E at low SNRs and is similar to that of DCCRN-E at high
SNRs.

Table 4. Various models’ PESQ on the reverberation dataset 2

test SNR 0 dB 5 dB 10 dB 15 dB 20 dB Avg.

Noisy 1.687 1.980 2.299 2.628 2.911 2.301

DCTCRN 2.412 2.804 3.134 3.408 3.626 3.076

DCCRN-E 2.433 2.801 3.128 3.416 3.653 3.086

PROPOSED 2.511 2.905 3.235 3.507 3.724 3.176
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Table 5. Various models’ STOI(IN%) on the reverberation dataset 2

test SNR 0 dB 5 dB 10 dB 15 dB 20 dB Avg.

Noisy 72.38 82.95 90.57 95.37 97.86 87.82

DCTCRN 82.78 90.68 95.11 97.52 98.73 92.96

DCCRN-E 83.35 90.96 95.22 97.57 98.80 93.18

PROPOSED 84.14 91.38 95.43 97.69 98.84 93.49

On the reverberation test set, our model gets the best results among all con-
ditions. DCTCRN and DCCRN-E yield similar PESQ and STOI scores, while
our model performs much better than DCTCRN and DCCRN-E. Unlike the
non-reverberant case, our model is much better than DCCRN-E in all dB con-
ditions, and the results indicate that it is more promising for denoising with
reverberation.

3.4 Conclusions

In this work, we propose a DCT-based real-valued CRNN for single-channel
speech enhancement. We introduce the F-T-LSTM module and the convolutional
skip connections module on the original CRNN and improve the loss function
SI-SNR. Experimental results show that our model has only 1/3 parameters and
60% computational effort of DCCRN-E, but it outperforms both DCCRN-E and
DCTCRN. In addition, our model has excellent noise suppression performance
in the reverberation case.
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1 Introduction

The task of network intrusion detection is to identify the abnormal traffic in net-
work and judge which attack it belongs to. Therefore, network intrusion detection
is essentially a multi-classification task. Now classical machine learning classi-
fiers such as Decision Tree (DT), Random Forest (RF), Logistic Regression (LR)
and eXtreme Gradient Boosting (XGBoost) are widely used in network intru-
sion detection [1]- [2]. However, the frequency of various types of intrusions is
different in network, so the number of different categories samples in collected
network intrusion records varies greatly, which makes the relative datasets have
the problem of category imbalance. Because the quantity of some rare attacks
is too small, it is difficult for classifier to learn its general characteristics during
training. Therefor, it is easy to misjudge minority class samples into majority
class during testing, which makes the recall rate of minority class samples espe-
cially low.

Training models with imbalanced datasets has always been a challenge for
researchers. The traditional ways dealing with imbalanced datasets are oversam-
pling of minority class and undersampling of majority class. The commonly used
undersampling methods are generally Random Undersampling and its improve-
ments based on various clustering algorithms. While the oversampling algorithms
are generally various improvements based on Synthetic Minority Oversampling
Technique (SMOTE) algorithm [3]. But SMOTE is easy to generate redun-
dant samples and noise samples, which will affect the classification performance.
With the development of deep learning, many researchers choose deep generative
model to generate new samples.

In recent years, Generative Adversarial Network (GAN), Variational Auto-
Encoders (VAE) and Flow-based generative model are widely used in the fields
of image, speech and text generation. Now both VAE and GAN have been widely
used in network intrusion detection domain. In literature [4], the authors used
Conditional VAE model to learn the feature of real samples for generating more
samples. In this way they rebalanced the data proportion of training datasets.
In [5], the authors improved VAE by using overall covariance Gaussian distri-
bution as posterior probability distribution, obtaining the Variational Laplace
AutoEncoder (VLAE) model. It enhanced the expressiveness of posterior data
and can generate high-quality minority samples. In [6], the authors used condi-
tional generative adversarial network (CGAN) to input samples and their labels
simultaneously into its generator network for training, which can specify the
category of new samples generated.

The deep generative model uses its powerful learning ability to learn the
distribution of samples through training, and generates new samples that con-
forms to this distribution [7]. The generated samples can effectively expand the
quantity and the diversity of original data. Therefore, we select the Flow-based
model to generate minority class samples. We propose an AE-Flow model com-
bined with K-means and OSS algorithms to achieve the goal of data balancing,
and test the balanced dataset by using ML classifier. The main contributions of
this paper are as follows:
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1. Aiming at the problem that Flow-based model has a long training time and
a huge structure, we introduce AE to simplify it by sharing the tasks of it.
In this way we get the AE-Flow model and train it to generate high-quality
minority class samples.

2. We use K-means to cluster majority class samples and undersampling from
them for removing redundant ones in them. And we use OSS to remove major-
ity class noise samples located near the boundary of minority class samples.

3. A balanced dataset can be obtained by applying aboved methods. The effec-
tiveness of our proposed method is proved by comparing the classification
performance of the classifiers before and after the data balancing operation.

4. We compared our proposal with other data balancing methods: SMOTE,
VAE, GAN. The experimental results demonstrate the superiority of our pro-
posal.

The structure of this paper is organized as follows: Sect. 2 briefly introduces
the theories related to our approach. Section 3 details the proposed method.
Section 4 presents the experimental results and analysis, and we conclude in
Sect. 5.

2 Backgroud

The method proposed in this paper has mainly used the deep generative model-
Flow, the unsupervised model-AutoEncoder. Next, we will introduce their the-
ories and usages in detail.

2.1 Flow-Based Model

The goal of generative model is to use a known probability density model to
fit the distribution of real data samples. But the distribution of real sample is
complex, so the flow-based model applies a series of invertible transformation to
convert a simple distribution to a complex distribution. It means Flow performs
multiple invertible transformations on the input samples, making it become a
latent variable of a known distribution (generally Gaussian distribution), com-
pleting the mapping from real data space to latent variables space [8]. Since each
step of transformation in flow model is invertible, when the model training is
completed, it can sample a random vector from the latent variable space and
transform it to a new data sample through multiple inverse transformations.

If we represent the real sample and its probability distribution as x ∼ pθ(x),
the latent variable and its probability distributions as z ∼ pϕ(z), and the pϕ(z)
taking a Gaussian distribution, then the flow model is to require the reversible
transformation to make

z = F (x)
x = F−1(z) (1)

where F represents the invertible transformation. Because the single-step
reversible transformation cannot achieve a strong nonlinearity, but the entire
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model needs a strong nonlinear transformation to complete the mapping from
x to z. So Flow requires many steps of invertible transformations to be cou-
pled [9]. Hence, F is a combination of multi-step invertible transformations:
F = f1 ∗ f2 · · · ∗fn. Then the mapping from x to z is

x = h0
f1↔ h1

f2↔ h2 · · · fi↔hi · · · fn↔hn = z (2)

where hi is the hidden variable of middle layer output after each step of invertible
transformation fi .

Because the density of z is known as pϕ(z) ,and z = F (x), according to the
variation theorem, the probability density function of x can be expressed as

pθ(x) = pϕ(z)|det
∂F (x)

∂x
| (3)

where ∂F (x)
∂x is the Jacobian matrix of F (x) at x .

The task of Flow is to maximize the log-likelihood probability density pθ(x)
by updating the parameters of invertible transformations through training, which
means

max log pθ(x) = max log pϕ(z) + log |det
∂F (x)

∂x
| (4)

So the loss function of Flow is to minimizing the negative log-likelihood as

LFlow = − log pθ(x)
= −(log pϕ(z) + log |det ∂F (x)

∂x |) (5)

Where log pθ(x) is maximized indirectly by reducing the loss function through
model training. However, the computational cost of Jacobian matrix determi-
nant in formula(5) can be very high. If the transformation can be designed to
make the Jacobian be an upper or a lower triangular, the determinant can eas-
ily be computed as the product of its diagonal terms. In order to make this
Jacobian easy to compute, researchers devised different methods to solve this
problem. Bengio, the authors of NICE [10] has divided the input samples into
two parts by designing an additive coupling layer, and performed the following
transformations as

y1 = x1

y2 = x1 + f(x2)
(6)

where f represents a one-step reversible transformation. This way makes the
Jacobian matrix be a triangular matrix, and the diagonal elements are all 1.
The whole transformation is also invertible [10]. Its inverse transformation is

x1 = y1
x2 = y2 − f(y1)

(7)

So far, the two major requirements of flow that transformation is invertible and
the corresponding Jacobian determinant is easy to calculate has been solved by
this design. Later, Bengio proposed a more generalized affine coupling layer in
model Real-NVP [11] to improve NICE.
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2.2 AutoEncoder

AutoEncoder is a typical unsupervised neural network model that mainly
includes two modules: Encoder and Decoder, which is often used for feature
extraction and dimensionality reduction [12]. Its network structure is shown in
Fig. 1.

Fig. 1. AutoEncoder model

As shown in Fig. 1, the model maps the input data X to feature space through
Encoder to obtain the feature vectors Z, and then maps the feature vectors Z
back to original data space through Decoder to obtain the reconstructed samples
∧
X. Its loss function is the reconstruction error between reconstructed data and
the original data, which is the mean-square error (MSE) of

∧
X with X. During

model training, the Encoder and Decoder are optimized simultaneously by min-
imizing the reconstruction error, so as to learn the feature vectors for the input
data.

3 Proposed Method

We propose an AE-Flow model to learn the distribution of minority class sam-
ples and generate new samples, combined with K-means and OSS algorithms to
obtain a balanced dataset. After that, we train the classifier with the balanced
dataset, and perform classification detection on test set. The process of the entire
network intrusion detection is shown in Fig. 2.
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Fig. 2. Flowchart of the proposed network intrusion detection method.

3.1 AE-Flow Based Minority Class Generating

Flow needs multi-step invertible transformations coupled to achieve a strong non-
linear transformation for completing the mapping from sample space to latent
variable space. Therefor, its model usually has a large structure and the training
time is especially long [13]. While network intrusion records are high-dimensional
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data with multiple attributes, if we use Flow to generate new samples from orig-
inal data directly, it needs Flow to complete the mapping from high-dimensional
data space to high-dimensional latent variable space. It is such a huge task that
will result in a huge model structure and a long training time. Therefore, it is
necessary to simplify the Flow model.

Since each step transformation of Flow is invertible, the output latent variable
has the same dimension as the original sample [10]. If we use the low-dimensional
features extracted from network data as the input of Flow instead of the original
sample, since the dimensions of the input and output are same before and after
the invertible transformation, the task of Flow has changed as the mapping from
the low-dimensional sample feature space to the low-dimensional latent variable
space. It is clear that using low-dimensional features as the input of Flow can
makes the task much easier, which can allow the Flow to be simplified.

Because AE can learn abstract features z for input samples x, and the dimen-
sion of z is lower than x. We propose to introduce AE into Flow to obtain a new
generative model AE-Flow. The model structure is shown in Fig. 3.

Fig. 3. The proposed AE-Flow model.

As shown in Fig. 3, the data input into AE-Flow firstly pass through the encoder
network to become dimensionality-reduced feature vector z. Then on the one
hand, through the Flow model, z becomes a latent variable h ,which is of the
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same dimension and has a known probability density. And on the other hand, z
becomes a reconstructed sample x′ through the decoder network.

So the loss function of AE from x to x′ is:

LAE = ||x − x′||2
= ||x − D(z)||2
= ||x − D(E(x))||2

(8)

Where z represents the encoded features of data sample, E represents the
encoder network, and D represents the decoder network.

Well the loss function of the Flow model can be expressed as:

LFlow = − log pθ(z)
= −(log pϕ(h) + log |det ∂F (z)

∂z |) (9)

Where h represents the latent variable that conforms to the Gaussian distribu-
tion, F represents the Flow network.

Finally the loss function of the entire AE-Flow model is the sum of LAE and
LFlow, which can be expressed as:

LAE−Flow = LAE + LFlow

= ||x − D(z)||2 − (log pϕ(h) + log |det ∂F (z)
∂z |) (10)

During model training, AE and Flow are simultaneously optimized by minimiz-
ing the loss function LAE−Flow. When the training is completed, we can sample
a random vector from the latent variable space. And after a series of inverse
transformations of Flow, it becomes a low-dimensional feature, then the feature
through reconstruction by decoder to becomes a new sample that conforms to
the distribution of original data.

We use the proposed AE-Flow model to generate new samples for minority
class: R2L and U2L in NSL-KDD dataset, and add them to original training set
to complete data augmentation.

3.2 K-means Based Undersampling

Besides expanding the quantity of minority class samples, we also need to elimi-
nate the redundant samples of majority class, to avoid the bias of classifier to this
class. We use the K-means algorithm to cluster the majority class samples, and
determine the sampling proportion from each cluster according to its density.
If the density of a sample cluster is very high, samples in this cluster are with
high similarity, and a large number of redundant samples need to be removed.
On the contrary, if the density of a sample cluster is very low, it means there
are few samples with high similarity in this cluster, so we need to keep them in
the whole cluster.
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3.3 OSS Based Undersampling

In addition to removing redundant majority class samples, we also need to pay
attention to the majority class samples that are at the boundaries of minority
class and majority class. Because they are relatively close to the minority class
samples, it is easy to interfere with the judgment of minority class for classifier.
They are noisy samples for minority class and we need to eliminate them. The
OSS algorithm can find the nearest neighbor for each minority class sample
located near the class boundary [14]. If its nearest neighbor belongs to majority
class, the majority class sample is removed correspondingly. By applying OSS
algorithm, we can obtain a dataset with a clear class boundary.

3.4 Classification

Combining the processing of above methods, we obtain a balanced dataset. We
use the original training set and the balanced set to train the classifier, and
compare the classification performance of classifier on the test set. If the balanced
dataset obtained by our proposal can improve the performance of classifier, it
proves that our proposal is effective.

4 Experiments and Analysis

4.1 Dataset

We conduct experiments with the NSL-KDD dataset, which is a publicly avail-
able dataset in the field of network intrusion detection. This dataset contains
5 categories: Normal, Dos, Probe, U2R and R2L. Each data record has 41-
dimensional features and a label. The quantity of each category in the training
set KDD Train+ and the test set KDD Test+ is shown in Table 1.

Table 1. The quantity of each category in KDD Train+ and KDD Test+.

Dataset Normal Dos Probe R2L U2R Total

KDD Train+ 67343 45927 11656 995 52 125973

KDD Test+ 9710 7457 2421 2754 200 22544

It can be seen that the quantity of R2L and U2L samples in training set is far
less than that of Normal and Dos. Therefore, R2L and U2R are regarded as
minority classes, and Normal and Dos are regarded as majority classes. Training
a classifier model with such imbalanced data will bias the model towards majority
class, thus requiring processing of imbalanced datasets.
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4.2 Data Preprocessing

Numericalization Processing. Each sample in the dataset has 41-
dimensional features, including 3 character-type features. Character-type fea-
tures are inconvenient to input into model to participate in calculation, so they
need to be encoded into numerical values. We use the LabelEncoder method
to encode 3 character features (“protocol-type”, “service”, “flag”) as numerical
features. For example, the “protocol-type” has three attributes: “TCP”, “UDP”,
“ICMP” and they are encoded as “0”, “1”, “2” respectively. In this way, different
attributes can be distinguished by numerical value, and it is easy to input into
models to participate in calculation.

Normalization Processing. The 41-dimensional features of original sample
data have different value ranges, If these value ranges can be scaled down to around
0 and the variance is 1, the feature value of each data will be greatly reduced, and
the operation speed of the entire model will be greatly improved. we choose Z-score
standardization method to realize it, and the formula of Z-score is:

x∗ =
x − u

σ
(11)

where x∗ is the transformed output value, x is the original data, u and σ is the
mean and variance of each feature in original data record.

4.3 Balanced Dataset Processing

Use our proposed AE-Flow model to generate new samples for the two minority
class in KDD Train+. We have generated 10,000 new samples for R2L and
U2L respectively. Then we perform K-means clustering undersampling on the
two majority class-Normal and Dos. The number of Normal has been reduced
from 67342 to 16836, and the number of the Dos has dropped from 45972 to
16714. Finally we apply OSS algorithm to the obtained dataset and reduce the
number of Normal and Dos data to 16353, 15445 respectively. The data balancing
procedure is completed and a balanced dataset is obtained. The number of each
category in the dataset before and after data balancing is shown in Table 2. And
the proportion of each category in raw dataset and the balanced dataset are
shown in Fig. 4.

Table 2. The number of each category in raw dataset and balanced dataset.

Class Raw dataset Balanced dataset

Dos 45927 16353

Normal 67343 15445

Probe 11656 11656

R2L 995 11995

U2L 52 11052
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Fig. 4. The proportion of each category in: (a) raw dataset; (b) the balanced dataset.

As shown in Fig. 4, in raw dataset, the proportion of each category is extremely
imbalanced. While after our data balancing processing, each category counts a
balanced proportion in balanced dataset.

4.4 Evaluation Metric

Network intrusion detection is a multi-classification problem. When judging a
category of samples, this category can be regarded as a positive example, and
the other types of samples are negative examples, then the classified data can be
divided into four types: True Positive (TP), True Negative (TN), False Positive
(FP), False Negative (FN). Therefore, this paper uses Precision, Recall, and
F1-score as evaluation metrics. The calculation formulas of them are as follows.

Precision =
TP

TP + FP
(12)

Recall =
TP

TP + FN
(13)

F1 − score =
2 ∗ Precision ∗ Recall

Precision + Recall
(14)

As for the evaluation of overall Precision, Recall, and F1-score of all samples in
test set, it is generally calculated by the average of the metric of each category.
Now there are two main ways to calculate the average: Macro and Weighted.
Macro is calculated by arithmetic mean. It means each category has the same
weight. Weighted takes the proportion of each category in the entire data set
as the weight of this class when calculating the overall mean. Because the quan-
tity of each category in our test set KDD Test+ is still imbalanced (as shown
in Table 1), to calculate the average of above metrics on all samples in entire
dataset. The formulas are as follows.
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Weighted P =
n∑

i=1

Supporti
Total

∗Precisioni (15)

Weighted R =
n∑

i=1

Supporti
Total

∗Recalli (16)

Weighted F1 =
n∑

i=1

Supporti
Total

∗F1 − scorei (17)

Supporti refers to the quantity of the ith class samples in test set, and Total
refers to the total number of all class samples in the test set. Precisioni, Recalli,
F1 − scorei refer to the Precision, Recall, and F1-score value of the ith class
samples. This calculation method can avoid the bad influence of imbalanced data
in test set.

4.5 Experimental Results and Analysis

Classification Performance Comparison Before and After Data Bal-
ancing. We select the commonly used classifiers in machine learning: DT, RF,
LR and XGBoost to verify the effectiveness of our proposed method. These clas-
sifiers are trained by original training set KDD Train+ (before data balancing)
and the Balanced Dataset obtained in Sect. 4.5(after data balancing) respec-
tively, then tested on KDD Test+. Comparing the Weighted P , Weighted R,
Weighted F1 before and after data balancing, the result is shown in Fig. 5.

From Fig. 5, it can be seen that compared with original training set, training
the classifier with balanced dataset makes each classifier have a greater improve-
ment in each evaluation metric on the test set, and it has the most obvious
improvement on the performance of LR and XGBoost. So we propose to use
VotingClassifier [15] to combine the advantages of these two classifiers by making
a decision fusion from their classification results. This means they are trained
in parallel and the final result is voted upon their output classifications. We
conduct comparative experiments on the VotingClassifier (XGBoost+LR). The
experimental results are shown in Table 3.

As can be seen from Table 3, compared with the original training set, the
Recall of the minority class samples has been greatly improved. The Recall of
R2L has increased from 1.38% to 34.50%, and it has increased from 0.5% to
58.50% for U2R. And on the weighted average of overall classification metric,
the Precision increased by 3.48%, the Recall increased by 7.37%, and the F1-
score increased by 10.89%.

In addition, compared with the experimental results of using LR or XGBoost
alone in Fig. 5, the classification performance of VotingClassifier combining them
is better than both. This proves that VotingClassifier can combine the advan-
tages of both XGBoost and LR to achieve high-performance network intrusion
detection.
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Fig. 5. Classification performance of each classifier on test set before and after data
balancing: (a) Weighted P ; (b) Weighted R; (c) Weighted F1.

So far, we have obtained a high-performance network intrusion detec-
tion system combined AE-Flow data balancing strategy with VotingClassifier
(XGBoost+LR).

Comparison with Other Data Balancing Method. We compared the pop-
ular data balancing methods in other papers. They are SMOTE [3], VAE [5] and
GAN [6]. We choose Precision, Recall, and F1-score of each category as the eval-
uation metric for comparison. Then the classifier we used is the VotingClassifier
(XGBoost+LR). The experimental results are shown in Table 4, Table 5, and
Table 6.

From Table 5 we can find that the Recall of Normal data in Raw dataset is
higher than the results of other balanced datasets, which is because it accounts
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Table 3. The classification performance of VotingClassifier (XGBoost+LR) before and
after data balancing.

Class Precision(%) Recall(%) F1-score(%)

before after before after before after

Dos 96.61 96.08 77.91 82.45 86.26 88.74

Normal 64.36 74.63 97.32 95.19 77.48 83.67

Probe 80.30 75.93 59.77 80.50 68.53 78.15

R2L 97.44 91.97 1.38 34.50 2.72 50.17

U2R 33.33 74.05 0.5 58.5 0.99 65.36

Weighted avg 80.50 83.98 74.29 81.66 69.61 80.50

Table 4. Comparison of Precision with different data balancing method.

Model Dos(%) Normal(%) Probe(%) R2L(%) U2R(%)

Raw 95.80 66.92 81.23 39.34 10.74

SMOTE 97.07 68.41 76.12 39.64 66.67

VAE 94.95 71.71 75.83 51.11 50.0

GAN 91.71 77.49 62.61 62.97 49.02

Proposed 96.08 74.63 75.93 91.97 74.05

Table 5. Comparison of Recall with different data balancing method.

Model Dos(%) Normal(%) Probe(%) R2L(%) U2R(%)

Raw 73.34 97.09 67.74 8.24 8.0

SMOTE 77.38 96.75 62.54 12.09 12.0

VAE 78.69 96.32 72.73 17.50 13.5

GAN 76.03 96.56 74.85 30.07 12.5

Proposed 82.45 95.19 80.50 34.50 58.5

Table 6. Comparison of F1 with different data balancing method.

Model Dos(%) Normal(%) Probe(%) R2L(%) U2R(%)

Raw 83.08 79.24 73.87 13.63 9.17

SMOTE 86.12 80.15 68.66 18.53 20.33

VAE 86.05 82.21 74.25 26.07 21.25

GAN 83.13 85.98 68.18 40.70 19.92

Proposed 88.74 83.67 78.15 50.17 65.36
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Fig. 6. Comparison of Weighted P , Weighted R, Weighted F with different data bal-
ancing methods.

for the largest number in the original imbalanced data set. This result confirms
the phenomenon that training a classifier with an imbalanced dataset biases
the classifier towards the majority class. While after applying different data
balancing methods, the Recall of the minority class samples R2L and U2R have
a certain improvement compared to the raw dataset, moreover our method has
the highest improvement.

Then we compared the Weighted P , Weighted R, Weighted F of each data
balancing method. The experimental results are shown in Fig. 6:

As can be seen from Fig. 6, the evaluation results of the data balancing
method based on deep generative models (VAE, GAN and AE-Flow) are higher
than SMOTE, then GAN outperforms VAE, and our proposal outperforms GAN.
It is because SMOTE only synthesizes new samples by “interpolating” sampling
between the minority class samples, while the deep generative model can learn
the distribution of the original samples to generate new sample data that con-
forms to this distribution. The result of GAN is better than that of VAE. Because
VAE directly assumes the probability distribution of features as a Gaussian dis-
tribution, while the distribution of real sample features may be much more com-
plex than Gaussian distribution actually. If the two are far from each other, the
VAE will poorly fit the real samples and generate new samples of low quality.
GAN distinguishes the real samples with fake samples generated by the genera-
tor model through the discriminator model, and modeling data generation (an
unsupervised learning problem) as a supervised problem bypasses the challenge
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of finding complex distributions of real samples. Our AE-Flow model estab-
lishes a probabilistic relationship between real samples and generated samples
by training a reversible neural network, and this relationship is deterministic and
one-to-one, which is where AE-Flow outperforms VAE and GAN. Therefore, our
proposal achieves the best experimental results in the end.

5 Conclusion

Aiming at the problem with poor classification performance of minority class
samples caused by the imbalance data in network intrusion detection, this paper
proposes a data balancing method based on AE-Flow combined with K-means
and OSS. Our method uses AE-Flow to learn the minority class samples for
generating this kind of samples, then it uses the K-means algorithm to cluster
the majority class samples and completes undersampling. Finally, the OSS algo-
rithm is used to eliminate the majority class samples located near the boundary,
and so far a new balanced data set is obtained. Using this dataset as a new train-
ing set, the experimental results of the classifier on the test set show that our
method can effectively improve the classification performance on the minority
class samples and the entire dataset. Comparing with the experimental results
of data balancing methods in other papers, our method also outperforms them
all.
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Abstract. In this paper, a full-duplex orthogonal frequency division
multiplexing (OFDM) millimeter wave systems with correlated estima-
tion errors and partially-connected structures is investigated to improve
the spectral efficiency and energy efficiency. To attenuate the self-
interference caused by full-duplex mode, a zero-space projection based
method is proposed. Then, a two-stage hybrid beamforming scheme is
developed. In the fist stage, the correlated channel estimation errors are
considered to design the robust fully digital beamformers. In the second
stage, an alternating algorithm with closed-form solutions is proposed
to solve the hybrid processors. The numerical results show that the pro-
posed scheme has superior performance over existing designs.

Keywords: mmWave · hybrid beamforming · full-duplex ·
partially-connected · OFDM · correlated estimation errors

1 Introduction

The combination of characteristics of millimeter wave (mmWave) signals and
massive multiple-input multiple-output (MIMO) architectures can obtain con-
siderable system gains to combat the severe path loss. For conventional massive
MIMO systems with fully digital beamformers, each transmitting or receiving
antenna need to assign one radio frequency (RF) chain. Applying such struc-
ture to mmWave systems with large antenna arrays results in extremely high
power consumption and hardware complexity. Thus, the hybrid analog and digi-
tal beamforming structure has been commonly adopted in mmWave systems due
to its high system gains and low hardware complexity compared to fully digital
beamforming techniques [1].

The full-duplex (FD) communication mode based mmWave systems has the
potential to further improve the spectral efficiency by supporting simultaneous
transmission and reception. It can nearly achieve twice the spectral efficiency
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of the half-duplex (HD) mode. Whereas, the severe self-interference (SI) caused
by the co-frequency co-time transmission makes the spectral efficiency far less
than expected [2]. SI cancellation (SIC) based on the hybrid beamforming has
been studied in the literature. In [3,4], passive SIC schemes at the base station
are adopted by utilize RF absorber material and cross-polarization. Hence, the
SI channel is considered as a far-field transmission channel. The FD scheme
at the base station is proposed for the cellular system in [3], by scheduling
the uplink and downlink single-antenna HD users based on the beam-domain
distributions of the associated channels to mitigate the SI. The beam-domain
based SIC scheme is extended in [4] to design a hybrid time switching and power
splitting simultaneous wireless information and power transfer protocol for the
FD base station.

However, the line-of-sight (LoS) SI channel cannot be ignored in mmWave
systems due to the antenna placement and device packaging [5]. Considering the
LoS SI channel, a zero-space projection based SIC method is proposed in [6]
to eliminate the SI by replacing the digital beamformer with the vectors in the
zero-space of the analog equivalent channel. In [7], the widespread hybrid beam-
forming design procedure is adopted in point-to-point FD mmWave systems.
The fully digital processors and the hybrid processors are solved sequentially.
This design procedure would result in a sub-optimal solution, but it is attractive
for its ease of use. It has been utilized to design hybrid beamforming schemes
for multi-user FD orthogonal frequency division multiplexing (OFDM) mmWave
systems in [8]. The aforementioned works all adopt fully-connected structures
in which each RF chain is connected to all antennas. However, such a structure
leads to severe insertion losses and degrades the energy efficiency [9]. Thus, the
partially-connected structure, in which each RF chain is only connected with part
of the antennas with fewer phase shifters, is more attractive in energy efficiency
sensitive scenarios. In [10], an alternating minimization algorithm is proposed to
decompose the fully digital processors into hybrid ones with partially-connected
structures.

It is noted that the above designs are restricted to perfect channel state infor-
mation (CSI) assumptions, which is impractical due to the imperfect channel
estimations. The robust hybrid FD beamforming designs dealing with imper-
fect channel estimates are reported in [11]. However, the users therein are all
equipped with single-antenna, and the estimation errors are assumed to be inde-
pendent and identically distributed (i.i.d.). The general Kronecker model of the
estimated channel is adopted in [12], and the robust beamformers are investi-
gated for mmWave HD relay systems. To our best knowledge, energy efficient
hybrid beamforming designs for FD broadband mmWave systems that are robust
to correlated channel estimation errors have not been investigated yet.

In this paper, we develop a robust hybrid beamforming designs with partially-
connected structure for point-to-point FD OFDM mmWave systems. First, a
zero-space projection based method is proposed to mitigate the SI, and the fully
digital robust beamformers are optimized based on the general estimated chan-
nel model. According to the relationship between the lower bound of averaged
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mutual information and the weighted minimum mean squared error (WMMSE),
the original highly complicated optimization problem is transformed into a
tractable one. To improve the energy efficiency, an alternating method is uti-
lized to decompose the fully digital processors into hybrid ones with partially-
connected structures. The performances of the proposed hybrid beamformers
and SIC scheme are examined by numerical simulations.

2 System and Channel Model

2.1 System Model

Consider a point-to-point FD OFDM mmWave system, where one node with Ni,
i ∈ {a, b} antennas and Ni,rf RF chains transmit Ni,s data streams to another
node that has Mi antennas and Mi,rf RF chains. The above parameters are
subject to constraints Ni,s ≤ Ni,rf ≤ Ni, Ni,s ≤ Mi,rf ≤ Mi. Node a and node
b are all operating in FD mode, and both of them adopt hybrid analog-digital
beamformers with partially-connected structure. We assume the data stream
numbers of node a and node b are identical.

At the transmitter, the transmitted signal vector si[k] ∈ C
Ni,s×1 of node i

at kth subcarrier k = 1, ...,K, is first fed into the digital precoder, Fi,bb[k] ∈
C

Ni,rf ×Ni,s . Then the precoded signals are transformed into time-domain using
inverse fast Fourier transformations (IFFTs). After adding proper cyclic pre-
fix (CP), the processed signals are phase-shifted using the following analog
beamformer matrix Fi,t ∈ C

Ni×Ni,rf . At the receiver side, assuming perfect
carrier and frequency offset synchronization, the received signals for each sub-
carrier are processed using the analog combiner Wi,r ∈ C

Mi×Mi,rf . Then, the
CP is removed and the signals in time-domain are transformed into frequency-
domain through the fast Fourier transformation (FFT). Finally, the combiner
Wi,bb[k] ∈ C

Mi,rf ×Ni,s is employed to obtain the processed signal at the kth

subcarrier. The received signal vector of node i at kth sub-carrier is given by

yi[k] =
√

PjWH
i,bb[k]WH

i,rHji[k]Fj,tFj,bb[k]sj [k]
︸ ︷︷ ︸

desired signal

+
√

Pi,siWH
i,bb[k]WH

i,rHi,si[k]Fi,tFi,bb[k]si[k]
︸ ︷︷ ︸

SI

+ WH
i,bb[k]WH

i,rni[k]
︸ ︷︷ ︸

noise

, (1)

where i, j ∈ {a, b}, i �= j; Pj and Pi,si denote the transmit power of node j and the
SI power of node i, respectively. The transmitted signal vector sj [k] is subject
to E

{
sj [k]sH

j [k]
}

= INj,s
. Hji[k] ∈ C

Mi×Nj is the mmWave channel matrix
from the transmitter of node j to the receiver of node i at the kth subcarrier;
Hi,si[k] ∈ C

Mi×Ni is the SI channel matrix of node i at the kth sub-carrier; ni[k]
is the additive complex white Gaussian noise (AWGN) vector of node i at the
kth subcarrier with zero mean and covariance matrix δ2i I.
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It is worth noting that the analog processor is a post-IFFT module, so it
is identical for all subcarriers, which is the key challenge of hybrid beamformer
designs in broadband mmWave systems. Furthermore, every element in the ana-
log processing matrices has an equal modulus, i.e., |F(m,n)

i,t |2 = |W(m,n)
i,r |2 =

1,∀m,n.

2.2 Channel Model

The geometric channel model that incorporating the wideband and limited scat-
tering characteristics of mmWave channel is adopted in this paper. The delay-d
channel matrix from the transmitter of node j to the receiver of node i with
uniform linear arrays (ULAs) is given by [13]

Hji[d] =

√
NjMi

Np

Np∑

l=1

αji,lp (dTs − τl)ar

(
θr

ji,l

)
aH

t

(
θt

ji,l

)
(2)

where Nj and Mi are the numbers of transmit and receive antenna arrays, Np is
the number of propagation paths. p(τ) denotes the pulse shaping filter with Ts-
spaced signalling evaluated at τ seconds. αji,l ∼ CN (0, 1) denotes the complex

gain of the lth path. ar

(
θr

ji,l

)
and at

(
θt

ji,l

)
are the normalized receive and

transmit array response vectors with the azimuth angle of arrival (AoA) and
departure (AoD) θr

ji,l and θt
ji,l, respectively. The vector ar

(
θr

ji,l

)
and at

(
θt

ji,l

)

can be expressed as

ar

(
θr

ji,l

)
=

1√
Nr

[
1 ejπ sin θr

ji,l ... ejπ(Nr−1) sin θr
ji,l

]T

(3)

at

(
θt

ji,l

)
=

1√
Nt

[
1 ejπ sin θt

ji,l ... ejπ(Nt−1) sin θt
ji,l

]T

(4)

Assuming perfect synchronization, the channel matrix at kth sub-carrier can
be expressed as [13]

Hji[k] =
D−1∑

d=0

Hji[d]e− j2πkd
K

=

√
NjMi

Np

Np∑

l=1

αji,lar

(
θr

ji,l

)
aH

t

(
θt

ji,l

) ×
D−1∑

d=0

p (dTs − τl) e− j2πkd
K

(5)

Considering the antenna placement and size of mmWave devices, the SI chan-
nel matrix of node i at the kth subcarrier Hi,si[k] is given by [5]

Hi,si [k] =
√

κ

1 + κ
Hi,los +

√
1

1 + κ
Hii [k] , (6)

where κ is the Rician factor; Hii[k] is the reflected path component of the SI
channel at kth subcarrier, which can be modelled as Eq. (5) with corresponding
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AoAs and AoDs; The LoS component of the SI channel, Hi,los, is adopted to a
frequency flat near-field model. For more details please refer to [5].

Due to the packaging of a FD mmWave device, the propagation circum-
stances of the LoS component are basically stable [5]. So we assume an accurate
estimation of Hi,los in this paper. For other channels, i.e., Hji[k] and Hii[k], the
general Kronecker model in [12] is adopted, and the estimated channel is given
by

H[k]& = H̄[k] + TΔR, (7)

where T and R are the transmitting and receiving covariance matrices of the
channel estimation errors; Δ ∼ CN (

0, σ2I
)

is the unknown part of the channel
mismatch, with σ2 being the variance of estimation errors. Here we drop the
subscripts for the ease of notation.

3 Robust Hybrid Beamforming Design

In this section, we first proposed a zero-space projection based SIC method.
Under imperfect CSI, the singular value decomposition (SVD) of estimated
channel matrix can no longer provide the optimal fully digital beamformers
[14]. Then, we derived the optimal fully-digital precoder and combiner by uti-
lizing the relationship between the lower bound of mutual information and the
WMMSE. After obtaining the fully-digital beamformers, we decompose them
into hybrid ones with partially-connected structures by an alternating decom-
position method.

3.1 Self-interference Cancellation

Considering the SI term in Eq. (1), the SIC method should eliminate this term,
i.e., WH

i,bb[k]WH
i,rHi,si[k] Fi,tFi,bb[k] = 0. Given that the strength of the reflected

path component is much weaker than that of the LoS component and the
accurate assumption of Hi,los[k], we propose a zero-space projection based SIC
method, which is an extension from narrowband systems in [15] to broadband
systems. The main difference between these two SIC schemes is the design of
analog beamformers, which is common to all sub-carriers. As there is no power
constraint at the receiver side, we insert an SIC module, i.e., Wi,sic, between
the baseband combiner Wi,bb and analog combiner Wi,r to mitigate the interfer-
ence. The SIC matrix can be designed by finding the zero-space of the equivalent
channel.

As we only know the estimated SI channel H̄i,si[k], we construct the equiv-
alent channel of the kth subcarrier as follows

Hi,eq[k] = WH
i,rH̄i,si[k]Fi,tFi,bb[k], (8)

By taking the SVD of the above equivalent channel, we have

Hi,eq[k] = [Ui,eq1[k] Ui,eq0[k]]Λi,eq[k]VH
i,eq[k], (9)
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where Ui,eq1 ∈ C
Mi,rf ×Ni,s and Ui,eq0 ∈ C

Mi,rf ×(Mi,rf −Ni,s) contain the left
singular vectors corresponding to non-zero and zero singular values, respectively.
Ui,eq0 is the zero-space of Hi,eq, which satisfies

UH
i,eq0[k]Hi,eq[k] = 0, (10)

By selecting the corresponding vectors in UH
i,eq0[k], the SIC matrix Wi,sic

can be obtained, and the combiner of node i at the kth subcarrier is finally
constructed as

Wi[k] = Wi,rWi,sic[k]Wi,bb[k], (11)

The solutions of Wi,r and Wi,bb[k] will be given in Sect. 3.3.

Remark : The necessary condition to preserve the number of data streams after
SIC is rank(Wi,sic) ≥ Ni,s, which is equivalent to Mi,rf ≥ 2Ni,s. Otherwise, the
number of data streams, i.e., the dimensions of received signal vectors, may be
decreased after processing. Compared with the zero-space projection based SIC
method in [6], in which the equivalent channel is constructed as WH

i,rH̄i,siFi,t,
the necessary condition to preserve the number of data streams should be
Mi,rf ≥ Ni,s + Ni,rf . Combined with the condition Ni,s ≤ min{Ni,rf ,Mi,rf},
the proposed SIC method requires less RF chains to preserve the number of data
streams.

3.2 Fully Digital Beamforming Design

The SI can be effectively attenuated by utilizing the proposed SIC scheme, which
will be verified by numerical results in Sect. 4. In this subsection, we design the
fully digital beamformers by ignoring the SI term temporarily. Then, the SIC
modules is appended to finish the design. By removing the SI term, the combined
signal of node i at the kth subcarrier can be written as

yi[k] =
√

PjWH
i [k]Hji[k]Fj [k]sj [k] + WH

i [k]ni[k], (12)

where WH
i [k] = WH

bb,i[k]WH
i,r and Fj [k] = Fj,rFj,bb[k] represent the fully digital

combiner and precoder, respectively.
At the receiver side, the MMSE receiver is adopted, which is given by

Wi,fd[k] =
[
EHji

{
ỹi[k]ỹH

i [k]
}]−1

EHji

{
ỹi[k]sH

j [k]
}

=
(
PjH̄ji[k]Fj [k]FH

j [k]H̄H
ji [k] + Qi[k]

)−1 × √
PjH̄ji[k]Fj [k]

(13)

where ỹi[k] =
√

PjHji[k]Fj [k]sj [k] + ni[k] is the received signal vector before
combining of the node i and Qi[k] = Pjσ

2
jitr

(
TjFj [k]Fj [k]HTH

j

)
RiRH

i + δ2i I.
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Then, the MMSE matrix can be calculated as

Mi[k] = EH̄ji

[(
WH

i,fd[k]ỹi[k] − sj [k]
) (

WH
i,fd[k]ỹi[k] − sj [k]

)H
]

= INi,s
− PjFH

j [n]H̄H
ji [n]

(
PjH̄ji[k]FH

j [k]H̄H
ji [k] + Qi[k]

)−1 × H̄ji[k]Fj [k]

=
(
INi,s

+ PjFH
j [k]H̄H

ji [k]Q−1
i [k]H̄ji[k]Fj [k]

)−1

(14)

Optimizing the sum rate directly is found to be intractable. In this paper,
we adopt the lower bound of mutual information as the objective, which is given
by [16]

Ilb (sj [k], ỹi[k]) = − log detMi[k], (15)

The optimization problem of the fully digital beamformers can be constructed
as

min
{Fj,fd[k]}

− 1
K

K∑

k=1

∑

i,j
Ilb (sj [k], ỹi[k])

s.t. tr
(
Fj,fd[k]FH

j,fd[k]
) ≤ 1, i, j ∈ {a, b}, i �= j

(16)

The above problem can be divided into two sub-problems as follows

min
{Fa,fd[k]}

− 1
K

K∑

k=1

Ilb (sa[k], ỹb[k])

s.t. tr
(
Fa,fd[k]FH

a,fd[k]
) ≤ 1

(17)

min
{Fb,fd[k]}

− 1
K

K∑

k=1

Ilb (sb[k], ỹa[k])

s.t. tr
(
Fb,fd[k]FH

b,fd[k]
) ≤ 1

(18)

Due to the equivalence of formulas (17) and (18), we just provide the solution
for (17) in the next, and the solution for (18) can be obtained by corresponding
substitutions. According to [17], the optimization problem (17) is identical to
the following WMMSE problem.

min
{Fa,fd[k],Ab[k]}

1
K

K∑

k=1

tr (Ab[k]Mb[k]) ,

s.t. tr
(
Fa,fd[k]FH

a,fd[k]
) ≤ 1.

(19)

where Ab[k] is a weighting matrix. The points are that the KKT conditions of
(17) and (19) can be satisfied simultaneously when Ab[k] = (Mb[k])−1. In the
next, we proposed an alternating algorithm to solve (19), and update the fully
digital precoder Fa,fd[k], the fully digital combiner Wb,fd[k] and the weighted
matrix Ab[k] iteratively.
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Algorithm 1. Proposed design for Fa,fd[k] and Wb,fd[k]
Require: Construct Fa,fd[k] randomly; set λmin, λmax, and the termination criteria

ε1 and ε2;
1: repeat
2: Calculate Wb,fd[k] according to Eq. (13);
3: Calculate Mb[k] according to Eq. (14);
4: Update Ab[k] = (Mb[k])−1;
5: while λmax − λmin > ε1 do
6: setting λm = λmax+λmin

2
;

7: calculate Fa,fd[k] according to Eq. (21);
8: if tr

(
Fa,fd[k]FH

a,fd[k]
)

< 1 then
9: λmin = λm;

10: else
11: λmax = λm;
12: end if
13: end while
14: until The change of tr (Ab[k]Mb[k]) is below ε2.

First, we calculate Wb,fd[k] according to Eq. (13) and Mb[k] according to
Eq. (14) with fixed Fa,fd[k]. Then, we set Ab[k] = (Mb[k])−1, and update
Fa,fd[k]. The corresponding Lagrange function to solve Fa,fd[k] can be formu-
lated as follows

LFa,fd[k] = &
1
K

K∑

k=1

tr (Ab[k]Mb[k]) + λ
[
tr

(
Fa,fd[k]FH

a,fd[k]
) − 1

]
, (20)

where λ is the Lagrange multiplier. By setting the derivative of LFa,fd[k] w.r.t.
Fa,fd[k] to zero, Fa,fd[k] can be solved as

Fa,fd[k] =
[
PaH̄H

ab[k]Wb,fd[k]Ab[k]WH
b,fd[k]H̄ab[k]

+Paσ2
abtr

(
Ab[k]WH

b,fd[k]RbRH
b Wb,fd[k]

)
TH

a Ta

+λI]−1
√

PaH̄H
ab[k]Wb,fd[k]Ab[k].

(21)

Based on Eq. (21), a bisection search method can be adopted to obtain λ.
Notice that λ ≥ 0, so we set the minimum Lagrange multiplier as λmin = 0, and
calculate Fa,fd[k]. If the power constraint is satisfied, we set λ = 0. Otherwise,
we set the maximum Lagrange multiplier λmax to a pre-defined value and start
the bisection search until the power constraint is satisfied. The proposed iterative
algorithm is summarized in Algorithm 1.

Due to the alternating minimization process, the objective function in (19)
decreases monotonically. Combined with the fact that the WMMSE is lower
bounded, the convergence of Algorithm1 can be guaranteed. A similar approach
can be found in [17]. The fully digital beamformers Fb,fd[k] and Wa,fd[k] can be
obtained by directly substituting the corresponding matrices into Algorithm1.
We omit further details here to avoid repetitions.
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3.3 Hybrid Beamforming Design for Partially-Connected Structure

Different from fully-connected structure, the output signal of each RF chain in
the partially-connected structure is connected to a sub-array to improve the
energy efficiency and further reduce the hardware implementation complexity.
Therefore, the analog beamforming matrix in the partially-connected structure
can be formulated as a block diagonal format, and each block is an vector that
satisfies the constant modulus constraint. Taking the precoder at node a as an
example, each RF chain is connected to Na

Na,rf
antennas, and the analog precoder

is given by
Fa,t = blkdiag

[
f1, f2, . . . , fNrf

]
(22)

where fi =
[
exp

(
jθ (m−1)Na

Na,rf
+1

)
, . . . , exp

(
jθ mNa

Na,rf

)]T

, m = 1, . . . , Na,rf , with

θi being the phases of the corresponding phase shifter. So the total number of
phase shifters in this structure is Na, indicating that the hardware complexity of
RF beamformers is one Na,rf fold lower than that of fully connected structures.

In this section, we aim for decomposing the fully digital beamformers into
hybrid ones with partially connected structure. The hybrid beamformer opti-
mization problem is constructed as an Euclidean distance minimization problem
of all the subcarriers, which can be formulated as follows

min
{Fa,t,Fa,bb[k]}

K∑

k=1

‖Fa,fd[k] − Fa,tFa,bb[k]‖2

s.t. ‖Fa,tFa,bb[k]‖2F = 1,

Fa,t ∈ F

(23)

where F is the set of feasible analog beamformers induced by the equal-modulus
constraint. In our previous work [18], we have proved that if the unconstrained
solution for the problem (23) is sufficiently close to Fa,fd[k], the correspond-
ing normalization that satisfies the power constraint can achieve the Euclidean
distance in the same order. This conclusion can also be extended to broadband
systems. The corresponding unconstrained optimization problem is formulated
as

min
{Fa,t,Fa,bb[k]}

K∑

k=1

‖Fa,fd[k] − Fa,tFa,bb[k]‖2

s.t. Fa,t ∈ F
(24)

We alternatively optimize Fa,t and Fa,bb[k] in the next. In nth iteration, by
taking advantage of the special properties of block diagonal structure of Fa,t and
with fixed Fa,bb[k], problem (24) can be rewritten as

min
θi

&
K∑

k=1

‖ (Fa,fd[k])i,: − exp
(
jθ

(n)
i

) (
F(n)

a,bb[k]
)

l,:
‖2 (25)
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where l = 
iNa,rf

Na
�. This is a vector rotation problem, and the closed-form solu-

tion is given by

&θ
(n)
i = arg

{
K−1∑

k=0

(Fa,fd[k])i,:

(
F(n)

a,bb[k]
)H

l,:

}

, i = 1, . . . , Na. (26)

Then, we optimize Fa,bb[k] with the fixed Fa,t. Since the digital precoder
is optimized for each subcarrier, we can get rid of the summation notation in
(24) when optimizing the baseband precoder Fa,bb[k]. The closed-form solution
is given by

&F(n)
a,bb[k] =

[(
F(n)

a,t

)H

F(n)
a,t

]−1 (
F(n)

a,t

)H

Fa,fd[k] (27)

The iteration terminates when the change of the objective function is below
a pre-defined threshold. At last, Fa,bb[k] is normalized to satisfy the power con-
straint, which is given by

Fa,bb[k] =
Fa,bb[k]

‖Fa,tFa,bb[k]‖F
(28)

4 Simulation Results

In the following, we present numerical results of the proposed robust hybrid FD
OFDM beamforming designs. The propagation paths for different channels are all
set as Np = 4. The elements of mmWave channels, i.e., complex gains of propa-
gation paths, and AWGN matrices obey complex Gaussian distribution. Further-
more, the azimuth AoAs and AoDs for each of the channel paths follow Laplacian
distribution with uniformly distributed means over [0, 2π), and angular spread
of 5◦. The Rician factor κ in Eq. (6) is set to 20 dB and path gain α is complex
Gaussian distributed with zero mean and unit variance. The transmitted powers
and SI powers of different links are set to be equal, i.e., Pa = Pb, Pa,si = Pb,si.
The transmitted signal-to-noise ratio (SNR) is defined as SNR = 10 log10

Pi

δ2
i
, the

interference-to-noise ratio (INR) is defined as INR = 10 log10
Pi,si

δ2
i

. The termina-
tion criteria in Algorithm1 are set as ε1 = ε2 = 1×10−4. The maximum number
of iterations is set to 50 to control the convergence rate. All the simulations are
averaged over 1000 channel realizations.

Figure 1 shows the spectral efficiency comparison between the proposed
design for different INR settings with other existing designs. The fully-connected
structure design is obtained by replacing sub-connected structures in the pro-
posed design with fully-connected structures. The antenna configurations are
set as Na = Ma = 64, Nb = Mb = 32, Na,rf = Nb,rf = Ma,rf = Mb,rf = 4,
Na,s = Nb,s = 2. The estimation error covariances are σ2

e,aa = σ2
e,bb = 0.7. As

we can see, the proposed design is only inferior to the fully-connected design.
The proposed design outperforms the design in [14] by 11.1% at SNR = 10 dB.
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Fig. 1. Spectral efficiency at different SNR settings. Na = Ma = 64, Nb = Mb = 32,
Na,rf = Nb,rf = Ma,rf = Mb,rf = 4, Na,s = Nb,s = 2, σ2

e,aa = σ2
e,bb = 0.7.
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Fig. 2. Energy efficiency at different SNR settings. Na = Ma = 64, Nb = Mb = 32,
Na,rf = Nb,rf = Ma,rf = Mb,rf = 4, Na,s = Nb,s = 2, σ2

e,aa = σ2
e,bb = 0.7.

When INR goes higher, the performance curves of the proposed designs inter-
sect with the HD mode due to the imperfect SIC effect caused by estimation
errors, e.g., the HD mode outperforms the proposed designs when SNR ≤ −5
dB at INR = 20 dB and SNR ≤ 10 dB at INR = 30 dB. However, the proposed
design still prevails the HD mode at high SNR regime, e.g., 20.81% gains can
be seen at SNR = 20 dB when INR = 30 dB. Moreover, when the INR rises
to 30 dB, the proposed design still outperforms the design in [8]. The design in
[8] suppresses the power of SI plus noise covariance. However, the performance
degrades severely under imperfect channel estimations.
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Figure 2 plots the energy efficiency comparison of different designs appeared
in Fig. 1. The configurations are the same as that in Fig. 1. The power consump-
tion at the base station side for fully-connected structure and partially-structure
can be expressed as

Pfully =Ni(Ni,rf + 1)PLNA + NiNi,rfPPS

+ Ni,rf (PRFC + PADC) + PBB + Ni,rfPSI ,

Psub =NiPLNA + NiPPS + Ni,rf (PRFC + PADC)
+ PBB + Ni,rfPSI ,

where PLAN denotes the power of the low-noise amplifier; PPA denotes the
power of phase shifters. PBB denotes the power of baseband processing; PRFC

denotes the power of RF chains; PDAC denotes the power of digital-to-analog
converts. The power consumption at the destination can be obtained by cor-
responding substitutions. The value of each component follows the setting in
[6]. As shown in this figure, although the fully-connected design provides higher
spectral efficiency, its energy efficiency is the worst. The proposed partially-
connected designs provide higher energy efficiency due to the reduced number of
phase shifters. The proposed design outperforms the fully-connected design by
174.7% at SNR = 20 dB. Even if the INR is increased to 20 dB, the proposed
design still outperforms the design in [8] by 44.6% at SNR = 20 dB and per-
forms closely to the design in [14]. Due to the lower hardware complexity of the
HD mode, it provides higher energy efficiency when the SNR is low. With the
increase of SNR, its performance is inferior to the proposed design.

5 Conclusions

In this paper, partially-connected structures and correlated estimation errors
are considered to develop a robust hybrid beamforming design for FD OFDM
mmWave systems. The SI is attenuated by the zero-space projection based
method. Then, the fully digital beamformers and the corresponding hybrid ones
are solved sequentially. Simulation results verify the superiority of the proposed
robust design over other existing designs.
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Abstract. This paper proposes an AI compiler architecture, which can compile
the trained model and deploy it on DSP chip. The biggest difficulty in deploying
the reasoning model on DSP is the multiplication between tensors. Tensor mul-
tiplication is the main operation and the most time-consuming operation in the
process of model reasoning. Therefore, the operation efficiency of tensor mul-
tiplication directly restricts the performance of reasoning. However, there is no
matrix computing unit in DSP chip, instead of vector computing unit. We define
a new dialect in MLIR(Multi-Level Intermediate Representation) to efficiently
compile AI models, especially GEMM and conv operations. The dialect is based
on the basic features of mhlo, so this new dialect can make full use of the exist-
ing optimized pass of mhlo. Moreover, we have added some functions to support
architecture related optimization, mainly the lower algorithm of operation, such
as GEMM and conv. we finally map dialect to LLVM dialect and convert it into
LLVM IR(immediate representation). The advantage of converting to LLVM IR
is that more detailed instruction scheduling can be carried out at the backend of
the compiler. We compare the efficiency of a speech model in the code generated
by the traditional compiler clang and the code generated by our compiler. The
experimental results show that this conversion method has greatly improved the
efficiency.

Keywords: MLIR · Deep learning · Compiler · Vector processor

1 Introduction

AIdevelopment toolswere designed for the data center infrastructure behind applications
like internet queries, voice search, and online facial recognition. But as AI technology
advances, so does the desire to leverage it in all sorts of use cases – including those
that run on small, resource-constrained, MCU-based platforms at the edge. So instead of
focusing solely onhigh-endhardware accelerators running cloud-based recommendation
systems, for example, tools like compilers must also be able to optimize AI data and
algorithms for smaller footprint devices.

High performance digital signal processor (DSP) is a high-performance processor
composed of VLSI chips for signal processing. It is mainly used to realize various
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digital signal processing algorithms in real time and quickly, especially various audio
and video processing algorithms. DSP generally has a multi-bus structure, the data
storage space is separated from the program space, and has an independent data bus
and address bus. It can fetch instructions and read data at the same time. DSP has an
efficient hardware multiplier, which can complete the multiplication instructions in a
short period, and speed up the multiplication operations such as FFT, matrix operation,
convolution, digital filtering and so on. Therefore, DSP chip is very suitable for the
reasoning of audio processing model. DSP chips are widely used in all kinds of smart
phones. In addition, the scene of smart home needs frequent voice interaction with users.
With the help of the trained effective AI model and the powerful computing power of
DSP, speech recognition can be carried out more accurately and timely.

Matrix multiplication calculation is the core of many architectures based on trans-
former (such as BERT). It is the key factor restricting the speed of model training and
reasoning. The operation efficiency of matrix multiplication can be used as an important
index to measure the compilation efficiency. However, compared with some hardware
designed forAI operation,DSP lacksmatrix operation unit. Comparedwith other embed-
ded processors, DSP has vector operation unit, that is, SIMD instruction. The training
of the algorithm and the implementation of the reasoning algorithm are the two most
important parts, which also need the most computing resources. Compared with train-
ing, the hardware resources required for model reasoning are much smaller. In addition,
the tensor dimension used by models such as speech recognition is small. These factors
improve the feasibility of deploying the model reasoning process on DSP chip.

At present, various high-level IR optimizations focus on optimizing the combination
form of the kernel, rather than the code generation of a single kernel. And most of the
implementation of kernel is still based on handwritten assembly library. This method
canmake great use of the ability of hardware, but it also loses the opportunity to generate
better code to a certain extent, because the compiler is difficult to optimize deeply from
a global perspective.

MLIR is a general-purpose IR that also supports hardware specific operations. Many
hardware targets can use this infrastructure and will benefit from it. MLIR is more
suitable for high-level compilation optimization, but not for generating final machine
code. Moreover, LLVM IR does not provide good support for matrix data types and
GEMM, which is consistent with the SIMD operation characteristics of DSP [1–3].

Therefore, this paper proposes a method to convert the kernel in AI model into DSP
supported operations through the MLIR framework. This process converts the matrix
multiplication operation lower into the LLVM IR representation, and generates machine
code with the help of the mature compiler back-end LLC. The front end is mainly
responsible for converting the trained model into DSP dialect, and doing some operator
level optimization on the intermediate code of DSP dialect, and generating LLVM IR
code with the help of the infrastructure of MLIR. Finally, the LLVM IR is handed
over to the LLVM backend for more architecture related instruction level optimization,
and finally binary machine code is generated. Compared with traditional methods, the
proposed method can convert operators into corresponding machine opcode at the IR
level, and make use of various optimization passes provided by the LLVM backend.
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2 Relate Work

MLIR is a basic compilation framework, which is mainly used in AI compilation. MLIR
is committed to building reusable, scalable and powerful compilers, and can be com-
bined with LLVM to take advantage of the existing back-end compilation framework
[4, 5]. Thanks to its hybrid IR structure, MLIR can support a variety of different needs
under the condition of providing a unified infrastructure. MLIR can represent data flow
graph, including dynamic shape, user extensible OP ecosystem, tensorflow variable, etc.
In addition,MLIR can optimize loops in high-performance computing across cores, such
as fusion, loop switching, tiling and so on. MLIR can also convert the memory layout of
data to suit different hardware architectures. MLIR can complete the “reduced” conver-
sion of code generation, such as DMA insertion, explicit cache management, memory
tiling, and vectorization of one-dimensional and two-dimensional register architecture.
MLIR can decompose some patterns into more fine-grained combinations of small local
patterns through pass, and supports rewriting specific patterns at the granularity of a
single operation [17, 23].

TVM /NNVMmainly hopes to reduce the gap between the deep learning framework
and the underlying hardware[6]. However, on different hardware, there are inevitable
differences in various hardware resources, such as memory, L1 / L2 cache, bandwidth,
etc. Therefore, TVM / NNVM adopts the philosophy of separating calculation from
schedule. All hardware platforms share the compute attribute to ensure the consistency
of the final results; Different hardware platforms enjoy the schedule attribute exclusively
according to their own characteristics to ensure the efficiency of their execution [24–27].
TVM is mainly responsible for how to compile the operators in the calculation diagram
into code that can be executed efficiently on different hardware. This can be abstracted
into an optimization problem.Therefore, in this process, TVMwill also use themethod of
deep learning to optimize different hardware platforms, which is called autotvm. Using
automation methods such as deep learning to optimize different hardware platforms can
be well applicable to the diversity of end-to-end devices in the future [10–12].

XLA (accelerated linear algebra) is a compiler for tensorflow launched by Google in
2017. XLA uses JIT compilation technology to analyze tensorflow diagrams created by
users at runtime, converts tensorflow OP into HLO (high level optimizer) intermediate
representation [7], and completes various graph optimization including OP fusion on
the HLO layer. Finally, it completes the automatic generation of CPU / GPU and other
machine codes based on LLVM.XLA adopts a relatively simple technical path [8, 9, 17].
For computationally intensive operators with high requirements for automatic CodeGen,
such as matmul / convolution, like tensorflow, they will directly call libraries such as
cuBLAS/cuDNN; For other memory access intensive operators, XLAwill conduct fully
automatic OP fusion and underlying code generation (CodeGen) [23–27]. In addition
to the compilation body, XLA also includes a set of static execution engines. This stat-
ically is reflected in the static fixed shape compilation (that is, a complete compilation
is carried out for each set of input shapes at run time and the compilation results are
retained), the static operator scheduling sequence, and the static display memory / mem-
ory optimization. It is expected that better performance / storage optimization results
can be obtained compared with tensorflow for the dynamic interpretation and execution
of the calculation graph [13–15].
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LLVM began a research project at the University of Illinois. Its goal is to provide a
modern SSA based compilation strategy that can support static and dynamic compilation
of any programming language [1–3]. LLVMhas developed into a comprehensive project
composed of many sub-projects, many of which are widely used in the production of
various commercial and open source projects, as well as academic research. The LLVM
core library provides amodern optimizer independent of source code and target, and pro-
vides code generation support for many popular CPUs (and some less common CPUs).
These libraries are built around an intermediate code representation called LLVM IR.
Clang is the compiler front end provided by LLVM, which can provide fast compilation
and accurate error and warning information. LLC is responsible for IR parsing, instruc-
tion selection, optimization, register allocation, assembly code generation, machine code
generation and other functions. LLVM intermediate code is an IR (immediate represen-
tation) in the form of SSA. The instruction set used is LLVM virtual instruction set. The
instruction set is a three address instruction set similar to RISC (reduced instruction set
computer). It contains simple control instructions and memory access instructions with
type pointers. It has syntax independent of high-level language and target processor, and
is easy to conduct code analysis and optimization. LLVM intermediate code instruction
set has rich types of instructions, including scalar instructions such as bit and bit by bit
instructions and vector instructions such as extraction element, insertion element and
shift [28–31].

3 Implement

3.1 Compiler Structure

As shown in Fig. 1 Compiler framework, the compiler is mainly divided into two parts.
The front end supports the input of variousmodels, such as tensorflowandpytorch.MLIR
provides a basic framework for converting these models into corresponding dialects.
XLA can convert tensorflow graphs into HLO dialects, which is a dialect supported
by MLIR. Then, using the basic framework of MLIR, the compiler can convert HLO
dialect to dialect designed for DSP architecture [18–20], and finally convert it to LLVM
IR. The compiler will perform some high-level operator optimization in theMLIR phase,
including data format conversion, dead code elimination, Op fusion and other operations.
We call the infrastructure provided byMLIR to complete these optimization. In addition,
we can also do some architecture related optimization at the front end, which is also the
focus of this article, the lower optimization of tensor multiplication.

LLC is a reusable compiler back-end, which does not distinguish the front-end
language framework, so we can use LLC to complete the process from LLVM to
machine code. LLC takes LLVM IR as input, and finally generatesmachine code through
instruction selection, register allocation and other processes.

The SIMD instruction of DSP provides powerful vector operation capability
[16].First, we define the corresponding instruction at the backend and provide the form
of intrinsics function to call the intrinsics function in LLVM IR. Assume that the vector
width supported by DSP is 2048bit (Fig. 2).

In order to realize architecture related optimization in theMLIR phase, it is necessary
to call DSP supported instructions in the MLIR. Therefore, we need to expose some
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Fig. 1. Compiler framework.

instructions in the DSP to the front end of the MLIR in the form of intrinsic instructions.
And rewrite the conversion pattern in the process of dialect conversion to complete the
conversion from matrix multiplication to vector multiplication. For other operations,
we convert them to affine and other dialects, which are the infrastructure provided by
MLIR, and for which MLIR defines the relevant patterns converted to LLVM. Through
the delivery optimized infrastructure provided by MLIR, all the code is finally lowered
to the LLVM IR phase (Fig. 3).



212 C. Qiu et al.

Fig. 2. Intrinsic function.

Fig. 3. Mlir intrinsic op.

3.2 Tensor Multiply

Tensor multiplication in AI model is mainly divided into two types: the first is full
connection and dot. The two inputs of this tensor multiplication are feature and weight.
Feature is the feature extracted from the input data, which can only be determined at
runtime. Weight is the value that is continuously updated by iteration through the back-
propagation algorithm during the model training process. Therefore, the weight data is
represented as static data in the model reasoning process, that is, the data that can be
determined in the model compilation process, which is similar to the literal constant in
the C language program. Therefore, we can optimize the layout of weight data during
compilation, and convert it to a data format more suitable for SIMD instructions, so as
to speed up the operation.

The arrangement of data has a great impact on matrix multiplication. At present,
in order to adapt to the tensor core or matrix operation unit, most feature matrices are
arranged in rows, while weight is transposed, which is arranged in columns. This format
is very suitable for chipswithmatrix computing units, and has the advantage of sequential
access to memory. However, for deploying voice model on DSP, storing weight matrix
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by line can generate better code. Therefore, in order to make full use of the operation
characteristics of DSP, we can transpose the weight matrix arranged in columns. We
can insert a transfer node into DSP dialect to represent the transpose of weight matrix.
However, the DSP chip does not provide matrix transpose instructions, or load and store
instructions accessed according to stripe. One method is to insert transpose instructions
during compilation, but the load and store instructions are expensive, and additional
memory is required to implement matrix transpose, which puts great pressure on the
memory of DSP chip. However, the weight data is obtained in the training process and
remains unchanged in the reasoning process, so we can transpose it in the compilation
stage.

The second is that the two tensors that perform operations are dynamic, and the data
is determined at runtime. This kind of tensor is obtained through pre-node operation.
Because the pre-running and post-running environment cannot be determined for this
kind of data, its data format cannot be changed in the compiler. Fortunately, current
compiler frameworks are arranged in rows for dynamic tensors. Therefore, we propose
an algorithm to realize matrix multiplication by exchanging matrix operation sequence.
This algorithm does not need additional memory overhead, and is better than transpose
algorithm in time complexity.

In the traditional algorithm, one value of an objective matrix is obtained each time.
For example, for the evaluation of multiplication, C = AB, we can get the value of
c11 by c11 = a11b11 + a12b21 + · · · + a1mbm1. the basic idea of our algorithm is to
obtain only one item of all elements in all rows of the objective matrix each time, and
continue to multiply and accumulate. Finally, after m cycles, the elements in one row of
the objective matrix are obtained.

The description of the algorithm is as follows:
Input: matrix A(m*n) and matrix B(n*k), both of which are closely arranged in rows.
Output: product of matrix A and matrix B.

Because the pipeline of DSP chip has been carefully designed and optimized, it is
considered that after the pipeline is started, the average execution cycle of each instruction
is 1 cycle, that is, the next instruction can directly use the calculation result of the previous
instruction without waiting.

So the final time complexity is: 3mnk/64.
Inner circulation diagram:
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a1,1b1,1 a1,1b1,2 a1,1b1,3 a1,1b1,64

a1,1 a1,1 a1,1 a1,1 a1,1

b1,1 b1,2 b1,3 b1,63 b1,64

outer circulation diagram:

The image below is part of the LLVM IR generated by the compiler front end,
corresponding to the innermost loop in the algorithm:

3.3 Kernel Fusion

The basic form of full connection formula in deep learning is that Y = WX + b, we can
see that there is an offset b in the formula. The general operator method is to multiply
first and then add once. In the stage of model reasoning, we can fuse the two operations
through reasonable optimization. Therefore, based on thematrixmultiplication proposed
above, the offset calculation algorithm is integrated as follows.

The description of the algorithm is as follows:
Input: matrix A(m*n) and matrix B(n*k), both of which are closely arranged in rows.
Output: product of matrix A and matrix B.
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Because the pipeline of DSP chip has been carefully designed and optimized, it is
considered that after the pipeline is started, the average execution cycle of each instruction
is 1 cycle, that is, the next instruction can directly use the calculation result of the previous
instruction without waiting.

By operator coincidence, we can optimize the space-time cost of repeated load of
the target matrix, so as to improve the performance.

3.4 Loop Tiling

Tensor multiplication is a typical computation intensive operator, but it still needs to
access a large amount of memory space. In order to speed up matrix operation, we
should reduce the overhead caused by memory access as much as possible. When the
input matrix used for tensor multiplication cannot be placed in the SRAM, and in order
to adapt to the computational bit width of the vector instruction, the data needs to be
divided into tiles so that each tile can be placed in the SRAM.

3.5 Quantization

The training of neural network is a process of continuously fine adjustment of weights,
which usually requires floating-point precision representation and operation, and cannot
be directly replaced by fixed-point numbers. However, in the model prediction stage,
due to the strong robustness of the deep neural network model, it can well deal with a
certain intensity of input noise and eliminate the interference of irrelevant information
in the data. Therefore, if the low-precision operation is regarded as a noise source, the
neural network model should be able to give relatively accurate results. Therefore, we
reduce the precision of the tensor multiplication of fp32 to fp16 for operation, which
greatly improves the operation efficiency while retaining the expected results [32].

4 Evaluation

Based on the manually written assembler library, we compare the performance of a
single operator with that of the whole model by taking the cycles required for the end of
the running of the machine code generated by the compiler as the performance index.
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Take the 1024*1024 tensor multiplication operator as an example. At the single
operator scale, because we have optimized the operator implementation at the operator
level, the code generated by the AI compiler and the handwritten assembly library have
similar performance.

However, in AI model reasoning with more operators, the AI compiler shows better
performance because the AI compiler supports both operator level and instruction level
optimization, and can schedule instructions across operators. Instructions between oper-
ators without dependency can be executed in parallel, further improving performance.
As shown in Fig. 4. Performance comparison between mlir compiler and tradition com-
piler which uses assembler library, in the test of a part of the recommendation model,
the AI compiler achieved 21.27% performance optimization compared with the man-
ually optimized operator library. The Fig. 5 explains why code generation through IR
is more advantageous in the model formed by the combination of multiple operators.
Store operations of different operators and computations of subsequent operators, such
as vfmac, can be executed in parallel.
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Fig. 4. Performance comparison between mlir compiler and tradition compiler which uses
assembler library.
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Fig. 5. Instructions in parallel

5 Conclusion

This paper presents an AI compiler, which can deploy the trained AI model to the
embedded processor DSP. This compiler architecture can optimize the operator level and
instruction level, and further reduce themodel reasoning overhead. This AI compiler can
well lower the important tensor multiplication operation in AI reasoning to the SIMD
processor supported by DSP, so as to support AI reasoning on the embedded processor,
and its performance can be comparable to that of the handwritten assembly operator
library. This work can reduce the overhead of manually designing algorithm libraries
for various AI chips.
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Abstract. Automatic detection of anomalous sounds is very important
for industrial equipment maintenances. However, anomalous sounds are
difficult to collect in practice, and self-supervised methods have received
extensive attentions. It is well-known that the self-supervised methods
show poor performances on certain machine types. To improve the detec-
tion performance, in this work, we introduce other types of data as
targets to train a general classifier. After that, the model has certain
prior knowledge, and then we fine tune the parameters of the model for
a specific machine type. We also studied the impact of input features
on performance, and it is shown that for machine types, filtering out
low-frequency noise interference can significantly improve model perfor-
mance. Experiments conducted using the DCASE 2021 Challenge Task2
dataset showed that the proposed method improves the detection per-
formance on each machine type and outperforms the DCASE 2021 Chal-
lenge first-placed ensemble model by 8.73% on average according to the
official scoring method.

Keywords: Machine condition monitoring · Anomalous sound
detection · Self-supervised learning

1 Introduction

Anomalous sound detection (ASD) is receiving increasing attentions, especially
in the industrial fields, where mechanical failures cause companies a great finan-
cial risk. Due to the shortage of maintenance workers in companies around the
world, there is a growing need for automatic diagnostic technology using machine
sounds [1,2].

The purpose of ASD is to identify whether the sound emitted from a machine
is normal or abnormal in determining the machine operation status. If the
anomaly score of the data exceeds a threshold, the said sound is identified as
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the outlier. Because of the variability of the anomaly data and the high cost of
damaging machines, it is difficult to collect them, and the unsupervised anomaly
detection methods are usually preferred.

The Challenge on Detection and Classification of Acoustic Scenes and Events
(DCASE) has played a great role in advancing this technology. In DCASE 2020
Challenge Task 2, teams from all over the world participated and a good detec-
tion performance was achieved [3], but this was under ideal conditions. In order
to simulate more realistic scenarios, the DCASE 2021 Challenge added a domain
shift condition [4]. The task is performed under the condition that the acous-
tic properties of training data and testing data are different, i.e., domain shift,
and the differences include speed, machine load, ambient noise, etc. Compared to
2020, this task only provides very little normal audio data for the target domain,
and this extra setting simulates a more realistic situation.

The traditional approaches are to train an autoencoder that maps normal
data to a low-dimensional space through the encoder, and then reconstruct the
data with the decoder, and the reconstruction error is used as the loss func-
tion [5]. The parameters in the network are continuously updated to reduce the
reconstruction error. Since the network is trained with normal data, the basic
assumption is that normal data can be well reconstructed after training, but
the abnormal data cannot. During the test, the reconstruction error is used as
the anomaly score. However, under the influence of complex environments, the
model trained by this method often cannot distinguish the normal and abnormal
sounds.

The normalized flow (NF) is another commonly used method [6], which is
a series of reversible transformations between the input data distribution p(x)
and the known distribution p(z) to perform accurate likelihood estimation. The
negative log-likelihood function is used as optimization objective and anomaly
score. It can fit the distribution of normal samples well, but for other normal
samples whose domain is shifted, it is easy to be judged as abnormal.

The latest research is often based on self-supervised learning [7–9], and the
assumption is that there are sound data from multiple machines of the same
machine type. This is a realistic assumption since multiple machines of the same
type are often installed in factories. For a specific machine type, by training a
dedicated classifier to distinguish between different machine ID, the model can
learn the inherent attributes of the machine ID and anomalies are determined
based on the output probability of the corresponding IDs. In this case, the nor-
mal sound often outputs a higher probability, while the output probability of
abnormal data corresponding to ID is often lower than normal output.

The key to self-supervised anomalous sound detection is to use normal sound
samples to learn the inherent properties of normal sound samples, so as to dis-
tinguish abnormalities. However, due to the powerful fitting ability of the neu-
ral network, it is very easy to distinguish different machine IDs of the same
machine type, which means that it is very easy to overfit. Although these meth-
ods improved detection performance on average, research showed that the sig-
nificant low scores were obtained on some machine types, see DCASE 2021. To
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overcome the above problems, we propose a more robust self-supervised anomaly
detection model. First, we use all machine types to train a classifier that can
simultaneously distinguish different machine types with different IDs. Second, we
fine-tune the model parameters to train a dedicated classifier for each machine
type. Since the features of some machine types are mainly concentrated in high
frequencies, we design a high-pass filter to filter out low-frequency noise signal
to improve the detection performance.

In addition to classifier confidence, Mahalanobis distance is served as an
additional option for computing the anomaly scores. The experimental results
show that the proposed method is superior to the first-place model of DCASE
2021 challenge task2, especially on the target domain.

The main contributions of this paper can be summarized as follows.

– We found that by selecting an appropriate anomaly score, the detection per-
formance of the same model will be greatly improved.

– We preprocess the input features to reduce the interference caused by noise.
Specifically, we adopt a high pass filter for some machine types to filter out
the low frequency interference before Mel filtering.

– We train a general anomalous sound detection model, and finally fine tune
the parameters of the model to obtain a special anomalous sound detection
model for a specific machine type. After this, the model can learn more dis-
criminative and robust latent acoustic representations.

The rest of the paper is organized as follows. Section 2 gives an overview of
the proposed method in details. Section 3 describes the experiment settings and
the experimental results. Finally, Sect. 4 concludes the paper.

Fig. 1. A overview of our anomalous sound detection model.
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2 Proposed Method

The overall structure of our model is shown in Fig. 1. First, we use all machine
types to train a classifier that can simultaneously distinguish different machine
types with different IDs. Finally, we fine tune the model parameters to train a
dedicated classifier for each machine type. In the fine-tuning phase, we use the
enhanced input features, the time spectrum after short-time Fourier transform is
passed through a high-pass filter with a selectable cut-off frequency. The model
will continuously optimize the parameters according to the loss function. We use
the training dataset to calculate the average vector and covariance matrix of
each class separately to measure the anomaly score.

Fig. 2. Comparison of Inverted residuals block when stride = 2.

2.1 Model

We use the inverted residuals proposed by Mobilenet v2 [10] to build our model.
Similar to mobilefacenet [11], PRelu is selected as the activation function, and
a linear branch without using any activation function is added to reduce the
loss of information caused by PRelu. Figure 2 shows the case of stride = 2.
When stride = 1, the input is added to the output through skip connection.
By utilizing this structure, our final model is depicted in Table 1, where the
global depthwise convolution (GDConv) [11] means that the kernel size is equal
to the input dimension size, and the bottleneck consists of n numbers of the
proposed inverted residuals. This model first uses two layers of 2D Convs to
extract features and three layers of the proposed bottleneck, and followed by
convolutional layers and finally outputs the probability of section IDs.
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Table 1. Model architecture, where k is the number of section IDs, t indicates the
expansion factor, c is the output channels, and s is the stride. The first layer of each
sequence has a stride s and others use stride 1, and linear means that the activation
function is not employed.

Operator t c n s

Conv2d 3x3 - 64 - 2

Conv2d 3x3 - 64 - 1

Dual block 2 128 2 2

Dual block 4 128 2 2

Dual block 4 128 2 2

Conv2d 1x1 - 512 - 1

Linear GDConv2d - 512 - 1

Linear Conv2d 1x1 - 128 - 1

Dropout - - - -

Conv2d 1x1 - k - -

2.2 Loss Function

For self-supervised anomaly sound detection, a classifier is trained as an auxiliary
task, and usually the softmax loss function is used as the loss function. We also
select the center loss [12] as the loss function. Compared with using only the
softmax loss function, it effectively increases the inter-class distance and reduces
the intra-class distance. Ideally, since the same kind is more concentrated, for
normal test samples, the anomaly score will be smaller than using only softmax
loss. Since abnormal sounds are not involved in training, its anomaly score has
little change compared with only softmax loss, and then AUC and pAUC can
be improved. The joint loss function now is

LS = −
m∑

i=1

k∑

j=1

yij log ŷij , (1)

LC =
1
2

m∑

i=1

‖xi − cyi
‖22, (2)

L = λLS + LC , (3)

where (1) and (2) respectively represent the softmax loss and center loss, λ is
a tunable parameter, and m is the size of mini-batch. In (1), ŷi ∈ R

k denotes
that the i-th sample passes through the output of the network and then passes
through the output value of the softmax function, yi is the one-hot encoding
of the label, ŷij and yij are the j-th values of ŷi and yi, respectively. In (2),
cyi

∈ R
128 denotes the real class center of i-th sample and xi is the output of

Linear Conv2d 1x1 layer. In actual training, we first initialize a class center for
each class, and then continuously update the class center.
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2.3 Calculation of Anomaly Score

The calculation of anomaly scores is very important. We found that the results
obtained by using different calculation anomaly scores for the same model are
often very different. This indicates that the model might be good enough, but
we only need to select appropriate anomaly scores for different machine types.

Classifier Confidence. The models is trained to identify from which section
the observed signal was generated and outputs softmax value for each machine
section ID. After feature extraction, the features of an audio segment are seg-
mented into B segments. The anomaly score is calculated as

Score =
1
B

B∑

i=1

log
1 − Pi

Pi
, (4)

where Pi is the prediction probability of machine ID corresponding to the i-th
feature segment.

Mahalanobis Distance. Mahalanobis distance [13,14] is commonly used as an
indicator of similarity measure. During the experiments, it is found that using
Mahalanobis distance as anomaly score effectively classify anomalies, and it also
shows a high performance under the condition that the target domain has very
few normal data. The formula for calculating Mahalanobis distance is

Scorema =
√

(x − µ)TΣ−1(x − µ), (5)

where x is the mean vector, μ is the mean vector representation corresponding
to the ID and Σ is the covariance matrix corresponding to the ID. For the source
domain and the target domain, we use the data of different domains to calculate
the average vector, and use all the training data of the machine ID to calculate
the covariance matrix. Because the amount of data corresponding to the target
domain is too small, the covariance matrix will be inaccurate if calculation only
uses the data from the target domain.

2.4 Data Augmentation

Data augmentation is an effective way to improve neural network generalization
and prevents overfitting. In our system, we use the Mixup method [15] in the
training phase to randomly introduce other samples as noise to the original data.
The mixing operation on the training samples is

x̃ = ηxi + (1 − η)xj , (6)

where xi is considered as the original sample and xj is considered as the random
sample of this mini-batch.

Since the sound characteristics of some machine types are mainly concen-
trated in high frequencies, we pass a high-pass filter with a manually tuneable
cutoff frequency to produce better embedding.
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3 Experiments

3.1 Datasets

We conduct experiments using the DCASE 2021 Challenge Task2 dataset, which
includes recordings of 10 s in length and a sampling rate of 16 kHz, and in this
dataset, ToyCar and ToyTrain belong to ToyADMOS2 [16], and Fan, Gearbox,
Pump, Slider, Valve belong to MIMIIDUE [17]. The dataset for each machine
type has 6 different machine numbers, and for each number, about 1000 normal
samples belong to the source domain and 3 normal samples are in the target
domain. We use sections 3, 4, and 5 for each machine type as the test set. For
both domains, the same number of test samples is provided, with approximately
100 normal samples and 100 abnormal samples.

3.2 Experimental Setup

We load the audio data using the default sample rate and apply a short time
Fourier transform (STFT) with a window size of 1024 and a hop length of 512
samples. We pass the data through a high pass filter, and then convert the
STFT spectrogram into a Mel spectrogram with a 128-band Mel filter. After
this, we generate a 128 × 313 logarithmic Mel spectrogram. We used Adam as
the optimizer and the learning rate of the model was set to 0.001. Training runs
with a batch size of 64 for 50 epochs.

Table 2. The effect of anomaly scores on results, where m represents Mahalanobis
distance and p represents probability confidence.

m p

AUC pAUC AUC pAUC

ToyCar 62.92% 54.42% 54.58% 54.17%

ToyTrain 68.21% 56.04% 49.04% 49.50%

fan 72.64% 54.59% 86.15% 71.45%

gearbox 66.18% 57.68% 52.02% 51.95%

pump 63.31% 54.94% 78.81% 67.57%

slider 74.17% 61.30% 89.15% 73.82%

valve 57.51% 52.46% 59.23% 59.67%

3.3 Results and Discussions

To show the performance, we evaluate the detection performance of the area
under the receiver operating characteristic curve (AUC) and the partial AUC
(pAUC) with p = 0.1.
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Table 3. Anomaly detection results for different machine types, where General repre-
sents pre-training with all data, and Specific represents the final result after fine-tuning.

Machine Type Baseline Top1 general specfic

AUC ToyCar 65.93% 75.27% 65.09% 78.40%

ToyTrain 68.51% 69.15% 71.24% 73.43%

fan 60.68% 61.01% 86.15% 91.44%

gearbox 65.49% 63.07% 71.09% 73.40%

pump 58.30% 86.76% 78.81% 89.06%

slider 57.22% 83.18% 89.15% 89.11%

valve 51.87% 65.36% 74.78% 80.03%

pAUC ToyCar 52.32% 59.71% 58.24% 68.73%

ToyTrain 57.56% 59.91% 59.33% 62.19%

fan 50.50% 60.79% 71.45% 82.78%

gearbox 56.86% 61.56% 60.48% 64.06%

pump 50.98% 81.55% 67.57% 77.32%

slider 51.41% 63.60% 73.82% 75.03%

valve 50.07% 60.15% 61.03% 67.18%

harmonic mean 56.38% 66.80% 69.43% 75.53%

Table 4. Results for different machine types in Source Domain and Target Domain.
h-mean means harmonic mean.

Source domain Target domain

Top1 ours Top1 ours

AUC pAUC AUC pAUC AUC pAUC AUC pAUC

ToyCar 81.44% 59.05% 78.63% 68.94% 69.97% 60.39% 78.18% 68.53%

ToyTrain 77.56% 62.21% 75.89% 62.83% 62.38% 57.78% 71.12% 61.56%

fan 51.45% 61.70% 94.63% 85.43% 74.93% 59.91% 88.45% 80.29%

gearbox 63.52% 61.38% 76.13% 64.02% 62.62% 61.75% 70.87% 64.10%

pump 88.72% 82.19% 86.39% 73.11% 84.88% 80.91% 91.90% 82.05%

slider 85.56% 66.10% 91.10% 75.85% 80.92% 61.28% 87.20% 74.24%

valve 69.56% 64.03% 79.35% 68.06% 61.64% 56.71% 80.72% 66.33%

h-mean 71.66% 64.56% 82.59% 70.49% 70.00% 61.91% 80.45% 70.26%

Table 2 shows the performance of the general anomalous sound detection
model without using a high-pass filter. It is obvious that choosing different
anomaly scores for the same model has a great impact on the results, which
means that the model is often good enough, and the only thing to do is to
choose an appropriate anomaly score. In order to better compare the perfor-
mance of the model, we choose the anomaly scores that are more suitable for
this machine type from the Mahalanobis distance and probability confidence in
the following results.



228 Y. Zeng et al.

In Table 3, baseline is built by Autoencoder, a classic method of anomalous
sound detection. Top1 is the first-placed model in the DCASE 2021 challenge
[7], which is an ensemble of three different models including two self-supervised
classifier models and a probabilistic model. The harmonic mean obtained in the
table is the average of AUC and pAUC. The harmonic mean of our general
model reach 69.43%, which is a great improvement over previous methods. After
fine-tuning the model parameters to fit the specific machine type, our method
finally reached 75.53%. It can be clearly seen that our method outperforms the
previous results.

In Table 4, the detection results in the source domain and the target domain
are shown. The average performance of our model outperforms state-of-the-art
models in both source and target domains. In particular, the performance of the
target domain is only slightly degraded compared to the source domain, which
means that our method is very robust.

Table 5. The impact of high-pass filtering on detection performance, we do not show
the results of fan and pump after high-pass filtering because the model cannot converge.

w/o hpss hpss

AUC pAUC AUC pAUC

ToyCar 62.92% 54.42% 65.09% 58.24%

ToyTrain 68.21% 56.04% 71.24% 59.33%

fan 86.15% 71.45% - -

gearbox 66.18% 57.68% 71.09% 60.48%

pump 78.81% 67.57% - -

slider 89.15% 73.82% 86.41% 69.16%

valve 59.23% 59.67% 74.78% 61.03%

To verify the effectiveness of the high-pass filter, we conducted ablation
experiments to compare the performance without and with high-pass filtering.
In Table 5, we found that the performance after the high-pass filter has been
improved, which shows that filtering out a low-frequency noise is beneficial for
detections. Specifically, for fan, pumps and slider, the detection performance will
decrease, and we conjecture that it may be because the low-frequency signals of
these machine types contain a lot of feature information. Table 6 shows the per-
formance of our specfic model when using the centerloss. For fan, gearbox, pump
and valve, centerloss can improve the performance. But the performance of other
machine type has been decrease, we speculate that it may be because the cen-
terloss destroys the details of features, so that the abnormal sound is mapped to
the normal feature space. In Table 7, we summarize the best experimental setups
in the fine-tuning stage.
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Table 6. The impact of centerloss on detection performance.

w/o centerloss centerloss

AUC pAUC AUC pAUC

ToyCar 78.40% 68.73% 65.12% 61.10%

ToyTrain 73.43% 62.19% 67.11% 56.97%

fan 89.70% 78.66% 91.44% 82.78%

gearbox 71.56% 62.59% 73.40% 64.06%

pump 80.35% 69.37% 89.06% 77.32%

slider 89.11% 75.03% 81.21% 66.48%

valve 76.20% 61.50% 80.03% 75.53%

Table 7. Experiment configurations, fmin represents the cut-off frequency of high pass
filter.

ToyCar ToyTrain Fan Gearbox pump Slider Valve

Centerloss False False True True True False True

Highpass filter True True False True False False True

fmin 1000 2000 0 2000 0 0 2000

4 Conclusion

We propose a self-supervised anomaly detection model that outperforms the
DCASE 2021 first-placed Ensemble model. To achieve that, We first use all the
training data to train a general anomalous sound detection model, and then
fine tune the model parameters to better adapt to specific machine types. The
findings are that for some machine types, the model will perform better by
simply filtering out low frequency noise interference. Experiments show that
the anomaly detection ability can be effectively improved by using our method.
With less target domain data, our method achieves a superior performance in
the target domain.
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Abstract. Secrecy Performance is one of the focus of research on phys-
ical layer security in vehicle-to-everything (V2X). Poisson line process
(PLP) is regarded as a more suitable model to study the vehicle com-
munication performance of urban scenarios. However, due to the high
theoretical difficulty in the analysis of PLP, research in this area has not
been widely conducted yet. In this paper, we take a secure transmission
scheme that can improve physical layer security as an example, use PLP
model to model urban scenarios. We analyze the performance of cov-
erage probability, secrecy probability and secrecy throughput and draw
some effective conclusions to improve secrecy performance. We import
a typical urban scenario - part of the map data of Xi’an urban area in
China, compare the performance derived by PLP and two-dimensional
Poisson point process (2D PPP) model with those modeled on the real
urban map respectively, it is demonstrated that PLP is more suitable as
the model for urban scenarios.

Keywords: Poisson line process · urban scenario · safety performance
analysis · stochastic geometry

1 Introduction

As the number of vehicles increases worldwide, traffic problems can no longer be
ignored. We need intelligent transportation systems to update and disseminate
information related to road safety and traffic congestion through communication
transmission between vehicles or between vehicles and other devices, to improve
people’s travel efficiency and driving experience. Under this trend, vehicle-
to-everything (V2X) technology has become an important technical means to
improve the existing transportation system.

Security problems in the process of vehicle communication cannot be ignored.
Vehicle communication involves the exchange of information about the user’s
identity, location and trajectory, and securing vehicle communication is cru-
cial to ensure the user’s personal safety. There are two popular strategies for
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
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vehicular security: password-based solutions and physical layer security (PLS)-
based solutions [1]. Among them, password-based solutions may face challenges
due to the strict latency requirements in vehicle communication, especially for
large-scale access scenarios. However, physical layer security-based solutions can
complement the former very well [2]. In [3], the authors provide a comprehen-
sive overview of the PLS strategy adopted for V2X, presenting the security
threats and the basic principles of PLS techniques. The authors in [4] investi-
gated the PLS performance of mobile vehicle networks, derived exact closed-form
expressions for secrecy performance and verified the secrecy performance under
different conditions.

Based on the well-known PLS theory analysis, artificial noise (AN) and coop-
erative jamming (CJ) strategies have been proposed to improve the secrecy per-
formance [5]. In [6], AN schemes for secrecy enhancement are investigated and
the balance between communication reliability and security is analyzed. The
authors in [7] proposed a practical uncoordinated cooperative jamming scheme
to enhance the physical layer security of single-input-single-output eavesdrop-
ping channels. In [8], in addition to applying AN and CJ approaches, a full-
duplex legal receiver is applied to further enhance the physical layer security.
The authors in [9] investigates the confidential transmission of cooperative inter-
ference and artificial noise schemes by considering two types of eavesdroppers.

The stochastic geometry not only has high analytical and computational effi-
ciency, but also provides assistance in assessing the influence of system parame-
ters on network performance. There have been many studies applying stochastic
geometry to analyze the performance of vehicular communication. It has also
been widely used to study the physical layer security. In urban scenarios, the
location of nodes on each road is usually irregular and can be considered as
a one-dimensional Poisson point process, and the number of roads is usually
irregular and can be modeled as Poisson line process (PLP). The authors in [10]
presents the evolution history of PLP theory, discusses in detail the basic fea-
tures and application of PLP, PLCP and other models in wireless domain. The
authors in [11] propose a transmitter selection criterion to enhance the reliabil-
ity performance of downlink transmission in a wireless vehicular network using
Manhattan Poisson line process model.

In this paper, the secrecy performance analysis is performed using the current
emerging PLP model for urban scenarios.

2 System Model

In the actual urban scenarios, vehicles travel along the road. In order to reflect
the random distribution of roads, we use PLP to model the urban roads, and
since in most urban areas, the roads are mostly distributed perpendicular or
parallel to each other, we model the urban roads as some straight lines that are
randomly distributed and parallel or perpendicular to each other - Manhattan
Poisson line process (MPLP), with road distribution density λl. MPLP belongs
to a special case of PLP. Since vehicles are randomly distributed on each road,
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Fig. 1. MPLP model.

we model the vehicles on each road as a one-dimensional Poisson point process
(1D PPP) with a vehicle density of λv.

The scenario is equipped with four vehicles, as shown in Fig. 1, which are the
transmitting vehicle (Alice), the legitimate receiving vehicle (Bob), the eaves-
dropping vehicle (Eves) and the jamming vehicle (Charlies). We assume that each
Alice and Charlie is equipped with Na and Nc antennas respectively. Each Eve
and Bob is equipped with only one antenna [12]. The fast fading channels from
Alice to Bob and Eve are denoted by hab ∈ CNa and hek ∈ CNa respectively, and
the fast fading channels from Charlie to Bob and Eve are denoted by hcb ∈ CNc

and hck ∈ CNc respectively. We call the channel hab the legitimate channel and
hek the eavesdropping channel, where hab ∼ CN(0, INa

), hek ∼ CN(0, INa
)

and hck ∼ CN(0, INc
). According to the knowledge of stochastic geometry,

we can get the following channel distribution, that is, ‖hab‖2 ∼ Γ (Na, 1),
‖hT

ekwa‖2 ∼ exp(1), ‖hT
ekWa‖2 ∼ Γ (Na − 1, 1) and ‖hT

ckTc‖2 ∼ Γ (Nc − 1, 1)
[13]. Where CN(p, q) denotes a circularly symmetric complex Gaussian distri-
bution with mean p and covariance q. Γ (k, μ) denotes a gamma distribution with
shape parameter k and scale parameter μ. exp(a) denotes an exponential distri-
bution with mean a. |·| and ‖·‖ denote the absolute value and the two-parameter
number, respectively.

In order to make the theoretical results more convincing, we selected a typical
urban scenario, a part of roads in the urban area of Xi’an, China, to verify the
applicability of PLP on real urban roads. This part of the map was downloaded
with openstreetmap, as shown in Fig. 2, and all the road data of this part of
the map was saved as osm files, and the osm files were converted into readable
xml files, which store all the road information, and then vehicle modeling was
performed on these real roads. The schematic diagram of the real roads displayed
with sumo-gui software is shown in Fig. 3.

3 Secure Transmission Scheme

We use the PLP to analyze the performance of the secure transmission scheme
proposed in [14] with the addition of interfering vehicles and artificial noise (AN).
The idea of this secure transmission scheme is as follows.
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Fig. 2. Map of some roads in Xi’an city, China.

Fig. 3. Modeling diagram of some roads in Xi’an, China.

In order to ensure that the confidential information is transmitted to the
legitimate receiving vehicle Bob while causing a certain degree of interference
to Eves, Alice transmits confidential messages with AN to Bob, where the pre-
defined channel distribution prevents Bob from receiving interference from AN.
Eves tries to capture the confidential information and also receives interference
from AN. Charlies transmits jamming signals to interfere with Eves, and due to
the preset channel distribution, Bob does not receive the jamming information
from Charlies.

The total transmission signal vector sa formed by the superposition of
the confidential information and AN can be expressed as sa =

√
Paθwax +√

Pa(1−θ)
Na−1 Waza,

√
Paθwax denotes the portion of confidential information to be

transmitted and
√

Pa(1 − θ)/(Na − 1)Waza denotes the portion of increased AN
interference. where θ ∈ [0, 1], denotes the ratio of the confidential information
power to the total transmit power Pa. θ = 1 means that the message sends
only confidential information without AN, and θ = 0 means that the message
sends no confidential information to be transmitted. x ∼ CN(0, 1) denotes the
vector of confidential information to be sent to Bob, and za ∈ CNa−1 is an AN
vector whose distribution satisfies CN(0, INa−1). [wa,Wa] constitutes an orthog-
onal vector, wa = hab/‖hab‖, which is a beamforming precoding vector of hab,
and Wa ∈ CNa×Na−1 denotes the beamforming matrix of AN, which forms a
null vector with hab, that is, hH

abWa = 0. This setting determines that the AN
information will not bring interference to the legitimate receiver Bob.



Safety Analysis of Urban Scenarios Based on Poisson Line Process 235

Meanwhile, the interference signal generated by Charlies will further enhance
the security performance. The interference signal of Charlies sc is designed to
interfere Eves without generating interference to Bob. sc can be expressed as
sc =

√
Pc

Nc−1Tczc, where Pc denotes the transmitting power of each Charlie.

Tc ∈ CNc×Nc−1 and hcb form the null vector, that is, Tc
Hhcb = 0. This setting

determines that Charlies do not interfere Bob. zc ∼ CN(0, INc−1) is a Gaussian
interference signal vector. The received signals from Bob and Eve are denoted
as

yb = hab
Hsadab

− α
2 + hcb

Hscdcb
− α

2 + nb

=
√

Paθ||hab||dab
− α

2 wax + nb,
(1)

yk =
√

Paθhek
T dek

− α
2 Wax +

√
Pa(1 − θ)
Na − 1

hek
T Wadek

− α
2 za

+
∑
c∈ϕc

√
Pc

Nc − 1
hck

T Tcdck
− α

2 zc + ne, k ∈ ϕE ,

(2)

where dab, dek and dck denote the propagation distances from Alice to Bob, Alice
to Eve and Charlie to Eve respectively. nb ∼ CN(0, σb

2) and ne ∼ CN(0, σe
2)

denote the independent Gaussian noise variables received by Bob and Eve respec-
tively. α denotes the path loss factor.

According to (1) (2), the SINR (Signal to Interference plus Noise Ratio)
received by Bob and Eves respectively is as follows.

SINRb =
Paθ ‖hab‖2 dab

−α

σb
2

, (3)

SINRek =
Paθ

∣∣hek
T wa

∣∣2 dek
−α

Pa(1−θ)
Na−1 ‖hek

T Wa‖2 dek
−α + I + σe

2
, k ∈ ϕE , (4)

where Pa(1−θ)
Na−1 ‖hek

T Wa‖2dek
−α is the interference to Eves caused by AN. The

channel capacity of the legitimate channel and the eavesdropper channel can be
expressed as CB = log2(1 + SINRb) and Cek = log2(1 + SINRek) respectively.
They will be used to derive the following performance indicators.

4 Secrecy Performance Analysis

The eavesdropping code can be designed by choosing these two code rates,
namely the coding rate Rb and the confidential information rate Rs [15]. Rb and
Rs are fixed before data transmission, and the redundancy rate Re = Rb − Rs

is artificially added to interfere Eves. We use the secrecy throughput proposed
in [11] to quantify the secrecy performance, which contains coverage probability
and secrecy probability.
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4.1 Coverage Probability

The coverage probability represents the probability that a legitimate receiver
will successfully receive the message sent by the transmitting vehicle and is
defined as the probability that CB can support Rb. The expression of the coverage
probability is

Pc = P [CB = log2 (1 + SINRb) > Rb]

= P
(
SINRb > β = 2Rb − 1

)
,

(5)

where SINRb is the SINR received at Bob, Rb = log2(1 + β), β is a threshold
and β = 2Rb − 1.

First we derive expressions for the coverage probability under PLP model.
We choose an Alice and a Bob as typical vehicles respectively. We assume that
Alice is at the round point (0, 0), the distance between Alice and Bob is sn, yn

is the projected distance of sn on the y-axis, and xn is the projected distance
of sn on the x-axis. When discussing the coverage probability for Bob, Eves
are not considered, and the preset channel makes Bob receive no interference
information from Charlies, so Eves and Charlies do not appear in the model.
The expression of Pc is derived as follows.

Pc = P (SINRb > β)

=
∫

sn

P (SINRb > β | sn) fSn
(sn) dsn

=
∫

yn

∫

sn

P (SINRb > β | Yn) fYn
(yn) · fSn

(sn | yn) dsndyn

(a)
=

∫ ∞

0

∫ ∞

yn

P (SINRb > β | Yn) fYn
(yn) · fSn

(sn | yn) dsndyn,

(6)

where step (a) follows sn ≥ yn. Next we derive fYn
(yn), fSn

(sn | yn), and
P (SINRb>β | Yn) respectively, where yn is the real numerical representation of
Yn and sn is the real numerical representation of Sn.

Assume that the road where Bob is located is parallel to the y-axis, the vehi-
cles obey the 1D PPP distribution on this road with density λv. yn is the vertical
distance from Bob to the x-axis, according to the Probability Distribution Func-
tion (PDF) of 1D PPP [16],

fYn
(yn) = 2λvexp (−2λvyn) . (7)

The conditional CDF for sn is as follows.

FSn
(sn | yn)

= P
(√

Xn
2 + yn

2 < sn | Yn

)

= FXn

(√
sn

2 − yn
2 | yn

)

(b)
= 1 − exp

(
−2λs

√
sn

2 − yn
2
)

,

(8)
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where step (b) because the vertical distance of the road where Bob is located
from the y-axis is xn, and xn obeys the 1D PPP distribution with density λs.
fSn

(sn | yn) can be derived from FSn
(sn | yn) as follows.

fSn
(sn | yn) =

2λssn√
s2n − y2

n

exp
(
−2λs

√
s2n − y2

n

)
. (9)

The expression of P (SINRb > β | Yn) is derived as follows.

P (SINRb > β | Yn)

= P

(
Paθ ‖hab‖|2 sn

−α

σb
2

> β | Yn

)

= P

(
‖hab‖2 >

βsn
ασb

2

Paθ
| Yn

)

(c)
=

Na−1∑
k=0

(
βsn

ασb
2

Paθ

)k

· 1
k!

· exp

(
−βsn

2σb
2

Paθ

)
.

(10)

Step (c) because ‖hab‖2 ∼ Γ (Na, 1), according to the CDF of gamma distribu-
tion, P (‖hab‖2 ≤ x) = 1 − ∑Na−1

k=0
xk

k! · exp(−x). According to (6) (7) (9) (10),
we can derive Pc under the PLP model.

To verify that PLP model is more applicable to urban scenarios, we compare
Pc under PLP modeling with that under 2D PPP modeling. We derived the
expressions for the coverage probability Pc under 2D PPP modeling as follows.

Due to space limitation, some of the derivation procedures similar to MPLP
are not repeated in the 2D PPP derivation. Only the simple derivation results
of 2D PPP are given here. Under the 2D PPP model, assuming Alice is at the
circle point (0, 0) and the distance from Bob to Alice is r.

Pc = P (SINRb>β) =
∫ ∞

0

P (SINRb>β | r) fr(r)dr. (11)

fr(r) = 2πλrexp
(−λπr2

)
. (12)

P (SINRb>β | r) =
Na−1∑
k=0

(
βrασb

2

Paθ

)k 1
k!

· exp

(
−βrασb

2

Paθ

)
. (13)

Pc under the 2D PPP model are derived from (11) (12) (13).

4.2 Secrecy Probability

Secrecy probability is defined as the probability that the capacity of the eaves-
dropping channel is lower than the rate redundancy Re. The expression of secrecy
probability is

Psec = P [CE = log2 (1 + SINRe) < Re]

= P
(
SINRe < γ = 2Re − 1

)
,

(14)
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where SINRe is the SINR received at Eves, Re = log2(1 + γ), γ is a threshold
and γ = 2Re − 1.

First we derive Psec under Poisson line process modeling model. We choose
an Alice and an Eve as typical vehicles respectively. Suppose Eve is at the round
point (0, 0), sn is the distance between Alice and Eve, yn is the projected distance
of sn on the y-axis and xn is the projected distance of sn on the x-axis. When
discussing Psec for Eves, we do not consider Bob. The expression of Psec is
derived as follows.

Psec = P (SINRe < γ)

=
∫ ∞

0

∫ ∞

yn

P (SINRe < γ | Yn) fYn
(yn) fSn

(sn | yn) dsndyn.
(15)

The derivation of (15) is similar as (6), we do not repeat the detailed derivation
process here. Next we will derive fYn

(yn), fSn
(sn | yn) and P (SINRe<γ | Yn)

respectively. fYn
(yn) is derived in (7) and fSn

(sn | yn) is derived in (9) without
repeating the derivation. P (SINRe>γ | Yn) is derived as follows.

P (SINRe > γ | Yn)

(b)
=P

(
Paθ

∣∣hek
T wa

∣∣2 sn
−α

Pa(1−θ)
Na−1 ‖hek

T Wa‖2 sn
−α + I + σe

2
> γ | Yn

)

(c)
=EI

[
P

(∣∣hek
T wa

∣∣2 > γ
(1 − θ)

θ
+

γ
(
I + σe

2
)
sn

α

Paθ
| Yn, I

)]

(d)
=exp

(
−γ(1 − θ)

θ

)
exp

(
−γσe

2sn
α

Paθ

)
LI (s | Yn)

∣∣∣∣∣
s= γsnα

Paθ

.

(16)

The interference I =
∑

c∈ϕc

Pc

Nc−1

∥∥hT
ckTc

∥∥2
d−α

ck in step (b). Step (c) is derived

since
∥∥hT

ekWa

∥∥2 ∼ Γ (Na − 1, 1) and the mean value of
∥∥hT

ekWa

∥∥2 is Na −1. Step
(d) is derived due to

∣∣hT
ekwa

∣∣2 ∼ exp(1) and the mean value of
∣∣hT

ekwa

∣∣2 is 1 and
EI

(
e−AI

)
= LI(s)|s=A =

∫
I
e−AIfI(I)dI, where A = γsα

n

Paθ . f(I) is PDF of I,
and LI(s) is the Laplace transform of I. I is divided into two parts, which are
the interfering vehicles I0 on the same road as the typical vehicle Eve (referred
to as typical road in the following paper) and the interfering vehicles In on the
other roads, the expression of LI(s) is as follows.

LI (s | Yn) = LI0 (s | Yn) · LIn
(s | Yn) . (17)

The expression of LI0(s|Yn) is derived as follows.
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LI0 (s | Yn) = E
[
e−sI0

]

=E

[
EG0I0

[∏
I0

exp

(
−s

Pc

Nc − 1
G0I0x

−α

)]]

(a)
=E

[∏
I0

(
1 +

sPcx
−α

Nc − 1

)−(Nc−1)
]

(b)
=exp

[
−2λv

∫ ∞

sn

(
1 −

(
1 +

sPcx
−α

Nc − 1

)−(Nc−1)
)

dx

]
.

(18)

G0I0 represents the channel between Charlies and Eves. Step (a) is derived due
to ||hT

ckTc||2 ∼ Γ (Nc − 1, 1) and the Moment Generating Function (MGF) of
gamma distribution, step (b) is derived from the Probability Generating Func-
tion (PGF) of the 1D PPP [17], and assume that the distance x>sn from the
interfering vehicle to the round point.

Then the expression of LIn
(s | Yn) is derived as follows.

LIn
(s | Yn) = E

[∏
y

LI0 (s | Yn)

]

=exp

[
− 2λs

∫ sn

0

1 − exp

(
− 2λv

∫ ∞ √
s2n − y2

1 −
(

1 +
sPc

(
x2 + y2

)− α
2

Nc − 1

)−(Nc−1)

dx

)
dy

]
.

(19)

where assuming that the coordinates of the interfering vehicle position (x, y)
satisfies x2 + y2>sn

2. LI(s | Yn) is derived from (17)–(19). P (SINRe>γ | Yn)
is derived from (16)–(19), and then

Pr (SINR < γ | Yn) = 1 − P (SINRe > γ | Yn) . (20)

Psec for the Poisson line process modeling can be derived from (7) (9) and (15)–
(20).

In order to verify that PLP model is more applicable to urban scenarios, we
compare Psec under PLP model with those under the 2D PPP model. Psec under
2D PPP model is shown as follows.

Assume that the typical vehicle Eve is at the circle point (0, 0) and the
distance from Alice to Eve is r.

Psec = P (SINRe<γ) =
∫ ∞

0

P (SINRe < γ | r) fr(r)dr. (21)

P (SINRe>γ | r)

= exp

(
−γ(1 − θ)

θ

)
exp

(
−γσe

2rα

Paθ

)
LI(s | r)

∣∣∣∣
s= γrα

Paθ

.
(22)
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LI(s | r)

= exp

[
−2πλ

∫ ∞

r

x

(
1 −

(
1 +

sPcx
−α

Nc − 1

)−(Nc−1)
)

dx

]
.

(23)

P (SINRe<γ | r) = 1 − P (SINRe>γ | r) . (24)

Psec under the 2D PPP model are derived from (12) and (21)–(24).

4.3 Secrecy Throughput

We use the secrecy throughput proposed in the literature [11] to quantify the con-
fidentiality performance, which contains both Pc and Psec. The secrecy through-
put η is defined as the rate of information, in bps, transmitted from the legitimate
source node to the destination node in complete secrecy, and the expression for
secrecy throughput η is

η = Pc · Psec · Rs (25)

The relationship between the η and each influencing factor is studied in order to
analyze how to choose the appropriate parameters to ensure that the information
is reliably transmitted to the receiver while not leaking to the eavesdropper.
That is, the confidential information sent by Alice is received by the legitimate
receiver Bob, to ensure the transmission quality. Meanwhile, the confidential
information sent by Alice is not eavesdropped by Eves as much as possible, so
that the confidential information is not leaked, that is, secure transmission is
guaranteed.

However, the above two situations cannot be satisfied at the same time, but
are mutually restrictive. For example, the more confidential information Alice
sends, the more confidential information Bob receives and the greater Pc. But
at the same time, the more confidential information Eves receives, the less Psec.
The next section analyzes how to select the appropriate parameters to achieve a
balance between Pc and Psec by studying the relationship between η and related
parameters.

5 Simulation Results and Analysis

In this section, we plot the graphs of coverage probability, secrecy probability and
secrecy throughput versus each important parameter under PLP and 2D PPP
model respectively. In order to make the theoretical results more convincing, we
chose a typical urban scenario - part of the roads in the urban area of Xi’an,
China, modeled the vehicles on real roads and simulated the communication
performance of the vehicles, compared the performance curves under two models
with those under real urban road. The simulation modeling parameters are shown
in Table 1.
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Table 1. Parameters of Simulation

Parameter Value

λs 0.001

λv 0.05

α 7

noise 10−20

Pa(dBm) 30

Pc(dBm) 30

Fig. 4. Coverage probability versus confidential information power ratio θ, Rb = 3.
(Color figure online)

5.1 Coverage Probability Simulation Results and Analysis

As shown in Fig. 4, the larger θ is, the more confidential information Alice trans-
mits to Bob and the larger Pc is. The curves of different colors in the figure
represent different antenna numbers of Alice, the more antennas Alice has, the
larger Pc. We can improve the Pc by appropriately increasing θ or Na.

The solid and dashed lines represent Pc under PLP and 2D PPP model
respectively, the black triangles and black circles indicate Pc derived from vehicle
modeling on some roads in Xi’an urban area with different Na. We can find
that the curves of the real urban scenario match better with those under PLP
model, which indicates that the PLP model is more applicable to the modeling
of urban scenarios than 2D PPP. This conclusion can be drawn from all the
graphs below, so it is not repeated in the following. And the phenomenon that
the theoretical curves fit the curves of the real scenarios proves the correctness
of the theoretical formulation derived above. According to β = 2Rb −1, different
Rb represents different threshold β. We can find in Fig. 5 that the lower β, the
larger Pc. We conclude that Pc can be improved by appropriately decreasing the
preset Rb value from the figure.
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Fig. 5. Coverage probability versus confidential information power ratio θ, Na = 2.

Fig. 6. Secrecy probability versus confidential information power ratio θ, Re = 1,
Nc = 4. (Color figure online)

5.2 Secrecy Probability Simulation Results and Analysis

As shown in Fig. 6, the larger θ, the more effective information sent to the
eavesdropping vehicle Eves, the smaller the interference caused by AN to Eves,
the smaller Psec, and the worse the security performance. We can learn that
decreasing θ can improve Psec and thus improve security performance.

The blue and green curves in Fig. 6 represent different densities of interfer-
ing vehicles, we can find that the higher the density of interfering vehicles, the
higher Psec. This is because the greater the density of interfering vehicles, the
greater the interference of Charlies to Eves, the greater the Psec, and the bet-
ter the secrecy performance. Therefore, we can increase Psec by appropriately
increasing the density of interfering vehicles, thus improving the secrecy perfor-
mance. According to γ = 2Re − 1, different Re represents different threshold γ.
We can find that in Fig. 7, the larger γ, the higher Psec. We can increase the size
of Re appropriately by changing the preset Rb and Rs to improve Psec. We can
find in Fig. 8 that the more Nc, the higher Psec. This is because Nc, the more
the interference to Eves, so the higher Psec and the better secrecy performance.
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Fig. 7. Secrecy probability versus confidential information power ratio θ, λv = 0.02,
Nc = 4.

Fig. 8. Secrecy probability versus confidential information power ratio θ, Re = 1,
λv = 0.02.

Therefore, we can increase Nc to improve the Psec and thus improve the secrecy
performance. Different color curves represent different θ. We can see that the
larger θ, the lower the Psec, the reason is that the higher θ, the more secrecy
information transmit to Eves, the lower Psec.

5.3 Secrecy Throughput Simulation Results and Analysis

From Fig. 9, it can be seen that η increases and then decreases with the increase
of θ. The reason is that as θ increases, the confidential information received by
the receiving vehicle Bob increases, and Pc improves. At the same time, the
secrecy information received by Eves also increases and the Psec decreases. We
can try to choose the parameter θ near the peak point so that Bob receives
as much confidential information as possible, and Eves eavesdrops on as little
confidential information as possible. The parameters can also be selected appro-
priately according to the specific needs in different situation. For example, for
high security performance requirements, the parameter θ with the peak point a
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Fig. 9. Secrecy throughput versus confidential information power ratio θ with different
interfering vehicle densities, Na = 2. (Color figure online)

Fig. 10. Secrecy throughput versus confidential information power ratio θ with different
Re, Na = 2.

little to the left can be chosen to achieve a higher Psec at the expense of the Pc

appropriately.
The blue and green curves in Fig. 9 indicate different interfering vehicle den-

sities. We can find that the higher the density of interfering vehicles, the higher
η, so increasing the density of interfering vehicles can increase η. The different
color curves in Fig. 10 indicate different Re. We can find that the larger Re, the
smaller η. That is because η = Pc · Psec · Rs, and Rs = Rb − Re. With Pc, Psec

andRb determined, the larger Re and the smaller Rs, the smaller η.

6 Conclusion

In this paper, we use Poisson line process model to model urban scenarios of
V2X, and derive coverage probability, secrecy probability and secrecy throughput
based on a secure transmission scheme with the addition of interfering vehicles
and artificial noise using stochastic geometry. Some effective conclusions are
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drawn to improve secrecy performance by controlling the parameters. At the
same time, we verify that the Poisson line process model is more suitable for
modeling urban scenarios by modeling vehicles on the real urban map.
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Abstract. For processors with vectorial computing units like DSP, it is very
important to ensure vector load/store operations alignment of memory blocks,
and minimize space wastage when making memory allocations. In this paper, we
design and implement a memory management method, vector memory pool, suit-
able for embedded vector processors. By partitioning an entire block of memory
space into many aligned vector objects and making efficiently use of vector pro-
cessing units, the processing of memory manipulation library functions such as
memset/memcpy is accelerated. The implementation and comparative verification
of vector memory pool on RT-Thread Nano based on SWIFTDSPwas completed,
and the running efficiency reached a tens of times improvement compared to the
original method.

Keywords: DSP · RT-Thread Nano · vector memory pool

1 Introduction

DSP is an embedded processor that is very good at realizing various digital signal
processing operations (such as digital filtering, spectrum analysis, etc.) at high speed.
The strengths of high-performance DSP are their ability to perform vector operations,
pointer linear addressing, and other data processing with large amounts of operations.
Generally, DSP chips are mostly used in embedded scenarios, but they also have the
need to support multitasking. In order to realize multitasking scheduling and memory
management functions on embedded devices while ensuring the real-time performance
of embedded DSP chips, the porting and targeted optimization of real-time operating
systems on embedded devices are especially important [1].

A real-time operating system is an operating system that can support the operation
of real-time control systems. Compared to improving the efficiency of using computer
systems, the primary task of real-time operating systems is to schedule all available
resources to accomplish real-time control tasks as much as possible. Real-time operating
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system programs are small, task switching is fast, and interrupts are blocked for a very
short time [2].

The resource environment of embedded systems is also various. Some systems are
resource constrained with only tens of KB of memory available for allocation, while
others have several MB of memory, and it becomes complicated to choose an efficient
memory allocation algorithm for these different systems that is suitable for them.

In this paper, we design a new static memory management method, vector mem-
ory pool, for a real-time operating system, RT-Thread Nano, running on SWIFT
DSP developed by the CIC lab of Tongji University, and verify its correctness and
performance.

2 Relate Work

2.1 RT-Thread Nano

RT-Thread is a free open source embedded real-time operating system platform created
by a group of open-source enthusiasts in China, mainly for small and medium-sized
microcontrollers, using the GPLv2 license, which can be applied to commercial projects
for free and does not require the project to be open source [3–5]. RT-Thread Nano
is a minimalist version of the hard real-time kernel, developed in C language, using
object-oriented programming The RT-Thread Nano is a cuttable, preemptive real-time
multitasking RTOS developed in C with an object-oriented programming mindset.

The RT-Thread operating system provides different memory allocation management
algorithms in a targeted manner, depending on the upper layer applications and system
resources. In general, they can be divided into two categories:memory heapmanagement
and memory pool management. And memory heap management is further divided into
three cases according to specific memory devices: the first is for allocation management
of small memory blocks (small memory management algorithm); the second is for allo-
cation management of large memory blocks (slab management algorithm); and the third
is for allocation cases of multiple memory heaps (memheap management algorithm).

The memory heap manager can allocate memory blocks of arbitrary size, which is
very flexible and convenient. However, it also has obvious drawbacks: first, it is not
efficient in allocation, and free memory blocks have to be looked up at each alloca-
tion; second, it is easy to generate memory fragmentation. To improve the efficiency of
memory allocation and avoid memory fragmentation, RT-Thread provides an alternative
memory management method: Memory Pool [6–9].

Memory pool is amemory allocationmethod used to allocate a large number of small
memory blocks of the same size, which can greatly speed up memory allocation and
release and avoid memory fragmentation as much as possible. In addition, RT-Thread’s
memory pool supports thread hang function, when there is no free memory block in
the memory pool, the application thread would be hung until there is a new available
memory block in thememory pool, and then the hung application threadwould bewoken
up.

Thememory pool’s thread pending feature is ideal for scenarios that require synchro-
nization via memory resources, such as when playing music, the player thread decodes
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the music file and sends it to the sound card driver, which drives the hardware to play
the music.

The following is a description of the static memory pool implementation.
A memory pool is created by first requesting a large block of memory from the

system, and then dividing it into multiple smaller blocks of the same size, which are
directly connected by a link list (this link list is also called free block link list). At each
allocation, the first memory block at the head of the chain is taken from the free link list
and provided to the requestor. As you can see in the Fig. 1, there are multiple memory
pools of different sizes allowed in physical memory, each of which in turn consists of
multiple free memory blocks, which the kernel uses for memory management. When a
memory pool object is created, the memory pool object is assigned to a memory pool
control block whose parameters include the pool name, memory buffer, memory block
size, number of blocks, and a queue of waiting threads [10–12].

Fig. 1. The design of a typical memory pool in RT-Thread.

2.2 SWIFT DSP

Swift is a SIMD VLIW DSP chip, from hardware architecture to assembly instruction
set are developed by CIC lab of Tongji University, is an 8-launch, 13-stage pipeline very
long instruction word DSP processor, while the on-chip by a set of bit width of 2560bit
vector registers, and for the vector registers designed a variety of memory load/store
and calculation instructions. It also provides a complete tool chain, including LLVM-
based compiler, assembler, linker, and functional/structural simulator, and supportsGDB
debugging and FPGA test verification [13–15].

The CIC lab of Tongji University has previously implemented RT-Thread support for
SWIFT DSP and completed the porting and correctness testing of RT-Thread Nano on
DSP.Now,we are considering the optimization of itsmemorymanagement performance,
mainly considering the efficient use of memory and vector optimization of some system
library functions like memset by using the existing vector register resources on chip.
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3 Design and Implementation

3.1 Vector Memory Pool

For embedded processors like DSPs, there is no memory mapping and all applications
access the real physical address. Memory pools are suitable for this class of systems
without MMU. 0 address corresponds to the real memory starting address (so it must
also be accessible).

For processors with vector registers, the load/store instruction is usually designed
separately for vector processors, and the access address alignment of such instructions
is strongly related to the width of the vector, while the general-purpose memory pool
design usually does not give special consideration to vector load/store, and the adoption
of the previously described memory pool design leads to the following phenomenon.

Althoughmanymemorypool designs are designedwithmultiple block size structures
of different bit widths, they are handled by linking a pointer and amemory block together
and linking the memory blocks into a free block chain through the pointer, which leads
to the fact that the addresses of the memory blocks are not aligned as required, and a
large amount of space is often wasted for vector structure alignment in order to meet the
needs of vector object read and write usage. As we can see in the Fig. 2.

Fig. 2. The space wasted in memory pool for vector align.

For the special case of vector registers mentioned above, this paper designs a new
vectormemory pool that splits thememory block from the original chain structure so that
each memory block is guaranteed to be address aligned, adds a pointer to the memory
block in the original chain architecture, and records the pointer from the memory block
to the original structure through an external hash table. The specific logic structure is as
follows Fig. 3.
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Fig. 3. The logic design of vector memory pool.

3.2 Design Details

Top-Level Design
At the top level, a mptable is created to record the mp structures according to different
vector sizes, each mp structure points to the whole memory segment allocated to it, and
the memory blocks are aligned according to the vector width, and each memory segment
is divided into blocks according to its block size, and a free block linklist is created. The
specific structure is shown in the Fig. 4.

The mp structure records the memory space and size allocated to this thread pool,
as well as the size of the memory blocks divided, the total number of free blocks and
the chain of free blocks, and the chain of threads currently requesting memory from this
mp and the number.

Initialization
Get a whole block of memory and complete vectorization alignment, divide it into
multiple block blocks according to the desired size, generally, the size of the block
could be much larger than the number of blocks divided, so it is only necessary to
simply put the first �8*n/block_size + 1� blocks used to save the linklist structure of
the head area, give each block used for memory allocation number 0-n, create an array
of linked node structures of size n in the head area, each pointer structure and memory
block one by one, ptr points to the next node structure, pblk points to the memory block
corresponding to the current structure, and also create a hash table for block addressing.

Finally, the free block linklist is saved in the vectormemorypool structure to complete
the initialization.

Allocation and Free
The process of allocating a vector memory pool is relatively simple. After finding a free
block, it is plucked from the chain table and the pointer is pointed to the original mp
structure, which is not much different from the general memory pool allocation.
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Fig. 4. The top-level design of vector memory pool.

The memory free process, because of the separation of memory blocks and pointers,
cannot directly find the mp structure to which the current memory block belongs as in a
regularmemory pool implementation, so extra space and time are needed to complete the
process by finding the corresponding structure of the memory block through an external
hash table mapping and inserting the memory block back into the free list, using the
header insertion method.

Figure 5 shows an example of a vector memory pool usage, where memory block 1
is first requested and then block 4 is freed.

Fig. 5. An example of vector memory pool.
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Memory Library Vectorization
Since the space arrangement of the vectormemory pool is aligned according to the vector
load/store format, we can use vector registers to accelerate some memory operations,
typically such as memset/memcpy and other operations.

For the space allocated using vector memory pool, if we want to do batch mem-
ory read/write, by using vector registers, we can get a theoretical 64 times efficiency
improvement, as the vector size is 2560 bits which can be considered as 64 cells of 40
bits. Here is a detailed example comparison of memcpy in Fig. 6, for larger memory
copy, if we don’t use vector registers, we need to loop n times, if we use vector registers
+ normal memory pool, we need to use additional scalar copy to handle memory space
close to a vector size, if we use vector registers + vector memory pool method, we can
maximize the efficiency of batch copy.

Fig. 6. An example comparison of memcpy.

Since vector registers also support the special instruction called vmovg2v, it is possi-
ble to rewrite individual scalar values to each group of the vector, allowing efficient opti-
mization for operations such as memset. By reusing hardware loop and step read/write
instructions, the efficiency of mem operations can be further improved.

3.3 Implementation

RT-thread internally encapsulates the memory pool call interface, so we can keep the
interface consistent by adding our designed vector memory pool to the original base
memory allocation method of RT-Thread, which could simplify our work on other unre-
lated aspects, allowing us to focus on the vector memory pool implementation, and
enabling us to compare the vector memory pool with the existing methods, which is
beneficial for performance analysis.

The SWIFT DSP is a high-performance vector processor with a 256 bytes wide
data bus and up to 2560 bits vector arithmetic units. CIC lab has equipped it with a
complete and efficient tool chain and completed the port of RT-Thread Nano, so the
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implementation and verification of our designed vector memory pool can be done using
RT-Thread Nano running on the SWIFT DSP.

Initialization
To create a vector memory pool, refer to the standard memory pool interface provided by
RT-Thread, we design the following static vector memory pool initialization interface.
rt_err_t rt_vmp_init(rt_mp_t mp, void *start, rt_size_t size, rt_size_t block_size);

Initialize the vector memory pool, first pass in the relevant data via parameters,
including the target address used to allocate space, the address needs to be externally
aligned to the actual vector situation before passing in, the size of the space, and the
size of the memory block, after which the actual number of available memory blocks is
calculated based on the two sizes, while the relevant counters are configured to set all
blocks to idle and the number of waiting threads to 0.

After that, split the head andblocks according to the calculated number of blocks,map
the head area into an array of link nodes, initialize the link nodes and freememory blocks,
establish a one-to-one correspondence, and create a hash table to save the mapping of
memory blocks to nodes, after that, return the established vmp structure to complete the
initialization.

Allocation and Free
Similarly, refer to the original interface of RT-Thread and implement void *rt_vmp_alloc
(rt_mp_t mp, rt_int32_t time); for requesting memory, where the meaning of the time
parameter is the timeout for requesting the allocation of a memory block. If there are
free memory blocks in the memory pool, the first memory block is taken from the free
block chain table of the memory pool, the number of free blocks is reduced and this
memory block is returned; if there are no more free memory blocks in the memory pool,
the timeout time setting is judged: if the timeout time is set to zero, the empty memory
block is returned immediately; if the waiting time is greater than zero, the current thread
is hung on this memory pool object until there are free memory block available in the
memory pool, or until the wait time is reached.

For memory freeing, implement void rt_vmp_free (void *block); interface. When
using this function interface, first find out the connection node corresponding to the
memory block that needs to be freed through the hash table, calculate the memory pool
object that the memory block is in (or belongs to), then increase the number of available
memory blocks in the memory pool object, and add the freed memory block to the free
memory block chain table. Then determine if there is a pending thread on that memory
pool object, and if so, wake up the first thread on the pending thread chain table.

Memory Library Vectorization
For mem-related operations, according to the original interface, implement void
*rt_vmemset(void *src, int c, rt_ubase_t n); and void *rt_vmemcpy(void *dest, const
void *src, rt_ubase_t n); this two mem library functions, mixed in c and assembly lan-
guage, call special vector operation instructions to complete the vector mem operation.
The core operators of these two memory operations are vmovrg2v10 and vstore10.
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4 Evaluation

By comparing with RT-Thread Nano’s existing memory pool andmem operation library,
we can analyze the operational efficiency of the static vector memory pool we designed.

We use the RT-Thread Nano running on the SWIFT DSP structure simulator to
perform the test. This structure simulator is able to get the exact running time of the
program on the DSP, which can be used for our experimental results verification and
comparative analysis. And the simulator could record and output the number of cycles
the program runs when it stops at a breakpoint, so that we can calculate the running time
of each library function by adding breakpoints before and after the target code segment
to be tested. The test case is a simple multi-threaded code, configuring the vector bit
width used by the DSP to 2048 bits, designing two threads with the same priority, and
the entire execution of each thread is much smaller than the size of a time slice allocated
by the operating system, so there is no problem with the impact of task scheduling on
the clock cycle. One thread use the Rt-Thread memory pool and mem library functions,
and the other use vector memory pool and vector mem library, and each operation is
looped 10 times to calculate the average number of running cycles.

We analyze the operational efficiency by comparing the number of the program
running clock cycles, including the initialization /allocation and free of the memory
pool, and focusing on the efficiency of mem-related operations. As can be seen in Figs. 7
and 8, the vector memory pool does not have a particularly large additional overhead in
establishing allocation and recovery compared to the standard implementation, except
for the free operation, which requires an additional time overhead of reverse lookup.

Fig. 7. The evaluation results of vector memory pool

Wecan see that by using vector arithmetic units, bothmemset andmemcpyoperations
have a large performance improvement, and the magnitude of the improvement varies
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Fig. 8. The evaluation results of vector memory library

according to the bit width size. The performance improvement is 12.8 times, and at
2048 bits, the performance improvement is 15.6 times, the efficiency improvement of
memcpy also reaches 19.42 times and 24.22 times.

Analyzing the above results, first, during the initialization phase of the memory pool,
the vector memory pool needs to build a block reverse lookup table at the same time, and
this operation incurs some overhead, but since the init operation itself requires a large
number of clock cycles, the slight increase does not affect the usage. For the memory
allocation operation, both memory pools require an operation to get the block address,
and the number of cycles spent here is almost the same, so it can be considered to have
no effect. As for the memory free operation, since the vector memory pool requires a
reverse lookup, the time overhead in this area is relatively large, and this is an area that
can be optimized in the future. By introducing methods like bitmap, the time complexity
of the lookup can be adjusted to O(1), and the performance loss of the free operation
can be accepted due to the huge performance improvement in the mem operation, for
example, a common scenario where a block of memory is acquired and initialized using
malloc and freed after use, where this three memory library functions, alloc + memset
+ free, are used, and the huge performance gain from memset can completely cover the
loss of free. In fact, the performance of the vector memory pool in such a scenario is
6.22 times higher than before.

For vector mem functions, the performance improvement of the vector memory
pool is more significant and, as the block bit width size increases, the performance
improvement becomes more pronounced. This is because, as the memory block size
increases, the percentage of call overhead generated by the system gradually decreases
and the efficiency of vector utilization becomes more obvious.
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5 Conclusion

In this paper, we design and implement a memory management method, vector memory
pool, suitable for use in embedded vector processors. By dividing the contiguous address
space according to the vector bit-width alignment, it solves the space wastage problem
in memory allocation for processors like DSP that need to use a lot of vector load/store,
and by using vector units, the processing of memory manipulation library functions such
as memset/memcpy is accelerated. The implementation of vector memory pooling and
comparison verification was done on rt-thread nano running on SWIFT DSP. Compared
with the originalmethod, there is only a slight loss of efficiency in the creation ofmemory
pools for allocation and free, but it is able to ensure that the allocated space has been
aligned according to the vector load/store requirements, and to achieve a tens of times
improvement in the operational efficiency of mem operations.
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Abstract. With the development of lightweight convolutional neural networks
(CNNs), these newly proposed networks are more powerful than previous con-
ventional models [4, 5] and can be well applied in Internet-of-Things (IoT) and
edge computing. However, they perform inefficiently on conventional hardware
accelerators because of the irregular connectivity in the structure. Though there are
some accelerators based on unified engine (UE) architecture or separated engine
(SE) architecture which can performwell for both standard convolution and depth-
wise convolution, these versatile structures are still not efficient for lightweight
CNNs such as EfficientNet-lite. In this paper, we propose a reconfigurable engine
(RE) architecture to improve the efficiency, which is used in communications such
as IoT and edge computing. In addition, we adopt integer quantization method to
reduce computational complexity and memory access. Also, the block-based cal-
culation scheme is used to further reduce the off-chip memory access and the
unique computational mode is used to improve the utilization of the processing
elements. The proposed architecture can be implemented on Xilinx ZC706 with a
100 MHz system clock for EfficientNet-lite0. Our accelerator achieved 196 FPS
and 72.9% top-1 accuracy on ImageNet classification, which is 27% and 18%
speedup compared to CPU and GPU of Pixel 4 respectively.

Keywords: convolutional neural network · depthwise convolution ·
quantization · hardware accelerator · EfficientNet

1 Introduction

In recent years, convolutional neural networks (CNNs) play significant roles in researches
on some hot issues like Artificial Intelligence (AI) and Deep Learning (DL), especially
their applications in image processing [1, 2, 3]. Since AlexNet won the Image-Net Large
Scale Vision Recognition Challenge competition in 2012 [4], more and more deeper
CNNs for image classification with high predictive accuracy have been proposed. This
comes with some challenges such as increasing computations, parameters and memory
accesses. In order to solve these problems, lightweight CNNs such as ShuffleNet [6],
MobileNet [7] and EfficientNet [8] were proposed, which adopt depthwise separable
convolution to reduce the size of parameters and enhance the speed of inference with
limited loss in accuracy.
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Even though these lightweight CNN models are more powerful than previous con-
ventional models, they are still costly to be implemented on hardware. Thus, the call for
efficient hardware implementations which are able to tackle the above problems arises.
At the very beginning, Central processing units (CPUs) are used for the infrastructure of
the CNNmodels [9]. But they are very inefficient in dealing with a large number of com-
plicated convolutional calculations. Graphics processing units (GPUs) are more widely
used with remarkable performance in handling large amounts of parallel computations
because of its plentiful computing resources and highmemory bandwidth [10]. However,
it is not suitable for edge computing or Internet of Things (IoT) due to the disadvantage
of its high energy consumption. Application-specific integrated circuit (ASIC) is much
better in terms of power, performance and area [11]. Nevertheless, it is a fully custom
designed chip for certain functionality and the hardware structure remains fixed once
it is produced. With the rapid development of CNN models, it is lack of flexibility to
be adapted to the advances. In this scenario, FPGAs have the advantages of flexible
reconstruction and customizability with its programmable architecture to implement
any target applications on hardware while maintain the benefits of low power and high
performance of ASICs.

Despite the use of FPGAs to accelerate CNN models has become an academic
hotspot, some FPGA accelerators [12, 13, 14], which aimed at large and conventional
models such as AlexNet, VGG16 and ResNet, are not well applied in lightweight CNN
models with irregular connectivity mentioned above. On account of the depthwise
separable convolution adopted in these lightweight CNNs, those FPGA accelerators
mentioned above are inefficient and underutilized. Therefore, it is necessary to design
customized architectures to deploy the lightweight CNNs.

Shivapakash proposed aMulti-bit accelerator to enhance the power efficiency, which
achieves 4.5× lower power consumption than 32-bit architectures by truncating the bits
of parameters and activations sequentially [15]. But it still needs too much off-chip
memory access. [16] proposed a SE architecture optimized for MobileNet to schedule
the different data-path for standard convolution and depthwise convolution. It is under-
utilized due to the workload imbalance in EfficientNet. LETA, proposed in [17], adopted
UE architecture to improve the efficiency and resource utilization. Its main problem is
the high off-chip memory traffic.

This paper presents a customized hardware accelerator with a reconfigurable calcula-
tion core based onFPGAwhich targets quantized lightweightCNNs: both activations and
weights are 8 bits. This accelerator is used in communications (IoT or edge computing).
The main contributions of this work are as follows:

• A reconfigurable engine architecture with a reconfigurable computational core for
both standard convolution and depthwise convolution.

• A block-based convolutional calculation scheme (pointwise-depthwise-pointwise) is
designed to reduce off-chip memory access.

• Efficiently scheduling the calculation mode and blocking the image to maximize the
utilization of both processing elements and on-chip memory.

The rest of the paper is organized as follows. Section2 introduces the inverted residual
with linear bottleneck module which contains depthwise separable convolution, the
EfficientNet-lite model and quantization. In Sect. 3, we present the proposed customized
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architecture of the accelerator and some details. The results are shown in Sect. 4, and
Sect. 5 gives the conclusions.

2 Backgroud

2.1 Inverted Residual with Linear Bottleneck Module

Recent state-of-the-art CNNs such as MobileNet, EfficientNet are based on an inverted
residual structure with linear bottleneck. It consists of a pointwise convolution (Pwcv)
layer, a depthwise convolution (Dwcv) layer and a pointwise convolution layer again
sequentially which is similar to the basic structure of ResNet [5]. If skipping connections
is applied, the input feature maps will add to the results after convolution. The main
difference is that the standard convolution (Scv) in the middle layer is replaced by the
Dwcv which greatly reduces the size of parameters. Figure 1 shows the difference. Both
of the Pwcv is actually Scv with a 1× 1 filter while the former one is used to expand the
dimensionality, the other is the opposite. The Dwcv in the middle layer, the channels of
which are computed independently, is spilt from the Scv. The separable channels make
the Dwcv faster and smaller than the Scv.

Fig. 1. The basic residual block in ResNet (left) and EfficientNet (right).

Assume that the height andwidth of the input featuremap areHi andWi respectively,
and the number of input channels is Ci. Scv and Dwcv apply the same convolutional
kernel K × K with the stride length of 1 to generate the output feature map of which
size is Ho ×Wo × Co. But the amount of operations is different as follows (In the case
of Dwcv, Ci = Co):

OScv = Ci · Ho · Wo · Co · K2 (1)

ODwcv = Ho · Wo · Co · K2 (2)

Thus, we can see that Scv requires Ci times as much operations as Dwcv.
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2.2 EfficientNet-Lite

EfficientNets are generated by using neural architecture search (NAS) and com-
pound scaling method, which is based on a mobile-size baseline network manually
designed. The main structure of EfficientNets is the mobile inverted bottleneck block
like MobileNets, but with an additional squeeze-and-excitation optimization.

EfficientNet-lite makes some changes. All nonlinear activations called swish in Effi-
cientNets [8] are replaced with RELU6 activations for easier post-quantization and all
squeeze-and-excitation modules are removed which makes the model to be easily imple-
mented on hardware. All these changes is to make the model mobile and IoT friendlier.
As shown in Table 1, EfficientNet-lite is more powerful than MobileNets with similar
parameters and higher accuracy. The most accurate model, EfficientNet-lite4, is about
6% more accurate than MobileNetV3.

Table 1. EfficientNet-lite and MobileNet Performance Results on ImageNet.

Model Params MAdds Top-1 Acc CPU

EfficientNet-lite0 4.7M 407M 75.1% 12 ms

EfficientNet-lite1 5.4M 631M 76.7% 18 ms

EfficientNet-lite2 6.1M 899M 77.6% 26 ms

EfficientNet-lite3 8.2M 1.44B 79.8% 41 ms

EfficientNet-lite4 13.0M 2.64B 81.5% 76 ms

MobileNetV1 4.2M 575M 70.6% 113 ms

MobileNetV2 3.4M 300M 72.0% 75 ms

MobileNetV2(1.4) 6.9M 585M 74.7% 143 ms

MobileNetV3 5.4M 219M 75.2% 51.2 ms
* The CPU used for EfficientNet-lites is Snapdragon 855, while the CPU used for MoblieNets is
Snapdragon 821.

Considering the area and real time, we target EfficientNet-lite0 to be implemented
on hardware accelerator. Other EfficientNet-lite models can be well extended.

2.3 Integer Quantization

Model integer quantization has been widely applied in academia and industry as an
optimization technology that can effectively reduce the size of the model and speed up
the inference of CNNs with limited loss in accuracy. The width of quantized data can
be 8-, 4-, 2- or 1-bit. Since 8-bit low-precision inference is commonly used, we target
8-bit integer quantization in the following discussion.

The aim of the quantization algorithm is to map 32-bit floating-point values to 8-bit
integers. This can be written as:

q = round(
r

s
+ Z) (3)
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S = rmax − rmin

qmax − qmin
(4)

Z = round(qmax − rmax

S
) (5)

where q, r is quantized integer and floating-point real number respectively. S denotes the
scaling factor that represents the map ratio between q and r, and Z denotes the zero-point
that represents the quantized integer of zero in real number. Function round()means the
value is rounded to the nearest integer. Rmin and rmax are the maximum and minimum
values of r respectively, and q is the same. For 8-bit integer quantization, qmin is –128
and qmax is 127 for symmetric scheme while qmin is 0 and qmax is 255 for asymmetric
scheme.

In order to reduce the accuracy loss caused by quantization, we adopt different
schemes for weight and activation. For the weight quantization, the per-channel sym-
metric scheme is used, which means each channel of the feature map has independent
scaling factor SW and zero-point ZW . To simplify the calculation, we just apply SW
and ZW to the bias quantization. And we just use a constant scaling factor SA and zero-
point ZA within a layer for activation quantization with asymmetric scheme. Particularly,
we need to collect the range of activations during the inference and choose the appro-
priate rmin and rmax to minimize the KL-Divergence between the quantized activations
distribution and the original since the range of activations is not fixed for different inputs.

Assume that the weight of convolution is W, the bias is B, the input is X, and the
output is A. Since convolution is essentially a matrix operation, the computation can be
written as:

A=
∑N

i
WiXi +B (6)

After quantization and adjustment, it becomes:

qA=SWSX
SA

(∑N

i
(qW − ZW )(qX − ZX )+qB

)
+ZA (7)

where qX , qA, qW , qB are quantized input, output, weight and bias respectively. And
SX , SA, SW denote the scaling factors of input, output and weight respectively, which is
same to Z. In order to compute with 8-bit integer during the quantitative inference, the
results need to be multiplied by a scaling factor in the above equation for each channel
after convolution.

Table 2 shows the performance of the quantized EfficientNet-lite0 based on Pytorch
compared with the floating-point model and the official implementation based on Ten-
sorflow [8]. Note that the batch normalization layers and activation layers have been
merged into the convolutional layers during the quantization to enhance the accuracy.
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Table 2. Performance Results of Different Framework After Quantization or Not.

Model Framework Precision Top-1 Acc CPU

EfficientNet-lite0 Pytorch FP32 73.6% 57.3 ms

EfficientNet-lite0 Pytorch INT8 72.9% 13.6 ms

EfficientNet-lite0 Tensorflow FP32 75.1% 12 ms

EfficientNet-lite0 Tensorflow INT8 74.4% 6.5 ms
* The CPU we used (Intel Core i5-6300HQ) is different from the official one (Snapdragon 855).

3 Proposed Architecture

3.1 Overall Architecture

Figure 2 Presents the block diagram of the proposed architecture. The accelerator is
a reconfigurable engine architecture and is driven by pre-compiled instructions. In the
whole system, the Processing System (PS) tiles the input image into blocks and schedules
the computations sequentially. The data blocks and instructions are put into the off-chip
memory from PS before run time.

Fig. 2. Overall Proposed Architecture.

When the accelerator is started, the controller fetched instructions from off-chip
memory. These instructions will be parsed and dispatched to the computational core.
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The input feature maps, weights and biases will be filled into on-chip memory from the
off-chipmemory. Both standard convolution and depthwise convolution are computed in
the core as well as the RELU function. The residual multiplier is used to scale the input
feature maps for skipping connection, and the result multiplier is to quantize the results
with the factor as in Eq. (7). After convolution computations, the results are written back
into off-chip memory. The final results of all these convolution layers are sent back to
PS. Since we target EfficientNet-lite model, the pooling and full connection operation
are computed in PS.

3.2 Reconfigurable Calculation Core

There are 16 processing blocks (PBs) inside the core, where each consists of 8 processing
elements (PEs) and adder tree. The details are shown in Fig. 3. The calculation core can
compute up to 1024 multiply-accumulate operations per cycle.

Fig. 3. The details of processing block.

In the inverted residualwith linear bottleneckmodule, the number of the channels first
increases then decreases. In order to improve the resource utilization of the processing
elements, we enhance the structure and dataflow in [17]. For standard convolution, we
only performparallel computing along the channel dimension.And the parallelismof I/O
channels can be configured as 16–64, 32–32 and 64–16. For depthwise convolution, we
performboth the channel parallelism and the pixel parsallelism. The pixel parallelism can
be configured as 2 or 4 (the corresponding channel parallelism is 64 or 32) according to
the computation mode of the preceding pointwise convolution layer, and the total output
is 128. The different parallelism can be performed by changing the output connections
of the Adders. The red line input of the mux in Fig. 3 is the yellow line output from
other adder within the PB and the black line output of the Adder in Fig. 3 is only used
in depthwise convolution.
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3.3 Image Blocking and Block-Based Data-Path

Due to the limited on-chip memory, we partition the input image and design a unique
computation scheme as shown in Fig. 4. The inter-channel computation is scheduled
with weight reuse and input feature map fully reuse within a convolution layer. The
inverted residual block is regarded as a basic computing block. The input feature maps
are fetched into the first input buffer as shown in Fig. 2. After the pointwise convolution
layer, the results are sent to the second input buffer to prepared for depthwise convolution.
Then, the results are sent to the first input buffer again to be used in the next pointwise
convolution layer. The output buffer is used to store the intermediate results and the final
results of the above convolution. After the basic block complete all the computations,
the final results are written back to the off-chip memory. The data path of activations is
shown in Fig. 5 briefly.

Fig. 4. Image blocking and computation schedule.

Fig. 5. The brief data path of activations.
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4 Experiments

We evaluate the performance of the proposed architecture and compare it with previous
works in this section. The whole system is implemented by Verilog HDL and runs at 100
MHz frequency on Xilinx ZC706 board. This platform is based on Zynq-7000 SoC with
a dual-core ARM Cortex-A9 core processor. Vivado (v17.4) is used to synthesize and
place-and-route the hardware design. The data set used for inference in this experiment is
from ImageNet ILSVRC2012. The size of the images is 224× 224× 3 and the batch size
is 20. We implement EfficientNet-lite0 on this hardware accelerator and it takes about
384M multiply-accumulate operations to compute the inference of one single image.

Fig. 6. Comparisons of off-chip memory traffic and on-chip memory.

Table 3 shows the results of the proposed architecture and comparisons with other
works. The CPU of Pixel 4 is Snapdragon 855 and the GPU is Adreno 640. The proposed
architecture is faster than CPU and GPU of Pixel 4 with limited accuracy loss (1–2%
lower). Our reconfigurable engine (RE) architecture uses large on-chip memory size
while reducing off-chip memory traffic. And compared with the unified engine (UE)
architecture in [17], our architecture has about 4 × less off-chip traffic and still less on-
chip memory, achieve a performance of 196 FPS in EfficientNet-lite0 as shown in Fig. 6.
Though there is a small gap in latency because of lower frequency, our architecture still
performs well.
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Table 3. Performance Comparisons.

CPU[8] GPU[8] Gao[17] Proposed

Platform Pixel4 Pixel4 Xilinx XCVU37P Xilinx ZC706

Model lite0 Lite0 B0 Lite0

Precision INT8 FP32 INT8 INT8

Frequency 2.84 GHz 2.84 Hz 300 MHz 100 MHz

Off-chip Traffic N/A N/A 16.9 MB 4.3 MB

On-chip Memory N/A N/A 3 Mb 2 Mb

MAC Operation 407 M 407 M 390 M 384 M

Latency 6.5 ms 6.0 ms 4.1 ms 5.1 ms

GOPS N/A N/A 95.1 75.3

Accuracy 74.4% 75.1% 73.9% 72.9%

5 Conclusion

In this paper, a reconfigurable engine architecture for EfficientNet-lite which can be
applied in communications such as IoT and edge computing is proposed. Integer quan-
tization method is used to improve the efficiency with limited accuracy loss. Also, we
design a block-based calculation scheme and schedule the dataflow to reduce the off-
chip traffic and on-chip memory. Our architecture can achieve 4 × less off-chip traffic
than the latest FPGA-based EfficientNet accelerator. And it is 27% and 18% speedup
compared to CPU and GPU of Pixel 4 respectively.
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Abstract. In recent years, the attention transformer model has been
widely used in the field of speech enhancement. With the introduction
of a convolutionally enhanced transformer (Conformer), it models both
the local and the global information of the speech sequence to achieve
a better performance. In this paper, we propose a speech enhancement
structure using conformer with time-frequency (TF) domain in DCCRN.
To that aim, the second layer LSTM in DCCRN is replaced with TF-
Conformer. By doing this, information between and within frames can
be better utilized. An attention convolution path between the convolu-
tional encoder and decoder is also developed to better convey nonlinear
information. The results show that the model’s PESQ surpasses DCCRN
and DCCRN+ on the testset of Interspeech 2020 Deep Noise Suppres-
sion (DNS) Challenge, with the best model size of 2.3 M. At the same
time, the excellent results have been obtained on the blind test set of
ICASSP 2021 DNS Challenge, and the overall MOS score exceeds the
winner team by 0.06.

Keywords: Speech enhancement · Attention · Time-frequency domain

1 Introduction

Noise is widespread in the natural environments and interferes with our lan-
guage communications. Speech enhancement aims at suppressing noise compo-
nents from noisy speech, and to improve the quality and intelligibility of audio. An
excellent speech enhancement system can help people or machines better under-
stand the meaning of speech such as speech recognition, hearing aids, and sen-
timent analysis [6]. Traditional speech enhancement algorithms usually estimate
the noise spectrum theoretically based on statistical signals, and use filters to sup-
press the noise. The rise of deep learning has turned the speech enhancement into a
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data-driven supervised learning task. In recent years, DNN-based speech enhance-
ment [18] methods have achieved great results in noise suppression. However, in
practical applications, it is still difficult to suppress the noise in the case of low
signal-to-noise ratios (SNR). The ICASSP 2021 deep noise suppression (DNS)
challenge [12] is dedicated to speech enhancement task in harsh environments,
and the corresponding dataset and evaluation metric (DNSMOS) [10] are pro-
vided for participants. For single-channel speech enhancement, the algorithms can
be mainly divided into time domain [7,8] and time-frequency domain [21] struc-
tures. The time-domain algorithms mainly use convolutional encoder and trans-
posed convolutional decoder to simulate the Fourier and inverse transforms, and
directly estimate the clean target speech sequence through an end-to-end data-
driven concept. Although it is not necessary to estimate the phase in the time
domain, it is difficult to model the long speech sequences. The time-frequency
domain algorithms extract the complex spectrum or power spectrum of the target
speech from the noisy speech. After the short-time Fourier transform (STFT), the
spectrums are processed to remove the noise in frequency domain.

In terms of the training goal, there are two common methods in deep learning:
direct mapping and mask estimation. Due to the limited dynamic ranges of mask
as a training target, the convergence speed is very fast, which is usually desired.
The common masks mainly include ideal ratio mask (IRM) [11], ideal binary mask
(IBM) [17], and target magnitude spectrum (TMS) [18]. However, many of these
methods ignore the phase information of speech, and ambiguous phase informa-
tion can make the modeling of recovered speech difficult [19]. The recent studies
have shown that phase ratio mask (PSM) [2] and complex ratio mask (CRM) [20]
achieved a good performance in phase estimation. The CRM respectively acts on
the real and imaginary parts of the spectrogram, which estimates the phase infor-
mation more accurately and improves the speech quality. With this concept and
using complex operations, DCCRN [4] combines the advantages of two networks of
DCUNET [1] and CRN [13], and develops a new complex speech enhancement net-
work [14], where LSTM layers between convolutional encoder and decoder model
the temporal context to reconstruct speech by simultaneously enhancing the real
and imaginary parts of the speech in frequency domain.

In this paper, we propose a complex convolutional network [4], which uses
DCCRN as a backbone structure. The difference is the conformer [3] attention
mechanism, we use Multihead-Attention in frequency domain to process the
relevant information between frequencies in the frame. In addition to that, we use
the skip connection attention mechanism of attention convolution to improve the
information aggregation between the encoder and decoder, which is also different
from DCCRN+ [9]. To train the network, the weighted loss of mean square
error (MSE) and scale-invariant signal-to-noise ratio (SI-SNR) [8] is developed to
better balance the speech distortion and noise suppression. Under the framework
of the proposed model, we perform comparisons on the DNS test sets, and it is
found that the proposed model outperforms DCCRN in all scenarios, with a
significantly less computation. Under the P808 subjective evaluation system,
the proposed model outperforms DCCRN and TSCN-PP [5].
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Fig. 1. CARN-Conformer Network

2 The CARN-Conformer Network

As shown in Fig. 1, our time-frequency domain network adopts a multi-layer
convolution structure, where the complex convolution structure is utilized. The
attention pathway is added between the encoder and decoder. LSTM and one
layer TF-Conformer Module is used as the middle layer. The detailed information
for each layer is provided below.

2.1 Time-Frequency Conformer

The conformer is widely used in the field of speech recognition(ASR), which adds
a convolution module to the original transformer. We use Conformer to extract
information and intra-frame frequency correlations between temporal contexts.
The TF-Conformer Module is mainly composed of a stack of five blocks, namely
two feed forward modules (FFM), the multi-head self attention (MHSA) module,
the convolution module, and the LayerNormlization, depicted in Fig. 2. We use
X(t, f) to represent the first input of TF domain features, and suppose the input
of the ith block is z and the output of the ith block is

ẑ = z +
1
2
FFM(z), (1)

z′ = MHSA(ẑ) + ẑ, (2)

z′′ = conv(z′) + z′, (3)

output = layernorm(z′′ +
1
2
FFM(z)). (4)

The FFM follows a pre-normalized residual unit and applies layer normaliza-
tion on the input within the residual unit. It is similar to a macaron-structured
network and consists of a linear layer that includes a swish activation function
and dropout. We improve MHSA to explore contextual information in the fre-
quency dimension. Therefore, the frequency dimension is used as the sequence
dimension, the time dimension is combined into batch size, and the channel
dimension is used as the feature dimension. The reshape operators are applied
before and after MHSA layer between the features of Z ∈ RB×C×T×F and Z ∈
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RBT×F×C , where B, C, T, F are the dimension of batch size, channel, time and
frequency, BT = B × T is the combined dimension of batch size and time. The
improved MHSA can be formulated as follows:

Qi = ZQWQ
i ,Ki = ZKWK

i , Vi = ZV WV
i , (5)

headi = Attention(Qi,Ki, Vi) = softmax(
QiK

T
i√
d

)Vi, (6)

MultiHead = Concat(head1, ..., headh)WO, (7)

In the formula, i ∈ [1, h] is the head index. ZQ, ZK , ZV ∈ RF×C are the
input features with length F and dimension C, Qi, Ki, Vi ∈ RF×C/h are queries,
keys and values. WQ, WK , WV ∈ RC×C/h and WO ∈ RC×C are parameter
matrices.

The convolution module helps extract the information that the model
extracts the temporal context, starting with point convolution and gated linear
units, Then a 1D depthwise convolution where normalization helps the model
better deep training.

Fig. 2. TF-Conformer Module. Fig. 3. Attention pathway.

2.2 Attention Pathway (AP)

In past DCCRN networks, skip connections were used to map encoder features
directly to decoders. This paper proposes a new skip connection method based
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on the attention mechanism, which uses the output of the encoder and decoder
(conformer) of the ith layer as the input of the attention path, and obtains the
input of the (i−1)th layer. In the Fig. 3, Ki is the output of the Conv2d encoder
and Qi is the output of the decoder. There are two causal 2D convolutions with
kernel (3, 2) and stride (1, 1) to process Ki and Qi. The first layer Conv2d dou-
bles the output channels to extract high-dimensional spatial features, referring
as W1 and W2, and then sums the outputs. The output Ai of high-dimensional
spatial features can be described as:

Ai = LayerNorm(PReLU(W1 · Ki + W2 · Qi)) (8)

After that, utilize the PReLU activation function and normalization layer,
then recover the number of channels and generate the attention mask using
causal Conv2d with the same kernel and stride, refering as W3. Finally, the
feature Vi of the original input to the decoder is multiplied by the attention
mask element, and the resulting mask feature is concatenated with the output
Qi to get the final output to the next decoder. The output Bi of AP can be
described as:

Bi = Softmax(PReLU(W3 · Ai) · Vi (9)

2.3 Learning Target and Loss Function

In our model, we use CRM [20] as our training target. During training, CARN-
Conformer estimates CRM. Given the complex-valued STFT spectrogram of
clean speech S and noisy speech Y , CRM is defined as

CRM =
YrSr + YiSi

Y 2
r + Y 2

i

+ j
YrSi + YiSr

Y 2
r + Y 2

i

, (10)

where Yr and Yi refer to the real and imaginary parts of the noisy spectrum,
respectively, and Sr and Si represent the real and imaginary parts of the clean
complex spectrum, and Mr and Mi denote the real and imaginary parts of the
CRM, respectively.

We multiply the input noisy speech X = Xr + jXi and the CRM mask to
generate the enhanced spectrogram

Ŝ = XrMr − XiMi + i(XrMi + XiMr). (11)

Applying inverse Fourier transform (iSTFT) to Ŝ yields a time-domain wave-
form ŝ

ŝ = iSTFT (Ŝ). (12)

To train the network, the weighted loss functions is developed by considering
both SI-SNR and MSE. The SI-SNR is defined

⎧
⎪⎨

⎪⎩

starget := <ŝ,s>·s
||s||22

enoise := ŝ − starget

LSI−SNR := −10log10(
||starget||22
||enoise||22 )

(13)



278 B. Fang et al.

Therefore, the final weighted loss is

Loss = LSI−SNR + log(MSE(Sr, Ŝr) + MSE(Si, Ŝi)

+ MSE(|S|, |Ŝ|)).
(14)

where <·, ·> denotes the dot product between two vectors and || · ||2 is Euclidean
norm (L2 norm). The added MSE part measures the real, imaginary, and mag-
nitude differences between the estimated spectrum and the true spectrum. We
take the logarithm of the MSE loss to ensure it is of the same order of magnitude
as the negative SNR.

3 Experiments

We first evaluate the performance of our model on both Interspeech 2020 and
ICASSP 20201 DNS challenge datasets [12]. For the Interspeech 2020 dataset, it
contains 180 h of noise sets, which includes 150 lessons and 65,000 noise clips, and
more than 500 h of clean speech, which includes 2,150 speaker audio clips, and
has 80,000 RIR clips. We generated 500 h each for the unreverb and reverberated
datasets with a sampling rate of 16 kHz and 10 s segments, and the SNR was set
in the range of −5 to 20 dB. The ratio of training set and test set is 9:1. The gener-
ation method for the ICASSP dataset is consistent with the method for the Inter-
speech dataset. Additionally, we also Voice Bank+DEMAND [15] dataset to test
the our model, where a total of 824 samples from 8 speakers are used.

3.1 Training Setup and Parameters

For our model, the window length and frame shift used are 32 ms and 16 ms,
respectively, corresponding to an STFT length of 512, and we stack the real and
imaginary parts together as the input to the network. The model is trained using
the Adam optimizer with a bach size of 6. The initial learning rate is 1e−3, the
learning rate is halved if the validation loss does not drop within 3 epochs, and
training is stopped if the validation loss does not drop within 10 epochs. We
compare several models on dataset, described as follows.

DCCRN [4]: The number of channels of the encoder and decoder is {32, 64,
128, 128, 256,256}. The kernel size and stride of each layer are (5, 2) and (2, 1),
respectively. The middle layer uses a two-layer LSTM with 256 nodes. There is a
1024 * 256 fully connected layer after the LSTM. Each encoder processes the pre-
vious frame and the current frame. An additional future frame is processed by a
later layer of the decoder, and each layer only uses the previous and current frame.

CARN-Conformer: Three models consist of ours-1, ours-2 and ours-3. The
number of channels of the encoding layer is [32, 32, 64, 64, 64, 64, 64, 64]. The
kernel size and stride are (5, 2) and (2, 1) respectively, and all the convolutional
encoders and decoders are causal. In the middle layer of ours-1, we set up a con-
former block instead of LSTM, with 16 attention heads, 64 attention dimensions,
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256 FFM dimensions, using relative position coding, dropout settings in FFM
is 0.15. Based on ours-1, we set AP between the encoder and decoder to get
ours-2. In ours-3, we replace the SI-SNR in ours-2 with our proposed constraint
function.

Table 1. PESQ on DNS2020 synthetic test set.

Model Para.(M) no reverb reverb Ave.

Noisy - 2.45 2.75 2.60

NSNet(Baseline) 1.3 3.07 2.81 2.94

DCUNET [1] 3.6 3.22 2.79 3.01

DCCRN [4] 3.7 3.26 3.20 3.23

DCCRN+ [9] 3.3 3.33 3.30 3.32

DCCRN +TF-conformer (ours-1) 2.1 3.28 3.26 3.27

+attention pathway(ours-2) 2.3 3.40 3.35 3.37

+new loss(ours-3) 2.3 3.42 3.36 3.39

3.2 Experimental Results and Discussions

We evaluate model performance in terms of perceptual evaluation of speech
quality (PESQ) and DNSMOS [15], which is provided by the Challenge organizer.
In Table 1, we perform ablation experiments on the models using the DNS-
2020 synthetic test set, in terms of PESQ. It is seen that all proposed models
outperform DCCRN [4] with the smaller parameters. After adding the conformer,
it can be found that the parameters of the model are significantly reduced, and
the noise reduction ability is improved to a certain extent. The model after
adding the attention path only adds a small amount of parameters and the
performance is significantly improved. It is seen that our best model outperforms
DCCRN [4] by 0.16 and DCCRN+ [9] 0.07 on the test set.

Fig. 4. The denoising result on a testing noisy clip for the cases with/without AP: (a)
without AP, (b) with AP.
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In Fig. 4, to visually see the performance of AP, we compare the spectrograms
of a test segment without AP and with AP. We can find that the spectrogram
with AP is clearer and the residual noise is better suppressed.

Table 2. DNSMOS on DNS2020 blind test set.

Model Para.(M) no reverb reverb realrec Ave.

Noisy - 3.13 2.64 2.83 2.85

NSNet(Baseline) 1.3 3.49 2.64 3.00 3.03

DCCRN[T1] 3.7 4.00 2.94 3.37 3.42

ours-1[T1] 2.1 4.00 3.16 3.28 3.49

ours-2[T1] 2.3 4.04 3.34 3.35 3.56

ours-3[T1] 2.3 4.04 3.36 3.37 3.59

DCCRN[T2] 3.7 3.90 2.96 3.34 3.38

ours-1[T2] 2.1 3.92 3.02 3.38 3.43

ours-2[T2] 2.3 3.97 3.14 3.40 3.50

ours-3[T2] 2.3 3.98 3.16 3.42 3.52

In Table 2, the blind test set is used to evaluate the performance in terms
of DNSMOS [6], where [T1] and [T2] respectively represent the real-time track
and non-real-time track. It is noted that the proposed models outperform the
baselines. With attention path and new loss function, the performance of the
proposed model is superior to that of DCCRN [4] in both tracks.

In Table 3, the experiments with the Voice Bank + DEMAND dataset [15] are
provided. It is seen that our model has a significantly lower parameter quantity,
and outperforms DCCRN [4] and DCCRN+ [9].

Table 3. PESQ on Voice Bank + DEMAND.

Model Para.(M) External Data PESQ-WB

Noisy - - 1.97

RNNoise [16] 0.06
√

2.29

DCCRN [4] 3.7
√

2.68

DCCRN+ [4] 3.3
√

2.84

ours-3 2.3
√

2.90

Finally, we further compare the performances in more complex acoustic sce-
narios using 2021 DNS Challenge blind test set [12], and the results are provided
in Table 4. The noise reduction performance of our best model outperforms the
winning model of TSCN-PP [5] in all scenarios, which indicates our model gen-
eralizes better.
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Table 4. DNSMOS on the DNS2021 blind test set.

Model singing Tinal Non-English English Emotional Overall

Noisy 2.96 3.00 2.96 2.80 2.67 2.86

NSnet2(Baseline) 3.10 3.25 3.28 3.30 2.88 3.21

TSCN-PP [5] 3.14 3.44 3.50 3.49 2.92 3.38

ours-3 3.18 3.46 3.54 3.52 2.96 3.44

4 Conclusion

In this paper, we propose a model CARN-Conformer that uses conformer and
adopts attention pathway skip connections to perform speech enhancement. Con-
former is used to combine local and global information for modeling and the new
loss function constrains both the time and frequency domains. Especially, the
attention pathway is utilized to map between the encoder and the decoder, and
as a result, the ability of the model to suppress noise is improved. The proposed
model achieves excellent MOS scores on the ICASSP 2021 DNS Challenge blind
test set, proving the effectiveness of the model structure.
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Abstract. Network-assisted full-duplex (NAFD) cell-free massive
MIMO can greatly improve the spectral efficiency and reduce the unmet
system capacity ratio (USCR) by simultaneous downlink and uplink
transmission with massive access points (APs). As most existing works
focus on the system throughput maximization while ignoring the user
requirements. In this paper, we jointly study the dynamic power alloca-
tion under the constraint of USCR. An elite genetic algorithm for power
allocation is proposed to solve the above problems. Simulation results
show that the proposed algorithm significantly reduces the USCR of the
cell-free massive MIMO while sufficiently meeting the user requirements.

Keywords: Massive MIMO · Cell-free · User-centered · Power
allocation

1 Introduction

Beyond 5G networks are expected to own the ability to handle more access users
with great energy efficiency and ultra-low latencies as well as providing excep-
tionally high transmission rates while supporting more equitable quality of ser-
vice (QoS) over the coverage area, which can tackle the problems left by 5G [1].
Therefore, cell-free massive MIMO has a strong appeal to the researchers nowa-
days due to its ability to overcome the inherent intercell-interference in cellular
networks through coherent cooperation between APs [2–4]. Specifically, cell-free
massive MIMO uses numerous distributed access points (APs) with simple linear
processing capability, which can serve many users coherently with the same time
and frequency resources [5–7]. The benefits of massive MIMO and full duplex are
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combined. Moreover, cell-free massive MIMO are much more robust to shadow
fading correlation than traditional cellular networks [8]. Therefore, it can pro-
vide greatly improved services for all users, regardless of their location. However,
the cell-free massive MIMO also brings in several challenges including the severe
multi-user interference [9]. Therefore, the concept of network-assisted full-duplex
(NAFD) system is proposed [10], which aims to reduce the system performance
degradation due to self-interference between uplink and downlink. In a NAFD
cell-free massive MIMO system, APs with multiple antennas are distributed in
an area and connected to a central processor unit (CPU), which can estimate
the channel state information (CSI) among APs with pilot arrangement, via
fronthaul to serve users with different communication requirements [11]. Since
considering only maximizing the total system spectral efficiency (SE) may lead
to poor QoS of users, different from the previous works, we investigate the power
allocation in NAFD cell-free massive MIMO to find the optimal power allocation
to achieve flexible allocation of system resources and improved system perfor-
mance. Accordingly, we propose a power allocation algorithm based on elite
genetic algorithm. Simulation results show that the proposed power allocation
scheme has better QoS under various types of user requirements conditions.

2 System Model and Problem Formulation

2.1 System Model

Fig. 1. NAFD cell-free massive MIMO systems.
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As depicted in Fig. 1, we consider a NADF cell-free massive MIMO system con-
taining K users. Based on the user-centric concept, each user considers itself
as the center and selects APs whose distances to the user are smaller than
the selection radius Rs. Then, the system will also contain M APs, which are
connected to a CPU by downlink or uplink fronthaul. Moreover, each AP is
equipped with L antennas, and each user is equipped with single antenna, each
DL-AP or uplink user is considered as a transmitter, who allocates its power
according to the power allocation method to the corresponding downlink users
or UL-APs, which are considered as receivers. Theoretically, each full-duplex AP
is considered either a downlink transmitting AP (DL-AP) or an uplink receiving
AP (UL-AP), and each user is considered either a downlink user or an uplink
user as well [3]. Accordingly, we divide the APs into Md DL-APs indexed by
Md = {1, 2, · · · ,md}, and Mu UL-APs indexed by Mu = {1, 2, · · · ,mu}. Mean-
while, we divide the users into Kd downlink users indexed by Kd = {1, 2, · · · , kd}
and Ku uplink users indexed by Ku = {1, 2, · · · , ku}.

2.2 Downlink Transmission Model

For downlink transmission, in each scheduled time slot, the CPU computes,
compresses and transmits the beamforming signals to each DL-AP. Specifically,
the received signal at DL-AP md is given as:

xd,md
=

Kd∑

kd=1

pd,md,kd
sd,kd

+ qd,md
, (1)

where pd,md,kd
∈ C

L×1 represents the linear transmit beamforming and power
allocation vector between DL-AP md and downlink user kd, and user kd, sd,kd

is the download transmitted signal for downlink user kd with E[sd,kd
sHd,kd

] = 1.
qd,md

∼ CN (0, σ2
q,d,md

IL) ∈ C
L×1 denotes the downlink quantization noise at

DL-AP md, where σ2
q,d,md

is the corresponding compression noise power.
Then, the DL-APs transmit their received signals to the downlink users. The

signal received at downlink user kd can be expressed as:

yd,kd
=

Md∑

md=1

hH
d,md,kd

xd,md
+

Ku∑

ku=1

hku,kd

√
pu,ku

su,ku
+ nd,kd

, (2)

where hd,md,kd
∈ C

L×1 represents the CSI vector between DL-AP md and down-
link user kd, hku,kd

denotes the CSI between uplink user ku and downlink user kd.
pu,ku

is the uplink transmission power of the uplink user ku, and su,ku
is the corre-

sponding uplink transmitted signal with E[su,ku
sHu,ku

] = 1. nd,kd
∼ CN (0, σ2

d,kd
)

is the additive white gaussian noise (AWGN) at downlink user kd. Overall, the
downlink SE of downlink user kd can be expressed as:

Rkd
= log2(1 +

| hH
d,kd

pd,kd
|2

ηd,kd

) (3)
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where ηd,kd
is the covariance interference at downlink user kd and can be

expressed as:

ηd,kd
=

Kd∑

k′
d=1,k′

d �=kd

| hH
d,kd

pd,k′
d

|2 +
Ku∑

ku=1

pu,ku
| hku,kd

|2

+ σ2
q,d,md

|| hd,md,kd
||2 + σ2

d,kd
,

(4)

wherehd,kd
= [hT

d,1,kd
, · · · ,hT

d,Md,kd
]T ∈ C

LMd×1 denotes the CSI matrix between
all DL-APs and downlink user kd, pd,kd

= [pT
d,1,kd

, · · · ,pT
d,Md,kd

]T ∈ C
LMd×1

denotes the transmit beamforming and power allocation vector between DL-APs
and downlink user kd.

2.3 Uplink Transmission Model

For uplink transmission, in each scheduled time slot, Mu UL-APs jointly receive
signals from uplink users. The received signal by UL-AP mu can be expressed
as:

yu,mu
=

Ku∑

ku=1

hu,ku,mu

√
pu,ku

su,ku
+

Kd∑

kd=1

Hmu
pd,kd

sd,kd
+ nu,mu

, (5)

where hu,ku,mu
∈ C

L×1 represents the CSI vector between UL-AP mu and down-
link user ku, and nu,mu

denotes the AWGN at UL-AP mu. Hmu
∈ C

L×LMd

denotes the CSI between UL-AP mu and all DL-APs. Then, the UL-APs com-
press the received signals and transmit them to the CPU. The received signal at
the CPU can be expressed as:

yu =
Ku∑

ku=1

hu,ku

√
pu,ku

su,ku
+Hxd + nu + qu, (6)

where hu,ku
= [hT

u,ku,1
, · · · ,hT

u,ku,Mu
]T ∈ C

LMu×1 denotes the CSI between the
uplink user ku and all UL-APs. H = [HT

1 , · · · ,HT
Mu

]T ∈ C
LMu×LMd denotes the

CSI between all UL-APs and DL-APs, xd = [xT
d,1, · · · ,xT

d,Md
]T ∈ C

LMd×1 repre-
sents the received signal at all DL-APs, nu = [nT

u,1, · · · ,nT
u,Mu

]T ∈ C
LMu×1 is the

AWGN at all UL-APs, qu = [qT
u,1, · · · ,qT

u,Mu
]T ∈ C

LMu×1 is the uplink compres-
sion noise at all UL-APs, qu,mu

∼ CN (0, σ2
q,u,mu

IL) ∈ C
L×1 denotes the quanti-

zation noise at UL-AP mu, where σ2
c,u,mu

is the corresponding compression noise
power. In order to detect the transmitted signal su,ku

, the CPU employs a receive
beamforming and power allocation vector pu,ku

= [pT
u,ku,1

, · · · ,pT
u,ku,Mu

]T ∈
C

LMu×1.
In addition, since the CPU has the full information of the downlink signal

sd,kd
, the inter-AP interference (IAI) can be modeled as H = Ĥ+ H̃, where

Ĥ ∈ C
LMu×LMd denotes the imperfect channel and H̃ ∈ C

LMu×LMd denotes the
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channel estimation error, and since the IAI power can be much stronger than
the others, we assume that only the IAI channel is imperfect, and other channel
estimates are perfect.

Overall, the uplink SE of uplink user ku can be expressed as:

Rku
= log2(1 +

pu,ku
| pH

u,ku
hu,ku

|2
ηu,ku

), (7)

where ηu,ku
is the interference-plus-noise at uplink user ku and can be expressed

as:

ηu,ku
=

Ku∑

k′
u=1,k′

u �=ku

pu,k′
u
| pH

u,ku
hu,k′

u
|2 + pH

u,ku

Md∑

md=1

pd,md
H̃md

pu,ku

+ pH
u,ku

(Nu +Qu)pu,ku
,

(8)

where pd,md
=

∑Kd

k′
d=1 || hd,md,kd

||2 +Lσ2
q,d,md

, H̃md
= diag(σ2

1,md
IL, · · · ,

σ2
Mu,md

IL), Nu = nunH
u = diag(σ2

u,1IL, · · · , σ2
u,mu

IL) and Qu = quqH
u = diag(

σ2
q,u,1IL, · · · , σ2

q,u,mu
IL).

2.4 Problem Formulation

Most existing works focused on maximizing the sum SE of users in the system,
i.e.

∑K
1 Rk, which ignores user requirements, leads to poor insufficient user sat-

isfaction and waste of resources. To solve this problem, we define the unmet
system capacity ratio (USCR) in Eq. 9 (note that there is no extra benefit in
providing data rate that exceeds the requirements) [12]:

USCR =
K∑

1

max(Rr,k − Rk, 0)/
K∑

1

Rr,k, (9)

where Rr,k indicates the SE requirement of k-th user at the current time slot. In
terms of constraints, we assume that both the uplink and downlink transmissions
are limited by the maximum transmit power. To maximize QoS, our object is to
minimizes USCR by allocating power subject to the constraints, as mentioned
before, this can be formulated as the following mathematical program:

min USCR

s.t. 0 ≤ pd,md
≤ Pd,

0 ≤ pu,k ≤ Pu,

(10)

where Ineq. 10 indicates the lower and upper limits of transmission power of
each DL-AP and user respectively.
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3 The Power Allocation Based on Elite Genetic
Algorithm

Due to the high computational cost of finding the optimal solution to solve the
resource allocation problem, we turn to the metaheuristic optimization method.
Genetic algorithm is one of the effective ways to address these problems, and in
this section, we will briefly introduce the genetic algorithm. Genetic algorithm
searches for optimal solutions by simulating natural evolutionary processes. The
process of solving the problem is transformed into a process similar to the inter-
section and mutation of chromosomal genes in biological evolution. The basic
framework of genetic algorithm includes encoding, initial population selection,
genetic operations, and fitness function evaluation. The initial individuals are
changed by genetic operators such as selection, crossover and variation. Finally,
the individual with the greatest fitness will be selected as the optimal solution
through the evaluation and the judgment of termination criterion.

Algorithm 1. Elite Genetic Algorithm-based Power Allocation
1: pop ←InitPopulation(Nind)
2: for gen = 1 to Ngen do
3: for ind in pop do
4: ind.fitness ← EvaluateSolutionFitness(ind, env)
5: end for
6:
7: elites, pop′ ← SortByFitness(pop)
8: pop′′ ← MaintainPopulation(pop′)
9:

10: stop ← TerminationCriterion()
11: if stop then
12: break
13: end if
14:
15: offspring ← TournamentSelection(pop′′)
16: offspring′ ← CrossoverAndMutation(offspring)
17: pop ← offspring′ + elites
18:
19: end for
20: return pop.top
21:
22: function EvaluateSolutionFitness(ind, env)
23: ind ← ConstraintHandling(ind)
24: scheme ← Deployment(ind, env)
25: USCR ← CalculateUSCR(scheme)
26: return −USCR
27: end function
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Algorithm 1 presents details of our proposed algorithm. Initially, a popula-
tion of individuals is created by assigning random values of power allocation
vectors, and in practice, in order to avoid invalid search and speed up conver-
gence, we take some proven excellent power allocation vectors as part of the
initial individuals. Then, for each generation, all individuals will be evaluated
and ranked. Next, to protect individuals with better fitness, the top ranked indi-
viduals will be set as elites according to the elite rate. In addition, to maintain
the stability of the size of population, the last few individuals will be eliminated,
while the others, a subset of individuals from the population will be selected and
applied through the crossover and mutation operators. To be specific, crossover
operations randomly combine the characteristics (some elements in the power
distribution vector) of two individuals (parents) to produce a pair of new indi-
viduals (offspring), and mutation operations assign new values randomly to the
power allocation vector, making it possible for the algorithm to derive different
solutions. Finally, the offspring are born, and they will form a new population
with the elites in the next generation. In order to ensure that the solution can
be obtained in time, we set the maximum number of iterations of the algorithm,
which means the process will continue until generation Ngen is reached. Further-
more, to avoid the algorithm falling into invalid iterations, we set termination
criterion as well which will terminate the iterations when the convergence crite-
rion in Ineq. 11 is met.

max(USCRi−1, · · · , USCRi−20) − USCRi

USCRi
≤ threshold, (11)

where USCRi indicates the i-th generation lowest USCR and the convergence
criterion ensures that the algorithm will stop when the optimization beyond the
threshold cannot be achieved in all last 20 generations. In this paper, we gener-
ate new power allocation vectors through initialization, crossover and mutation.
Then, the negative value of USCR is set as the fitness function to iteratively
select the optimal power allocation vector that can minimize USCR. In addi-
tion, due to the limitation of uplink and downlink transmission power, when
the total power allocated by the new power allocation vector is greater than
the corresponding upper power limit, the allocated power needs to be reduced
proportionally to ensure that the total power is no more than the corresponding
upper power limit. Similarly, the allocated power will not be less than the lower
power limit to ensure that it will not allocation negative power.

4 Numerical Results and Discussion

In this section, some numerical results are provided to validate the performance
of our proposed scheme under different system parameters. We consider a cell-
free system in a circular area, and in order to simplify the system, the density of
uplink and downlink APs is equal to ρAP . Besides, we model the variance and
mean value of user requirements as σ2(Rr) and Rr respectively. Moreover, the
detailed system configurations are listed in Table 1 [13].
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Table 1. Simulation parameters

Parameter Value

Radius 120 m
Density of downlink/uplink users 0.001
Number of antennas 4
The maximum power of the DL-APs 30 dBm
The maximum power of the users 20 dBm
Path loss 128.1+27.6lg(d)
Lognormal shadowing 8 dB
Rayleigh fading 0 dB
Size of population 2000
Threshold 0.1%

Three commonly used algorithms are compared with ours: In Uniform Allo-
cation, each transmitter allocates power uniformly to all receivers. While in
Random Allocation, the transmitter randomly allocates power to the receivers.
In Exclusive Allocation, the transmitter allocates all its power to a particular
receiver which has the best channel state.

Fig. 2. USCR versus user selection radius with σ2(Rr) = 10, Rr = 7bps/Hz and ρAP =
0.01

Figure 2 and Fig. 3 depict the user selection radius and density of AP versus
USCR respectively. As we can see, the proposed scheme is superior to other



An Elite Genetic Algorithm for Power Allocation 291

Fig. 3. USCR versus density of AP with σ2(Rr) = 10, Rr = 7bps/Hz and Rs = 75m

schemes under various conditions. Specifically, as the user selection radius and
density of AP increase, which means the number of APs increase, USCRs have
the overall declining trend for all four schemes, which indicates that the increase
in the number of APs can enhance the data rates and thus decrease the USCRs.
However, all curves in the two figures do not monotonically decrease similarly
also suggests that simply increasing the number of APs is not a panacea for our
problems, it is because that as the number of APs increases, the complexity of
the system increases as well, which leads to more interference that offsets the
data rates it provides.

Figure 4 and Fig. 5 illustrate the mean value and variance of user requirements
verse USCR respectively. As expected, the proposed scheme outperforms the tra-
ditional schemes under each user requirements case. In addition, the USCR of all
four schemes increases with the mean value and variance of user requirements,
but the proposed scheme increases more slowly and has a more significant advan-
tage over the traditional allocation scheme especially when the mean value and
variance of user requirements are large due to the ability to dynamically select
a better power allocation method to meet the current user requirements and to
achieve lower USCR.
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Fig. 4. USCR verses mean value of user requirements with σ2(Rr) = 10, Rs = 75m and
ρAP = 0.01

Fig. 5. USCR versus variance of user requirements with Rr = 7bps/Hz, Rs = 75m and
ρAP = 0.01
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5 Conclusion

In this paper, the power allocation problem in NAFD cell-free massive MIMO
systems is investigated. The USCR is minimized by adjusting the power dis-
tribution method according to the dynamic user requirements. An elite genetic
algorithm-based power allocation algorithm is proposed to solve this problem.
Simulation results show that the proposed scheme achieves higher improvements
than the uniform, exclusive and random allocations under various user require-
ments. In future work, we will study the power allocation method with user
fairness in continuous communication scenarios.
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Abstract. Novel view synthesis is regarded as one of the efficient ways
to realize stereoscopic vision, which paves the way to virtual reality.
Image-based rendering (IBR) is one of the view synthesis strategies,
which warps pixels from source views to target views in order to pro-
tect low-level details. However, IBR methods predict the pixels corre-
spondence in an unsupervised way and have limits in getting accurate
pixels. In this paper, we propose Depth and Pose Net (DPNet) for novel
view synthesis via depth map estimation. We introduce two nearby views
as implicit supervision to improve the pixels correspondence accuracy.
Besides, the depth net firstly predicts the source depth map and then
the pose net transforms the source depth map to the target depth map
which is used to calculate pixels correspondence. Experimental results
show that DPNet generates accurate depth maps and thus synthesizes
novel views with higher quality than state-of-the-art methods on the
synthetic object and real scene datasets.

Keywords: view synthesis · IBR · depth map · pixels
correspondence · DPNet

1 Introduction

Novel view synthesis (NVS) solves the problem of generating new view images
of a scene or an object in the condition that one or more input views are given,
which can be used to generate all possible viewpoints of real-world scenes in
virtual reality (VR). As shown in Fig. 1, given one image of the chair, we generate
a new image of the same chair from a novel viewpoint (GT represents the real
target view image). However, traditional NVS methods often rely on parallax
plots or depth maps, which have the limitations of high computational costs.
With the development of neural networks, supervision-based learning methods
can synthesize high-quality novel views. NVS can be used in different application
areas, including image editing, and animating still photographs.
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Fig. 1. With an input image, a novel view of the same object or scene is synthesized. It
shows the results of DPNet compared to other two methods and all of them synthesis
the target view by predicting target depth map. � and � prove that DPNet produces
more clear result than other two depth guided view synthesis methods (Color figure
online)

The NVS methods that have been approached in the last few years fall
into two main types: 3D geometry-based methods and IBR methods. For 3D
geometry-based methods, comprehensive 3D understanding is important so that
the first step is to get the approximate underlying 3D structure. Some methods
estimate the underlying 3D geometry in form of voxels [1] and mesh [2], and then
put the corresponding camera transformations to the pixels of the 3D structure
to produce the final output [3]. However, they not only require a commitment
of time and resources, but also produce holes where lack of a prior informa-
tion. In such conditions, hole-filling algorithms are needed but sometimes these
algorithms are not effective [4].

Unlike 3D geometry-based methods, IBR methods generate novel images
based on input images. The pixels from source views can be reprojected to the
target view, low-level details such as colors and textures are well-protected. Zhou
et al. [5] directly estimates the appearance flow and get final pixels value of target
views from input views, and Chen et al. [6] predicts the target depth map to
obtain the pixel-to-pixel correspondences with 3D warping. Hou et al. [7] also
predicts the depth map of target view, but warps feature maps to generate the
final target view image rather than directly warping pixels from source view.
These IBR methods all achieve great view synthesis quality.
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Fig. 2. Overview of the view synthesis pipeline. There are two main components: the
depth net and pose net. The depth net takes only the source view as input and generates
the depth map D̂s. Moreover, D̂s and two nearby views are used to reconstruct source
view that the L1 loss between generated source view and real source view can be
alleviated to train the depth net. Then the pose net extracts the feature points of D̂s

to produce the depth map of target view D̂t Finally, the D̂t is used to warp pixels of
source to the target view with bilinear interpolation.

In this paper, we design a reasonable frameworks to improve the view syn-
thesis quality. Motivated by the advantage of IBR method, we take the method
that it warps pixels from source view to target view with the help of target depth
map. More specifically, we propose the DPNet consisting of a depth net and a
pose net as shown in Fig. 2. DPNet firstly predicts the source depth map and
subsequently deduces the target depth map rather than directly producing target
depth map. In such way, the short-connection structure can be introduced into
pose net. So multi-level feature maps extracted from source depth map can be
transferred to target depth map to improve the depth map accuracy. To further
improve the accuracy of predicted depth map of source view, two nearby view
images are reprojected to source view through predicted depth map of source
view. Then the camera transformation and the predicted source depth map are
put into pose net to generate the target depth map. Subsequently, the generated
target depth map is used to calculate the dense correspondences between the
source view and the target view via perspective projection. Finally, the final
output image is synthesized via pixel warping.
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To get clear and continuous synthesis results, four specially designed loss
functions are used to train the DPNet. The supervision loss is used to improve
the depth map estimation accuracy. And the L1 reconstruction loss and VGG
perceptual loss are used to generate realistic images. Moreover, the edge smooth-
ness loss can make the final target depth map more continuous in edge. Detailed
experiments are conducted on real scene [8] and synthetic object [9] datasets,
the depth estimation accuracy and image quality are evaluated qualitatively
and quantitatively. The experiment results demonstrate that DPNet actually
improves the depth estimation accuracy and image quality.

2 Related Work

Study of novel view synthesis has a long history in computer vision and graphics.
These researches differ based on whether they use pure images or 3D geometry
structure and on whether a single view image or multiple view images are put
into neural network. Recently, neural radiance fields and generative models are
the new directions.

2.1 Geometric View Synthesis

If multiple images of a scene are provided, with the help of COLMAP [10,11], a
3D geometry scaffold can be constructed. Riegler et al. [3] firstly ran structure-
from-motion [10] to get camera intrinsic and camera poses, then ran multi-view
stereo [11] on the posed images to obtain per-image depth maps, and finally
fused these maps into a point cloud. Similarly, Penner et al. [12] warped the
extracted source feature maps into the target view using the depth map which
was derived from the 3D geometry scaffold. A confidence image and a color
image for each input image are obtained through these warped feature maps.
Then these confidence images and color images were aggregated to get a final
output. More recently, deep learning techniques created a new level of possibility
and flexibility. Lombardi et al. [13] learned an implicit voxel representation of
an object given many training views and generated a new view of that object
when tested.

2.2 3D from Single Image

Inference about 3D shapes can serve as an implicit step in view synthesis. Given
the serious inadequacy of recovering 3D shapes from a single image, recent work
deployed neural networks for this task. They could be categorized by their output
representation into mesh, point cloud, and voxel. With a single image as input,
Tatarchenko et al. [14] predicted many unseen views and their depth maps from
input, and these views were fused into a 3D point cloud which was later optimized
to obtain a mesh. In [4], the features extracted from single input and the depth
map estimated from the same input were used to create a point cloud carrying
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features. Many works explore using a DNN to predict 3D object shapes [15] or
the depth map of a scene given an image [16]. These works focus on the quality
of the 3D predictions as opposed to the view-synthesis task.

2.3 Image-Based Rendering Methods

Recently, many deep neural networks are developed to learn the image-to-image
mapping between source view and target view [5–7,17,18]. Zhou et al. [5] directly
estimated the appearance flow map in order to warp pixels of source view to their
position of target view, Sun et al. [17] further refined the output by fusing mul-
tiple views with confidence map. With the help of predicted target depth map,
Chen et al. [6] directly warped pixels of source view to target view and Hou et
al. [7] warped the multi-level feature map extracted from source view to synthe-
size the final output. To improve the quality of synthesized image, Park et al.
[18] used two consecutive encoder-decoder networks, firstly predicting a disoc-
clusion aware flow and then refining the transformed image with a completion
network. And in this paper, the target depth map couldn’t be predicted from
inputs directly, instead, the source depth map is firstly estimated by depth net
and then the source depth net is transformed to target depth map through pose
net.

2.4 Generative Models and Neural Radiance Fields

View synthesis can also be thought as an image generation task, and it has a lot
to do with the field of generative modeling of images [19,20]. In [21], explicit pose
control was allowed, they also used voxel. Although these methods can be used
for view synthesis, the resulting view lacks consistency and has no control over
the objects to be synthesized. The neural radiation field [22] produced impressive
results by training an multi-layer perception (MLP) to map 3D rays to occupancy
and color. Images are synthesized from this representation by volume rendering.
This approach has been extended to an unlimited collection of outdoor scenes
and crowdsourced images.

3 The Proposed Method for Novel View Synthesis

Figure 2 shows an overview of DPNet, it consists of two subnets: the depth net
ΨD and the pose net ΨP . The depth net estimates the depth map of source view
firstly. For the depth net, we use the skip-connection structure with four down-
sampling and upsampling layers to give a final prediction of the same spatial
resolution with the input. This is followed by a sigmoid layer and a renormal-
ization step, so the depth of prediction falls within the minimum and maximum
values for each dataset. The predicted depth map is used to warp two nearby
view images to source view, and L1 distance between generated source view
and real source view is used to train the depth net. As for pose net, the given
transformation matrix is applied on the 3D feature points extracted from the
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Fig. 3. Illustration of the pixels warping process from source view to target view. For
each pixel point pct in the target view, it is firstly reprojected onto the source view
based on the predicted depth map and camera pose transformation, and then the pixels
value in target view are obtained by bilinear interpolation.

predicted source depth map to obtain the 3D feature points of the target depth
map. Later, when the transformed 3D feature points are given, the depth map of
the target view is predicted. Then the estimated depth map is used to find dense
correspondences between target and source views. Finally, the source image is
warped into the target image via bilinear interpolation.

3.1 Pixels Warping

The reprojection process and the bilinear interpolation process are shown in
Fig. 3. For the reprojection process, the per-pixel correspondence C is obtained
from the target depth map Dct by converting from a depth map to 3D coordinates
[X, Y, Z] and perspective projections:

[X,Y,Z]T = Dct(xct, yct)K−1[xct, yct, 1]T , (1a)

[xcs, ycs, 1]T ∼ Tct→cs[X,Y,Z, 1]T , (1b)

where each pixel (xct, yct) in the target view corresponds to the pixel position
(xcs, ycs) in the source view. Moreover, K is the camera intrinsic matrix and
Tct→cs represents the transformation matrix from target view to source view. For
the bilinear interpolation process, with the obtained per-pixel correspondences
Cct→cs, the pixels in the correspondences source view can be warped to the
correspondences target view:

Ict(xct, yct) =
∑

xcs

∑

ycs

max(0, 1 − |xcs − Cct→cs(xct, yct)|)

max(0, 1 − |ycs − Cct→cs(xct, yct)|)Ics(xcs, ycs).
(2)

Introducing the intermediate step of predicting depth map enforces the network
to adhere to geometric constraints, resolving ambiguous correspondences. This
process is substituted by Ict = PW (Ics,Dct, Tct→cs).
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Fig. 4. Network architecture of the depth and pose modules. The width and height of
each blue/red rectangular block respectively represent the output channel and spatial
dimension of the feature map at the corresponding layer, and each decrease/increase
in width and height size represents a change by the factor of 2 (the last conv layer is
the output, it does not obey the rules). For depth net, it consists of 4 downsampling
lawyers and 4 upsampling lawyers with the skip-connection structure. For pose net,
inspired by [6], we also extract the latent code (3D feature points) to inject the camera
transformation and predict the target depth map. (Color figure online)

3.2 Depth Map Estimation

The depth net takes a single input image to get the source depth map Ds =
ΨD(Is). Moreover, two additional nearby view images In1 and In2 plus their cam-
era transformation Ts→n1 and Ts→n2 are introduced to warp their pixels to source
view to improve the depth estimation accuracy. Îs1 = PW (In1,Ds, Ts→n1) and

Fig. 5. Results on ShapeNet chair and car datasets. DPNet generates more structure-
consistent predictions than [6] (for example, it can’t generate a distorted leg in line 5);
on the other hand, the generated images of the DPNet are more clear than [7] that it
can rebuild rich low-level details (for example, it generates more clear chair surface in
line 2).
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Îs2 = PW (In2,Ds, Ts→n2). And the two L1 distance between Is and Îs1 and
between Is and Îs2 are the important part of final training loss function. The
specific structure is described in Fig. 4(a), it consists of four downsampling layers
and four upsampling layers, and the skip-connection structure transfers multi-
level feature maps to create more stable predictions.

3.3 Depth Map Transformation and Target View Generation

In pose net, transformation matrix are applied to latent code to predict depth
map of the target view, and the pose network is used to learn compact latent rep-
resentations that are transformation equivariant. Given the source depth map,
the 3D feature points zs extracted from predicted source depth map can be
regarded as a set of points zs ∈ Rn×3. Then the 3D feature points are multiplied
with the given transformation Ts→t = [R|t]s→t to get the transformed 3D feature
points for the target view:

z̃s = Ts→t·żs (3)

where żs is the homogeneous representation of zs. Then the target depth map
Dt is created through z̃s. With the generated target depth map Dt and cor-
responding camera transformation Ts→t, the target view image is synthesized
Ît = PW (Is,Dt, Tt→s). Because the input to pose net is a source depth map
and not a source view image, the skip-connection structure can be introduced to
transfer multi-level feature maps to make the pose net more effective (as shown
in Fig. 4(b)).

3.4 Training Loss Functions

The framework can be trained in an end-to-end manner. For each input sam-
ple, a single source image, two nearby view images, one target view image and
their relative transformation are provided. The depth net and the pose net are
optimized jointly. To train the depth net in an implicit supervised manner, the
supervision loss is used to improve the depth map estimation accuracy. For pix-
els regression, the L1 reconstruction loss and VGG perceptual loss are used to

Table 1. Results on ShapeNet objects. DPNet performs better than [6,7] for both
chair and car objects, showing that it can deal with complex shape of chairs and rich
colors and textures of cars (↓ suggests the smaller the better, ↑ suggests the larger the
better).

METHODS CHAIR CAR

L1↓ SSIM↑ L1↓ SSIM↑
Chen et al. [6] 0.0559 0.9224 0.0338 0.9424

Hou et al. [7] 0.0583 0.9237 0.0346 0.9392

DPNet 0.0413 0.9381 0.0295 0.9491
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generate realistic images. Moreover, the edge smoothness loss can make the final
target depth map more continuous in edge.

L1 Reconstruction Loss. The L1 reconstruction loss is the L1 loss between
the predicted target view Ît and the ground truth It. Described as:

Lrecon = ‖Ît − It‖ (4)

To minimize this reconstruction loss, the network learns to produce realistic new
views by predicting the necessary depth maps.

Supervision Loss. The supervision loss consists of two parts, both of them
are the L1 distance between the ground truth source view Is and the generated
source view Îs:

Lsup = ‖Îs1 − Is‖ + ‖Îs2 − Is‖ (5)

To minimize this supervision loss, the depth net learns to produce more accurate
source depth map.

VGG Perceptual Loss. In addition to the L1 reconstruction loss, we also
employ VGG perceptual loss to obtain realistic synthesis results. The pre-trained
VGG16 network is used to extract features from the generated fake results and
ground-truth images, and the perceptual loss is the sum of feature distances (L1
distance) calculated from multiple layers.

Edge Smoothness Loss. The edge smoothness loss encourages local smoothing
of the predicted depth map. The loss is weighted because depth discontinuities
usually occur at the edges of the image:

Ledge =
1
N

∑

i,j

|∂xD̃ij
t |e−‖∂xIij

t ‖ + |∂yD̃ij
t |e−‖∂yIij

t ‖
(6)

where D̃t is the predicted depth map of the target view and It is the ground-truth
target view.
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Fig. 6. Qualitative results of KITTI. DPNet produces clear and structurally consistent
predictions, while the depth guided pixels warping [6] method produces distortion and
the depth guided multi-level feature map warping method [7] produces blurry .

In summary, the final loss function of the joint training framework will be:

L = λrLrecon + λsLsup + λvLvgg + λeLedge (7)

where the λr, λs, λv, and λe are weights for different loss functions.
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Table 2. Results on KITTI. DPNet achieves the best SSIM results, with L1 perfor-
mance outperforming both Chen et al. [6] and Hou et al. [7]. (↓ suggests the smaller
the better, ↑ suggests the larger the better).

METHODS KITTI

L1↓ SSIM↑
Chen et al. [6] 0.1803 0.6751

Hou et al. [7] 0.1635 0.7253

DPNet 0.1634 0.7273

4 Experiment Results and Analysis

In this section, experiments are conduct on public datasets, ShapeNet dataset
[8] and KITTI dataset [9]. DPNet is compared with state-of-the-art algorithms
to evaluate the performance qualitatively and quantitatively. Further ablation
studies verify the effectiveness of the different modules of DPNet.

4.1 Dataset and Experiment Setup

For datasets, two different types of datasets are used for experiment: ShapeNet
dataset [8] is used for synthetic objects and KITTI dataset [9] is used for real-
world scene. More specifically, cars and chairs in the ShapeNet dataset are
selected. 3D understanding of datasets with complex structures and camera
transformations are a great challenge (e.g. depth estimation) and datasets with
rich textures will show whether these methods preserve fine-grained detail well.
In these selected datasets, the chairs have more complex shapes and structures,
but there will be more colorful patterns for the cars. For KITTI, the scene
contains more objects, and translation is the primary transformation between
frames, unlike ShapeNet, where rotation is the key transformation. In this case,
there is less need for accurate depth estimation, and the ability to recover low-
level detail is more important for performance.

ShapeNet. Rendered images are used with the dimension of 256 × 256 from
54 viewpoints (the azimuth from 0◦ to 360◦ with 20◦ increments, and the ele-
vation of 0◦, 10◦, and 20◦) for each object. The training and test pairs are two
views with the azimuth difference within the range [−40◦, 40◦]. For ShapeNet
chairs, there are 558 chair objects in the training set and 140 chair objects in
the test set; For ShapeNet cars, there are 5,997 car objects in the training set
and 1,500 car objects in the test set.

KITTI. There are 11 sequences and each sequence contains around 2,000
frames on average. The training pairs are restricted to be separated by at most
7 frames.
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Fig. 7. Ablation studies results. We compare the performance of the full model with
its variants. The results show that the lack of Lrecon leads to incomplete objects (like
the chair in the 5th column). The lack of skip-connection structure in depth net and
pose net results in the chair leg shortage (like the chair in the 5th column). The Lvgg

makes the results sharper. And the Lsup and the Ledge leads to more accurate depth
map estimation that it makes the results more stable.

For experiment setup, the depth net and the pose net are jointly trained
using the Adam solver same with [7] that β1 = 0.9 and β2 = 0.99, and learning
rate of 6 × 10−5.

4.2 Evaluation Metrics and Evaluation Results

For evaluation metrics, Mean Absolute Error (L1 error) and Structural SIMilar-
ity (SSIM) Index are used as metrics to evaluate the synthetic results. For L1
metric, smaller is better; for the SSIM metric, larger is better. For image syn-
thesis quality, DPNet is compared with two state-of-the-art depth map guided
methods: one pixels warping method proposed by [6] and one multi-level feature
map warping method proposed by [7]. For depth map estimation, DPNet is com-
pared with one source depth map estimation method [4] and one target depth
map estimation method [6]. Table 1 shows the results on test set of ShapeNet
objects. DPNet performs best for both the chair and the car objects, showing
that it can handle both the complex 3D structure of the chair and the rich tex-
ture of the car. Fig. 5 shows the qualitative results for all methods. The depth
map guided pixels warping method [6] suffers from distortion and the depth map
guided multi-level feature maps warping method [7] leads to blurry results. Two
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Table 3. Results of ablation studies. All designed modules and loss functions help
improve performance. (↓ suggests the smaller the better, ↑ suggests the larger the
better).

METHODS L1↓ SSIM↑
DPNet 0.0414 0.9381

no skip 0.0609 0.9199

no Lrecon 0.1261 0.8786

no Lsup 0.0538 0.9295

no Ledge 0.0437 0.9360

no Lvgg 0.0423 0.9361

Table 4. Depth estimation results on ShapeNet chairs.

METHODS L1-ALL L1-REL L1-INV SC-INV

DPNet-source 0.0576 0.0286 0.0145 0.0501

Wiles et al. [4] 0.0699 0.0354 0.0184 0.0583

DPNet-target 0.0598 0.0294 0.155 0.0516

Hou et al. [7] 0.0610 0.0305 0.161 0.0523

nearby views are introduced to improve the accuracy of depth map estimation
so that more impressive results are generated (e.g., more complete chair leg and
more detailed car roof are generated in line 5). All the methods are also evalu-
ated on KITTI. Table 2 shows the quantitative results. DPNet performs better
than [6] and obtains comparable results to [7]. Figure 6 shows the qualitative
results, it can be seen that DPNet produces more clear predictions and better
preserves the structure (check the bottom part of row 1, manhole cover in row
5). In a conclusion, DPNet can achieve high image synthesis quality.

4.3 Ablation Studies and Depth Estimation Results

To understand how the different modules of the framework work, we conduct an
ablation study on ShapeNet chair as it is the most challenging dataset for 3D
structures. Figure 7 and Table 3 show the performance of the different variants.
No skip stands for removing the skip-connection structure in depth net and
pose net. No Lrecon, no Lsup, no Ledge, no Lvgg separately represents removing
corresponding loss function from total loss function. The results show that the
lack of Lrecon leads to incomplete objects (like the chair in the 5th column). The
lack of skip-connection structure in depth net and pose net leads to the chair leg
shortage (like the chair in the 5th column). The Lvgg makes the results sharper.
And the Lsup and the Ledge leads to more accurate depth map estimation that
it makes the results more stable.
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Moreover, to prove that more accurate depth maps are predicted, four met-
rics are used to evaluate depth map quality [7]. L1-all compute the mean abso-
lute difference. L1-rel compute the mean absolute relative difference L1-rel =
1
n

∑
i |gti − predi|/gti, and L1-inv metric is mean absolute difference in inverse

depth L1-inv = 1
n

∑
i |gt−1

i − pred−1
i |. Except L1 metrics, we also utilize sc-inv =

(
1
n

∑
z2i − 1

n2 (
∑

zi)
2
) 1

2
, where zi = lg (predi)− lg (gti). The source depth map

estimation is compared with [4] and the target depth map estimation is com-
pared with [6]. Table 4 shows that our predicted depth is more accurate, which
can explain why the DPNet can achieve better results than other methods.

5 Conclusion and Discussion

In this paper, DPNet is put forth to solve the novel view synthesis task. And it
consists of two subnets: depth net and pose net. The depth net predicts the depth
map of the source view from a single input view and two nearby view images
are introduced to improve the accuracy of predicted depth map. Then the pose
net is used for transformation between source depth map and target depth map.
Moreover, the warping from source view pixels to target view pixels enables
the preservation of low-level details, so more clear predictions are produced.
Experimental results show that compared with above depth map guided warping
methods, the performance of DPNet is better.
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Abstract. To address the problem of the lack of interpretability of vehicle trajec-
tory prediction models based on deep learning, this paper proposes a Fusion Neu-
ral network with the Spatio-Temporal Attention (STA-FNet) model. The model
outputs a predictive distribution of future vehicle trajectories based on different
vehicle trajectories and traffic environment factors, with an in-depth analysis of
the Spatio-temporal attention weights learned from various urban road traffic sce-
narios. In this paper, the proposed model is evaluated using the publicly available
NGSIMdataset, and the experimental results show that themodel not only explains
the influence of historical trajectories and road traffic environment on the target
vehicle trajectories but also obtains better prediction results in complex traffic
environments.

Keywords: Intelligent traffic · Trajectory prediction · Deep learning ·
Spatial-temporal relationships

1 Introduction

Urban traffic congestion is becoming increasingly serious, and accurate prediction of
vehicle trajectories is crucial for urban intelligent transportation. Currently, most tra-
jectory predictions rely mainly on historical traffic data to predict and find rules from
temporal features [1–3]. In recent years, with the development of neural networkmodels,
more and more scholars use neural networks as trajectory prediction models. Yang et al.
[4] used Long Short Term Memory (LSTM) to predict the trajectory of the preceding
vehicle with good results by joint time series modeling of vehicles with different driv-
ing styles around the target vehicle. Kaushik et al. [5] used Recurrent Neural Network
(RNN) model to analyze the real-time series data acquired by in-vehicle sensors and
the model showed good performance in predicting the future trajectory of an obstacle
vehicle.

In complex data prediction, it is often difficult for a single model to capture the
complexity and variability of trajectory data at the same time, failing to maintain good
prediction performance, while combined models have good results. Ip et al. [6] utilize a
combinedmodel of LSTM and RNN to predict vehicle trajectories in the case the current
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and previous positions of the vehicle are known. Rossi et al. [7] used a combined model
of LSTM and Generative Adversarial Network (GAN) to predict vehicle trajectories and
performed well in scenes with high multimodal effects. Based on the data collected by
the sensor, Wang et al. [8] used the combined model of Convolutional Neural Network
(CNN) and RNN to conduct an in-depth analysis of the vehicle motion data collected
by the sensor, to achieve the purpose of protecting the scene texture information of the
environment and the interaction between the surrounding vehicles.

The attention mechanism proposed by Bahdanau et al. [9] can be naturally inte-
grated with RNN to improve model interpretability. Cai et al. [10] used Graph Con-
volution Network (GCN) to pay attention to the interaction between the vehicle and
the non-Euclidean-related structures existing in the environment and used the attention
mechanism to enhance the extraction of image features by GCN. Yu et al. [11] managed
the importance of the driving flow of the target and neighboring vehicles and the dynam-
ics of the target vehicle in each driving situation by using an attention mechanism and
utilizing LSTM to predict future trajectories.

To sum up, most of the related research focuses on the prediction of the vehicle’s
motion state and historical trajectory, while the interaction between the target vehicle
and the road traffic environment, the spatial position of the surrounding vehicles, and the
interaction with the target vehicle still need further research. Taking this as a motivation,
this paper proposes a Fusion Neural Network with Spatio-Temporal Attention (STA-
FNet) model through the analysis of the real urban vehicle running state data set. To
predict the trajectory, it is proposed to extract the Spatio-temporal relationship between
the target vehicle, surrounding vehicles, and road environment information through a
model combinedwith a Convolutional Social pooling (CS) and a Bidirectional Recurrent
Gating Unit (BiGRU). The main contributions of this paper are as follows:

1. Combination of BiGRU and CS, a novel and robust vehicle trajectory prediction
structure are proposed. The model can not only explain the Spatio-temporal features
betweenvehicle trajectory data but also quantify these factors for trajectory prediction.

2. The convolutional social pooling layer captures the target vehicle trajectory data and
the spatial relationship between the target vehicle and surrounding vehicle trajectory
data, and introduces a spatial attention mechanism to increase the extraction of key
influencing factors.

3. BiGRU instead of traditional RNN can not only fully consider the Spatio-temporal
relationship between data, but also make up for the defect that CS cannot effectively
extract long-term sequence features. And through the attention module for mapping
weighting and learning parameter matrix to give different weights to the hidden state
of BiGRU to further improve the prediction accuracy of the model.

The organization of this paper is as follows: Sect. 2 related definitions and questions;
Sect. 3 discusses the work related to the research in this paper; Sect. 4 describes the
proposed method and models it; Sect. 5 experimental results; Sect. 6 summarizes the
related work done in this paper.
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2 Problem Analysis

First, in a static traffic scene at a certain moment, the eigenvalues (parking space, vehicle
speed, acceleration, etc.) of the historical trajectory of the target vehicle at the current
moment in various states will affect the future trajectory of the vehicle. Second, the
historical spatial positions of the surrounding vehicles and the interaction with the target
vehicle also affect the future trajectory of the vehicle. Therefore, this paper establishes
a local reference frame for the predicted scene, making the model independent of the
curvature of the road. The origin of the prediction at time t is on the target vehicle, as
shown in Fig. 1, the y-axis points to the direction of movement of the road, and the x-axis
points to the direction perpendicular to the road. T is the observation period.

o

y

x

Fig. 1. Reference coordinate system.

Combined with the above content, this paper will initialize the state features con-
tained in the historical trajectories of all vehicles in the traffic scene at the current
moment. The historical trajectory state feature of the k-th vehicle is expressed as:

x̃k = {x, y, v, a, d , c} (1)

x̃(t−ti)
k = x(t−ti)

k − x(t)
k (2)

Among them, ti ∈ T , k ∈ n, and n is the number of all vehicles in the current traffic
scene, and T is the time length of the historical trajectory. (x, y) is the position coordi-
nates of the above-relativized vehicles, respectively. v, a, and d are the vehicle speed,
acceleration, and the relative distance between the surrounding vehicles and the target
vehicle respectively. c is the road congestion coefficient index at the current moment.
Xk is the historical trajectory feature sequence of the vehicle, which is expressed as:

Xk =
{

∼
x

(t−T)

k , · · · ,
∼
x

(t−1)

k ,
∼
x

(t)

k

}
(3)
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3 Related Theory

3.1 Convolutional Social Pooling

CNN adopts the method of weight sharing, which has advantages in mining local rel-
evant information in space. While convolving the trajectory vectors of the surrounding
vehicles, to improve the accuracy of the local position of the vehicle, the influence of
the existence of the target vehicle on the decision-making of the surrounding vehicles
is also considered. In this paper, CS is used to learn the interdependence in the process
of vehicle motion more robustly, to analyze the upstream and downstream spatial rela-
tionship between the vehicle trajectory data, extract multiple key features, and select the
ReLU for activation.

C1 = f (X ⊗ W1 + b1) = ReLU (X ⊗ W1 + b1) (4)

C2 = f (P1 ⊗ W2 + b2) = ReLU (P1 ⊗ W2 + b2) (5)

P1 = max
(
C2

T
)

+ b3 (6)

hc = P1
T (7)

where C1 and C2 is the output of convolutional layer 1 and convolutional layer 2 respec-
tively, P1 is the output of the max pooling layer,W1,W2 andW3 are the weight matrices,
b1, b2, b3 and b4 are the biases, ⊗ is the convolution operation. And the local positions
between the target vehicle and neighboring vehicles, the interaction between the target
vehicle and the environment and the spatial relationships between the trajectory data are
captured by the CS network in (t − T ), · · · , (t − 1), t period. The output feature vector
Hc can be expressed as:

Hc = [
hc1 , hc2 , · · · , hci

]T (8)

3.2 Prediction Model

After multi-feature extraction is performed on the observation data of the vehicle run-
ning state, the observation data sequence is represented as a vector matrix. When the
traditional RNN network processes time series information, the problem of gradient
explosion or gradient disappearance occurs, as the length of the time series increases.
Considering the advantage that Bidirectional GRU can process both forward and back-
ward information of long-term series at the same time, this paper chooses BiGRU as
the prediction model. It is a double-layer structure composed of two GRU in different
directions. Trajectory sequences can provide not only forward information but also back-
ward derivation references if known below. At time t, the specific calculation formula
of BiGRU is as follows:

←−
h t = GRU

(
Wt,

←−
h t−1

)
, t ∈ [1,m] (9)



Vehicle Trajectory Prediction Model 313

←−
h t = GRU

(
Wt,

←−
h t−1

)
, t ∈ [1,m] (10)

ht = [−→h t,
←−
h t] (11)

The final output of BiGRU is denoted as:

HB = [h1, h2, · · · , ht] (12)

3.3 Attention Mechanism

To improve the efficiency of trajectory prediction, this paper uses the Soft Attention
model proposed by Bahdanau et al. [9], in which the degree of attention of each infor-
mation area is represented by a weighted score in the range of [0,1]. The calculation
formula of the weight coefficient of the Attention mechanism layer can be expressed as:

et = μtanh(wht + b) (13)

αt = exp(et)∑t
j−1ej

(14)

st =
∑i

t=1
αtht (15)

Among them, et represents the attention vector at time t, u and w are the weight
coefficients, b is the bias coefficient; αt is the attention weight; the context vector st of
each data will be calculated, that is, the output of this layer.

4 Model Building

4.1 Model Frame

According to the definition and description in Sect. 2 of this paper, the input of the STA-
FNet model is the historical trajectories of all vehicles in the (t − T ), · · · , (t − 1), t
period, the motion state information, and road congestion status information. The input
matrix is represented as:

XT = {X1, · · ·Xk , · · ·Xn} (16)

To formally express the problem to be solved in this paper, let PXT (X ) denote the
probability that the trajectory X appears in the trajectory XT . Based on the definition
above, the method proposed in this paper can obtain the trajectory set that maximizes
PXT (X ). A more explicit definition is as follows:

maxPXT (X1, · · ·Xk , · · ·Xn) → Y = {X (t+tm)
1 , · · · ,X (t+tm)

k , · · ·X (t+tm)
n } (17)
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4.2 Model Implementation

To comprehensively consider the influence of surrounding vehicles and road traffic envi-
ronment on driving trajectories, a fusion neural network model with Spatio-temporal
attention is built in this paper. Firstly, the road network is modeled, and the road con-
gestion condition at the current moment is one-hot encoded so that the encoded vector
can better reflect the dynamic change of road congestion conditions over time. And
the local positions between the target vehicle and neighboring vehicles, the interaction
between the target vehicle and the environment, and the spatial relationships between
the trajectory data are captured by the convolutional social pooling (CS) network in
(t − T ), · · · , (t − 1), t period. Meanwhile, spatial attention acts to increase the extrac-
tion of key features. Secondly, after training through the CS network the above key fea-
tures are represented as vector matrices, and the Spatio-temporal relationships between
the trajectory data are continued to be extracted and fused by the two-layer BiGRU
network to make reasonable predictions of future trajectories and filter out the vehicle
trajectory sequences with the highest probability. Meanwhile, temporal attention acts to
adjust the weight coefficients to extract the key features affecting the vehicle trajectory.
The system framework is shown in Fig. 2:

Fig. 2. System Model Framework.

4.3 Algorithm Complexity Analysis

In the stage of feature extraction using CS, the time complexity is O(n3); in the stage of
prediction using vector matrix, the time complexity of the BiGRU model is O(n2), and
the Spatio-temporal attention acts on the above models. The time complexity of the two
stages of data processing is O(n). Through the above analysis, the time complexity of
the entire algorithm is O(n3) + O(n2) + O(n) ∼ O(n3).
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5 Experimental Results and Analysis

5.1 Dataset

This paper adopts the Lankershim Boulevard Urban Roads dataset from the NGSIM
dataset, which exhibits real urban road traffic trajectories captured over a time of 30 min.
The running status information of the vehicle in 5 different road sections is recorded,
including information such as vehicle position,GPScoordinates, speed, acceleration, and
vehicle type, as shown in Fig. 3. This paper selects the trajectory data of 800 consecutive
frames as samples, and divides them according to the proportion of 62.5%, of which the
first 500 sets of data are used as the training set, and the last 300 sets of data are used as
the test set. The continuous variables are normalized to normalize the mean and variance
of the data. The algorithm is optimized using the ADAM function with a learning rate
of 0.01, and the number of samples per batch is 16.

Fig. 3. Distribution map of 5 road sections.

Due to the complex and changeable traffic operating environment in the urban road
environment, the classification of traffic operating conditions is often inaccurate and
there is a certain degree of ambiguity. Therefore, this paper uses the fuzzy comprehen-
sive evaluation method of traffic flow to calculate the congestion coefficient of this road
section. Referring to the “American Traffic Congestion Evaluation Index System”, the
Congestion Coefficient is defined as the ratio (V/C) of the actual volume of road traf-
fic to the road capacity. When the Congestion Coefficient is in [0, 0.77], [0.78, 0.85],
[0.86, 0.99], [1.0, 1.2], it is defined as “unblocked”, “slightly congested”, “moderately
congested” and “severe congestion”, associated with variables 1, 2, 3, and 4. One-hot
coding is performed on discrete variables in this paper to unify the types of discrete vari-
ables and continuous variables. Therefore, after adopting the fuzzy evaluation method,
the congestion coefficients of the five road sections can reflect the dynamic changes in
road congestion to a certain extent, as shown in Fig. 4. By calculating the Congestion
Coefficient, the current running state of the road section can be well understood, which
is helpful for the subsequent prediction of the vehicle trajectory.
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Fig. 4. Congestion Coefficient of 5 road sections.

5.2 Baseline Models

To explore the predictive performance of the proposed STA-FNetmodel, several baseline
models are also trained and used to predict vehicle trajectories at the same time.

4. CS-LSTM [12]: Introduce a convolutional social pooling layer and LSTM to predict
vehicle trajectories.

5. DCS-LSTM [13]: A dilated convolutional social pooling layer and LSTM are
introduced to predict vehicle trajectories.

6. BiLSTM [14]: Predicting vehicle trajectories using Bidirectional LSTM.
7. STA-FNet: The fusion neural network prediction model based on the spatiotemporal

attention mechanism proposed in this paper uses the convolutional social pooling
layer to extract the spatiotemporal relationship between the historical social vectors
of the target vehicle and completes the prediction through BiGRU.

5.3 Evaluation Indicators

This paper uses Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and
Mean Absolute Percent Error (MAPE) for evaluation. The loss function quantifies how
close the neural network model is to the ideal situation it was trained on. To facilitate
the calculation, using the root mean square error as the loss function of the model.

RMSE =
√

1

N

∑N

i=1
(yi − yi

∧

)
2 (18)

MAE = 1

N

∑N

i=1

∣∣yi∧ − yi
∣∣ (19)

MAPE = 100%

N

∑N

i=1

∣∣∣∣yi
∧ − yi
yi

∣∣∣∣ (20)

Among them, yi
∧

represents the predicted value, yi represents the true value, and N
is the number of samples.

5.4 Performance Analysis

Determination of Basic Parameters. To select the optimal number of hidden layer
units, this paper compares the MAPE values under different hidden units. First, select



Vehicle Trajectory Prediction Model 317

the number of hidden layer units in [5, 10, 15, 30, 50] for testing, and their MAPE values
are 0.8300%, 0.3818%, 0.5834%, 0.4834% and 0.3850%, respectively. Therefore, the
number of hidden layer units (10) with the smallest MAPE value (0.3818%) is selected
as the number of hidden layer units in this experiment. For different time steps, the STA-
FNet model proposed in this paper has different evaluation performances. To select the
best time step for the next experiment, this model tests the RMSE, MAE, and MAPE
under the time step [5, 10, 15, 20, 25, 30], and the corresponding evaluation distribution
is shown in Fig. 5. It can be seen that the RMSE, MAE and MAPE values of the model
are relatively minimal when the time step is 20. Therefore, the time step selected for this
experiment is 20.

Fig. 5. Evaluation values at different time steps.

Performance Analysis. After determining the parameters of the model, use the

designed training set and test set to verify the prediction performance of the model.
The loss function curve generated by the model in 5 different road segments during
the training process is shown in Fig. 6. It is not difficult to find that with the increase
in the number of iterations, the loss function curves of the training set and the test set
decrease rapidly and gradually converge, which indicates that the design of the model
is reasonable.

Comparison of Baseline Methods. To further compare the prediction performance of

different algorithms, CS-LSTM, DCS-LSTM, and BiLSTM are selected for comparison
with the STA-FNet model. It can be seen from Fig. 7 and Table 1 that the proposed
model outperforms the baseline models after 200 iterations. The average MAPE of the
5 road segments is 2.7320%, and the prediction accuracy is 97.2620%
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Fig. 6. Training set loss and Test set loss for 5 road segments with Epochs of 200.

Fig. 7. RMSE(a), MAE(b), MAPE(c) and Mean(d) of Different Model Predictions.

The average MAPE values of STA-FNet, DCS-LSTM, and CS-LSTM are 0.2235%,
0.2065%, and 0.0563% higher than those of BiLSTM, respectively. The experimental
results show thatmodeling the position interaction of surrounding vehicles and exploring
the interaction between surrounding vehicles and target vehicles have a positive effect on
improving the accuracy of vehicle trajectory prediction. In addition, DCS-LSTM, which
introduces a convolutional social pooling layer, achieves the same prediction effect as
CS-LSTM, while maintaining more accurate vehicle local position information, and its
prediction performance is further improved.

The average MAPE value of the algorithm proposed in this paper is 0.0170% higher
than that of DCS-LSTM. Because the algorithm in this paper takes into account the
historical trajectory of the target vehicle itself and the historical location interaction
between the target vehicle and the surrounding vehicles, while further considering the
current traffic congestion of the road. At the same time, the accuracy of the prediction
is further improved by using the Spatio-temporal attention mechanism acting on the
whole process of extracting temporal and spatial features of the data. The comprehensive
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Table 1. RMSE, MAE, and MAPE of Different Model Predictions.

Models Evaluation S1 S2 S3 S4 S5 Mean

STA-FNet
(proposed)

RMSE 0.2968 0.5420 0.4425 0.5705 0.4487 0.4601

MAE 0.2781 0.4694 0.4305 0.4901 0.4217 0.4180

MAPE 1.9198 2.3349 3.6612 2.9660 2.7783 2.7320

DCS-LSTM RMSE 0.3185 0.5405 0.501 0.5792 0.4535 0.4785

MAE 0.3628 0.4679 0.4547 0.5092 0.4153 0.4420

MAPE 1.9628 2.4374 3.5738 2.985 2.7858 2.7490

CS-LSTM RMSE 0.3234 0.5565 0.5157 0.564 0.555 0.5029

MAE 0.4201 0.551 0.5323 0.5393 0.5768 0.5240

MAPE 1.9667 2.4839 3.6167 3.2207 3.2081 2.8992

BiLSTM RMSE 0.3708 0.657 0.6651 0.6854 0.6536 0.6064

MAE 0.4153 0.5967 0.5243 0.6395 0.4839 0.5319

MAPE 1.9764 2.5963 3.6505 3.5435 3.0106 2.9555

consideration and analysis of the influencing factors around the target vehicle further
enhance the interpretability of vehicle trajectory prediction.

In summary, the STA-FNet model proposed in this paper outperforms other models
in predicting vehicle trajectories. The model starts from the historical trajectory of the
target vehicle retrospectively and also explores the influence of the spatial distribution of
neighboring vehicles on the future decision of the target vehicle. In addition, the impact
of the road congestion state on the trajectory of the target vehicle at the current moment
is quantified. The above influencing factors are combined to study the future trajectory
of the target vehicle, which makes the model more comprehensive and interpretable in
terms of trajectory prediction.

6 Conclusion

To effectively predict the motion trajectories of target vehicles in complex traffic scenes,
this paper proposes a Fusion Neural network with the Spatio-Temporal Attention (STA-
FNet) model. The novelty of this model is that it comprehensively considers the effects
of attention factors, Spatio-temporal feature relationships among data, and the decision-
making effects of the interaction between the target vehicle and surrounding vehicles on
vehicle trajectory prediction. The comparative experimental results show that the pre-
diction accuracy of the STA-FNet model constructed in this paper is 97.2620%, which is
0.0170%, 0.1672%, and 0.2235% higher than the DCS-LSTMmodel, CS-LSTMmodel,
and BiLSTMmodel respectively. The effect is significantly better than other models, and
the model has a stronger interpretability interpretation. In addition, objectively speak-
ing, this paper sacrifices the complexity of the model to improve prediction accuracy.
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The next step will consider reducing the complexity of the model based on improv-
ing or maintaining the existing prediction accuracy, which will be considered in the next
research. Long-term prediction of vehicle trajectories enables amore accurate prediction
of vehicle trajectories.
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Abstract. To address the problems of low network throughput and delivery
rate and high communication overhead between nodes due to frequent topology
changes of flight self-assembled networks, this paper proposes a SE-AODV rout-
ing protocol optimized based on the traditional on-demand distance vector routing
protocol. The new protocol takes into account the actual influencing factors such
as energy and received signal strength, and combines the pheromone calculation
rules of the ant colony algorithm to update the routing table, while optimizing the
optimal path selection basis. Simulation results show that compared with tradi-
tional on-demand distance vector routing and EE-AODV, the new routing protocol
not only shows more obvious advantages in throughput and packet delivery rate,
but also reduces routing overhead, and is more suitable for scenarios where nodes
are in high-speed motion.

Keywords: UAV · Flying Ad Hoc Network · AODV Routing Protocol · ACO

1 Introduction

With the development of technology, multiple miniature unmanned aerial vehicles
(UAVs) coordinating and cooperating with each other can form a multi-UAV system.
Compared with a single large UAV, a multi-UAV system composed of multiple small
UAVs has the characteristics of low cost, high flexibility, and high reliability [1, 2]. How-
ever, there are still many problems that need to be solved in multi-UAV systems, among
which, it is very meaningful work to design efficient routing protocols for multi-UAV
systems to ensure efficient systems of multi-UAV systems.

Flying Ad hoc network (FANET) is a special kind of Ad hoc networks with UAVs
as nodes and are considered by many as a special example of Mobile Ad hoc network
(MANET) [1]. Communication betweenFANETnodes is a challenging task that requires
routing protocols that support the effectiveness of such transmissions. Since FANET are
special in nature and operate in a specific environment, routing techniques need to be
tailored for it.

The routing technology of FANET needs to be adapted to its unique mobility model
and operating environment in order to guarantee correct data forwarding. Therefore, its
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requirements are completely different from those of mobile and vehicular self-assembly
networks. Establishing communication links with low latency, high throughput, and
low routing overhead can greatly improve the communication benefits of flight self-
assembled networks [2], so the development of routing for FANET is of great interest.
The scheme proposed in this paper is based on the Ad hoc on-demand distance vector
(AODV) routing protocol for mobile self-organizing networks, based on the special
characteristics of FANET [3, 4], considering the energy factor and the received signal
strength factor in practical applications, and referring to the pheromone calculation rules
of the ant colony algorithm to select the optimal path, and proposes a new On-demand
routing protocol SE-AODV. This scheme aims to improve packet throughput and packet
delivery rate in the network and reduce the routing overhead of the whole network during
packet transmission.

This article focuses on the classical on-demand vector routing protocol (AODV)
for mobile self-organizing networks, and proposes an optimized routing protocol SE-
AODV (Signal and Energy-AODV) for in-flight self-organizing networks considering
the received signal strength and energy as well as the number of hops.

2 Related Work

In recent years, many routing protocols for FANET have been proposed by domestic
and foreign experts and scholars [5–7], aiming at improving packet delivery rates and
reducing overhead and packet loss rates. Existing routing protocols can generally be
classified into twobroad categories [8]: single-hop routing andmulti-hop routing. Single-
hop routing is mainly used in situations where the topology is fixed, which results in
very poor fault tolerance and is unsuitable for dynamic environments. Multi-hop routing
can be divided into two categories: topology-based routing and location-based routing.
The details are shown in Fig. 1 below.

Single-hop routing uses a fixed static routing table to transmit messages. This routing
protocol is lightweight, not suitable for dynamic environments, and is commonly used
in situations where the topology is fixed. In multi-hop routing, message information is
transmitted between multiple nodes and is not directly transmitted to the destination
node. Therefore, how to choose the appropriate data forwarding path is the core of route
discovery.

Topology-based routing protocols can be further divided into two categories: active
routing and passive routing. In active routing, routing information is pre-recorded and
stored in each drone, so that packets can be transmitted in real time without waiting.
However, the disadvantage of this routing protocol is that it incurs a high communication
overhead because each node needs packets to establish a route. Passive routing, also
known as on-demand routing, looks up routing paths on demand only when packets
need to be sent. Unlike active routing, passive routes are constructed only when the
source node needs to send information and are not pre-built, creating routing tables as
needed. The advantage of this is that it is not necessary to collect topological information
about the entire network, but it is sufficient to obtain only a portion of it.

Therefore, passive routing ismore energy efficient than active routing, can effectively
reduce the control message overhead, and is more adaptable to the high dynamics of
UAV nodes.
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Fig. 1. Classification of Existing Routing Protocol.

In the literature [9], Rao et al. proposed a backup routing protocol AODV nth BR,
which provides multiple alternate routes to the source node in case of link failures in
the network. It is based on the classical AODV routing protocol and achieves efficient
transmission of packets by establishing multiple routes.

In the literature [10], scholar Shubhajeet Chatterjee and his team proposed a new
routing protocol E-Ant-DSR based on the existing dynamic source routing protocol
(DSR), considering the combination with Ant colony optimization (ACO). The new
protocol improves the optimal path selection by considering The new protocol improves
the optimal path selection by considering multiple measures of link quality, congestion
and hop count, calculates the pheromone of the path, and selects the optimal path for
packet transmission based on the pheromone count of multiple paths.

An energy efficient AODV routing protocol EE-AODV is proposed in the literature
[11]. The original RREQ packet field of AODV is modified using node residual energy
and hop count as cost metric to find the optimal energy efficient routing. The protocol
is then simulated using NS-2 to compare the performance output benefits of EE-AODV
routing protocol with classical routing protocols in terms of network lifecycle, delivery
ratio, routing overhead and energy consumption.

AODV, as a traditional passive routing protocol, was often used in mobile self-
assembly networks in the past. Comparedwith other traditional routing protocols, such as
OLSR, it has more advantages in terms of packet delivery rate and throughput. However,
if it is used directly in FANET, it still leads to problems such as excessive routing
overhead, low throughput and packet delivery rate.

In FANET, the rapid movement of nodes makes the topology of the network prone
to great dynamic changes, which leads to easy breakage of links between nodes. This
characteristic poses an unprecedented challenge to design a routing protocol with good
scalability, robustness and high performance. The ant colony algorithmhas strong robust-
ness and is easy to combine with other algorithms. It has good distributed computing
capability and all these advantages are compatible with the requirements of Ad hoc net-
works. Therefore, this article considers a new scheme SE-AODV that integrates energy,



324 Z. Wang et al.

received signal strength and hop count calculation based on the traditional AODV pro-
tocol with reference to the pheromone calculation rules of the ant colony algorithm, and
the optimized new protocol SE-AODV will be introduced next.

3 Metrics and Frame Structure

The traditional AODV includes two processes, route discovery and route maintenance.
The scheme proposed in this paper adds energy and inter-node received signal strength
metric, combined with hop count comprehensive optimization, which is mainly reflected
in the route discovery part. Optimizing the RREQmessage transmission process, design-
ing the destination node waiting and optimal path selection, reducing the routing over-
head, and improving the packet delivery rate and throughput of routes are the objectives
of this scheme.

At the intermediate node, the energy threshold is first set for the node, and if a route
request SE_REQ message is received from the source node, the energy of the node
itself and the received signal strength between that node and the previous node need
to be calculated. If the remaining energy of this node cannot satisfy the threshold, this
intermediate node is dropped; if the threshold value is met, the received signal strength
between the current node and the previous node is calculated.

For the received signal strength between nodes, if the distance between two nodes
is too large, although there will be high broadcasting efficiency, but the link state is
unstable; if the distance between two nodes is too small, although the link state is more
stable, but the broadcasting efficiency is not high. Considering the above factors, for the
received signal strength coefficient between nodes, the following definition is made.

Sij =
⎧
⎨

⎩

3, 0 < Dij ≤ 0.3R
7, 0.3 < Dij ≤ 0.7R
2, 0.7 < Dij ≤ R

(1)

whereDij denotes the distance between node i and node j; R denotes the communication
range of the node, Sij, the link stability coefficient of the node, and Dij is calculated as
in Eq. 2.

Dij =
√

(xi − xj)2 + (yi − yj)2 (2)

where xi and yi are the obtained coordinate values of the current node i, and xj and yj
are the coordinates of the previous hop node j.

After calculating the received signal strength of a node, its energy parameters need to
be processed for subsequent pheromone counting operations, and drawing on the energy
calculation in the literature [12], this paper proposes the energy parameters calculation
method in the following way.

Each node has an energy value which is set in its initial state. During the route
discovery process, the energy of each node decreases after a period of time as the nodes
consume a certain amount of energy for both receiving and forwarding packets. Here
we define the energy of the node is calculated as Eq. 3.

Eres
i = E0

i − Ecost (3)
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where Eres
i denotes the remaining energy of node i at time t, E0

i denotes the initial energy
of node i, and Ecost denotes the total energy consumed by node i from time 0 to t.

Ecos t = Ef (i) + Er(i) (4)

Ef (i) denotes the energy consumed by node i for forwarding packets in time t, and
Er(i) denotes the energy consumed by node i for receiving packets in time t.

The ACO algorithm is derived from real ants’ foraging behavior. When ants search
for food, they start from the nest and move around randomly to find food; in this process,
ants secrete a substance called “pheromone” to mark. When ants choose the next path,
they compare the concentration of pheromones left by the previous paths and release
more pheromones to intensify the marking of the path after they have chosen a suitable
path. This foraging process is characterized by a positive feedback.

In this paper, we define pheromones as follows.
After the intermediate node receiving the route request message meets its energy

threshold and has calculated the received signal strength, it needs to update its pheromone
count value using the above parameters and the information in the SE_REQ message,
which is calculated as in Eq. 5.

Pij = Sij × Ej

Hij
(5)

In the above Eq. 5, Hij denotes the number of hops that a routing request passes
through node i from the source node to node j.

Until the route request message is forwarded to the destination node. At the desti-
nation node, it first determines whether the current time has exceeded the waiting time,
if not, it compares the current pheromone count with the highest recorded historical
pheromone value and selects the higher message to update the routing table. Otherwise,
when the destination node receives a new SE_REQ message and the current time has
exceeded the route waiting time, it sends a SE_REP, i.e., a route reply message, to the
source node according to the established reverse routing table until the SE_REPmessage
is forwarded to the source node.

WhenRREQ is propagated in the network, intermediate nodes update their respective
routes to the source node, called reverse routes. The route is considered to be valid.

The original frame structure of AODV contains several modules, such as RREQ ID,
destination node address, etc. In this paper, we propose the SE-AODVprotocol to add the
pheromone count value to the original frame structure, as shown in Fig. 2. The modified
frame structure is more convenient for route optimization, as the route request message
is transmitted in the path, the pheromone count value is accumulated and recorded until
it reaches the destination node.
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RREQ ID

Destination IP Address

Destination Sequence Number

Originator IP Address

Originator Sequence Number/Lifetime

SE_PheromonesCount

Type Symbol Reserved Hop Count

Fig. 2. SE-AODV frame structure.

4 SE-AODV

The whole SE-AODV route discovery process can be summarized as follows.
If a node wishes to deliver some packets to a destination, the packets are sent through

the route if it exists; if no available route exists, the route request sending process is
initiated.

The source node broadcasts the route request message SE_REQ, and the neighboring
nodes receive it and first perform the pre-processing to receive SE_REQ, a process
shown in Algorithm 1. After that they perform route request forwarding process and
they will create a backlink to the SE_REQ originator. Then they calculate the value
of the pheromone and update the routing table of the current node. After that they
rebroadcast SE_REQ and add 1 to the hop count metric value.
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1:  while received SE_REQ
2:    if (index == source node of REQ)
3:     packed free
4:    end if
5:    if (index! == destination node of REQ && source node of REQ!= Broadcast id)
6:      packed free
7:    end if
8:    Calculate the energy value
9:    if (this energy < REM)
10:      packed free
11:    else
12:      Calculate the signal strength
13:      Calculate the RSSM
14:    end if
15:    hopcount++
16:    Create reverse routing table rt0 and update routing table rt
17:   Calculate the pheromone count pherCount
18:    update pheromone in REQ
19:  end while

Algorithm1. Intermediate node preprocessing that receives SE_REQ

All intermediate nodes follow this process until SE_REQ reaches the destination.
When the destination node receives SE_REQ, like the process in Algorithm 2, it starts
the wait time function and after waiting for some time, it selects the path with the highest
pheromone as the best selected path.

Afterwards, it updates the directional routing table of the destination node using the
information in SE_REQ, and then sends a routing answer message (SE_REP) in the
direction of the source node until it reaches the SE_REQ initiator.
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Algorithm2. The destination node receives SE_REQ processing
1:  while received SE_REQ
2:    Calculate the signal strength
3:    Calculate the RSSM
4:    = pheromone in REQ+pherCount
5:    Create or update reverse routing table rt0
6:    if (sequence number in REQ== sequence number in routing table rt)
7:       if (CURRENT-TIME <= DE-TIME)
8:        Pheromone in rt = Pheromone in REQ/Hop in REQ
9:        if (Pheromone in rt > calculated current pheromone value)
10:          update everse routing table rt0
11:          update the pheromone in everse routing table rt0
12:        end if
13:      else
14:        update sequence number
15:        send SE_REP
16:       end if
17:    end if
18:  end while

When the intermediate node receives the SE_REP message, it will choose whether
to update the routing table based on the sequence number and hop count information it
carries; after that, it will continue to forward the SE_REP message until it reaches the
destination node, which is the source node of SE_REQ. When it reaches the destination
node, it will update the source node routing table of SE_REQ based on its information.
At this point, the whole route discovery process is completed and a path from the source
node to the destination node has been built, and the source nodewill send packets through
this path.

5 Simulation and Analysis

Due to the specificity of FANET, we need to set the scenarios according to their char-
acteristics when selecting them. In this paper, we use the ns-2.35 simulation platform
[13, 14] to verify the above proposed innovative method, and we also choose the EE-
AODV routing algorithm proposed in the literature [11] and the classical AODV routing
algorithm as a comparison.
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The selected simulation scenario is in a 1000 m × 1000 m area composed of 50
nodes, the nodes’ movement model is RWP movement model, the running speed of
each node varies from 20 to 100 m/s, and the node pause time is set to 0 s. The specific
parameters are shown in the following Table 1.

Table 1. Simulation parameter.

Parameter Value/Type

Channel type Channel/Wireless channel

Simulation area 1000 × 1000 m

Simulation time 100 s

Mobility model Random WayPoint

Agent type UDP

Application type CBR

MAC protocol IEEE802.11

Initial energy 100 J

Routing overhead is one of the performance metrics that measure the effectiveness
of the network and is calculated as follows.

Routing overhead = PC

PD
(6)

In the above equation, PC is the total number of packets sent in the network and PD

is the total number of packets received.
The routing overhead at different node speeds is shown in Fig. 3. As can be seen

from the figure, when the movement rate of the nodes increases, the routing overhead
of the network also increases. The reason for this is that as the node speed increases,
the energy required by the UAV increases and the network topology also changes more
rapidly, resulting in an increase in overhead.

Compared to the classic AODV routing protocol, the routing overhead of EE-AODV
has been reduced, but SE-AODV reduces the routing overhead even more significantly.
And the increase in routing overhead is smaller when the node speed is higher.
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Fig. 3. Routing overhead as a function of node speed.

Throughput, which is the actual amount of data transmitted per unit of time, is an
important indicator of routing performance. It is calculated as shown in Eq. 7.

Throughput = recevied × 8

Simulation time × 1024
(7)

Figure 4 shows the variation of network throughput with the change in node move-
ment speed. Since themaximumnumber of connections in the simulation parameter is set
to 15, the throughput is high because the nodes arewell connected and the received signal
strength is relatively stable when the node speed is maintained at about 20 m/s. When
the node speed increases to 40, the topology in the network starts to change frequently
because the maximum number of connections does not change, and it causes a sudden
drop in throughput. SE-AODV has a certain improvement in throughput compared to
EE-AODV and the classical AODV routing protocol.

This is due to the fact that the optimized SE-AODV routing takes more cases into
account, ensuring node energy, received signal strength and hop count. As a result,
the number of path breaks is significantly reduced and the packets sent per second are
increased. As the node speed increases, the network energy is consumed, the received
signal strength decreases, and the throughput of all scenarios decreases accordingly. But
overall, the network throughput of SE-AODV is significantly more advantageous.
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Fig. 4. Thoughtput as a function of node speed.

The grouped delivery rate is calculated as in Eq. 8.

PackedDelivery Ratio = PR

PS
× 100% (8)

where PR is the number of packets arriving at the target node; and PS is the number of
packets that the source node has sent.

Figure 5 shows that SE-AODV exhibits a better performance in terms of packet
delivery rate compared to the classic AODV and EE-AODV. At lower node speeds,
again due to the maximum number of connections and network topology, it exhibits a
sudden drop in the variation from 20 to 40.

After that, as the network node speed increases and the network topology changes
faster, the packet transmission rate in the path inevitably decreases. Packetswill be cached
in the queues of the nodes and when the queues are filled, packets will be dropped, so
the packet delivery rate will drop accordingly. With the optimized SE-AODV, the link
considers the received signal strength to select the next hop node, so the stability factor
of the path is higher and the packet loss is greatly reduced.
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Fig. 5. Packet delivery rate as a function of node speed.

6 Conclusions

In this paper, we propose an optimized AODV routing protocol SE-AODV considering
energy and received signal strength to address the problems of high routing overhead,
low throughput and packet delivery rate of FANETs routing protocols. The new protocol
provides multi-path selection and network energy balancing in terms of energy, received
signal strength and hop count. By comparing with the classical AODV and EE-AODV
protocols in real simulations, the results show that the SE-AODV protocol has lower
routing overhead and has a significant improvement in throughput and packet delivery
rate. The effectiveness and superiority of the proposed protocol in this paper are proved.
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Abstract. Wireless cellular traffic prediction is a critical research topic
for the realization of intelligent communications. The high nonlinearities
and mutability of wireless cellular network traffic bring great challenges
to accurate prediction. Due to the lack of dynamic spatio-temporal cor-
relation modeling ability and complex network structure, the existing
prediction methods cannot meet the requirements of accuracy and com-
plexity in real scenes. By generating time series data for network traffic
of a single grid, and spatial series data for network traffic of all grids
with the same timestamp, this paper proposes a multi-encoder struc-
ture named “Traffic-Tran”, which learns sequence correlation indepen-
dently and in parallel by multiple network units. Meanwhile, in order
to improve the recognition ability of multi-encoder feature information,
an information supplement method is proposed. In addition, the design
of sampling output module realizes the parallel multi-step flow predic-
tion, which enlarges the application range of the model. Experimental
results on a large real dataset verify the effectiveness of Traffic-Tran.
The model complexity of Traffic-Tran is greatly reduced, with less mem-
ory usage and shorter runtime than other models. Under the premise of
the same predictive performance, the number of training parameters of
Traffic-Tran is reduced by 44.9%.

Keywords: Cellular traffic prediction · Spatio-temporal correlation ·
Transformer · Multi-step prediction

1 Introduction

In recent years, with the comprehensive coverage and popularization of new
information infrastructure such as the Fifth Generation (5G) mobile network,
people’s demand for wireless cellular network is growing rapidly. According to
the “Cisco Annual Internet Report” [1], the total number of global Internet users
will reach 5.3 billion (66% of the global population) by 2023, up from 3.9 billion in
2018. How to configure cellular network resources, optimize network management
strategy, improve network service quality and reduce energy consumption needs
to be further thought and solved in the next generation of mobile communication.
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Accurate wireless traffic prediction helps optimize network management
strategies to improve service quality and prevent network congestion, while
reducing base station power consumption and operating costs. However, accu-
rately predicting wireless cellular network traffic is a very challenging problem
for the following two reasons. First, due to the emergence of new types of trans-
portation, people can get from one end of the city to the other in a short time.
The mobility of wireless users makes the cellular traffic between regions spatially
dependent. Secondly, due to the regularity of the daily life and work of wireless
users, the wireless cellular traffic also shows the pattern of regular changes in
time. The traffic value at a certain moment is highly correlated with the traffic
value at a similar moment (short-term dependence) and a relative moment of
a certain day (periodicity). The modeling ability of time dependence and space
dependence determines the performance of the final prediction results.

Data-driven artificial intelligent algorithms play an important role in improv-
ing network service quality. Among deep learning methods, convolutional neu-
ral networks (CNN) [2] and recurrent neural networks (RNN) [3] are the basic
structures for modeling spatio-temporal dependence. Among them, spatial fea-
tures are modeled mainly by convolutional neural networks [4] and graph neural
networks (GCN) [5]. Some researchers also use transfer learning [6] and meta-
learning [7] to improve the modeling ability. In addition, some researchers tried
to enhance the representation of feature information through cross-domain data,
so as to obtain more accurate prediction results [8].

Transformer [9] is a parallel encoder-decoder structure with many successful
applications, and the ability of its internal attention layer to model sequence
data has been proven in many practical scenarios. In terms of wireless cellular
network traffic prediction, Transformer is also trying to be used to model the
spatial-temporal correlations, and ST-Tran [10] is the first to apply the trans-
former architecture to predict cellular traffic. However, the combination of four
transformer blocks in ST-Tran increases the parameter size, resulting in more
memory usage and longer runtime. Therefore, this paper aims to build a simpler
and more efficient model based on Transformer.

The sequence modeling ability of Transformer is utilized in this paper to
model the space-time sequence of wireless cellular network traffic. We design a
multi encoder-single decoder structure named Traffic-Tran to model sequence
data by using the attention mechanism in each encoder. Multiple encoders in
Traffic-Tran capture the spatio-temporal characteristic in parallel. After decod-
ing this information, the output module will be used for multi-step prediction.
Traffic-Tran can achieve effective cellular network traffic prediction with fewer
training parameters.

2 System Model

2.1 Milan Data Description

The wireless cellular traffic data used in this paper comes from the Milan Telecom
Data set [11], which is jointly initiated by Telecom Italia and European Institute
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of Innovation and Technology (EIT), and records the real wireless traffic data
of Milan, Italy. Milan has a total population of about 1.3 million and covers an
area of about 522 square kilometers. To collect wireless traffic data, Milan is
evenly divided into H × W grids, each with a size of about (235 m × 235 m),
where H and W are both 100. This data set records the traffic data of wireless
mobile users in Milan, including five traffic services: receiving and dialing call
services(Call-in, Call-out), receiving and sending short message services(SMS-in,
SMS-out) and mobile internet services(Internet).

In the data set, wireless service traffic was recorded for 62 days from Novem-
ber 1, 2013 to January 1, 2014. Five kinds of wireless traffic of each grid are
recorded and stored every ten minutes, that is, every ten minutes is a time gran-
ularity. The data at each time granularity is called a timestamp. Since there are
many blank values in the data set collected by the 10-minute time granularity,
which will lead to experimental errors. Therefore, the 10-minute time granularity
is further aggregated into the one-hour time granularity before the experiment.
Therefore, we finally got a time series data set of hourly time granularity in 62
days with a sequence length of 1488.

2.2 Problem Statement

The prediction of cellular traffic is further introduced as follows. This paper will
finally realize the multi-step prediction of cellular flow, and the time step of the
prediction result is expressed by Ttarget. As mentioned in the previous chapter,
the predicted traffic value is highly correlated with similar times on the same
day and relative times in the preceding days. In this paper, as shown in Fig. 1,
the similar times on the same day is called close data Xclose ∈ R

N×Tclose , and
its time step is Tclose. In the same way, the relative times in the preceding days
is called period data Xperiod ∈ R

N×Tperiod×p, its time step is Tperiod for each of
the previous p days, where N is the number of grids.

Fig. 1. Construction of Xclose, Xperiod and Xtarget.
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In order to capture the correlation between different grids, we use each grid
data under the same timestamp to generate spatial sequence data. However,
due to the large number of grids N , the correlation between all grids cannot be
constructed. Therefore, we use (1) to quantify the correlation between grids and
select K grids most related to grids as sequence data Xspatial.

RX,Y =
cov(X,Y )

σx · σy
, (1)

where X and Y represent two grids.
The system model of wireless cellular network traffic prediction is roughly

expressed as:
Xtarget = f(Xclose,Xperiod,Xspatial), (2)

where Xclose and Xperiod are time sequence data, Xspatial is spatial sequence
data, and f(∗) is a nonlinear function constructed by deep learning algorithm.

The objective of the entire network is to reduce the error between the pre-
dicted value and the real value. We quantify the final performance using the
following three evaluation indexes:

MAE =
1
n

n∑

1

|ŷi − yi| , (3)

RMSE =

√√√√ 1
n

n∑

1

(ŷi − yi)
2
, (4)

R2 = 1 −
∑n

1 (ŷi − yi)
2

∑n
1 (yi − ȳ)2

, (5)

where n is the number of the sample, ŷi is the predicted value of the sample, yi
is the label of the sample and ȳ is the mean of the sample.

3 Proposed Model—Traffic-Tran

As shown in Fig. 2, the proposed model is designed based on the basic struc-
ture of Transformer. As mentioned in the previous chapter, the traffic data is
preprocessed to obtain the close time series, periodic time series and spatial
series. Three independent encoder structures are used to capture the temporal
and spatial characteristic information of cellular traffic in parallel, then the char-
acteristic information is fused in the decoder structure. In order to enable the
decoder structure to identify the feature information of different encoders, the
outputs of the different encoders are further encoded by the designed position
function. In addition, an initial sequence is generated according to the spatio-
temporal node information specific to each prediction timestamp as the input
sequence of the decoder structure. After the feature information fusion through
the decoder, the final cellular traffic prediction is carried out through the output
module.
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Fig. 2. Overview of Traffic-Tran.

3.1 Multi Encoder-Single Decoder Structure

The close data, periodic data and spatial data have different correlations, so
it is necessary to construct different nonlinear functions to represent the cor-
relations between the data and predict values. In this paper, multiple indepen-
dent encoders structures are proposed to capture the feature information carried
by different data in parallel. In addition, a single decoder is used to fuse the
information captured by different encoders in order to balance the dependence
between predicted values and different feature information. The core operation
in encoders and decoders is the multi-head attention layer. The multi-head atten-
tion layer can effectively process sequence data. Note that the decoder needs to
input an initial sequence to process the information from the encoder. In order
to better realize the multi-step prediction of cellular flow, the predicted value
of each step will generate a unique initial sequence called Xinitial according to
its spatio-temporal position. Specifically, the initial sequence of the predicted
values of each step carries the close information of Tclose step and the periodic
information of p step.

3.2 Position Encoding

Since recurrence and convolution are not included in our model, in order to rec-
ognize order of the sequences based on our model, we must inject some informa-
tion about the relative or absolute positions of sequences. Among Traffic-Tran,
two modules use position encoding to inject order information. One is to inject
internal relative position information into the input sequence of each encoder
structure, the other is to inject external relative position information into the
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output sequence of all encoders. Among them, the effectiveness of infusing infor-
mation into the encoder input sequence has been proved in many scenarios, and
this paper creatively proposes to infuse information into the output sequence of
encoder. Different from the previous single-encoder structure, Traffic-Tran uses
the design of multi-encoder structure to capture more feature information in
parallel. In this paper, we use sine and cosine functions of different frequencies
[9] as supplementary information for relative positions:

PE(pos,2i) = sin
(

pos

10000
2i

dmodel

)
, (6)

PE(pos,2i+1) = cos
(

pos

10000
2i

dmodel

)
. (7)

3.3 Sampling Output

Fig. 3. Sampling output structure.

The prediction of each time step corresponds to the initial sequence of the
decoder input one by one, and the prediction of each time step does not share
parameters in the output module. This paper presents a multi-step prediction
of cellular traffic, so this output module contains multiple independent network
units. This section takes the prediction of three time steps as an example to
illustrate the output module. The prediction of three timestamps is shown in
Fig. 3, thus containing three network units. Each network unit is composed of the
dropout layer, which is to prevent overfitting, and two sampling layers, where the
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sampling layer downsample the feature information. After the initial sequence of
each prediction time step is fused with feature information in the decoder, the
network unit in the output module is used to predict the output of this time step.
Multiple network units in the output module are parallel to achieve multi-step
prediction.

Most of the research works is to predict the output directly through fully
connected layer after the feature information fusion. The output module uses a
more advanced network structure to get more accurate prediction results than
the output directly through the fully connected layer. In addition, because the
output module can independently use the sequence vector output by the decoder
structure, the design of output module realizes multi-step prediction of traffic
data using different learnable parameters in parallel.

4 Experimental Results and Analysis

4.1 Experiment Setup

Experiments were conducted on Call-in data from Telecommunication activities
mentioned in Sect. 2.1. We chose 400 from all 10000 grids. The time dimension
Tclose, Tperiod and Ttarget of the sequence data are all 3, and the period days
p = 3. In other words, each sample contains a total of 15 timestamps, and each
timestamp contains 400 grid Call-in data, among which the sequence data of
twelve timestamps will be used as the input of the model, and the remaining
three timestamps will be used as labels. In the data set containing 1488 time
stamps, a total of 1413 samples are generated, among which 168 samples are
used as test dataset Dtest and the remaining 1245 samples are used as training
dataset Dtrain.

In the same experimental environment (GeForce RTX 2080Ti), the compar-
ison experiments of Traffic-Tran and other strategy are conducted. The network
models are trained with the widely used optimization technique, Adam [12] with
500 epochs. The size of mini-batch is determined according to the complexity
of the model. The initial learning rate is set to 0.001, and the effective learning
rate follows a polynomial decay.

4.2 The Depth of Decoder

The decoder of Transformer is composed of a stack of N = 6 identical layers.
In order to improve the ability of Traffic-Tran to fuse feature information, we
conducted an experiment on the structural depth of the decoder. The effect of
decoder depth is shown in Table 1. MAE and RMSE are the lower the better,
and R2 is the closer to 1 the better. When N is 8, the values of MAE and
RMSE are the smallest, and R2 is the closest to 1, achieving the best prediction
performance. So the decoder of our model is composed of a stack of N = 8
identical layers.



344 S. Fan et al.

Table 1. Effect of decoder depth.

N MAE RMSE R2 Params

6 10.29568 0.56877 0.80760 3593219

7 10.08085 0.56832 0.80790 3791235

8 10.04836 0.55609 0.81608 3989251

9 10.13335 0.56944 0.80714 4187267

10 10.16580 0.56759 0.80840 4385283

4.3 Performance Evaluation

We compared the results of Traffic-Tran with two widely used methods:

– STDenseNet: STDenseNet [4] learns spatial-temporal features using densely
connected CNNs and fuse feature information by fully connected layer.

– ST-Tran: ST-Tran [10] is the first to apply the transformer architecture to
predict cellular traffic. The combination of four transformer blocks is used to
model temporal and spatial correlations.

Table 2. Comparison on Traffic-Tran and two widely used methods.

Model MAE RMSE R2 Params

STDenseNet 12.74558 0.62273 0.76935 249816

ST-Tran 10.00348 0.53643 0.82885 7239844

Traffic-Tran 10.04836 0.55609 0.81608 3989251

The effectiveness of Traffic-Tran compared to other methods is shown in
Table 2. Compared with STDenseNet, Traffic-Tran has a significant advantage in
predicting performance, but it also uses more trainable parameters. Compared
with ST-Tran, Traffic-Tran’s prediction performance is similar to that of ST-
Tran, but the training parameters are greatly reduced, which achieves significant
advantage in model complexity. Figure 4 shows the results of Traffic prediction
using Traffic-Tran for one of the grids.

In general, Traffic-Tran can complete multi-step Traffic prediction, and its
prediction performance is almost the same as that of the best prediction scheme.
Moreover, the model complexity of Traffic-Tran is greatly reduced, with less
memory usage and shorter runtime than other models.
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Fig. 4. Results of traffic prediction using Traffic-Tran.

5 Conclusion

Traffic-Tran can complete multi-step Traffic prediction, and the model com-
plexity of Traffic-Tran is greatly reduced, with less memory usage and shorter
runtime than other models. Traffic-Tran can construct complex nonlinear data
caused by user movement, service randomness and regional limitations in wireless
services, and obtain a prediction model with strong generalization performance.
Experimental results on a large real dataset verify the effectiveness of Traffic
Tran. Compared with existing prediction schemes, Traffic-Tran can realize par-
allel multi-step prediction, and its model architecture is simpler and more effi-
cient. The number of parameters to be trained in the model decreases by 44.9%.
However, its prediction accuracy has not improved, and more advanced archi-
tectures will be developed to further improve performance in the future. When
the data set is limited, the combination of Traffic-Tran and transfer learning can
be considered, so that only parameters in the output module can be trained in
the target domain to improve the prediction performance.
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Abstract. Multi-beam satellite communication systems have received
considerable attentions in recent years. By generating multiple beams at
the transmitting satellites, the coverage areas can be enlarged and the
transmission capacity can be improved. In this paper, we study beam illu-
mination and resource allocation problem in multi-beam satellite commu-
nication systems. Jointly considering the revenue received from success-
ful packet transmission and the energy consumption required for packet
transmission, we define a system utility function and formulate joint
user grouping, beam illumination, and time-frequency resource allocation
problem as a constrained utility function maximization problem. Since
beam illumination and time-frequency resource allocation problems are of
different time and regional scales, this paper proposes a two-stage resource
allocation algorithm. On relatively large temporal scale, we propose an
offline user grouping algorithm and a group-oriented beam illumination
scheme. Then based on the obtained user grouping and beam assign-
ment strategy, an online resource scheduling algorithm is proposed, which
schedules time and frequency resources for individual users. Numerical
results verify the effectiveness of the proposed algorithm.

Keywords: Multi-beam satellite systems · Resource allocation ·
Two-stage resource allocation algorithm

1 Introduction

With the rapid development of mobile Internet applications, the exponential
growth of data traffic brings huge challenges to terrestrial cellular networks.
Benefited from their wide coverage, high throughput and low cost, satellite
communication systems are expected to act as an efficient complementary to
the terrestrial systems and offer high-performance data transmission services
to the terrestrial users [1]. To further enhance the transmission performance
of satellite communications, multiple beams (multi-beam) satellite systems can
be exploited. Specifically, by generating multiple satellite beams and allowing
individual beams to provide services for different areas, the coverage area of
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the satellites can be enlarged and system throughput is expected to increase
significantly [2].

In multi-beam satellite communication systems, the diverse user service
requirements and time-varying channel characteristics pose challenges to the
resource management schemes. In [3], the problem of user grouping was investi-
gated for a multiuser multi-beam satellite system where each user group is illu-
minated by one individual satellite beam, and a sum-rate maximization-based
user grouping algorithm was proposed. The beam scheduling and time-frequency
resource allocation issue was considered for multi-beam satellite systems in [4–
6]. Reference [4] proposed a sub-channel allocation scheme which maximizes
the throughput of the satellite communication system. Reference [5] studied
the wavelength and time slot allocation issue in satellite optical networks, and
proposed an elastic resource allocation algorithm to reduce the communication
blocking rate. An optimal power control and subchannel allocation scheme was
proposed to maximize the total data rate and the number of accessing users [6].

Aiming to reduce inter-beam interference in multi-beam satellite systems, [7]
proposed a heuristic beam shut off algorithm to minimize the number of active
beams. Joint beam illumination and resource allocation problem was investigated
for low-orbit satellites in [8]. The authors proposed a hybrid multi-beamforming-
based low-power channel allocation method so as to minimize the number of han-
dovers. Reference [9] studied the joint resource allocation problem and formu-
lated the problem of frequency selection, beam allocation and power allocation
as a sum-rate maximization model.

In this paper, we investigate the problem of user grouping and resource alloca-
tion for multi-beam satellite communication systems. Considering different time
scales of user grouping and time-frequency resource scheduling, we first propose
an offline user grouping algorithm. Given user grouping strategy, a beam illumi-
nation strategy is designed for user groups, then an intra-group time-frequency
resource allocation strategy is proposed for ground users (GUs) inside individual
user groups.

2 System Model

In this paper, we consider a satellite communication system consisting of a multi-
beam low orbit satellite (LEO) satellite and multiple GUs, where the LEO satel-
lite is equipped with an onboard transceiver thus is capable of transmitting data
packets to GUs via service links. In order to improve data transmission capacity,
the satellite supports a number of spot beams with each beam covering certain
GUs. Let K denote the number of spot beams, and r denote the coverage radius
of each beam. The total bandwidth of the satellite is divided into F sub-channels,
and the sub-channels are full-frequency multiplexed among beams. Let B repre-
sent the bandwidth of each sub-channel. Denote user n as GUn and (xn, yn) as
the coordinate of GUn, 1 ≤ n ≤ N .

For convenience, system time T is divided into consecutive equal-length time
slots, and the time slot length is τ . Without loss of generality, we assume that
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the channel characteristics of the links from the satellite to the GUs may change
over time, however, they remain unchanged in each time slot. The system model
considered in this paper is shown in Fig. 1.

Fig. 1. System Model

2.1 Mission Executing Scenario

Let qn denote the service characteristics of GUn, which can be described as: qn =
<sn, wn, Tmax

n >, where sn represents the size of the data packets of GUn, and
wn denotes the service weight of the data packets of GUn. Note that wn indicates
the relative importance and urgency of the service of GUn. Tmax

n denotes the
transmission deadline of the packets of GUn. Specifically, the data packets of
GUn should be transmitted before Tmax

n , otherwise, the packets will be dropped.
Let ht,n,f represent the channel gain of the service link from the satellite

to GUn in time slot t on sub-channel f , which can be modelled as ht,n,f =
gtgrnLt,n,f , where gt = 2π−(2π−θ)δ

θ , is the transmit antenna gain of satellite
beams, θ is the antenna beam width, δ � 1 is a constant, grn is the receive
antenna gain of GUn and Lt,n,f represents the free space loss of the link from
the satellite to GUn in time slot t on sub-channel f , which can be expressed as

Lt,n,f =
(

c
4πdt,nξf

)2

, where c represents the speed of light, dt,n is the distance
between the satellite and GUn in time slot t, and ξf is the carrier frequency of
sub-channel f .

3 Proposed Offline User Grouping Algorithm

To enable efficient data transmission from the satellite to the GUs in the con-
sidered satellite system, each GU should be illuminated by one satellite beam
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and specific time-frequency resources should be assigned to the GU. However, it
should be noted that beam illumination and time-frequency resource allocation
are of different time and region scales. Specifically, on account of the given beam
width of satellite beams and geographical aggregation of GUs, one beam may
illuminate a number of GUs over certain time duration, whereas for an individ-
ual GU, unique time-frequency resources should be allocated to avoid intra-beam
interference.

In this work, to address the different resource management granularities in
the multi-beam satellite system, we propose a two-stage resource management
algorithm. In particular, over a relatively large time scale and wide region scale,
we divide GUs into different user groups and then propose an offline beam-
oriented user grouping algorithm which allows each user group being illuminated
by an individual beam. Based on the obtained user grouping strategy, we then
present an online resource scheduling algorithm which assigns beam and time slot
scheduling resources to any individual GUs in small time scale. In this section,
the proposed offline user grouping algorithm is discussed.

3.1 The Basic Idea of the Proposed Grouping Algorithm

Since one user group is illuminated by an individual satellite beam, in an attempt
to utilize the beam resources in an efficient manner, the number of user groups
should be highly limited under the constraint of beam coverage area. Aiming to
achieve a tradeoff between the number of groups and the characteristics of user
aggregation, we assign high priority to boundary users and propose a heuristic
priority-based grouping algorithm.

Given the geographical distribution of the GUs, we form a minimum convex
hull containing all the GUs. For convenience, we refer the GUs located at the
boundary of the convex hull as boundary users and the remaining users as the
internal users. The basic idea of the proposed algorithm is that starting from one
boundary user, the neighboring boundary users are grouped, then by moving the
circle covering all the grouped users using minimum enclosing circle method, as
many internal users are grouped as possible. The procedure repeats until all the
users are grouped.

3.2 Algorithm Description

The steps of the proposed user grouping algorithm are summarized as follows.

a) Initialization: Let Φm be the set of GUs in the m-th user group, and Φc
m be

the m-th candidate user group. Set m = 1, Φm = Φc
m = ∅, where ∅ denotes

the empty set.
b) Determine boundary users and internal users: Create a convex hull containing

all the users, determine the boundary users and internal users of the hull. Let
the sets of boundary users and internal users be Nb and Nin, respectively.
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c) Evaluate the distance degree of GUs: Let dn,n′ represent the distance between
GUn and GUn′ , 1 ≤ n �= n′ ≤ N . Let ρn denote the distance degree of GUn,
which is defined as the sum of the distances between GUn and all other GUs,

i.e., ρn =
N∑

n′=1,n′ �=n

d
n,n′ .

d) Select the ungrouped boundary user with the highest distance degree: Among
all the ungrouped boundary users, i.e., GUn ∈ Nb, select the one with the
highest distance degree, i.e., if ρn0 = max{ρ1, . . . , ρN}, then GUn0 is selected
to initiate user grouping, update the set of the m-th group and the boundary
set as Φm = Φm ∪ {GUn0} and Nb = Nb/{GUn0}.

e) Determine the GUs of the m-th user group: Collect the boundary users whose
distance with GUn0 is less than or equal to r into the m-th user group, i.e.,
∀GUn ∈ Nb, check if dn0,n ≤ r, if yes, then put GUn into the m-th user
group. Update the set of Φm as Φm = Φm ∪ {GUn}. Remove GUn from the
set of boundary users, i.e., Nb = Nb/{GUn}. Denote Cm as the circle with
the center being GUn0 and the radius being r.

f) Determine the m-th candidate user set: If there exist boundary users whose
distance with GUn0 is greater than r and less than or equal to 2r, then put
these users into the m-th candidate user set. That is, if ∀GUn ∈ Nb and
r < dn0,n ≤ 2r, then put GUn into the m-th candidate user set. Update the
candidate user set as Φc

m = Φc
m ∪ {GUn}.

g) Move Cm to cover as many candidate users as possible: Under the condition
that all the GUs in Φm are covered by Cm, move the center of Cm to cover as
many candidate users as possible by applying the minimum enclosing circle
algorithm (discussed in next subsection). Update the corresponding sets. In
particular, if GUn1 ∈ Nb ∩ Φc

m and GUn1 is covered by Cm, then put GUn1

into the m-th user group, i.e., Φm = Φm ∪ {GUn1}, remove GUn1 from the
sets of boundary users and candidate users, i.e., Nb = Nb/{GUn1}, Φc

m =
Φc

m/{GUn1}. Let GUm denote the virtual center user of the m-th user group,
and (x̄m, ȳm) denote the location of GUm.

h) Put the internal users covered by Cm into the m-th user group: Calculate the
distance between internal user GUn1 ∈ Nin and GUm, denoted by d̄n1,m. If
d̄n1,m ≤ r, then put GUn1 into the m-th user group, update the m-th user
set, i.e., Φm = Φm ∪{GUn1}, remove GUn1 from the set of internal users, i.e.,
Nin = Nin/{GUn1}.

i) Evaluate the termination of the algorithm: If all the users are grouped, that
is, Nb = Nin = ∅, the algorithm terminates, otherwise, let m = m + 1, return
to Step d).

3.3 The Minimum Enclosing Circle Method-Based Group Position
Update Algorithm

In this work, the minimum enclosing circle algorithm is applied to determine the
optimal positions of individual groups.

The main idea of the minimum enclosing circle method is that given existing
users, a circle with a minimum radius is determined which covers all the exist-
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ing users. The procedure of the minimum enclosing circle method-based group
position update algorithm is summarized as below.

a) Select two users in Φm: Give the set Φm, which consists of the boundary users
with the distance from GUn0 being less than or equal to r, two users of the
farthest distance are selected and denoted as GUn1 and GUn2 , respectively.

b) Form an initial circle: Draw a circle with the diameter being the line con-
necting the two points GUn1 and GUn2 . If the circle covers all the GUs, put
all the ungrouped GUs in Φm, update user sets and the algorithm completes,
otherwise, move to Step c).

c) Select an ungrouped GU: From the candidate user set Φc
m, select one GU

which is located outside the circle. That is, if GUn3 ∈ Φc
m and d̄m0,n3 > r,

then GUn3 is selected. Remove GUn3 from Φc
m, i.e., Φc

m = Φc
m/GUn3 .

d) Determine the minimum circle covering three GUs: Based on the three GUs,
form the minimum circle. If the radius of the circle is less than or equal to
r, and the circle covers all the GUs in Φm, then put GUn3 in Φm, set Φm =
Φm ∪ GUn3 , otherwise, check if Φc

m = ∅, if yes, the algorithm terminates,
else, move to Step c).

4 Resource Allocation Problem Formulation

In this section, given the obtained user grouping strategy, system utility func-
tion is defined which jointly considers the reward received for transmitting data
packets and the consumed energy of the satellite. Then, a constrained resource
allocation optimization problem is formulated to maximize system utility.

4.1 System Utility Function Formulation

Considering the overall utility of all the GUs in the system, we define system
utility function U as

U =
N∑

n=1

Un (1)

where Un represents the utility function of GUn, which can be modeled as the
difference between reward and cost for transmitting data packets from the satel-
lite to GUn, i.e.,

Un = λ1ηn − λ2Ẽn (2)

where λ1 and λ2 are weighting factors, ηn represents the reward that the satellite
earns from transmitting the data packets of GUn. Without loss of generality, it is
assume that only if the data packets are received before the predefined deadline,
the satellite is rewarded certain payment, hence, the reward function ηn can be
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modeled as ηn = wnαn, where αn represents the packet drop identifier, which is
given by

αn = 1{Tn ≤ 
Tmax
n

τ
�} (3)

where 1{x} is an indicator function. If a logical variable x is true, 1{x} = 1;
otherwise, 1{x} = 0, Tn is the time slot that the data transmission of GUn is
completed. It can be shown that in order to transit all the data packets of GUn,
Tn should meet the following constraints.

C1 :
Tn−1∑
t=1

M∑
m=1

K∑
k=1

F∑
f=1

zt,m,kxt,n,m,fRt,n,m,fτ < sn (4)

C2 :
Tn∑
t=1

M∑
m=1

K∑
k=1

F∑
f=1

zt,m,kxt,n,m,fRt,n,m,fτ ≥ sn (5)

where zt,k,m ∈ {0, 1} is the beam illumination variable of user groups, i.e.,
zt,k,m = 1, if user group m is illuminated by satellite beam k at time slot t,
otherwise, zt,k,m = 0, xt,n,m,f denotes the time-frequency allocation variable of
GUs, xt,n,m,f = 1, if sub-channel f is assigned to GUn in user group m at time
slot t, otherwise, xt,n,m,f = 0, 1 ≤ t ≤ T , 1 ≤ n ≤ N , 1 ≤ m ≤ M , 1 ≤ f ≤ F ,
Rt,n,m,f denotes the achievable data rate of GUn in user group m when receiving
data from the satellite on sub-channel f in time slot t. Rt,n,m,f can be expressed
as

Rt,n,m,f = B log(1 +
xt,n,m,fpgtgrnLt,n,f

N0B
) (6)

where p represents the transmit power of satellite beams and N0 is the power
spectral density of additive white Gaussian noise (AWGN).

Ẽn in (3) is the normalized energy consumption of the satellite when trans-
mitting the data packets of GUn, which is defined as

Ẽn =
Emax − En

Emax − Emin
(7)

where Emax = max
n

{En}, Emin = min
n

{En}, and En represents the energy
consumption of the satellite when transmitting data packets to GUn, which can
be computed as

En =
Tn∑
t=1

M∑
m=1

K∑
k=1

F∑
f=1

zt,m,kxt,n,m,fpτ (8)
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4.2 Optimization Problem Formulation

Aiming to maximize the system utility function under the constraints, we for-
mulate the beam illumination and resource allocation problem of the considered
multibeam satellite system as follows

max
xt,n,m,f ,zt,m,k

U

s.t. C1,C2

C3 :
M∑

m=1
yn,m ≤ 1

C4 :
K∑

k=1

zt,m,k ≤ 1

C5 :
M∑

m=1

F∑
f=1

xt,n,m,f ≤ 1

C6 :
M∑

m=1

∑
GUn∈Φm

F∑
f=1

xt,n,m,f ≤ min{F,
⌊

pb

p

⌋
}

C7 : xt,n,m,f1{zt,m,k=0} = 0
C8 : Rt,n,m,f ≥ xt,n,m,fRmin

n

(9)

where C1 and C2 are the data packet transmission time constraints, C3 indicates
that a user can only be associated with one user group, C4 represents that a user
group can only be associated with one beam, C5 is the sub-channel association
constraint. C6 is the maximum transmit power constraint of the satellite, where
pb is the maximum transmit power of a single satellite beam. C7 describes the
coupling constraint between beam illumination and sub-channel allocation. C8
is the minimum transmission rate constraint, where Rmin

n is the minumum data
rate requirement of GUn.

The formulated problem involves joint optimization of beam illumination and
time-frequency resource allocation, which is difficult to solve conveniently due
to the tight coupling of these problems. Considering the different granularities
of beam illumination and resource allocation, we split the original optimiza-
tion problem into two sub-problems, i.e., beam illumination sub-problem and
time-frequency resource scheduling sub-problem, and design user group-oriented
beam illumination algorithm and GU-oriented time-frequency resource schedul-
ing algorithm, respectively.

5 User Group-Oriented Beam Illumination

Considering the fact that the distance between the satellite and the GUs is much
longer than that between two GUs inside one user group, we ignore the variation
of the link transmission performance of the GUs in one user group, employ virtual
users to represent individual user groups and design a proportional fairness-based
beam illumination strategy.
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5.1 Service Model of Virtual Users

According to the user grouping algorithm discussed in Sect. 4, the virtual user
of user group m is denoted by GUm, which is located in the center of the group.
Given user grouping strategy y∗

n,m, the weighted aggregation traffic of GUm,
denoted by S̄m, can be computed as

S̄m =
N∑

n=1

y∗
n,mwnsn (10)

To characterize the diverse transmission deadline requirements of the GUs in
user groups, we denote T̄m as the maximum deadline of the GUs in user group
m, which is computed as T̄m = max{Tmax

n },∀GUn ∈ Φm.

6 Number of Beam-Slot Elements Allocated for User
Groups

It can be understood in a straightforward manner that if one user group is of
higher aggregate traffic requirement, a larger amount of beam and time slot
resources should be assigned. To describe the beam illumination status of user
groups, we introduce the concept of beam-slot element for convenience. Specifi-
cally, in the case that in one time slot, a satellite beam is assigned to illuminate
one user group, we refer that one beam-slot element is allocated to the user
group.

Let N0 = KT denote the total number of beam-slot elements and εm denote
the number of beam-slot elements allocated to user group m. Applying propor-
tional fairness scheme, we obtain

ε1
S̄1

≈ ε2
S̄2

≈ · · · ≈ εm

S̄M
(11)

Under the constraint
M∑

m=1
εm = N0, we may solve the above equation and obtain

εm, 1 ≤ m ≤ M . εm represents the number of beam-slot elements which should
be assigned to user group m, however, the specific beam-slot scheduling strategy
still should be determined. To this end, we examine the transmission performance
of user groups in different time slots. According to the definitions of utility
function specified in (5) and (6), under the circumstance that the transmission
deadline constraint is satisfied, maximizing the utility function is equivalent to
minimizing the energy consumption of the satellite beams. Furthermore, as the
transmit power is a given constant, when multiple transmission slots are required,
minimizing the energy consumption is equivalent to assigning GUs to the time
slots with the highest data rate, so as to reduce the overall time slots. As a
consequence, we may assign satellite beams to user groups in the time slots
when higher data rate is achieved.
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6.1 Beam Illumination Sub-problem Formulation

Let Ūm denote the aggregate utility function of user group m, suppose GUm is
assigned satellite beam k at time slot t. For simplicity, it is assumed that the
transmission performance of GUm on different sub-channels is similar, and the
difference is negligible. Denote R̄m as the transmission data rate of GUm in time
slot t when a satellite beam is assigned, we obtain

R̄t,m,f = B log(1 +
pgtgrnL̄t,m,f

N0B
) (12)

where L̄t,m,f is the path loss from the satellite to GUm.
To characterize the beam-slot scheduling strategy, we further apply resource

virtualization scheme, and virtualize user group m into εm virtual groups with
each virtual group being assigned one beam-slot element. Accordingly, the beam
illumination sub-problem can be formulated as

max
z̄t,m,am,k

T∑
t=1

M∑
m=1

K∑
k=1

Rt,m,k

s.t.
T∑

t=1

K∑
k=1

z̄t,m,am,k ≤ 1

M∑
m=1

εm∑
am=1

z̄t,m,am,k ≤ 1

z̄t,m,am,k1{t>T̄m} = 0

(13)

The above formulated optimization problem can be regarded as a one-to-one
matching problem which maps beam-slot element (t, k) to virtual user group
(m,am). To solve the problem, we first map the optimization problem into a
weighted complete bipartite graph with bipartite division G0 = (V1, V2, E,W ),
where V1 and V2 are the set of vertices, V1 = {(m,am)} denotes the set of
virtual groups, where (m,am) represents the virtual group am in user group
m, V2 = {(t, k)} represents the set of beam-slot elements, E = {e(v1, v2)}
denotes the set of edges which connect vertex v1 ∈ V1 to another vertex v1 ∈ V2,
W = {w(v1, v2)} is the set of edge weights, {w(v1, v2)} denotes the weight of
the edge e(v1, v2) ∈ E. If v1 = {(m,am)}, v2 = {(t, k)}, then w(v1, v2) = Rt,m,k.
Applying Kuhn-Munkres algorithm, we are able to solve the optimization prob-
lem and obtain the beam illumination strategy for the virtual groups, denoted
by z̄∗

t,m,am,k. Denote z∗
t,m,k as the beam illumination strategy of user groups, we

obtain that if z̄∗
t,m,am,k = 1, then z∗

t,m,k = 1.

7 Intra-group Time-Frequency Resource Assignment
Algorithm

Based on the obtained user grouping and beam illumination strategy y∗
n,m and

z∗
t,m,k, we now assign time-frequency resources to the individual GUs.
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7.1 Sub-problem Formulation

Suppose z∗
t0,m0,k = 1, i.e., at time slot t0, user group m0 is assigned a satellite

beam. As there are F sub-channels offered by each satellite beam, the sub-
channel resources should be allocated to GUs in group m0. Let Ūm0 denote the
utility of the GUs in user group m0, we obtain

Ūm0 =
∑

GUn∈Φm0

λ1ηn −
T∑

t=1

K∑
k=1

F∑
f=1

λ2z
∗
t,m0,kxt,n,m0,fpτ (14)

For user group m0, the time-frequency resource assignment sub-problem can be
formulated as follows

min
xt,n,m0,f

Ūm

s.t. C1,C2,C6 − C8
(15)

Solving the above problem involves the time-frequency resource allocation over
multiple slots. Obviously, the preceding resource allocation strategy will affect
the successive solution as well as the total number of resource elements. There-
fore, it is difficult to solve by using optimization tools. To tackle this problem,
we present a priority-based resource allocation strategy. Specifically, stressing
the importance of service weight and transmission deadline of GUs, we assign
priority to GUs in user group m0, then rank the GUs in descending order. Start-
ing from the GU with the highest priority, the optimal time-frequency resource
allocation strategy is designed. Updating the available resources, and assigning
resources to the GU with the second highest priority. The procedure continues
until all the GUs in the group are assigned resources or no available resources
left.

7.2 Assigning Priority for GUs

To jointly consider user service weight and transmission deadline, we propose
a two-level prioritizing scheme. Firstly, examining the service weight of GUs in
Φm0 and assigning higher priority to the GUs with higher service weight. Let ξn

denote the priority of GUn. For GUn1 ∈ Φm0 and GUn2 ∈ Φm0 , if wn1 > wn2 ,
we assign ξn1 > ξn2 , otherwise, set ξn1 < ξn2 . In the case that wn1 = wn2 , we
then evaluate the transmission deadline of the two GUs, if Tmax

n1
< Tmax

n2
, we set

ξn1 > ξn2 .
In this section, we compare the priorities of GUs in Φm0 , assign resources to

the GU with the highest priority. Suppose GUn0 is of the highest priority, we
then design time-frequency resource allocation strategy for GUn0 . To this end, we
first evaluate the transmission performance of GUn0 in various time-frequency
elements and successively assign GUn0 the resource elements which offer the
highest performance, until all the data packets of GUn0 can be transmitted. In
order to complete the data transmission of GUn0 before the given deadline Tmax

n0
,

only the time slots earlier than 
Tmax
n0

/τ� can be allocated.
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Fig. 2. (a) An example of user grouping results. (b) Utility function versus the transmit
power of satellite. (c) Utility function versus the number of GUs. (d) Utility function
versus satellite bandwidth.

The detail steps of the proposed time-frequency allocation algorithm can be
summarized as follows:

a) Initialization: Given the set of GUs in user group m0, Φm0 , user priority ξn,
set l = 1.

b) Select the GU with the highest priority in Φm0 : Suppose nl = argmax ξn,
∀GUn ∈ Φm0 , assign time-frequency resource to GUnl

.
c) Evaluate the transmission performance of GUnl

on various sub-channels:
Under the assumption z∗

ti,m0,k = 1, 1 ≤ i ≤ i′, where i′ = 
εm0/K�, we
evaluate the transmission performance of GUnl

on various sub-channels in
time slot ti. Assume that Rti,nl,m0,f∗

i
≥ · · · ≥ Rti,nl,m0,f∗

F
, i.e., in time slot

ti, among all the sub-channels, sub-channel f∗
i yields the locally optimal per-

formance.
d) Examine the transmission performance of GUnl

over different time slots:
Compare the locally optimal performance of GUnl

over time slot ti, suppose
Rt1,nl,m0,f∗

1
≥ Rt2,nl,m0,f∗

i
≥ · · · ≥ Rti′ ,nl,m0,f∗

i′
.

e) Assign the locally optimal time-frequency resource element to GUnl
: We

assign time-frequency resource element (t1, f∗
1 ) to GUnl

, set x∗
t1,nl,m0,f∗

1
= 1,

update the available resources by removing the element (t1, f∗
1 ), then check

whether there are still data packets of GUnl
which need to be transmitted,

i.e., whether Rt1,nl,m0,f∗
1
τ < snl

, if yes, assign the remaining optimal resource
element to GUnl

, repeat the process, until all the data packets of GUnl
are
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transmitted, update the set of Φm0 , i.e., Φm0 = Φm0/GUnl
, otherwise, check

whether there are still GUs in Φml
.

f) Check algorithm terminates: If Φm0 = ∅, then the algorithm terminates, oth-
erwise, l = l + 1, return to Step b).

It should be noted that for certain GUs, the data packets may not be trans-
mitted completely before the transmission deadline. In this case, we do not assign
any resources to the GUs and assign the corresponding packet drop identifiers
as 0. For instance, if for GUn, the available resources are insufficient for trans-
mitting sn, i.e.,

∑i′

i=1 Rti,n,m0,f∗
i
τ < sn, where the resource elements (ti, f∗

i ) are
the remaining available resources for offering data transmission service of GUn,
then we set αn = 0 and xt,n,m0,f = 0, ∀t, f .

7.3 Mission Scheduling Strategy

It should be mentioned that the proposed mission assignment algorithm is capa-
ble of allocating various missions to individual UAVs, however, the exact mission
execution time is still unknown. This can be tackled in a simple way by integrat-
ing the obtained trajectory planing strategy with mission assignment strategy.
In particular, we may start from one specific MA, for instance, the MA located
in the boundary region of the overall MAs, examine all the UAVs arrival at the
MA, compute the UAV arrival time, and determine the time slots for executing
missions. The procedure repeats until the scheduling strategy is determined for
all the missions in MAs. Accordingly, the association strategy between MAs nd
UAVs, denoted by α∗

n,m,t, the mission schedule strategy, denoted by β∗
n,m,k,t and

mission partition strategy, i.e., η∗
n,m,k,t can be obtained.

8 Simulation Results

In this section, we examine the performance of the proposed algorithm. In the
simulation, set the system bandwidth B as 20MHz, the carrier frequency ξf as
20 GHz, and noise spectral density N0 as 3 ×108 m/s. The number of beams K
is set to 4, the user receive antenna gain grn is 15 dB and the maximum transmit
power pb is 43 dB.

Figure 2(a) plots an example of user grouping results which is obtained from
our proposed heuristic user grouping algorithm. In Fig. 2, the circles represent
different user groups and the red polyline connects the center of groups. As can
be seen from Fig. 2(a), all the GUs are clustered into groups with equal coverage
ranges determine by the width of satellite beams.

In Fig. 2(b), we show the utility function versus the transmit power of the
satellite. It can be seen from the figure, as the transmit power increases, the util-
ity function also increases. This is because the increase in transmit power results
in the increase of the data transmission rate and the possibility of successful
transmissions as well. Comparing the effects of transmission bandwidth and the
weighting factor λ1 on utility function, we can observe that as the transmission
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bandwidth becomes larger, higher utility function can be obtained which is ben-
efited from higher data rate. In addition, when the weighting factor λ1 increases,
the utility function also increases. The reason is that higher reward function is
obtained from larger λ1.

Figure 2(c) depicts the utility function versus the number of GUs. In the
figure, we compare the performance of the algorithm proposed in this paper
with the one proposed in [9]. In [9], a time-frequency resource allocation algo-
rithm was proposed to maximize user transmission rate. It can be seen from
the figure that as the number of GUs increases, the utility functions obtained
from both algorithms increase accordingly. Comparing the performance obtained
from our proposed algorithm and the one proposed in [9], we can observe that
our proposed algorithm offers higher utility function. The reason is that while
data transmission rate was considered in [9], the authors failed to examine the
successful transmission of data packets, thus may result in relatively high packet
loss rate, and low utility function in turn.

Figure 2(d) depicts utility function versus satellite bandwidth. In the figure,
we also compare the performance of the algorithm proposed in this paper with
the one proposed in [9]. As can be seen from the figure, the utility function
increases as the bandwidth increases. This is because the increase in bandwidth
leads to higher data transmission rate, resulting in less packet loss and higher
utility. It can also be seen that the utility function of the algorithm proposed in
[9] is lower than that of the algorithm proposed in this paper. Comparing the
utility functions corresponding to different values of λ1, we can observe that the
increase of the weighting factor λ1 offers higher utility function.

9 Conclusions

In this paper, we have studied the problem of beam illumination and resource
allocation for multibeam satellite communication systems. An large scale offline
user grouping algorithm and a group-oriented beam illumination scheme have
been proposed. Then, an online time-frequency resource allocation algorithm
has been designed. Numerical results demonstrate the our proposed algorithms
offered better performance than existing algorithm.
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Abstract. Meta-Learning has been extensively studied since it has the ability of
quickly learning new skills by leveraging prior few-shot tasks, which is capable
of relieving the problem of relying on large amount of data sample existed in deep
learning. In this paper, we apply an algorithm of model-agnostic meta-learning
(MAML) to cope with Device-to-Device (D2D) transmit power control issue in
user-variable scenario. Specifically,MAMLfirst learns goodweight initializations
of D2D power control neural network in initial D2D scenario, contributing to a
meta-learner. When the number of D2D user changes, the network loads the meta
learner and quickly adapts to a new scenario on a few shots of samples. Simulation
results demonstrate that MAML shows good performance in generalization and
MAML better conducts D2D user-variety power control issues than regular deep
neural network power control methods.

Keywords: Model-agnostic meta-learning · deep neural network ·
user-variable · weight initialization · optimization

1 Introduction

Device-to-Device (D2D) communication has been considered as a promising technol-
ogy, which enables nearby D2D user equipment (DUE) to communicate directly with-
out the transition of the base station (BS) and undertakes an ability of communicating
in the same channel to increase spectrum utilization efficiency. Nevertheless, channel
reuse may prompt severe mutual interference among DUEs and it impairs D2D sys-
tem throughput. Transmit power control becomes a critical technique to alleviate DUE
mutual interference. For the purpose of adjusting transmit power of different DUEs in the
same channel to maximize total throughput, most researches formulate it as non-convex
problems, which entail large quantities of iterations and has high computational com-
plexity. Machine learning (ML), e.g., deep learning has been exploited in D2D power
control since ML based methods can approximate traditional optimization algorithms
with much lower computational complexity. However, most neural networks inML pos-
sess fixed-dimensional input and output which is only applied to D2D scenarios with
specific number of D2D users [1], when facing a scenario where the number of D2D
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users is changing, the behavior of former networkmay be degraded, a new power control
network has to be established and the training process would be conducted again.

Due to the correlation between the network structure and the number of D2D pairs in
the scene, applying deep neural network (DNN) power control network to user-variable
scenarios may lead to a result that the size of power control DNN for previous moment
is not available for this moment, which is inappropriate for real-time operation and
leads to the redundancy of rebuilding and retraining new power control network. Meta-
learning is a category of machine learning that learns the representation on various
learning tasks, forming prior experience and yielding a meta-learner, such that meta-
learner teaches to initialize a base-learner and base-learner adapts new tasks quickly
using only a small number of training samples. Moreover, model-agnostic meta-learning
(MAML) proposed in [2] is a popular meta-learning approach which can be directly
applied to any learning problem and model trained with a gradient descent procedure
without the constraints on the number of learning parameters or model architecture.
Compared with other machine learning methods, MAML can bring better generalization
performance to the network and has attracted wide attention of many researchers. The
author in [3] applied a modified model-agnostic algorithm capable of performing tasks
just trained on a few shots of samples. In [4], the author involved L1 regularization
in standard MAML and proposed a sparse model-agnostic meta-learning (SMAML)
to further enhance the efficiency in MAML. [5] applied a practical implementation of
MAML to conduct image classification tasks and the result showed that MAML can
transfer the prior experience extracted from pre-training on to new tasks and led to
good generalization performance. Considering the transfer characteristic of MAML, in
this paper, we exploit MAML method to D2D power control in user-variable scenario,
i.e., first, we build a DNN power control network and acquire initial parameters in an
initial scenario, second, when D2D user number changes, the network reloads initial
parameters such that get trained for power control in a new scenario quickly, thereby
enhancing network adaptability and real-time operation.

The rest of this paper is organized as follows. Section 2 describes the consideredD2D
communication scenario and formulates the D2D power control problem. In Sect. 3, we
introduceMAMLalgorithm and proposeMAML-based power control policy.Numerical
results are shown and discussed in Sect. 4 and we finally conclude the paper in Sect. 5.

2 System Model and Problem Formulation

2.1 System Model

As can be seen in Fig. 1, we consider a Device-to-Device communication scenario with
the size of D × D, where a BS is located in the center to manage the power control
information and channel state information (CSI) for D2D. Meanwhile, there are N pairs
of D2D users, whose maximum distance between transmitter and receiver is 25 m [6],
randomly distributed in the area and they simultaneously reuse the same frequency for
transmissions. Let I = {1, 2, 3, ...,N } and J = {1, 2, 3, ...,N } respectively represents
the set of D2D transmitters and receivers, accordingly, a D2D receiver k ∈ J may
receive interference from other D2D transmitter i ∈ I\{k}. To address the cochannel
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interference, transmit power control is necessary such that cochannel interference can
be relieved and D2D system throughput is maximized.

Fig. 1. D2D communication scenario network topology.

2.2 Problem Formulation

In the present work, we evaluate the D2D system weighted sum-rate (WSR) and the
mean squared error (MSE) between predicted power and theoretical optimal power to
characterize the merit of ML-based power control scheme, while comparing the adapt-
ability of regular neural network and MAML to user-variable areas. Denote the distance
from the i-th D2D transmitter to the j-th receiver as di,j and the multipath fading between
the i-th D2D transmitter and the j-th receiver as Gi,j, specifically, each multipath fading
Gi,j satisfiesGi,j ∼ N (0, 1). Thus, the channel gain from the i-th D2D transmitter to the
j-th receiver can be written as hi,j = β(di,j)

−α
∣
∣Gi,j

∣
∣ [7], where β and α represent the

path loss coefficient and path loss exponent, and H is the matrix of hi,j.
We analyze the overall system throughput and formulate the transmit power control

problem in the work based on the Signal to Interference plus Noise Ratio (SINR) of
D2D receivers. Let Pi denote the predicted transmit power of the i-th transmitter, where
0 ≤ Pi ≤ Pmax, and P is the matrix of Pi. Furthermore, we assume that N0 is noise
spectral density andW is the carrier bandwidth that D2D users access [8], and the WSR
model can be expressed as follows:

maximize
∑N

k=1
Wlog2(1 + hi,jPi

N0W + ∑

k∈I\{i} hk,iPk
) (1)

The objective of power control scheme is to maximize the D2D WSR model such
that an ideal power control policy for CSI in a certain scenario can be achieved.
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Given that weightedminimummean square error (WMMSE) is capable of reaching a
stationary solution of non-convex problem, e.g., problem (1) [9], we regardWMMSE as
the upper limit of D2D network communication performance and denotePWMMSE as the
theoretical optimal power generated by WMMSE. Since PWMMSE generated according
to certain CSI channel gain utilizing WMMSE scheme represents an optimal power
allocated policy in a specific scenario, the MSE between PWMMSE and P is capable of
indicating the adaptability of ML power control method. The adaptability of ML power
control method to user-variable areas can be written as:

minimize L =
√

(PWMMSE − P)2 (2)

The smaller the value of L, the greater approximating performance of ML power
control and the better adaptability to certain D2D scenario can be achieved. Thus, the
objective of power control scheme includes minimizing the MSE between theoretical
optimal power and predicted power.

3 Model-Agnostic Meta-learning Based D2D Power Control
Scheme

In this section, the detailed MAML algorithm is presented first. Then, we construct
the neural network used for determining D2D transmit power and apply the MAML to
ML-based power control procedure for D2D power control in user-variable scenarios.

3.1 Model-Agnostic Meta-learning Algorithm

Fig. 2. Diagram of model-agnostic meta-learning algorithm (MAML).

As depicted in Fig. 2, meta-learning possesses an ability of training good model’s
initial parameters θ , contributing to a generic meta-learner on various similar tasks,
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such that the learner can quickly create adapted parameters θ∗
1 , θ

∗
2 , θ

∗
3 , thereby achieving

rapid adaptation andproviding an ideal feature representation towardsmost deep learning
models trained for new tasks [2], and that is defined asmodel-agnostic. InK-shotMAML
scenario, we consider a distribution over tasks T ∼ p(T ) where H batches of task,
{Ti}Hi=1, are collected from this distribution and K samples are drawn in each task Ti.
Accordingly, a generic model fθ with parameters θ is trained on K samples in each task
from p(T ), i.e., when training on Ti, the model will adapt to new parameters θ

′
i , which

is calculated via gradient descent update, as is given as follows:

θ
′
i = θ − γ1∇θLTi (fθ ) (3)

whereLTi (fθ ) is the loss computedusingK samples for taskTi,γ1 is the learning rate in the
first step of gradient updating. To achieve good adaptability for fθ , the model parameters
are trained by minimizing total loss from tasks in p(T ), and the meta-objective can be
expressed as follows:

min
θ

∑

Ti∼p(T )

LTi (fθ ′
i
) =

∑

Ti∼p(T )

LTi (fθ−γ1∇θLTi (fθ )) (4)

with the total loss computed across tasks from p(T )minimized, the optimal initialization
parameters for meta-learner can be acquired as follows:

θ ← θ − γ2∇θ

∑

Ti∼p(T )

LTi (fθ−γ1∇θLTi (fθ )) (5)

where γ2 is the learning rate in the second step of gradient update, and theK-shotMAML
algorithm is outlined in Algorithm 1.
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3.2 MAML-Based Power Control Scheme

In ML D2D transmit power allocation problem, a DNN is constructed to optimize prob-
lems in (1) and (2), thereby determining an optimal transmit power allocation policy of
all D2D transmitters according to channel state information H, whose size is N × N
and is related to the number of D2D transceiver pairs N in the scenario. As shown in
Fig. 3, a four-layer fully connected neural network is employed for feature extraction,
and the channel state information H is flattened into one-dimensional vector, whose
length is N 2, contributing to the input of DNN. In each hidden layer, 40 hidden neurons
are included and the Rectified Linear Unit (ReLU) is used as the activation function to
relieve gradient vanishing and overfitting.

Fig. 3. Deep neural network architecture for power control.

The output of the network keeps the length of N and is fed into the Softplus part,
i.e., when the input of Softplus part is xS , the i-th output of Softplus part comes to
log(e[xS ]i + 1), which restricts the output range and prevents negative values such that it
can be treated as the predicted power allocation result.

In terms of DNN power control in D2D user-variable scenarios, the number of D2D
transceiver pairsN is always changing, since the length of input layer and output layer are
related toN , a phenomenon may happen that a well-trained DNN used for power control
for previous second may not be applicable for this second and we have to establish a
new DNN, initializing the whole model parameters again, which leads to unnecessary
repetition of steps. Meta-learning has an ability of leveraging previous experience to
train a model that can quickly adapt to new tasks using only a few samples and training
iterations, furthermore,MAML is awell-studiedmeta-learning algorithm that has shown
impressive results over many problems, e.g., supervised regression, classification, and
reinforcement learning, and its feature has potential to handle the phenomenon. There-
fore, in this paper, we propose a MAML-based power control scheme to address the
changing of D2D transceiver pairs in the scenario.

As can be seen in Fig. 4, the scheme is divided into two phases, meta-training phase
and meta-test phase [10], specifically, data samples used for both meta-training phase
and meta-test phase are generated through system-level simulation of respective D2D
scenarios. In meta-training phase, the number of D2D transceiver pairs in scenario isN0,
where a DNN is initialized and a K-shot MAML is conducted. The data sample used for
meta-training phase includesM0 batches and the value ofM0 includes 10000 and 20000.
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Each batch containsK sample shots, consequently, the size of input feature fed intoDNN
becomes [M0, K , N0, N0] and the size of output label becomes [M0, K , N0]. After meta-
training phase, a well-trained DNN emerges and we save the model parameters, which
is defined as meta-learner. In meta-test phase, we aim to apply the meta-learner to the
power control network in scenarios with different number of D2D pairs. Considering the
number of D2D pairs is variable in meta-test phase and the corresponding power control
network has different size of input and output layer, we denote the number of D2D
transceiver pairs in user-variable scenario as the variable parameter N and reinitialize
the input and output weight parameters of power control network with N dimensions
while in hidden layers the network directly loads weight parameters of the meta-learner,
and then the network transferred with meta-learner contributes to a base-learner. After
loading meta-learner, the base-learner will be finetuned under only a few data samples
with M batches to adapt to a new specific D2D scenario, accordingly, the size of input
feature becomes [M , K , N , N ] and that of output label becomes [M , K , N ]. Notably,
during finetuning, the loss function is considered the same as optimization problem (2),
and the optimizer comes to Adam with the learning rate of 0.001.

Fig. 4. Schematic of MAML-based power control scheme.

Through MAML, the base-learner can adapt to user-variable scenarios quickly and
behave better generalization performance under only a few training samples without
rebuilding a newpower control networkor conducting large number of training iterations.

4 Simulation Results and Analysis

In this section, we conduct extensive numerical experiments to verify the functionality
and performance of the proposed MAML-based power control scheme and compare the
performance of the proposed scheme with that of the following schemes: 1) WMMSE-
based power control policy [9]; 2) regular DNN power control policy mentioned in [6].
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Specially, for comparing the adaptability of DNN policy and MAML-based policy, we
train the raw DNN network withM batches of data samples, the same as the finetuning
process of base-learner in meta-test phase, and we subsequently compare the trained
DNN with the finetuned base-learner in MAML-based power control. Moreover, the
structure of raw DNN is the same as that of the base-learner such that other irrelevant
variables can be controlled. The simulation program is operated in Python 3.6.2 with
Tensorflow 2.6.2 on the computer equipped with 16GB of RAM and one 8-core Intel
CPU, besides, Keras library is used for the construction and training of a neural network.
The specific parameter settings are given in Table 1.

Table 1. System Parameters.

Parameter Value

Number of D2D pairs in meta-training phase N0 10

Number of D2D pairs in meta-training phase N {15, 20, 25}

Number of samples in each batch K 10

Number of batches in meta-training phaseM0 {10000, 20000}

Number of batches in meta-test phase M {100, 200, 300, 400}

D2D Max/Min transmit power Pmax/Pmin 24/0 dBm

Size of D2D area D 700 m

Channel Bandwidth W 20 MHz

Noise spectral density N0 −174 dBm/Hz

Learning rate in the first step γ1 0.01

Learning rate in the second step γ2 0.001

Path loss coefficient β 10−3.453

Path loss exponent α 3.8

Firstly, the simulation evaluates the WSR performance of D2D scenarios with dif-
ferent number of D2D pairs when exploitingWMMSE,MAML-based and regular DNN
power control policy. In Fig. 5(a), 5(b) and 5(c), we show the average WSR result fine-
tuned by different number of training batches in scenarios with different number of D2D
pairs. It can be observed that for arbitrary sample shot, no matter how many batches
conducted in the finetuning process, the WSR of MAML-based power control policy
always performs better than regular DNN power control policy, and both of them per-
forms slightly inferior to WMMSE-based scheme. Besides, as the number of batches
M increases in finetuning process, both the WSR of MAML-based power control and
that of DNN power control achieve closer to optimal WSR value while the gap between
them decreases or even decreases to 0 under certain conditions. This is because with
the increase of batches, both raw DNN and base-learner have been finetuned more thor-
oughly such that both of them have reached saturation and their performance gap may
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not be obvious, meanwhile, we may infer from the result that the superiority of MAML-
based policy is more obviously highlighted with the descent of training batches or with
the growth of D2D pairs.

Fig. 5. The WSR performance of D2D scenarios with different number of D2D pairs.
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Secondly, the simulation evaluates theMAMLmodel transfer ability and adaptability
towards D2D user-variable scenarios under 400 sample batches of finetuning process,
mainly by comparing the MSE value respectively derived from raw DNN, base-learner
loaded with half-trained meta-learner and base-learner loaded with totally trained meta-
learner. Particularly, half-trained meta-learner is trained under 10000 batches in meta-
training phase whereM0 is 10000, while meta-learner is trained under 20000 batches in
meta-training phase where M0 is 20000. As can be seen from results in Fig. 6(a), 6(b)
and 6(c), regardless of the number of D2D pairs in the scenario, base-learner always
experiences lower MSE than DNN with direct weight initializations when trained with
any number of batches, moreover, the base-learner equipped with totally trained meta-
learner experiences lowerMSE value than base-learner equipped with half-trainedmeta-
learner. Simulation results demonstrate that when the number of D2D pairs changes, the
base-learner can better approximate the WMMSE policy than raw network with direct
weight initializations. Besides, the more batches applied to the training of meta-learner,
the more prior knowledge base-learner would accumulate, thereby accomplish better
generalization performance. MAML-based power control behaves better adaptability in
D2D user-variable scenario.

Thirdly, to analyze the real-time operation of MAML-based power control scheme,
the simulation evaluates the MAML model time complexity towards D2D user-variable
scenario under 400 sample batches of finetuning process, mainly by comparing the
probability histogram of time consumption derived from raw DNN, base-learner loaded
with half-trained meta-learner and base-learner loaded with totally trained meta-learner.
We can infer from results in Fig. 7(a), 7(b) and 7(c) that regardless of the number of
D2Dpairs in scenario, the time consumption distribution ofMAML-based power control
is more concentrated than that of raw DNN, i.e., MAML-based power control time
consumption distribution is mainly concentrated in the low time consumption interval
while the time consumption of raw DNN still exist individual distributions in the range
of high time consumption interval. Simulation results indicate that with respect of D2D
user-variable scenario, power control network loaded with prior knowledge could adapt
to changes of the number of D2D pairs quickly, MAML-based power control achieves
better real-time operation.
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Fig. 6. The MSE value between optimal power and predicted power in D2D scenarios with
different number of D2D pairs.
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Fig. 7. Time consumption in D2D scenarios with different number of D2D pairs.
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5 Conclusion

The Machine learning based power control issue considering dynamic user changing
scenarios is more complicated than regular neural network-based power control due
to the correlation between the network structure and the number of D2D pairs, and
directly applying raw DNN to power control in D2D user-variable scenarios may leads
to repetition of rebuilding and retraining new power control network, which increase
time complexity. In this work, we analyze the characteristic of meta-learning and apply
MAML to pre-train a meta-learner for DNN power control methods. Simulation results
show that in D2D user-variable areas, the MAML-based power control method achieves
better weighted sum rate and lower mean squared error than DNN power control with-
out meta-learners under the same training conditions. Furthermore, the power control
network loaded with meta-learner parameters can converge to optimal results faster and
regress to similar performance with less training samples compared with regular power
control network. Intuitively, a better adaptability can be accomplished for a user-variable
power control network in view of MAML algorithm.
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Abstract. In this paper we construct a hybrid architecture that com-
bines terrestrial cell-free massive MIMO system and multi-beam satel-
lite communication system to maximize the throughput within the cov-
erage. We propose an interference-level based user selection algorithm
to divert terrestrial users with stronger interference to satellite service,
thereby reducing the total system interference. For satellite users, to
further increase the system throughput, we use the co-frequency across
beams, which include two steps, inter-beam and intra-beam resource allo-
cation. The former uses soft frequency reuse and the latter is allocated
based on water-filling algorithm. The simulation results show that the
proposed satellite-aided cell-free system has a significant improvement
in throughput compared with the traditional system. At the same time,
the throughput of satellite users is also improved compared with the
traditional frequency reuse scheme.

Keywords: Cell-free massive MIMO · Multi-beam satellite ·
Frequency reuse · Resource management

1 Introduction

As one of the core technologies of the 5th generation mobile communication, the
massive multiple-input multiple-output (MIMO) technology deploys dozens to
hundreds of antennas in the base station (BS) [1]. The antenna can obtain strong
array gain, diversity gain and spatial multiplexing gain, which can provide ser-
vices for multiple mobile terminals (MT) on the same time-frequency resource
block and greatly improve the system spectrum efficiency. However, with the
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further densification of cells, inter-cell interference has become a major bottle-
neck limiting the performance of massive MIMO systems, which seriously affects
the performance of cell-edge MT [2]. In order to suppress the above-mentioned
interference and provide homogeneous service for all MTs, the cell-free massive
MIMO system emerges as the times require. In this system, the traditional BS is
replaced by numerous distributed access points (AP), and the same MT can be
served by multiple APs on the same time-frequency resources [3]. This technol-
ogy makes the MT break through the constraints of the cell boundary, and the
MT is located in the center of the cell [4]. Compared with traditional cellular
massive MIMO networks, cell-free massive MIMO has obvious advantages. It has
large energy efficiency, which is brought about by the high array gain. Due to the
strong macro diversity gain, cell-free massive MIMO can considerably improve
the achievable sum-rate [5]. Furthermore, it can provide high throughput, reli-
ability, and energy efficiency with simple signal processing [6]. In addition, the
average distance between the closest antennas and an arbitrary MT is substan-
tially reduced by invoking a large number of distributed antennas, which makes
the deployment of cell-free massive MIMO more flexible and cost-effective [7].

In addition to cell-free massive MIMO, satellite networks are also an impor-
tant part of 5G and even 6G. The satellite system has developed from the
initial global beam and regional beam to the current multi-spot beam. The
emergence of spot beam technology is one of the important advancements in
the improvement of modern satellite communication capabilities. The spread of
multi-beam antennas increase drastically the number of users that can poten-
tially be served by single satellite [8]. Multi-beam satellites (MBS) have been
widely used not only because the resource utilization rate of satellite systems can
be effectively improved through the inter-beam frequency reuse technology [9],
but also because it raises possibility for the sharing the satellite frequency with
other radio network including terrestrial radio system [10]. Additionally, the
introduction of phased array antenna technology can allow for reconfigurable
beam numbers, aiming points, and beamforming to further enhance spot beam
capabilities [11]. As multi-beam satellite communication system has the advan-
tages of extensive coverage, high beam gain, small user terminals and high fre-
quency utilization, it plays an irreplaceable and important role in mobile and
emergency communication scenarios over a large area in complex environments
such as floods, earthquakes and so on [12].

In this paper, we combine terrestrial cell-free massive MIMO system with
satellite network. The terrestrial users and satellite users are distinguished by
an interference-based user selection algorithm, and the satellite is used to reduce
the interference of the system and enhance the throughput performance of the
system. The main contributions of this paper can be summarized as follows:

1. Combining the advantages of cell-free massive MIMO and multi-beam satel-
lite systems, we have established a hybrid communication architecture for
satellite-terrestrial integration. The satellite network complements terrestrial
communications to enhance the performance of the hybrid system.
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2. Based on the interference level between users, a user selection algorithm was
designed to classify users into terrestrial and satellite users. Users with higher
interference are selected to provide services via satellite, thus significantly
reducing the interference in the system.

3. For the resource allocation of satellite users, we split it into two steps, inter-
beam resource allocation and intra-beam resource allocation. The former uses
soft frequency reuse, and the latter uses water-filling algorithm to allocate
power and bandwidth resources. Experimental results show that the proposed
resource allocation algorithm can improve the throughput performance of the
system.

The rest of this paper is organized as follows. Section 2 describes the work
related to satellite-aided cell-free massive MIMO system and the multi-beam
satellite resource management. Section 4 provides the user selection algorithm
and resource allocation algorithm. Section 5 analyzes the simulation results.
Finally, the conclusions are given.

2 Related Work

However, the inter-beam interference problem of multi-beam satellites cannot be
ignored. For the problem of inter-beam interference, [8] lists three system char-
acteristics that affect the co-channel interference (CCI) between satellite beams:
beam layout, multiplexing scheme and scheduling. Among them, the beam lay-
out depends on the design of the antenna, and the traditional hexagonal grid is
being replaced by a more efficient beam layout, such as a square grid [13], which
can greatly reduce the CCI by increasing the distance from the center of the same
polarized beam. In the multiplexing scheme, the four-color multiplexing mostly
adopts the form of 2 sub-bands and 2 polarizations, which has good interference
isolation characteristics. If a smaller frequency reuse factor is adopted, the rela-
tionship between the increase of the beam bandwidth and the actual achievable
system capacity needs to be weighed to ensure that it is beneficial to the satel-
lite system. The third goal of scheduling is efficiency and fairness. Scheduling is
usually performed by the beam’s gateway, which generally only has local beam
information, and the interference generated by other beams is unknown. The
current trend is to centrally control the gateway through SatCloudRAN [14] to
coordinate processing of all beams, which can better control interference.

In terms of satellite resource management, [15] established a model of maxi-
mizing the number of serviceable users under power constraints in a multi-beam
satellite network, and proposed an intelligent search algorithm by applying the
greedy idea. Compared to an exhaustive search, the algorithm limits the search
to the case where the beam exhausts all available energy, thus reducing the com-
putational complexity. Aiming at the optimal power allocation problem based on
service matching service in MBS communication system, [16] adopts a two-stage
power allocation method based on genetic algorithm and simulated annealing
(GA-SA) algorithm to minimize the unsatisfied system capacity (USC). The
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proposed two-stage approach improves USC while reducing overall power con-
sumption compared to uniform power distribution. In [17], the power allocation
problem is formulated as a convex optimization problem, and the inter-beam
interference problem is solved by Lagrangian theory and subgradient iteration.
The evaluation results show that the algorithm has good performance in terms of
delay, bandwidth utilization, capacity and fairness, and has strong robustness in
practical applications. In [18], the power allocation problem in the flow matching
of multi-beam satellite systems is reduced to an optimization problem, and the
convex optimization framework is decomposed into different sub-problems, each
sub-problem is executed by a given agent. The conjecture-based multi-agent Q-
learning algorithm proposed in the literature is used to search for the optimal
power allocation scheme, which improves the communication satisfaction and
fairness of the system under the premise of low complexity.

In addition, there is few research on satellite-aided cell-free massive MIMO
system. [19] proposes an algorithm for LEO satellite-aided cell-free massive
MIMO network that forms an integrated space-terrestrial framework that com-
bines the benefits offered by ultra-dense terrestrial deployment (cell-free massive
MIMO) with the large coverage of the LEO satellite segment. The algorithm
controls the transfer of users from the ground to the satellite segment, shift-
ing those users who somehow limit the performance of the terrestrial network
to the satellite segment, ultimately improving the worst user rate. In [20], the
authors propose an optimization framework and a greedy solution for hybrid
network architectures that combine a cell-free massive MIMO terrestrial layout
with a low Earth orbit satellite segment to maximize the minimum per-user rate
in the coverage area. When a single-antenna access point is operated on a sur-
face section or when deployed sparsely, the hybrid network architectures have
significant results.

3 System Model

We consider a scenario shown in Fig. 1, in which there is a multi-beam GEO
satellite with a cell-free system in each beam, and the satellite and terrestrial
access points assist in serving users. Specifically, satellite users and terrestrial
users are selected through a suitable user selection algorithm. The terrestrial
users are served by access points, and the satellite users are served by the satellite
through the gateway station. Since the communication frequency bands used
by the ground and satellite are different, the interference between the ground
communication system and the satellite communication system can be ignored.

3.1 Terrestrial Communication Model

Duplexing Mode. To exploit the reciprocity of the uplink (UL) and down-
link (DL) channels, TDD is the duplex mode adopted in the cell-free massive
MIMO system [21]. For channel estimation, both UL and DL pilots can be used.
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Fig. 1. Satellite-aided Cell-free Massive MIMO System.

Therefore, in the ground satellite fusion network architecture designed in this
paper, the duplex mode of the ground cell-free system is TDD. Then, we mainly
consider the user’s downlink later in this paper.

Signal Model for Downlink Transmission. We consider a cell-free scenario
with L APs and K users in this paper. Then, we adopt the compressed-based
strategy downlink signal model shown in [22]. The CPU compresses the base-
band signal by quantizing the fronthaul links and forwarding them to each AP;
hence, the received signal at the ith AP is given as

xl =
K∑

k

wl·ksk + ql, (1)

where wk =
[
wT

1,k, . . . ,wT
L,k

]T

represents the beamforming vector of downlink
user k sent by all APs, and sk ∼ CN (0, 1) is the signal for downlink user k. ql

represents the quantization noise which related to the compression noise power
of AP.

The channel matrix of user k can be expressed as

hk =
[
hT

1,k,hT
2,k · · · hT

L,k

]T
, (2)

where hT
l,k denotes the channel state information matrix from lth AP to kth

user. Then, the received signal of downlink user k can be expressed as

yk =
L∑

l

hH
l,kxl + nk. (3)
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In Eq. (3), nk ∼ CN (
0, σ2

k

)
represents the additive white Gaussian noise. Then,

the data rate of user k can be expressed as

Rk = log2 (1 + rk) = log2

⎛

⎜⎝1 +
ρk

∣∣∣hH
k wk

∣∣∣
2

ρkγk + δ2
k

⎞

⎟⎠ , (4)

where
γk =

∑
k′,k′ �=k

∣∣∣hH
k wk′

∣∣∣
2

+
∑
l

μl ‖hl,k‖2 + σ2
k , (5)

denotes the interference matrix of user k and δ2
k is the additional circuit noise

that stems from nonlinearities during baseband conversion and phase offset.

3.2 Multi-beam Satellite System Model

Considering a single multi-beam GEO satellite, the satellite has M beams, there
are N users under each beam, the mth user under the nth beam is denoted
by (m,n), located at the position of Ωm,n. The total bandwidth of the satellite
system is Btotal, which is evenly divided into NB sub-channels and the maximum
transmit power of the satellite is Ptotal.

Channel Mode. The tth time slot satellite transmits data to the user (m,n)
with power Pm,n,t, denoting the communication link with [m,n, t] , the link band-
width is Bm,n,t, and hm,n is the gain of the satellite-ground link. Assume that
the multi-beam satellite channel matrix is Hmatrix:

Hmatrix = [h1,1, h1,2, ..., hm,n, ..., hM,N ], (6)

in which hm,n can be expressed as

hm,n = Gt (θ) + PL + Gr (ϕ) . (7)

In Eq. (7), Gt (θ) is the transmit antenna gain of the link, θ is the angle
that the user deviates from the beam antenna axis. PL denotes the loss and
fading of the signal power due to the channel environment. Gr (ϕ) is the receive
antenna gain of the link and the angle at which the direction of the received
signal deviates from the axis of the receiving antenna is denoted by ϕ.

Problem Formulation. Considering the problem of co-channel interference,
the frequency of the user (m,n) at this moment is f , and the co-channel inter-
ference Im,n,t can be expressed as

Im,n,t =
∑

ϕ∈Ξfand�=[m,n,t]

Pϕhϕ, (8)
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where Ξf denotes the set of all co-channel channels with frequency f . ϕ ∈
Ξfand �= [m,n, t] indicates the channel [m,n, t] causing co-channel interfer-
ence. Pϕ is the data transmission power of the link, and hϕ is the channel gain
of the link. The signal-to-interference-noise ratio SINRm,n,t of the link is

SINRm,n,t =
Pm,n,thm,n

Im,n,t + N0Bm,n,t
, (9)

where N0 is the power spectral density of white Gaussian noise. The data rate
Ct

m,n of the communication link between the user (m,n) and the satellite in the
tth slot can be expressed as

Ct
m,n = Bm,n,tlog2(1 + SINRm,n,t). (10)

Based on Eq. (10), the sum of the system throughput over the time period T is

Ctotal =
M∑

m=1

N∑

n=1

T∑

t=1

Ct
m,n. (11)

Then the complete optimization problem can be formulated as

P : max Ctotal

s.t. C1 :
M∑

m=1

N∑
n=1

Pm,n ≤ Ptotal

C2 :
N∑

n=1
Bm,n ≤ Btotal∀m

. (12)

The optimization objective means maximizing the aggregate throughput of the
system. Constraint 1 indicates that the total power of all users is not greater
than the maximum transmit power of the satellite; Constraint 2 indicates that
the total bandwidth of all users in the same beam is not greater than the total
system bandwidth.

4 User Selection and Resource Allocation Algorithms

4.1 User Selection Algorithm

User selection algorithm has been designed in the satellite-ground fusion network
in [23]. But the algorithm is more complex. On the basis of [23], this paper
proposes a user selection algorithm based on interference. Specifically, it can be
known from Eq. (5) that the closer the distance between users is, the greater the
interference received by the users. Therefore, we use the distance between users
to characterize the interference size of users, and select users based on this. The
specific algorithm is shown in Algorithm 1.

First, we calculate the distance dij between user i and user j and sort it in
ascending order. Then we take the first element in d1j as the threshold value,
and if the distance between the two users is less than this threshold, one of the
users is determined as a satellite user. If the number of satellite users obtained by
this threshold is exactly the preset number NS , the algorithm ends. Otherwise,
the threshold will be updated and the above operation will be repeated.
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Algorithm 1. Interference-level Based User Selection Algorithm
Initial Set the total number of users in each beam N ;

Set the number of satellite users in each beam NS ;
Set the distance threshold to dG = 0.

Output The coordinates of ground users and satellite users.
1: Randomly generate user coordinates based on the number of users;
2: Calculate the distance dij between user i and user j based on user coordinates;
3: Set k = 1;
4: Set the number of satellite users M = 0;
5: for i = 1 : N do
6: Sort dij from smallest to largest as Di;
7: dG = Di(k);
8: for j = 1 : N do
9: if dij < dG then

10: Determine user j as a satellite user, M = M + 1;
11: end if
12: end for
13: if M = NS then
14: break;
15: else if M < NS then
16: Set M = 0, k = k + 1, jump to 8;
17: else
18: Set M = 0;
19: continue;
20: end if
21: end for

4.2 Resource Allocation Algorithm

The inter-beam resource allocation algorithm in this paper is a soft frequency
reuse (SFR) based on fractional frequency reuse (FFR). According to [24] the
schematic diagram of frequency reuse is shown in Fig. 2.

The left of Fig. 2 illustrates a strict FFR deployment with a beam edge reuse
factor of 3. Users inside each beam are assigned a common frequency subband,
while the bandwidth of beam edge users is divided across beams according to a
reuse factor of N . In general, strict FFR requires a total of N +1 subbands. Cen-
ter users do not share any spectrum with edge users, which reduces interference
to center users and edge users.

Although strict FFR reduces the interference between systems, the frequency
band utilization rate is relatively low. Based on strict FFR, the right of Fig. 2
illustrates a SFR deployment with a reuse factor of 3 on the beam-edge. SFR
allows center users to share sub-bands of edge users in other beams. Because
intra-beam users share bandwidth with neighboring beams, they typically trans-
mit at lower power levels than beam-edge users. While SFR is more spectral effi-
cient than Strict FFR, it causes more disturbance to users inside and at the edge
of the beam. But we can reduce the interference in the system by controlling the
power ratio of center and edge users.
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Algorithm 2. Soft Frequency Reuse Based on Water-filling Algorithm (WSFR)
Initial Generate beams and user coordinates;

Based on SFR set the value of Rcenter, Nblock, Nsfr and β ;
Set the water level hw = 0.

Output The number of resource blocks allocated by the satellite user.
1: Calculate Hcenter, Hedge and d according to the user coordinates;
2: Calculate Pcenter and Pedge based on β;
3: if d < Rcenter then
4: i = 1;
5: Sort all central users by Hcenter and the corresponding channel matrix is ˜Hcenter,

in which ˜Hcenter(1) is worst;
6: while true do
7: Let hw = k

/

˜Hcenter(i);

8: Allocate resource blocks with hw and calculate the number of allocated
resource blocks Nac;

9: if Nac < Nsfr then
10: The remaining resource blocks are divided equally between the central

users;
11: break;
12: else
13: Remove the worst channel without allocating resource blocks, i = i + 1.
14: end if
15: end while
16: else
17: i = 1;
18: Sort all edge users by Hedge and the corresponding channel matrix is ˜Hedge, in

which ˜Hedge(1) is worst;
19: while true do
20: Let hw = k

/

˜Hedge(i);

21: Allocate resource blocks with hw and calculate the number of allocated
resource blocks Nae;

22: if Nae < Nblock − Nsfr then
23: The remaining resource blocks are divided equally between the edge users;

24: break;
25: else
26: Remove the worst channel without allocating resource blocks, i = i + 1.
27: end if
28: end while
29: end if

The intra-beam resource allocation is based on the water-filling algorithm,
and the system resource blocks are adaptively allocated mainly according to the
user channel state information. Users with good channel status are allocated
more resource blocks, and users with poor channel status are allocated fewer
resource blocks, thereby maximizing the total throughput. The complete resource
allocation algorithm for satellite users is shown as Algorithm 2.
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Fig. 2. Strict FFR (left) and SFR (right) resource allocation.

In Algorithm 2, Rcenter is the center radius. Nblock, Nsfr denote the total
number of resource blocks and number of central user resource blocks respec-
tively. β indicates the ratio of central user power to total power and hw is the
water level of the water-filling algorithm. k is a constant that controls the water
level. The channel state information of central users and edge users are indi-
cated by Hcenter and Hedge respectively. d presents the distance between users
and beam center. Pcenter and Pedge refer to the power of resource blocks occupied
by central users and edge users.

5 Simulation Results and Analysis

In this section, simulation experiments are carried out for the algorithm proposed
in the Sect. 4 . The main simulation parameters are shown in Table 1.

Table 1. Simulation Parameters.

Parameter Value

Terrestrial users per beam NT 500

Satellite users per beam NS 50

Terrestrial channel bandwidth BT 10 MHz

Satellite channel bandwidth BS 30 MHz

Power of AP PT 10 W

Power of Satellite PS 200 W

Number of beams N 7

Beam radius R 125.26 KM



Interference-aware Spectrum and Power Coordination 385

We compare the throughput performance using three-color, four-color, same
frequency, FFR, USFR and WSFR. Three-color multiplexing refers to divid-
ing the entire frequency band of the system into 3 orthogonal sub-bands, each
beam sharing one of the 3 sub-bands, and different frequency bands are specified
between adjacent beams, and uniform allocation is used for resource allocation
within beams. Four-color divides the entire frequency band of the system into
4 orthogonal subbands on the basis of three colors. Same frequency means that
each beam uses the same frequency band and the resource allocation within
the beam is also uniformly allocated. FFR means inter-beam using FFR intra-
beam using water-filling algorithm to allocate resources. USFR indicates that
SFR is used for resource allocation between beams, and uniform allocation is
used for resource allocation within beams. WSFR represents the resource allo-
cation algorithm for satellite users proposed in this paper, that is, SFR is used
for resource allocation between beams, and water-filling algorithm is used for
resource allocation within beams.

The throughput comparison under different central area radii Rcenter is
shown in Fig. 3. The throughput of our proposed WSFR algorithm first increases
and then decreases as Rcenter increases. This is because when Rcenter is small,
there are few central users in the beam, which affects the performance of the
system. When Rcenter is large, there will be few users at the edge of the system,
which will waste resources and degrade the performance. At the same time, no
matter how Rcenter changes, WSFR always outperforms FFR and USFR. This
is because WSFR improves the efficiency of frequency utilisation between beams
compared to FFR and optimises the scheduling of resources for users within the

Fig. 3. Comparison of system throughput under different center radii.
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Fig. 4. Comparison of system throughput under different power ratios.

beam compared to USFR. When Rcenter is 30KM, the throughput performance
of WSFR reaches 1.9 times that of four-color.

The system throughput under different power ratios is shown in Fig. 4. Power
ratios refer to the ratio of power in the center area of the beam to the total
power of the system. Since the power ratio only affects the performance of USFR
and WSFR, the performance of other algorithms is horizontally straight. As
the power ratio gradually increases, the throughput performance of USFR and
WSFR gradually increases. This is because users in the center area have a better
channel state, so the more resources the center user is allocated, the better the
performance of the system. At the same time, the performance of WSFR is
better than that of USFR at various power ratios. When the power ratio is 0.8,
the throughput of the WSFR reaches twice that of the four-color.

To further illustrate that the hybrid architecture we propose can improve the
performance of the system, we compared the satellite-aided cell-free system pro-
posed in this paper with the traditional cell-free system, and the result is shown
in Fig. 5. The terrestrial cell-free system in the figure refers to the throughput of
the remaining terrestrial users after using the user selection algorithm proposed
in this article. The satellite-aided cell-free system in the figure represents the
total throughput of both terrestrial and satellite users. In this simulation, the
number of APs in each beam is fixed in the three contrast scenarios.

Under different numbers of users, the performance of the hybrid architecture
we propose is better than that of the traditional cell-free system. The perfor-
mance of terrestrial users is also better than that of traditional cell-free system,
which shows that the user selection algorithm we propose can effectively reduce
the interference between systems, thereby improving the performance of the sys-
tem.
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Fig. 5. Performance comparison of satellite-aided cell-free system and traditional cell-
free system.

6 Conclusion

This paper proposes a hybrid communication framework that combines the ben-
efits provided by cell-free massive MIMO with the large coverage of satellites.
System models for the terrestrial and satellite segments are given separately. The
simulation results show that the proposed user selection algorithm and resource
allocation algorithm can reduce interference within the system and improve the
throughput performance of the system.
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Abstract. Since the 21st century, the vigorous development of the Inter-
net has brought about the rapid rise of social platforms. People’s desire
to share has been satisfied, and the information such as time and location
shared by users has become the trajectory data of users. The analysis of
these trajectory data is helpful to the study of crowd behavior, among
which the prediction of crowd movement trajectory is an important con-
tent of trajectory data analysis.

This paper investigates the Transformer model which has an excellent
performance in the field of Natural Language Processing (NLP). Accord-
ing to the characteristics of the data adopted in this paper, a prediction
method of crowd movement trajectory based on the Transformer model is
proposed and the future trajectory prediction is realized. Markov model,
Long Short Term Memory Network (LSTM), and Gated recurrent unit
network (GRU) are selected as baseline methods to compare with the
model in this paper. The final results show that the prediction method
proposed in this paper performs well in the dataset of this paper. The
result also shows that the prediction methods based on deep learning
have higher accuracy in predicting the future movement trajectory of
the crowd compared with the prediction scheme based on the traditional
model, even other parameters.

Keywords: Trajectory prediction · Deep learning · Transformer ·
Neural networks

1 Introduction

In human daily life, social platforms play a rather important role, and users
use them to post information and communicate with other users. Some users
often choose to upload their location when posting messages on social platforms,
and this information shared by users is aggregated into a huge collection of
user location data. For example, white-collar workers in cities usually go to
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work during the day and go home at night to rest. Students’ locations usually
change back and forth between school and home. Cab drivers’ locations change
irregularly throughout the city. By studying the movement patterns of humans
in the real world, some reasonable inferences can be made about the content of
human activities, which in turn can rationally explain various patterns of human
behavior.

At present, the analysis of crowd movement patterns mainly faces demand
from both academic and application aspects. From the academic aspect, the
development of human society cannot be separated from the various activities
carried out by human beings. Moving between various locations is an important
part of human activities. An in-depth understanding of crowd movement pat-
terns can only play a role in promoting the understanding of human activities.
From the application aspect, with the deepening of city intelligence, personalized
tertiary industries are also gradually appearing on the historical stage. Such as
user location-based network service platforms, which have also developed rapidly
in recent years and generated great market benefits. Their development path is
to provide increasingly differentiated services for different groups of users and
to provide customized service content according to each user. It is necessary to
study the movement patterns of their service targets.

2 Previous Work

The research on the crowd movement trajectory prediction method is an impor-
tant branch of crowd movement patterns research. By processing historical tra-
jectory data and building a data model composed of various parameters, it can
achieve the purpose of predicting the user’s future arrival location. In this pro-
cess, people’s ideas about this direction are changing. For example, Gambs [1]
built a Mobile Markov chain (MMC) model for the crowd’s movement trajec-
tory. Then, many prediction models based on the Markov model have emerged,
such as the Hidden Markov model (HMM) proposed by Mathew [2]. In addi-
tion, many other traditional prediction methods based on parametric models
have emerged one after another, such as the History average model (HA) [3],
the Autoregressive integrated moving average model(ARIMA) [4], the Spatial-
temporal autoregressive integrated moving average model (STARIMA) [5], and
Vector autoregressive model (VAR) [6], the Decision tree model (DT) [7,8], and
the Gaussian process model (GP) [9,10], etc., have all played their roles in the
study of crowd movement trajectories.

With the continuous updating and iteration of the crowd movement trajec-
tory prediction methods, the defects of various methods are gradually discovered.
Methods based on traditional models perform poorly in solving nonlinear and
non-smooth Spatio-temporal sequence prediction problems because traditional
parametric models rely on fixed patterns for prediction, which are difficult to cap-
ture dynamic trajectory data features. Traditional models easily lose the ability
to fit the data when dealing with massive trajectory data and fail to achieve the
desired prediction accuracy [11]. In recent years, the research on crowd-moving
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trajectories based on deep learning has made remarkable progress. A series of
research results show that methods based on deep learning have obvious advan-
tages in solving the problems of dynamic trajectory updates and long-term mov-
ing trajectory prediction. For example, recurrent neural network (RNN) [12],
long short-term memory network (LSTM) [13], gated recurrent unit network
(GRU) [14] and Time-convolutional network (TCN) [15], the encoder-decoder-
based crowd movement trajectory prediction model proposed by Jianwei Chen
[16], and the attention mechanism-based recurrent neural network [17] proposed
by Jie Feng et al. have shown far better performance than traditional predic-
tion models. RNN can extract time-series features from trajectory data. LSTM
solves the gradient explosion problem of RNN. GRU simplifies the structure
of the LSTM and reduces training costs. These three methods ignore spatial
correlations between time sequences when applied to Spatio-temporal sequences
predicting. TCN uses the Convolutional Neural Network (CNN) structure to cap-
ture spatial relationships while using RNN structure to capture temporal rela-
tionships. Chen’s model uses the Graph Convolutional Neural Network (GCN)
structure to capture spatial relationships and uses Bi-LSTM to solve the prob-
lem of RNN structure. In recent years, the attention mechanism was beginning
to be applied to the trajectory prediction areas. In this paper, we adopt a crowd
movement trajectory prediction method based on deep learning and attention
mechanism to solve the previous problem.

3 Method

The Transformer model was originally proposed by the Google team in 2017
and was first applied to machine translation [18], which abandoned the tradi-
tional RNN model to extract sequence information and pioneered the attention
mechanism to achieve fast parallel computation, improving the defect of slow
training speed of RNN model. The standard Transformer model consists of four
modules: Input, Output, Encoder, and Decoder. In this paper, a position encod-
ing mechanism is used to enable the neural network to obtain the order of the
vectors, and a mask padding mechanism is used to improve the sparsity of the
input data. The Encoder module is split from the standard Transformer model
as the core part of the model, and the Dropout mechanism is added to prevent
the model from overfitting. The final model outputs the prediction through a
fully connected layer. Our model is shown in Fig. 1.

3.1 Position Encoding

After the vectors are input into the model, considering that the Transformer
model does not have a sequential unit structure like RNN, positional encoding
(PE) is performed on the input vectors for the neural network to obtain the
position information of the vectors, i.e., the internal ordering of the sequence.
There are two ways to obtain the positional encoding, one is to learn through
data training, and the other is to generate the positional encoding directly using
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Fig. 1. Crowd movement trajectory prediction model

the formula. In this chapter, we use the positional encoding based on the sine and
cosine function, which generates the corresponding encoding for each position
by using the sine and cosine functions of different frequencies and adding it
to the input vector of the corresponding position. The dimensionality of the
position encoding vector must be the same as the dimensionality of the input
vector during this calculation. The equation for calculating the position encoding
based on the sine and cosine functions is shown in Eq. 1.
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PE(pos, 2i) = sin

(
pos

10000 2i
dmodel

)

PE(pos, 2i + 1) = cos

(
pos

10000 2i
dmodel

) (1)

where pos denotes the absolute position of a single feature in the vector,
pos = 0, 1, 2 . . ., dmodel denotes the dimensionality of the input vector, The
dimensionality of the input vector is often large, so if the input vector and the
position code are spliced, it will increase the training difficulty and the training
time, so it is often chosen to add the input vector and the position code, but if
the dimensionality of the input vector is small, the splicing method can also be
used.

3.2 Padding Mask

The padding mask is used in Natural language procession (NLP) to deal with
indeterminate length sequences of information, and a set of indeterminate length
sequences of data for training will have the problem of misalignment, at this time,
the short sequences will naturally fill in the length so that the data become
neat, this is the padding (padding) of This is the idea of padding. For the crowd
track data in this paper, because the time interval of each user’s punch card
is not fixed, so the whole data set becomes very sparse after the fixed time
interval interception, so it is necessary to fill the gaps, and the gaps in the
data sequence are filled to a negative infinite number in this paper. In order to
eliminate the negative impact of useless information, it is necessary to change the
weight of the padded part to a number close to 0 (mask) when passing through
the softmax layer, so that the useless elements are masked to the maximum
extent, the combination of these two mechanisms is the mask padding, for the
Encoder part, it is only necessary to use the Padding mask for processing, while
for the Decoder part, it is also necessary to Subsequent mask is used to prevent
the test data from being read by the neural network, this paper uses five-fold
cross-validation to replace this part of the function, so this chapter does not
make more introduction.

3.3 Encoder Part

The Encoder module in the Transformer model structure consists of Multi-head
attention and Feedforward neural network (FNN), which is used as the core part
of the model in this chapter, shown in Fig. 2.

Attention, Self-attention and Multi-head Attention. The predecessors of
Multi-head attention are attention and Self-attention. Attention is a mechanism
designed to mimic human attention, shown in Fig. 3: The core attention mecha-
nism is a weighted sum of the Value values of the elements in the Source, and the
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Fig. 2. Encoder part structure

Query and Key are used to calculate the weight coefficients of the corresponding
Value, shown in Eq. 2:

Attention(Query, Source) =
Lx∑
i=1

Similarity(Query,Keyi) ∗ V aluei (2)

The calculation of Similarity in Eq. is to directly calculate the dot product of
Query and Key, take this result as the similarity result of Query and Key, and
later introduce the calculation method similar to SoftMax to numerically con-
vert the similarity calculation result. The purpose of such calculation is twofold:
on the one hand, the result can be normalized, and the original result can be
organized into a probability distribution with the sum of all On the other hand,
it is also possible to make the weights of relatively important elements larger
through the inherent mechanism of SoftMax function, which makes them more
prominent and helps to focus the attention of the network. After the similar-
ity calculation, the weight coefficients are weighted and summed to obtain the
attention coefficient.

The advantage of the attention mechanism is that it is fast because it no
longer relies on RNN-based sequential decoders, solves the problem that RNNs
cannot be computed in parallel, and can capture key information with excellent
local performance. The disadvantage is that information is not available between
medium and long distances. To improve this disadvantage, the Self-attention
mechanism has emerged. In the attention mechanism, all computations occur
between Source and Target, and the Self-attention mechanism makes a change by
limiting the computation to the Source or Target, solving the problem of medium
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Fig. 3. Attention mechanism structure

and long-distance information capture. Both attention and Self-attention are
calculated by multiplying the input vector with the weight matrix to transform
the output vector. The weight matrixes WQ, WK , and WV are all the same. The
advantage of Multi-head attention is that it uses different weight matrixes in the
calculation. It allows for a richer hierarchy of attention, allowing for multiple
perspectives on the data being trained.

Feedforward Neural Network. Multi-head attention takes the position
encoded data through different weight matrices, calculates multiple sets of out-
put results, uses splicing processing to obtain a larger Z matrix as the output,
and then inputs Z into the feedforward neural network, shown in Eq. 3

FFN(x) = max (0, xW1 + b1) W2 + b2 (3)

where x denotes the output Z of Multi-Head attention. The fully connected
layer here uses a two-layer neural network, which first undergoes a linear trans-
formation. Then a nonlinear transformation through the ReLU function, and
finally another linear transformation. The purpose of the feedforward layer is to
map the input Z to a higher dimensional space and then filter it by the nonlin-
ear function ReLU. Finally, change Z back to the original dimension after the
filtering.

Add&Normalize Part and Dropout. The final layer of the Encoder part is
the Add&Normalize layer. Add means let the output vector be put into a Resid-
ual Neural Network (Res-net). In deep learning, we often encounter the problem
of network degradation, which refers to the phenomenon that the network’s Loss
tends to stabilize at the beginning of training as the number of layers deepens,
and then increases at the end of training when the number of layers continues to
deepen, and the existence of residual blocks is to solve this problem. We choose
Layer normalization in our model. Layer normalization is to calculate the mean
and variance of all vectors in each layer and then normalize them to 0–1. The
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advantage of Layer normalization is that it is not affected by different Batch-size.
The output of this layer will be input to the next Encoder layer.

The dropout mechanism is to turn off some neurons to make some limitations
on the fitting ability of the neural network. Let the neurons in the hidden layer
stop working with a certain probability p during the forward propagation, which
will lead to the simplification of the network as well as random changes. The
network will not be dependent on the local features, which can make the model
more generalizable, as shown in Fig. 4. In the process of Dropout, each time the
hidden neurons that are turned off are different, so it is equivalent to training
different neural networks. So the training results are different. The result is more
like training different neural networks and averaging them, which can offset some
of the “opposite” fitting results, thus preventing overfitting overall. Moreover,
Dropout forces the neural network to discard fixed implicit relations and learn
more robust features instead, reducing the possibility that the neural network
is sensitive to specific data, which is why the Dropout mechanism can prevent
overfitting. Finally, just as the emergence of gender in biology allows species to
reproduce offspring that are adapted to their environment, Dropout effectively
prevents the effects of overfitting on the model through a similar mechanism.

Fig. 4. The principle of the Dropout mechanism

4 Experiments

1) Dataset: The dataset [19] used in this paper is derived from user check-in
data from the Foursquare website in Tokyo, Japan over a considerable period
of time, including location information shared by users who visited various
event venues to clock in over a ten-month period. As is shown in Table 1:
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Table 1. Dataset

Dataset Number of users Check-in times City Duration Number of venues

TSMC-Tky 2293 573703 Tokyo 10 months 61858

2) Parameters: Due to the sparsity of the trajectory sequence data, in this
paper, the sequence is first complemented by the Padding Mask. Then enter
Multi-head attention layer, where the number of attention heads is set to 8.
The feature dimension is set to 512. The number of Encoder Layers is set to
2. The end part of the Encoder layer is Layer normalization, which is used
to speed up training and improve training stability. Finally, a fully-connected
layer is added to project the tensor into the form [Batch−size, output− len].
In this paper, we choose StepLR for the dynamic update of the learning rate.
The initial learning rate is set to 0.00001, γ is set to 0.96, and step-size is
set to 3, i.e., the learning rate is updated every 3 epochs. All parameters are
shown in Table 2:

Table 2. Parameters of our model

Parameters Values

input dimension 100

epoch 150

Batch-size 50

feature-size 512

Encoder-layer 2

n-head 8

Initial-learning rate 1e−5

Dropout 0.5

3) Metrics: The loss function used in this paper is the mean squared error
function (MSE), shown in Eq. 4.

MSE =
1
n

m∑
i=1

wi (yi − ŷi)
2 (4)

Since the trajectory data used in this paper are continuous rather than dis-
crete, the problem under study is a regression problem. In order to compare
with the Markov model, the problem is converted to a classification problem.
We choose top@k, Recall and F1− score as model performance metrics. The
calculation formula of them are shown in Eq. 5, Eq. 6 and Eq. 7,

top @k =
1
|u|

∑
|u|

|l∗u|∑
j

∣∣l∗u,j ∩ Sk
u,j

∣∣
|l∗u| (5)
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Recall @k =
1
|u|

∑
|u|

|l∗u|∑
j

∣∣Sk
u,j ∩ Svisited

u,j

∣∣∣∣Svisited
u,j

∣∣
Precision @k =

1
|u|

∑
|u|

|l∗u|∑
j

∣∣Sk
u,j ∩ Svisited

u,j

∣∣
k

(6)

F1 − score = 2 · Precision · Recall
Precision + Recall

(7)

where l∗(u, j) denotes the actual venue, and Sk(u, j) denotes the set of the
top k candidate predictions with the highest probability. In our Experiment,
we choose k = 1, 5. Svisited

u,j .
4) Baselines: We compare our work with following several works based on gen-

erative models, including Markov, LSTM and GRU.

5 Disscusion

Fig. 5. Curves of test accuracy

It can be seen in Fig. 5 that the accuracy of our model performs best among all
works. And as is shown in Fig. 6, the prediction accuracy of our model on the
experimental dataset is 8.4% better than LSTM and 8.9% better than GRU.
The Markov model cannot capture the non-Markovian properties in long-term
trajectory data, such as periodicity, etc. The performance difference between
the LSTM model and the GRU model is small, and both of them are greatly
improved compared to the Markov model because they solve the information
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Fig. 6. Performance in TSMC Tky

acquisition problem for long trajectories. In addition, Recall and F1-score of
several models were compared in Table 3. We demonstrate the superiority of
crowd movement trajectory prediction schemes based on deep learning methods
over those based on traditional parametric models from another perspective, as
well as the superiority of the Transformer model when dealing with sequential
data.

Table 3. Recall and F1-score of all models

Model Recall@1 Recall@5 F1-score@1 F1-score@5

Markov 0.091 0.132 0.091 0.147

LSTM 0.191 0.285 0.191 0.255

GRU 0.186 0.273 0.186 0.283

Our model 0.275 0.401 0.275 0.434

6 Conclusion

In this paper, the latest Transformer model is introduced to implement crowd
movement trajectory prediction. The position encoding enables the model to
obtain the position relationship of vectors. The sparsity of data is improved
by the mask-filling mechanism. Attention and its variants Self-attention and
Multi-head attention are introduced respectively, and the Encoder layer based on
Multi-head attention and FNN is taken as the core of the model in this chapter,
followed by adding residual blocks for preventing neural network degradation.
We use a normalization mechanism to improve training stability as well as speed
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up training. We add a Dropout mechanism to prevent overfitting of the model.
Several experiments on real datasets have demonstrated the effectiveness of the
model. The model used in this paper has a relatively small number of network
layers due to the small amount of data. For massive amounts of data, a deeper
network structure can help capture more accurate crowd movement patterns.
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Abstract. This paper proposes an indoor positioning method combines
machine learning, IMU (Inertial Measurement Unit) and an improved
HMM (Hidden Markov Model). HMM is the base framework, the latent
states correspond to the location grid, which uses two methods to divide
the area into grids with different granularity. The fine-grained grids are
used to compute transition probability, and the coarse-grained ones for
emission probability. IMU data can help to adjust transition probability
between fine-grained grids, and some machine learning methods to esti-
mate the emission probability in each coarse-grained grid. And for the
particularity of the model, there’s an improved Viterbi algorithm pro-
posed to calculate the most likely path, which is a more robust version
compared with the original one.

Keywords: Indoor Positioning · Hidden Markov Model · IMU ·
Machine Learning

1 Introduction

The main contribution of this paper is the proposed improved HMM and the
modeling method for indoor positioning that combines classical fingerprinting
method and inertial navigation method.

1.1 Indoor Positioning

Indoor positioning is a hot topic recently, and there are many methods to achieve
it. Not like the outdoor positioning, the precise indoor positioning is more diffi-
cult to be realized due to the complex environmental problems.

In outdoor environment, one can use GPS and the geometric relationship
to locate the position. But this method is not suitable for indoor environment.
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Usually, GPS signal is not available in indoor environment, or the signal is weak
and not accurate because of fading and multipath. So, the indoor positioning
methods are mainly based on the signal features (like strength) of the wireless
signals, such as WiFi, Bluetooth, Zigbee, etc. Nowadays, 5G technology is apply-
ing and deploying steps by steps. Because of the properties of 5G, there’re many
indoor stations, which can also provide many signal features.

The most popular method is fingerprinting. It’s like machine learning method,
requires a pre-collected database of signal features on each pre-demarcated loca-
tion. And use some model to train the data, this is called offline stage. When
the user is in the indoor environment, the signal features can be collected and
input to the trained model to get the prediction. This is called online stage. This
method bypass the geometric method.

Another main method is use Inertial Navigation System (INS) to locate a
path of positions. This method use the IMU to measure the acceleration and
angular velocity of the user. And then use calculus to calculate the speed and
position [2]. The shortage of INS is drift error will accumulate over time span,
so usually people only use INS as assistance for other system. But in a short
period of time it is reliable.

In this paper, those methods are combined with Hidden Markov Model
(HMM) to achieve more accurate positioning. This method can utilize the his-
tory of user’s movement to predict the current position. The IMU data can help
to adjust the transition probability between grids, and original fingerprinting
method or machine learning method can provide emission probability.

1.2 Hidden Markov Model

HMM is a statistical Markov model in which the problem being modeled is
assumed to be a Markov process with unobservable (“hidden”) states. As part
of the definition, HMM requires that there is observable process whose outcomes
are “influenced” by the outcomes of hidden states in a known way. Since hid-
den states cannot be observed directly, the goal is to learn about hidden state
sequence by observing the observable sequence. HMM has an additional require-
ment that the outcome of observable process at time t = t0 must be “influenced”
exclusively by the outcome of the corresponding hidden state, and that the out-
comes of previous hidden states (and the observations) at t < t0 must not affect
the outcome of t0’s state and observation [12,18].

HMM are known for their applications to statistical mechanics, physics,
chemistry, economics, finance, signal processing, information theory, pattern
recognition – such as speech, handwriting, gesture recognition, part-of-speech
tagging, musical score following, partial discharges and bio-informatics [5,10,11,
13,15].

HMM have five main factors:

– State space: The latent states
– Observation space: The observable outcomes
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– Transition probability between states: 2-D matrix-like table A[i][j] is the prob-
ability of transitioning from state i to state j

– Emission probability of each state: 2-D matrix-like table B[o][j] is the prob-
ability of observing o in state i

– Initial probability of each state

Viterbi algorithm [16] is used to solve the HMM’s latent state sequence from
observation sequence. This article will propose a new HMM that can utilize the
IMU data to dynamically update the transition probability, in order to do that,
the gridding method should be refined, whose “side effect” is making the position
estimation more accurate in some way. The corresponding Viterbi algorithm is
also proposed to improve the robustness of the algorithm.

2 Mathematical Modeling

As the description in Sect. 1.2, the property of HMM is perfectly suited for indoor
positioning. However, it’s necessary to model the indoor environment to fit those
five properties in the HMM.

Let’s make the HMM-based indoor positioning idea clear first. In the indoor
positioning problem, the state of HMM is the location, the observation is the
signal features, the transition probability is the probability of moving from one
location to another, the emission probability is the probability of observing the
signal features in each location.

Some symbols are defined as follows:

– State space which is location (grid) set: L
– Observation space which is signal features set: O
– Transition Probability is still using the original notation: A[i][j], where i and

j are the locations
– Emission probability is still using the original notation: B[i][o], where i is the

location, o is the signal features
– Initial probability is noted as Π, where Π[i] is the initial probability of in

location i

And the input observation sequence to compute the best latent state sequence
is noted as Y , where Yi is the observation of the time i.

A location here is an abstract concept. In general, a location is a grid. So it
relates to a coordinate in the real world.

Five main factors in HMM will be detailed in the following sections respec-
tively.

2.1 Observation and Signal Features

The observation is one of the main concepts of HMM. As the name suggests, the
observation is some observable that can be influenced by the hidden states. Here
just use the signal features to describe the observation. In fingerprinting method,
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the popular signal feature is the strength of the signal, or RSS (Received Signal
Strength). RSS data collection is carried out at each grid in pre-demarcated
areas.

There should be several base stations or APs in the indoor environment, so
that it’s possible to synthesize RSS information from multiple APs. If there’s
only one or two APs, the same RSS values may appear in many different places,
resulting in ambiguity for computation of emission probability.

The RSS data of those concerned APs should be arranged carefully. There’s
a simple method to organize the RSS information. Suppose there’re a group of
APs and each of them has an unique ID. At first, determine a specific order
of those APs (using the ID), and then when collecting the RSS data in each
grid, always use the same order to organize the RSS data. For example, suppose
there’re 4 APs, whose ID are listed as 122, 124, 133, 135. For one collection of a
single acquisition, there are usually 4 RSS values, like −101 for AP 122, −112
for AP 124, −88 for AP 133, and −94 for AP 135. Then the representation of
the RSS data is [−101,−112,−88,−94]. It’s important to sort the RSS data of
the corresponding AP in the same and determined order as the APs.

But there’re some corner cases. First is that the RSS data of some APs may
be missing. In the example above, if the No.124 AP is missing, fill it with a
reasonable default value. In general it should use the minimum RSS value. For
5G signal collected by Android phone, the minimum RSS value that phone can
collect is −140 [8], so the missing AP’s data should use −140 or value that is
less than −140. Second situation is there’re more APs than needed. In this case,
just simply ignore the data from extra APs.

In conclusion, the observation is a vector of RSS values that sorted in a
pre-defined AP’s order.

2.2 Emission Probability

The emission probability is the probability of observing the signal features in
each grid. Formally, use B to represent it, which is a function that takes the
location and signal features as input and returns the probability of observing
the signal features in that location.

In the original HMM, the signal features (Observation space) is generally a
finite discrete set. But as it shows in Sect. 2.1, the observation is a vector of RSS
values that, in most cases, belongs to an infinite set. So the emission probability
needs to be calculated in other way.

Like traditional fingerprinting method, classification methods like KNN (K-
Nearest Neighbors) [1] or DNN (Deep Neural Networks) [14] are usually used to
classify the RSS vector into different classes, which here is the location grids. In
the final step of classification, most of machine learning methods can produce a
probability vector that represents the probability of each class/location. Declare
the location (noted as l)’s probability given the signal features (noted as o)
as P(L = l|O = o), where L is a random variable of the grid and O is the
observation.

So P(O = o|L = l) can be deduced by P(L = l|O = o):
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P(O = o|L = l) =
P(L = l|O = o) P(O = o)

P(L = l)
∼ P(L = l|O = o)

(1)

Considering required value for Viterbi algorithm is the maximum/minimum,
not the accurate value, so as long as all the emission probability are proportional
to the true value at the same scale, P(O = o|L = l) can be replaced by P(L =
l|O = o) directly.

More formally,
B[l][o] = P(L = l|O = o) (2)

In practice, to get the emission probability, use the similar approach as finger-
printing method. First collect the RSS data. For each grid, measure RSS many
times to build the fingerprinting database. For each measurement, it is an obser-
vation as described in Sect. 2.1. This means for each grid, for each measurement,
there’s an RSS vector as an observation. And then those data will be used to
train the KNN or some other machine learning models. Finally use the model
to provide the emission probability.

In HMM, the input is an observation sequence, so each observation in that
sequence will be passed to a machine learning method (like KNN) to compute
P(L = l|O = o), then there is a B for each Yi. Yi is input to a machine learning
model and get a probability distribution of each grid l. That’s the emission
probability at time i. So there will be a sequence of emission probability, which
has the same length as Y . Formally, the notation (and the definition) of emission
probability becomes: B from now on is a sequence of emission probability, where
Bi is the emission probability related to i-th observation Yi.

2.3 State of HMM

To determine the state space, the model uses grid map to partition the indoor
environment. In Fig. 1, the indoor area is divided into the meshed grids. In
original HMM, a grid is associated with a state, and the transition probability
between two grids is related to the distance between those two grids. The obser-
vation of each grid is some signal feature (e.g. the strength of the signal or some
aggregated information, will discuss later) there. The emission probability can
be estimated by some machine learning method, which basically is a function
that maps the signal feature to the probability that the signal feature occurs
at each location, e.g. SVM, KNN, DNN, etc. These methods are called “finger-
printing” methods, the fingerprinting means the signal features. As we know,
those machine learning methods require pre-collected data to train the model.
Basically, the state space of HMM is the grid of the indoor positioning area. But
the original grids with coarse granularity is not usable for HMM, especially for
the transition probability part.

But this leads to a problem: the grid can’t be too small, otherwise there’s
too much work to collect each grid’s signal feature. Meanwhile the grid can’t be
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too large, otherwise the transition from one grid to its neighbor is kind of impos-
sible, let alone the transition from one grid to further grids. So the transition
probability doesn’t make sense any more.

For example, consider the grid size (the length of side of each grid) d is as
large as about 5 meters, while a man’s walking speed is about 1 m/s. And the
measurement is at a frequency of about once per second. In this scenario, it’s kind
of impossible to transition from one grid to it’s adjacent grid. So the transition
probability between two grids is zero. Even we can set the transition probability
from one grid to its neighbor grid to be some appropriate value, like 0.15 for four
adjacent grid and 0.4 for current grid. But this would lead to another problem:
when using Viterbi algorithm to solve HMM, every step will position at a grid’s
center point, and then the next step is still current grid if there’s no large change
of observation, or the next step will suddenly “jump” to the neighbor girds. And
this is based on the assumption that the emission probability is accurate. This
will reduce the HMM and Viterbi algorithm to original emission probability
calculation, which is same as using the machine learning method directly: It can
not utilize the historical information to predict the current location any more.

But the grid size can not be too small to just fit the measuring frequency.
It is also difficult to measure and collect the RSS data and create fingerprints
for each small grid. And further more, as described in the Sect. 2.1, for normal
RSS measurement device, the resolution is not very high, so if the grid size is
too small, there will be no difference of RSS between two adjacent grids. In the
test environment later, we use an Android phone to measure the RSS. Because
the accuracy of the phone is not very high, the size of the grid cannot be too
small. Generally in the real indoor environment, when the size of the grid is less
than 3m, the RSS of the adjacent grid is difficult to distinguish.

In order to utilize HMM, it’s necessary to find a way to balance the two
problems described above, or even solve both. That is to collect useful and
distinguishable data easily and model the transition probability accurately.

In this study, we propose a solution to model the locations. Use two grid map
with different granularity: a coarse grid map (which the grid size is large) for
measuring RSS (observation) and computing emission probability, and a dense
grid map (which the grid size is small) for transition probability computing. And
then the states in HMM is now the small grids.

So now the location/state set L contains the fine-grained small grids. And l
will represent the small grid in general context.

But there’s another problem: how to determine the small grid’s emission
probability? To combine the information of both maps together, we set the
emission probability of each small grid is equal to the big one which contains the
small one. More formally, assume the big grid is l′ and the small grid it contains
is l. According to Eq. (2), the emission probability of the small grid is updated
as follows:

Bi[l] = B[l][Yi] = P(L = l′|O = Yi),∀l belongs to l′ (3)

Further more, this model will benefit the transition probability computation
considering IMU data. This will be discussed in the Sect. 2.4.
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This model has many advantages. It not only fixes the two problems about
transition and observation, but also provides a simple way to describe the obsta-
cles in the indoor environment. If the resolution of the small grid map is high
enough, an obstacle, like a wall or a desk, can be modeled by simply removing
a clique of some small grids.

2.4 Transition Probability and IMU

Another important part of HMM is the transition probability A, where A[p][l]
is the probability of transition from previous state (location/small grid) p to
current state l.

The plain idea to describe transition probability is that the closer the distance
between two location, the greater the probability of moving to each other. So
firstly it is suggested to compute the distance between two small grids.

Consider the grid map as an undirected (a two-way directed) graph. Each
small grid is a vertex in the graph. Each small grid is only connected to its
four directly adjacent grid (north, south, east, west), or maybe counts the four
diagonal grid in and there will be 8 adjacent grid. The edge weight is simply the
distance between those directly or diagonally adjacent grids. For example, in the
squared grid map, the distance between two directly adjacent grids is the grid
length, and between two diagonally adjacent grids is

√
2 times the grid length.

In the undirected graph, there’re several all-pair shortest path algorithms.
And there exists two famous ones: Floyd-Warshall algorithm [6] and Johnson’s
algorithm [9]. Suppose there are V grids (vertices). Floyd’s approach has the
complexity of O(V 3), and Johnson’s approach usually has the complexity of
O(V 2 log V ).

But for simplicity, assume every grid is only connected to its four/eight neigh-
bor grids. It’s accurate enough for basic scenarios. Given this assumption, it’s
better to use BFS (Breadth-First Search) to compute the shortest path for each
vertex. And the complexity is O(V 2) [4].

It is worth noting that it’s unnecessary to compute all vertices for each vertex,
since normally when computing the transition probability, what matters is the
grids around current one. But for simplicity and clear statements, we compute
all vertices here, and will discuss this in Sect. 4.1 later.

Another thing worth mentioning is the obstacles in the environment will be
modeled conveniently. As described in last section, the obstacles in the fine-
grained grid map will simply be removed. So the distance between two grids
that are across the obstacles will be large, resulting the transition probability is
small, which makes sense.

For convenience, the distance map is noted as D, where D[p][l] is the shortest
path’s length from p to l.

Another problem for transition probability is how to utilize the IMU data,
because IMU is generally available in most of mobile devices. It’s proper to use
a vector v to model the IMU data. Although the IMU’s output is acceleration,
but one can use integral to get the speed, and this is reliable in a short period of
time. The |v| is speed, the ∠v is the direction. Assuming IMU can provide data
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at given sampling rate r, the speed and direction, formally represented by vector
v, can be calculated. Base on the speed vector and the sample rate, HMM can
predicate the possible movement between two sampling time. Assume current
location of current grid p is x, the speed is v and sampling period is Δt = 1/r.
For convenience, let δ = vΔt. To compute the next position y:

y = x + δ (4)

Then we can determine which grid position y belongs to, and suppose that grid
is p′.

One more thing worth consideration is the connectivity of those two grids.
Since if there’re some obstacles between p and p′, the transition is impossible.
There’s a simple way to determine the connectivity of two grids, as the shortest
distance between two grids is already computed and the obstacle information
is stored in the distance map. If the distance D[p][p′] is much larger than the
supposed distance, then there must be some obstacles.

Consider a probability distribution with the density function Φ, this func-
tion should satisfy some conditions. The longer the distance between two grids,
the smaller the probability will be. In general, normal distribution will satisfy.
And then the transition probability between previous grid p and current grid l,
considering the speed v, can be computed as follows:

1. Use v and Eq. (4) to get the real grid for previous grid, and denote it as p′.
2. If p and p′ is not connected, the transition probability from p to each other

grid is 0. Because it is impossible to move from p to p′, leaving alone the
probability moving from p′ to p.

3. If not, the current transition probability A′[p][l] is Φ(D[p′][l]). (Attention:
here it is D[p′][l] not D[p][l], cause the IMU data is taken into account).

The pseudo-code is shown in Algorithm 1: A′ is the transition function (which
is a 2-D matrix) for a certain time.

For each observation in Y , the IMU data is usually different, so the transition
probability for each observation is also different. So we use the original symbol
A as a sequence of matrices, where Ai[p][l] is the transition probability from
previous state p to current state l, corresponding to the observation Yi. And Ai

is A′ in Algorithm 1.
It is worth noting that the length of sequence A is equal to the length of Y

minus 1. Because the IMU data and transition probability describes the move-
ment from Yi−1 to Yi. For example, if there’re 3 observations in Y , then the
length of sequence A is 2, where A2[i][j] uses the speed v at moment 1 to pre-
dict the movement from time 1 to 2, and A3 use the speed at moment 2 to
predict the movement from time 2 to 3 (note that there is no A1).

As the algorithm delivered above, for some p and l, the value Ai[p][l] is miss-
ing, resulting the sum of those probability is less than 1. But same as in Sect. 2.2,
there’s no need to compute the exact value for Viterbi algorithm, reasonable val-
ues are enough.
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Algorithm 1: Build Transition Probability at time t

Data: L, δ, D, Φ
Result: A′ as the transition probability function
function (L, δ, D, Φ)
begin

for p ∈ L do
let x be the coordination of p
let p′ be the new location that point y belongs to, such that y ← x + δ
if p′ ∈ L and not (D[p][p′] � |δ|) then

for l ∈ L do
A′[p][l] ← Φ(D[p′][l])

2.5 Initial Probability

Initial probability is the probability of user at grid p at time 1. Empirically the
initial probability is set to be 1/|L|. Another option is to set the probability in
proportion to the amount of data in each grid. Formally, the initial probability
Π is defined as: Π[l] = 1 or Π[l] = the number of the fingerprints in l (l is the
small fine-grained grid here, but as revealed in Eq. (3) in Sect. 2.3, here it’s fine
using the information of the coarse grid that contains current small grid) in the
database. And here it’s unnecessary to use exact value (which is the proportion
of the number in each coarse grids), the reason is same as in Sect. 2.2.

3 Improved Viterbi Algorithm

Viterbi algorithm is a dynamic programming algorithm that compute the latent
state sequence that is most likely to produce the observation sequence. In order
to introduce the improved version of this algorithm, we first investigate the basic
idea of Viterbi algorithm [16].

Viterbi Algorithm is a dynamic programming algorithm that an compute the
latent state sequence from the observation sequence. Dynamic programming is a
method to solve optimization problems, such as finding the minimum/maximum
value. Those problems can be divided into sub-problems, and solutions of sub-
problems can be reused to solve the original problem. It’s a kind of induction
in mathematics. For HMM, the problem is to find the most likely (maximum
probability) latent sequence given the observation sequence. The sub-problem
can be defined as: find the probability of most likely latent for the first i moments
(each observation is related to a moment), given the first i observations of Y ,
the last latent state (i-th state) is l. Suppose the solution of this sub-problem is
V [i][l], then the relation of bigger sub-problem and smaller sub-problem is:

V (i, l) = max
p

{V [i − 1][p] × Ai[p][l] : p ∈ L} × Bi[l] (5)
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And the base case is: at moment 1, for each l,

V [1][l] = Π[l] × B1[l] (6)

While computing the solution of each sub-problem, it’s necessary to record the
previous state that leads to the maximum probability of current state. Formally,
psi is a table, where

psi[i][l] = arg max
p

{V [i − 1][p] × Ai[p][l] : p ∈ L} (7)

For the original problem, the maximum probability of the latent state
sequence (the path) is:

max
l

V [|Y |][l] (8)

To recover the total path, we start from the last state, which is

l̂|Y | = arg max
l

V [|Y |][l] (9)

Then the previous state can be calculated by looking up the table psi:

l̂t−1 = psi[t][l̂t] , t = |Y |, |Y | − 1, |Y | − 2, · · · , 2 (10)

For the convenience, Viterbi Algorithm can be divided into the following 3
parts:

1. Initialization: use the Eq. (6) to initialize V [1][l] for each l.
2. Forward Computation: use the Eq. (5) to compute V [i][l] for each i and l,

from 2 to |Y |. At same time record psi.
3. Backward Recovering: find the last state using Eq. (9), then use psi to recover

the whole path (Eq. (10)).

The original Viterbi Algorithm has a problem. In the original model, both the
transition probability A and the emission probability B contain a lot of zeros.
In A, usually only the nearby grids have positive number. When computing B,
depending on the machine learning method selected, usually it has P(L = l|O =
o) = 0 for many l. Sometimes there’s only one l that has non-zero probability
(which is 1).

Combining the above two facts, and considering the Eq. (5), it’s clear that
as computing V [i][∗] from t = 1 to |Y |, there’re more 0s in V [i][∗]. Normally it
it not a problem, since V [i][l] = 0 means that it’s impossible to land on grid
l at time i. And in fact, that’s a good thing because it’s more accurate. But
sometimes in the real application it appears that

V [i][l] = 0 ,∀l ∈ L
And then it can’t use Eq. (5) to compute the next state. This will lead the
algorithm to fail.

Although this situation is rare, it will still reduce the robustness of the pro-
posed algorithm. So we propose an improved version of Viterbi Algorithm. The
basic idea is re-initialize the algorithm on failure. There are some improvements
in the corresponding 3 parts of the algorithm.
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3.1 Initialization

For the initialization subroutine, enable it to re-initialize for each moment t.
Then Eq. (6) becomes:

V [t][l] = Π[l] × Bt[l] (11)

The pseudo code for this simple subroutine is described in Algorithm 2. The
input is the state space L, the initial probability Π, the emission probability B
(a sequence), and time t. The table V is going to be initialized, it’s a kind of
output, but here the reference of V is passed as a parameter so that it can be
modified.

Algorithm 2: Initialize Subroutine
Data: L, V, Π, B, and t
function init(L, V, Π, B, t)
begin

for l ∈ L do
V [t][l] = Π[l] × Bt[l]

if V [t][l] = 0, ∀l ∈ L then
error

3.2 Backward Recovery

For the backward recovering subroutine, enable it to recover the path for any
range [s, t]. Further more, it’s possible that at time t, there’s no valid previous
state to reach current state. This will be explained in the next section. So the
basic routine is still find the maximum state for t, such as Eq. (9), here it
becomes:

l̂t = arg max
l

V [t][l] (12)

And then use psi to compute previous state from t − 1 to s, like Eq. (10). But
if there’s no valid previous state (psi[i][seq] is null), then use (12) to calculate
maximum state for i. It’s worth mentioning that if the previous states are null
for all i, then this will reduce to single point positioning (like using machine
learning method to predict the location directly), which makes sense.

The pseudo code is described in Algorithm 3. The input is the state space
L, the subproblem’s table V , recovering table psi, and the range [s, t] for which
the recovering subroutine runs. The output is the path seq for that range, but
here it’s passed as a reference. seq is a sequence of length |Y | but not equal to
t − s + 1, and the subroutine will fill the recovered path in seq from s to t. This
will be more clear in the next Sect. 3.3.
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Algorithm 3: Recover Subroutine
Data: L, V, psi, seq, and [s, t]
function recover (L, V, psi, [s, t])
begin

seq[t] ← arg max
l

{V [t][l] : l ∈ L}
for i ← t − 1 downto s do

seq[i] ← psi[i][seq[i + 1]]
if seq[i] is null then

seq[i] ← arg max
l

{V [i][l] : l ∈ L}

3.3 Forward Computation

The forward computation is the main part of Viterbi Algorithm. Same as the
original Viterbi algorithm, first initialize the basic case at time 1, by calling
Algorithm 2. And then start the forward computation from t = 2 to |Y |.

As mentioned before, the original Viterbi Algorithm will fail when V [i][l] = 0
for all l. So when it happens, just reset the algorithm.

There’s a variable s to record the starting time of the current computation
procedure. Initially, s = 1. While computing from i = 2, or if at some time i,
V [i][l] = 0 for all l, then start the reset procedure: First, recover the path seq
from last start point s to current break point i − 1, by calling Algorithm 3.
After this, the path in range [s, i − 1] is recovered. Then set s = i, to use for
next recovering subroutine. Then time i becomes the initial time and re-initialize
V [i][∗] by calling Algorithm 2.

The pseudo code is described in Algorithm 4. The input is the state space
L, the initial probability Π, the transition probability (sequence with length of
|Y |−1) A, the emission probability (sequence with length of |Y |) B. The output
is the best path seq for the observation sequence Y .

Note that we use |B| as the length of observation sequence Y because B is
the sequence derived from Y (as described in Sect. 2.2), and they have the same
length.

At line 11, it’s possible that V [i−1][p]×Ai[p][l] = 0,∀p ∈ L, then psi[t−1][l]
is null. That’s why we need to consider this situation in Algorithm 3.

Actually, some small operations can also be realized through the proposed
approach. For example, a threshold can be defined to indicate whether there is
a failure in the process: if there are more than 95% of V [i][∗] is 0, it fails. Or if
maxl V [i][l] < 0.001, it fails. And then call the re-initialization procedure.

There’s a degeneration case: if V [i][∗] ≡ 0∀i, the reset procedure will be
called each time. This will lead to a situation that the positioning algorithm is
just using the initial probability Π and the emission probability of time i: Bi.
As mentioned in Sect. 2.5, if Π[l] ≡ 1, the degeneration situation is just using
the machine learning method for single prediction. If Π[l] = the number of the
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Algorithm 4: Improved Viterbi Algorithm
Data: L, A, B, Π
Result: seq: best path
function viterbi(L, A, B, Π)
begin

s ← 1
allocate V as an array of size |B|
allocate psi as an array of size |B| − 1
allocate seq as an array of size |B|
init(L, V, Π, B, s)
for i ← 2 to |B| do

for l ∈ L do
V [i][l] ← max

p
{V [i − 1][p] × Ai[p][l] : p ∈ L} × Bi[l]

psi[i − 1][l] ← arg max
p

{V [i − 1][p] × Ai[p][l] : p ∈ L}

if V [i][l] = 0, ∀l ∈ L then
recover(L, V, psi, seq, [s, i − 1])
s ← i
init(L, V, Π, B, s)

recover(L, V, psi, seq, [s, |B|])
return seq

fingerprints in l in the pre-collected database, this will be a kind of naive Bayes
method, or maximum a posteriori method [7].

3.4 Re-clarification of the Symbols

Since there are many changes of the symbols in HMM through the narration,
those symbols are listed again:

– emission probability sequence B. |B| = |Y |. Bt is the emission probability at
time t, which compute from the observation at time t.

– markov transition probability sequence A. |A| = |Y | − 1. At is the transition
probability from t − 1 to t.

– state space is the small grid set L and the observation space is basically an
infinite set.

– The large (coarse) grid is used to collect the fingerprints and the symbol is
NOT L.

4 Implementation Notes

4.1 Transition Probability

In Sect. 2.4, the transition probability is based on the IMU data (as speed). So
for each moment, IMU data should be taken into consideration for the transition
probability. This is a time consuming process.



416 X. Ren et al.

Here we can define a threshold of distance dt. If the distance between pre-
vious state (grid) is less than dt, compute the transition probability. Otherwise,
the transition is impossible. This will reduce the scale of computation. When
compute V in Viterbi Algorithm, it can just ignore the impossible transition.

Another improvement is using cache. First, partition the IMU data (speed)
into discrete values. It can partition on both direction and magnitude of speed.
Then for each discrete value, compute the transition probability and store them
to cache. When the new IMU data is updated, find which discrete value it belongs
to, and then get the transition probability from cache.

Another thing is locality [3]. Define the transition probability as A[l][p] where
p is still previous state and l is current state. This will accelerate the computation
of finding maximum previous state part in Viterbi Algorithm.

4.2 Probability Representation

Generally probability is a floating number, if we use the floating number directly,
as we computing the chain of probability in Viterbi Algorithm, it will cause
numerical error (called “underflow”) [17].

It’s better to use logarithm probability. And the change the multiplying oper-
ation to summarization operation. And this will avoid the numerical error.

5 Real Application

The real application ground is shown in Fig. 1. The size of the real application
ground area is 20m × 32m. The size of coarse grid is 4m × 4m. This is used for
fingerprints collection. The size of fine grid is 0.5m×0.5m (not shown in Fig. 1).
Because human step size is usually larger than 0.5m, so the transition between
nearby grids makes sense. There are some places containing obstacles, which are
marked as red X-shape. For those obstacles that are not large enough to fill the
whole grid, it is counted as the whole grid.

First, we collect the RSS fingerprints for each coarse grid in the ground and
train the KNN model.

Second, which is the real positioning process, we walk along the pre-defined
test route (blue arrows in Fig. 1), and collect the RSS data, the direction and
speed information. Meanwhile, we also record the real position for each collection
as truth value.

Finally, we use the collected RSS data, the direction and speed information
to predict the position using KNN model and HMM model. There’re some pre-
processing steps for the collected data. For the RSS data, we remove the outliers
and normalize the data. For the direction and speed information, because the
real output fluctuates a lot, we use the moving average method to smooth the
data. And we round the direction to four directions: north, south, east and west.
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Fig. 1. Test Ground

Since we need to calculate the emission probability from each observation
using KNN, in the Table 1, the results by using KNN method are also given. The
first column is the No. of observation sequence, and there’re 93 observations in Y .
The second and third column is the error distance, which is, for each observation,
the distance between truth value and prediction of KNN and HMM. Due to the
limitation of page size, the table only shows some representative results and the
full picture of 93 observations is shown in Fig. 2.

From Table 1 and Fig. 2, it can be found that the effect of HMM method
is better than that of KNN. And HMM is smoother, there’re no large jumps.
Especially, at time 48, the error of KNN reaches 28 m. It is found in the test
log that the real position is (13 m, 29 m), but KNN predicts it’s at (11 m, 1 m).
The reason is KNN’s prediction depends on single observation, while HMM can
utilize the observation sequence (and speed information) to predict the position.

The RMSE (Root Mean Square Error) of KNN is 3.83532 m, and the RMSE
of HMM is 1.04212 m.
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Table 1. Test Results

No. of Obs Error Distance

KNN HMM

1 2 0

2 0 1.58114

3 2 0
...

...
...

16 2 2.54951

17 5.65685 2.54951

18 6 3.53553

19 4 3
...

...
...

46 4.4724 1.58114

46 4.4724 1.58114

47 2 0

48 28.0713 0
...

...
...

RMSE 3.83532 1.04212

Fig. 2. Error Distance of KNN and HMM
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6 Conclusion

The improved HMM is based on the emission probability sequence B and the
markov transition probability sequence A. The emission probability is computed
from the observation using machine learning method like KNN. This is based
on fingerprinting method, requires onerous labor to collect fingerprints for each
grid, and then build the database. The markov transition probability is computed
from the IMU data (speed) and the distance between each location, so it contains
the movement information of the user at that moment. The data collecting part
requires the grid not too small, or it’s too difficult to collect data and the data
between small grids are not distinguishable because of the low resolution of
normal sensors. But to compute transition probability, the grids can not be
too large, or it will be impossible to move from one grid to another in one
sampling period. To solve the contradiction of emission probability modeling
and transition probability modeling, two kinds of girdding methods are used.
The small one is used to calculate the transition probability and the large one is
used to calculate the emission probability. And the small grids can also be used
to model the obstacles in the environment.

After modeling, in real practice, sometimes the original Viterbi Algorithm can
not work well due to the condition when all V [i][l] become 0. So an improved
algorithm which adds reset mechanism is proposed. Each time when the algo-
rithm fails, it will reset the variables and output the best path of the last correct
range. It will increase the robustness of the algorithm.

Finally, the real application results show that the proposed method is more
accurate, smoother, and there’re no large jumps between adjacent predications.
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