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Foreword

Human-computer interaction (HCI) is acquiring an ever-increasing scientific and
industrial importance, as well as having more impact on people’s everyday lives, as
an ever-growing number of human activities are progressively moving from the phys-
ical to the digital world. This process, which has been ongoing for some time now,
was further accelerated during the acute period of the COVID-19 pandemic. The HCI
International (HCII) conference series, held annually, aims to respond to the compelling
need to advance the exchange of knowledge and research and development efforts on
the human aspects of design and use of computing systems.

The 25th International Conference on Human-Computer Interaction, HCI Interna-
tional 2023 (HCII 2023), was held in the emerging post-pandemic era as a ‘hybrid’ event
at the AC Bella Sky Hotel and Bella Center, Copenhagen, Denmark, during July 23-28,
2023. It incorporated the 21 thematic areas and affiliated conferences listed below.

A total of 7472 individuals from academia, research institutes, industry, and
government agencies from 85 countries submitted contributions, and 1578 papers and
396 posters were included in the volumes of the proceedings that were published just
before the start of the conference, these are listed below. The contributions thoroughly
cover the entire field of human-computer interaction, addressing major advances in
knowledge and effective use of computers in a variety of application areas. These papers
provide academics, researchers, engineers, scientists, practitioners and students with
state-of-the-art information on the most recent advances in HCI.

The HCI International (HCII) conference also offers the option of presenting ‘Late
Breaking Work’, and this applies both for papers and posters, with corresponding
volumes of proceedings that will be published after the conference. Full papers will be
included in the ‘HCII 2023 - Late Breaking Work - Papers’ volumes of the proceedings
to be published in the Springer LNCS series, while ‘Poster Extended Abstracts’ will be
included as short research papers in the ‘HCII 2023 - Late Breaking Work - Posters’
volumes to be published in the Springer CCIS series.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution towards
the high scientific quality and overall success of the HCI International 2023 conference.
Their manifold support in terms of paper reviewing (single-blind review process, with a
minimum of two reviews per submission), session organization and their willingness to
act as goodwill ambassadors for the conference is most highly appreciated.

This conference would not have been possible without the continuous and
unwavering support and advice of Gavriel Salvendy, founder, General Chair Emeritus,
and Scientific Advisor. For his outstanding efforts, I would like to express my
sincere appreciation to Abbas Moallem, Communications Chair and Editor of HCI
International News.

July 2023 Constantine Stephanidis
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Preface

The goal of the Adaptive Instructional Systems (AIS) Conference, affiliated to the HCI
International Conference, is to understand the theory and enhance the state of prac-
tice for a set of technologies (tools and methods) called adaptive instructional systems
(AIS). AIS are defined as artificially intelligent, computer-based systems that guide
learning experiences by tailoring instruction and recommendations based on the goals,
needs, preferences, and interests of each individual learner or team in the context of
domain learning objectives. The interaction between individual learners or teams of
learners and AIS technologies is a central theme of this conference. AIS observe user
behaviors to assess progress toward learning objectives and then act on learners and
their learning environments (e.g., problem sets or scenario-based simulations) with the
goal of optimizing learning, performance, retention, and transfer of learning to work
environments.

The 5th International Conference on Adaptive Instructional Systems (AIS 2023)
encouraged papers from academics, researchers, industry, and professionals, on a broad
range of theoretical and applied issues related to AIS and their applications. The focus of
this conference on instructional tailoring of learning experiences highlights the impor-
tance of accurately modeling learners to accelerate their learning, boost the effectiveness
of AIS-based experiences, and to precisely reflect their long-term competence in a variety
of domains of instruction.

The content for AIS 2023 centered on design processes and aspects, individual
learner differences, and applications of AISs. More specifically, several works focused
on Human-Centered Design, examining facets such as personality traits, improved self-
awareness, human performance, learner engagement, trust and acceptance of AlSs, as
well as the establishment of communities of practice. In addition, a number of papers
focused on design strategies and guidelines, discussing topics such as cognitive simula-
tions, gamification, and design based on data intelligence and learner analytics. In the area
of individual differences in adaptive learning, contributions elaborated on competency-
based training, learner control, knowledge states of learners, stress and coping with
task difficulty, as well as identifying individual differences as a predictor of usage of
AlSs. Finally, a selected number of papers focused on applications of AISs demon-
strating issues of high practical value across different domains, such as math courses,
architecture and design, simulation-based training, and content improvement services.

One volume of the HCII 2023 proceedings is dedicated to this year’s edition of the
AIS Conference and focuses on topics related to Human-Centered Design for learner
acceptance, engagement, and performance; design strategies and guidelines for Adaptive
Instructional Systems; individual differences in Adaptive Learning; and applications of
Adaptive Instructional Systems.

Papers of this volume are included for publication after a minimum of two single—
blind reviews from the members of the AIS Program Board or, in some cases, from
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members of the Program Boards of other affiliated conferences. We would like to thank
all of them for their invaluable contribution, support and efforts.

July 2023 Robert A. Sottilare
Jessica Schwarz
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Improving Students’ Self-awareness
by Analyzing Course Discussion Forum Data

Arta Farahmand! ®9, M. Ali Akber Dewan!, Fuhua Lin!, and Wu-Yuin Hwang2

1 School of Computing and Information Systems, Faculty of Science and Technology,
Athabasca University, Calgary, Canada
afarahmandl@athabasca.edu, {adewan,oscarl}@athabascau.ca
2 National Central University, Taoyuan City, Taiwan, Republic of China
wyhwang@cc.ncu.edu. tw

Abstract. The growing demand for self-paced online learning (SPOL) courses
lead to post-secondary institutions exploring how information technology can be
used to improve the quality of SPOL courses by evaluating teaching and learning
strategies, methods, activities, and the way students engage with their studies.
One of the main barriers in SPOL is that students may feel isolated as they learn
in an individualized mode and collaborative learning could be difficult to real-
ize. The isolation may be lessened when students interact in a course discussion
forum. To improve students’ self-awareness, it is needed to collect and analyze
the forum data and visualize students’ sentiments to provide feedback to the stu-
dents. This paper presents a model for sentiment analysis using natural language
processing techniques to visualize students’ affective states towards the course
as a strategy to enhance students’ self-awareness. We used the Stanford MOOC
Posts dataset, from Stanford University’s eleven public online courses to test the
proposed model. Finally, the paper presents a method to visualize the insights
gained from the analysis in a student-facing intelligent learning dashboard (SF-
iLDs) to support students’ self-awareness of their sentiment towards the course to
encourage adjustments to the level of engagement.

Keywords: Natural language processing - sentiment analysis - self-paced online
learning - student engagement

1 Introduction

The growing demand for self-paced online learning (SPOL) in recent years has been
largely attributed to the flexible and asynchronous nature of SPOL. However, this flex-
ibility also creates several challenges for online learners. For example, students often
lack direct student-student and student-instructor interactions, meaning students mostly
learn in an individualized mode [1]. The isolation can be minimized by using technolo-
gies that enhance learners’ interdependence and encourages individuals to collaborate
with others during the learning process; however, these technologies have not been fully
developed yet [2]. Learning distance and lack of fully developed technologies to encour-
age learner collaboration have caused SPOL students to feel isolated and disengaged

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
R. A. Sottilare and J. Schwarz (Eds.): HCII 2023, LNCS 14044, pp. 3—-14, 2023.
https://doi.org/10.1007/978-3-031-34735-1_1
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[1]. In addition to the solitude, students lack information on how they are performing
compared to their peers. Without social interaction and formative feedback, students
usually lack self-awareness (e.g., how they are performing, what are their learning gaps,
and what they can do to improve?) [3].

To improve students’ collaboration and active participation in an online learning envi-
ronment, students need to have a satisfactory level of course engagement [2]. According
to a study by McNamara et al. [4], language is a conduit for communicating and under-
standing information. Modern learning management systems (LMSs) collect an abun-
dance of information about students, including information about students’ interaction
in the course forums with other students and the instructor [4]. This data can be mined
using natural language processing (NLP) to better understand the depth of student’s
grasp of the course topics. Also, the analysis of discussion forum posts, using NLP, can
provide insights into students’ social interactions with other students and the instructor,
which is a good indicator of their course engagement [4]. By studying students’ social
processes, researchers can discover patterns in students’ cognition and behavior in SPOL
courses, which otherwise could be ignored [5].

Therefore, a potential solution to decreasing students’ sense of isolation in SPOL
courses is to encourage students to engage with their peers in a meaningful way. This is
because the course forums are continuously enriched with a large volume of posts that
are generated daily and hides useful insights about the students [6]. By using NLP tools,
these posts can be analyzed to better understand students’ topic comprehension, high-
order thinking, engagement, emotional state, and motivation. In other words, analysis of
students’ discussion board posts can provide insights into cognitive and metacognitive
processes that underpin students’ engagement, motivation, and learning gain [7]. For
example, the feedback that is provided by students in discussion board posts can be used
by an instructor to make improvements in teaching strategies [8]. Similarly, students can
use the results of the analysis to better understand their emotional states in the course
to increase their self-awareness. This allows students to adjust their high-order thinking
and engagement, which could improve their course performance. In post-secondary
institutions, NLP-based text analysis is also used to investigate the correlation between
learners’ feelings and drop-out rates in SPOL courses. For example, NLP is used to look
at students’ attitudes toward tuition fees and financial aid. Furthermore, NLP and text
analysis are used to determine the effectiveness of courses based on students’ reviews
by examining the opinions about the course. Even though text analysis is used often
in post-secondary institutions to better understand students’ needs, researchers suggest
that there is a wide gap in some areas concerning the analysis of student feedback that
requires further investigation [6].

This study develops and tests a sentiment analysis model, analyzing course forum
posts, using transformers and XLNet. This model can be used to detect and measure
students’ sentiment in SPOL courses to identify teaching or learning-related aspects of
students’ engagement to improve collaboration and decrease students’ sense of isolation.
Based on the above observations, the following hypotheses have been considered and
tested in this research: creating immediate visibility of students’ sentiments can improve
students’ self-awareness in online learning. The rest of the paper is organized as fol-
lows: Sect. 2 provides background information about the research; Sect. 3 describes the
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research methodology used to develop the proposed model; Sect. 4 describes experimen-
tal results to clarify the performance of the sentiment analysis model; and finally, Sect. 5
concludes the paper by summarizing the findings and the future research directions.

2 Background

Sentiment analysis (also known as opinion mining or emotion Al) is a sub-field of
NLP that attempts to identify and extract opinions within a given text across blogs,
reviews, social media, forums, and news [9]. Sentiment analysis is a task that focuses
on the polarity detection and recognition of emotions towards an entity, which can be
an individual, topic, and/or event [10]. In general, sentiment analysis aims to find users’
opinions, identify the sentiment they express and then classify their polarity into positive,
negative, and neutral categories [6].

Students’ posts are affected by their emotions, and therefore the automatic detection
of students’ emotions from course forum posts can help to understand if the students
are struggling in the course and what they dislike about the course [8]. Forum post
analysis also gives clues to students about their cognition. Furthermore, visibility into
these emotions can help students to gain awareness of their sentiment type (e.g., positive,
negative, or neutral). When students gain self-awareness about the type of sentiment they
feel, they can use this information to improve their learning experience and collaboration
with their peers. For example, if negative sentiment is identified in a student’s post,
various adjustment strategies could be applied, such as suggesting to communicate with
the instructor or other students; providing a positive reinforcement; sharing feedback
related to struggling topics; or encouraging them to listen and learn from their mistakes
[8]. The results of the sentiment analysis can encourage each student to collaborate with
other students during their learning process, even when the instructor is not present. This
may help to increase students’ engagement. The term student engagement is described
as a learning task and encourages students’ cognitive process, active participation, and
emotional involvement in their learning process [2]. Furthermore, cognitively, it will
show students how their intellectual effort helps them acquire new knowledge. Finally,
behaviorally, it encourages students to be active learners and participate positively in their
learning process [2]. Several recent studies focused on NLP-based sentiment analysis of
course discussion forums. Kastrati et al. [6] conducted a systematic literature review on
deep learning-based methods for sentiment analysis in educational settings. This study
highlighted the need for dealing with students’ opinions and recognized its challenges
due to the nature of the language used by the students and the large volume of information.
Wen et al. [11] explored how the mining of forum posts can be used to monitor students’
trending opinions toward the course. This study also identified a correlation between
sentiment ratios, measured based on daily forum posts, and the number of students who
dropped out each day. Li and Xing [12] found discussion boards as a valuable platform for
students learning as they promote knowledge exchange. This study used recurrent neural
networks (RNN) and generative pre-trained transformers (GPT) to provide students with
emotional and community support using contextual replies. Chaplot et al. [13] performed
sentiment analysis using an artificial neural network (ANN) to predict student attrition
and showed how students’ sentiment would affect their decision to dropout.
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Moreno-Marcos et al. [ 14] analyzed students’ sentiments in forum posts and detected
patterns in students’ behavior to identify complex emotions such as excitement, frustra-
tion, or boredom. This information can help students to better understand the emotions
they exhibit in a course, which allows them to better engage with their peers through
increased self-awareness. Hew et al. [15] developed a system using a supervised machine
learning algorithm for sentiment analysis and hierarchical modeling to analyze course
features that affected students’ course satisfaction. The results showed that the course
instructor, content, assessments, and course schedule had a positive impact on students’
course satisfaction and completion. This study used both learner-level and course-level
factors to predict student satisfaction. Estrada et al. [16] created a system that uses mul-
tiple sentiment analyses to identify learner-centered emotions (e.g., engaged, excited, or
bored) through students’ sentiments (i.e., positive or negative).

Although sentiment analysis research is growing in popularity, several research gaps
have been identified in the existing sentiment analysis techniques that use students’
forum posts in SPOL courses. The research gaps that we identified are the following:
(1) most studies focused on identifying positive and negative sentiment, however, these
studies did not go into deeper, such as identifying teaching and learning aspects and
their associations with the students’ sentiment [6]; (2) there is a lack of research which
focuses onimproving students’ self-awareness using students’ sentiment analysis results;
(3) most sentiment analysis models did not deal with data bias, overfitting problem, and
their explainability in the education domain; (4) most sentiment analysis models are
unable to handle complex languages, such as double negatives, unknown proper nouns,
abbreviations, and words with multiple meanings [6]; (5) There is a lack of benchmark
datasets and an insufficient size for the existing datasets. It is also worth noting that
there is a lack of resources, such as lexica, corpora, and dictionaries for low-resource
languages (this is attributed to most studies being in Chinese or English language). Also,
there are no standardized tools or approaches for sentiment analysis [6].

3 Methodology

The methodology for this study is using the NLP-based sentiment analysis model for
the course discussion forum to identify student sentiment and visualize the sentiment
in a student-facing intelligent dashboard (SF-iLD) proposed by Farahmand et al. [3] to
help increase students’ self-awareness. Researchers explored different sentiment analysis
models and adopted XLNet, which is a generalized autoregressive pretraining language
understanding model. XLNet was selected because its unsupervised representations of
text sequences have shown great success in natural language processing applications
[17]. Additionally, XLNet allows taking advantage of both autoregressive (AR) language
modeling and autoencoding (AE). Using the XLNet model’s autoregressive method to
learn bidirectional context maximizes the expected log-likelihood of a sequence by writ-
ing all possible permutations of the factorization order. This gives the model the ability
to utilize contextual information from all positions, providing better prediction. Fur-
thermore, as a generalized AR language model, XLNet doesn’t rely on data corruption.
Therefore, XLNet doesn’t suffer from the train-finetune discrepancy that other models
like BERT are subject to [17].



Improving Students’ Self-awareness 7

The XLNet architecture for sentiment classification starts with the language model
training. The first component of the language model is a word-embedding matrix where a
fixed-length vector is assigned for each token (word) in the vocabulary and the sequence
is converted to a set of vectors [18]. Next, researchers need to relate the embedded tokens
in a sequence. In XL Net this is achieved with transformers [18]. A transformer is a deep
learning model that adopts the mechanism of self-attention, differentially weighting the
significance of each part of the input data [19]. In XLNet training, the objective of
the model is to learn the conditional distribution of all permutations of the tokens in
a sequence. XLNet accomplishes this by using samples from all possible permutations
without needing to see every single relation [18]. A premutation is a language model that
is trained to predict one token, given the preceding context; unlike the traditional model
where tokens are predicted in sequential order, premutation predicts tokens in some
random order [20]. The way this works is that given sequence X, an AR model calculates
the probability Pr(X;|X~;). Here researchers calculate the probability of a token X; in the
sentence, conditioned on the tokens X _; preceding it. These conditioning words provide
the context for the model. From this, the AR model learns the relationship between
tokens [18]. Next, researchers use masking as a method to perform word prediction by
intentionally hiding certain words in a sentence [19]. This process works by replacing
certain tokens (words) with a generic mask token, then asking the model to recover the
originals [18]. This allows the model to incorporate the context of the tokens both to the
left and right of the word being predicted to get the best prediction [18].

The purpose of the XLNet-based sentiment analysis model for this study is to catego-
rize students’ discussion board posts as negative, neutral, and positive to discover insights
about how students’ sentiment affects their course engagement over time. Although the
application of sentiment analysis in educational research is limited, its use is important
to identify students’ opinions over time and allows educators and students to reflect on
teaching and studying strategies and make changes where required [21].

Sentiment classifiers are often used for binary classification (just positive or negative
sentiment). In this study, the sentiment analysis focuses on the polarity of a text (positive,
negative, neutral) and uses three discreet classes - between 1 to 7 — to categorize sentiment
(refer to Fig. 1). As demonstrated, authors categorize students’ sentiments as negative,
neutral, or positive. The sentiment intensities often vary because of the subtleties of
human language. In the model, if the polarity score is less than or equal to 3.5 then the
sentiment is negative. If the polarity score is greater than 3.5 but less than 4.5 then the
sentiment is neutral. If the polarity score is greater than or equal to 4.5 then the sentiment
is positive [22].

1 2 3 4 5 6 7
| | | | | |1
I I I I I ]

Negative Neutral Positive

Fig. 1. The class labels for sentiment classification
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4 Experiment and Results

4.1 Evaluation Metrics

We evaluated the training results to validate the accuracy of the model, using true positive
against false positive predictions, and true negative against false negative predictions
[23]. A true positive is an outcome where the model correctly predicts the positive class.
Similarly, a true negative is an outcome where the model correctly predicts a negative
class. A false positive is an outcome where the model incorrectly predicts the positive
class and a false negative is an outcome where the model incorrectly predicts the negative
class [24].

The model returns a score for a positive and negative label, which is used to determine
the negative, neutral, and positive sentiment. Authors use the statistical value generated
from the true and false positive, and true and false negative to calculate the model
precision and recall, which are common measures to determine classification model
performance [23]:

o True Positive
Percision = — — (D
True Positive + False Positive
True Positive
Recall = — 2)
Total Actual Positive

The last measure used to evaluate the model is the F1-score, which is the harmonic
mean of precision and recall values of a model:
Precision x Recall

Flscore =2 x — 3
Precision + Recall

4.2 Dataset

The sentiment analysis model for this study was developed using the Stanford MOOC
posts dataset [25]. The dataset has 29,000 anonymized students’ discussion board posts
from eleven Stanford University public SPOL courses [25]. A bar plot was created to
gain a better understanding of the distribution of sentiment of posts in the dataset as
shown in Fig. 2. Of the 29,000 discussion posts, 8,830 discussion posts have a sentiment
score of 4.5 or higher, which represents a positive sentiment, and 15,937 discussion
posts have a sentiment score between 3.5 and 4.5, which represents a neutral sentiment.
The remaining 4,233 discussion posts have a sentiment score of 3.5 or less, which
represents a negative sentiment. Research has shown that student-to-student engagement
and interactions through discussion board are important learning activity because it
creates a venue for students to support each other [12]. As a result, providing students
with information about their discussion post sentiment can create self-awareness, helping
students to make a micro adjustment to their communication strategy with their peers. A
study by Wen, Yang, and Rosé posit that making students aware of their course sentiment
could give them a chance to engage in social learning in SPOL. It can be achieved by
providing students with important information about their attitudes before and during
the course [11].
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Fig. 2. Discussion board posts’ sentiment score vs count for Stanford MOOC dataset

4.3 Results and Discussion

To motivate the students who generate stand-alone discussion board posts (i.e., no
engagement or response from their peers), this study hypothesizes that the students’
sentiment scores generated by the sentiment analysis model for their discussion board
posts can act as a signal to create self-awareness about their sentiment and how it could
affect their engagement (or lack of) with their peers. Such information can be mean-
ingful to students because previous studies have shown a positive relationship between
learning outcomes and social support. The studies found that information support in an
online setting could help students achieve the intended course outcomes [12].

To present how the model works to create transparency in students’ sentiments, the
authors show the sentiment scores for one student in the Stanford MOOC posts dataset
[25]. Table 1 presents the discussion posts with the positive and negative scores for one
student enrolled in a SPOL course during June and July 2013. The results show that the
students’ sentiment in the discussion posts is neutral and positive. Figure 3 visualizes
variation in this student’s discussion board posts’ sentiment score during the course.
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Table 1. Posts, predicted sentiment, and scores for June and July 2013 discussion board posts for
a student enrolled in a Stanford University online education course

Discussion Post Date Sentiment | Positive Score | Negative Score

Hello! In my opinion, I prefer to use 2013-06-11 6:24:00 PM Neutral 0.9956 0.0010
Graph pad prism above SPSS and other
statistical software. This software
combines scientific graphing,
comprehensive curve fitting,
understandable statistics, and data
organization. Prism is now used much
more broadly by all kinds of biologists,
as well as social and physical scientists

I can’t see any reason to exclude Excel | 2013-06-11 7:15:00 PM Neutral 0.9983 0.0012
for small datasets that wouldn’t also
apply to most other software let’s say
you send me an Excel spreadsheet 1)
you and I have different versions 2) I
may not have that software even
installed 3) it costs too much for me to
buy 4) it doesn’t run on Linux (or
possibly Mac) but like I said, those
reasons apply to almost any software R
of course if free, runs on windows,
Linux and Mac but the learning curve
may be more difficult than Excel

T am not looking for an alternative to R. | 2013-06-11 8:34:00 PM Neutral 0.9962 0.0028
I am fine with R. I was wondering how
statistics were going to be taught
without any open-source software for
commonality of use and explanation.
Also, discussion of model answers to

homework
nonsense 2013-06-11 9:07:00 PM Neutral 0.9974 0.0011
I seem to remember reading somewhere | 2013-06-12 9:05:00 AM | Positive 0.0389 0.0007

ages ago that Excel can introduce
significant errors and shouldn’t be used
at all for what we could call serious
analyses (i.e., for publications). Since
there are so many much better free
packages available, it makes sense
*not* to use it in my opinion. Doing
these simple calculations by hand also
reinforces the concept - the mere fact of
physically using your hands helps
memory. I just finished a course on
Special Relativity, lots of equations, and
I can say it certainly did help using
paper and pencil

Excel is great but it does not have 2013-07-24 4:47:00 AM | Neutral 0.9983 0.0010
built-in functions for nonparametric
tests as well as anova, but I could be
wrong. Examples include Wilcoxon
rank-sum, spearman correlation, and
testing for homogeneity to name a few
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Fig. 3. Discussion board posts’ sentiment for a student enrolled in a Stanford University online

education course during June and July 2013

Note that to accurately determine sentiment, two scores are calculated for each
discussion post, a score for the negative sentiment and a score for the positive sentiment.
For example, post 1 has a sentiment score of 0.9956 and a negative score of 0.0010 and
is labeled as positive.

To verify the validity and accuracy of the predicted sentiment for each post, the
authors calculated the Precision, Recall, and F1 score. Precision is the ratio of true
positives to all items that the model has marked as positive (i.e., the number of true
positives plus the number of false positives) [23]. The recall is the ratio of true positives
for all the positive posts (i.e., the number of true positives plus the number of false
negatives) [23]. Fl-score is the harmonic mean of precision and recall values of a model
[27]. Support is the number of actual occurrences of the class in the specified dataset
[27]. Using these measurements, we can determine the overall accuracy of the prediction.
The final Precision, Recall, F1-score, and Support for the model for the test dataset are
presented in Table 2.
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Table 2. Precision, Recall, and F1-score for sentiment predictions.

Precision Recall F1 Score Support
Negative 0.64 0.62 0.63 1084
Neutral 0.80 0.80 0.80 3981
Positive 0.78 0.80 0.79 2185
Model Accuracy (overall accuracy of prediction for test data): 0.77 7250

5 Conclusion and Future Work

We have presented our exploration of how information technology can be used to improve
the quality of SPOL courses by evaluating teaching, learning strategies, methods, activi-
ties, and the way students engage with their studies. As part of the study, a state-of-the-art
(XLNet) sentiment analysis natural language processing algorithm was used to create
visibility for students’ feelings towards the course as a strategy to enhance students’
engagement through self-awareness. The insights gained from the analysis are visual-
ized in a student-facing intelligent learning dashboard (SF-iLDs) to support students’
self-awareness of their sentiment towards the course to encourage adjustments to the
level of engagement.

A study by Shapiro et al. [28] found that motivation plays a key role in persistence,
attitudes, and level of engagement; therefore, we can ascertain that the improvement
in the students’ sentiment indicates a change in their attitude toward the course and
an increase in their engagement level. Accordingly, the authors suggest that creating
visibility into students’ sentiments in the discussion board can help students (by creating
self-awareness) and instructors (by providing insight), leading to enhanced identification
of the attitudes, which correlates with motivation and engagement.

This research contributes to knowledge by developing and testing a sentiment analy-
sis model and analyzing course forum posts, using a convolutional neural network. This
model can be used to detect and measure students’ sentiment in SPOL courses to identify
teaching or learning-related aspects of students’ engagement to improve collaboration
and decrease students’ sense of isolation.

This study is limited by a lack of resources such as lexicon, corpora, dictionaries,
and publicly available educational datasets to enable benchmarking. Also, there are no
standardized solutions or approaches for performing sentiment analysis in education.
This presents an opportunity for future research by adding lexicon, corpora, and dic-
tionaries available to better predict students’ sentiments to encourage collaboration and
engagement in online courses.
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Abstract. Adaptive training methods have been designed to enhance students’
learning outcomes by tailoring the educational content based on the learner’s
performance during training. In the present study, we examined different adap-
tive sequencing methods for a flashcard-based trainer. One sequencing method,
the Adaptive Response Time-based Sequencing (ARTS) algorithm presents cards
based on an individual learner’s accuracy and reaction time, such that incorrectly
identified cards are prioritized over correctly identified cards. Although previous
research has suggested that ARTS is more efficient and effective than other forms
of flashcard sequencing, recent research was unable to replicate these findings. To
that end, the current experiment compared ARTS to an adaptive control condition
that reversed the ARTS algorithm and investigated if learner engagement plays a
role in adaptive flashcard-based training. A sample of 50 college students learned
to identify African countries in one of two adaptive flashcard sequencing condi-
tions — ARTS and control. Engagement was measured using the flow state scale
for occupational tasks and training effectiveness was determined by calculating
immediate and delayed learning gains. Results revealed no statistically signifi-
cant differences between ARTS and the control on immediate and delayed gains.
Further, the ARTS group reported significantly lower engagement levels than the
control group. A mediation analysis revealed that the relationship between the
training and the learning gains was significantly mediated by engagement in an
inverse format, suggesting that training reduced the levels of engagement which
in turn canceled out the learning gains. Based on these findings, we present the
theoretical and practical implications.

Keywords: Adaptive Training - Flashcards - Sequencing - Learner engagement

1 Introduction

Adaptive training methods have been designed to enhance students’ learning outcomes
by tailoring the educational content based on the learner’s performance during train-
ing. Adaptive training proposes learner-centric models such that the training’s difficulty
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and learning material are modified, adjusted, and finetuned to an individual learner’s
gradual progress and performance during the training [1]. Many scholars have endeav-
ored to implement adaptive techniques into training technologies or platforms such as
computer-based simulations [2], flashcard-based adaptive training [3]-[5], and virtual
reality training [6]. Research examining the effectiveness of adaptive training approaches
has reported a range of training benefits including enhanced learner outcomes [2, 7-9],
improved learner experience [10], and increased training efficiency [3, 4, 10].

With regard to flashcard-based training specifically, one adaptive strategy to employ
is to tailor the sequence, or order, that the flashcards are presented to the learner based
on the learner’s performance. One sequencing method called Adaptive Response Time-
based Sequencing (ARTS) is an algorithm that utilizes reaction time and accuracy to
prioritize the presentation of the flashcards and has been shown effective in the literature
[1, 3,4, 11]. Relying on consistent findings in learning and memory research, ARTS pri-
oritizes flashcards based on learning strength such that flashcards that have low learning
strength are prioritized over flashcards with high learning strength, which are spaced
further back in the deck to make retrieval more challenging. However, recent research
was unable to replicate the benefits of ARTS when applied to a vehicle identification
task [1]. The findings of [1] may be due to learner engagement as it is theorized that the
benefits of adaptive training stem at least partially from the impact that the adaptive train-
ing systems have on individual learning states. For example, as the material is adjusted
to suit the learner’s capabilities, adaptive training approaches allow the challenge level
associated with materials and tasks to be optimized with the skill level of the learner.
Challenge-skill match is a key component of engagement, during which an individual’s
perceived difficulty of the task and their skill level is optimized, leading to the psycho-
logical state of flow [12, 13]. Flow has been associated with high levels of engagement
experienced during active involvement in a task or activity [14—16]. During the flow
experience, the difficulty of the challenge increases the workload to a point where the
highest level of engagement or concentration is reached resulting in high levels of perfor-
mance [17]. Further, research suggests that learner outcomes can be profoundly impacted
by even insignificant amounts of emotions [18, 19, 20]. Positive emotional states such
as engagement can lead to positive effects on learning including, improved academic
performance [21], improved course experience and skills development [22], improved
learning experience [5], comprehension and commitment of material to memory [23,
24], and better information processing [25]. On the other hand, negative emotional states
such as disengagement, frustration, boredom, and anxiety can have negative impacts on
learning outcomes. For instance, disengagement can lead to disinterest in the subject
matter demonstrated by hint abuse and cheating the system [26-28] and anxiety has
been found to have a negative relationship with engagement [20, 29].

In an effort to understand the effectiveness of ARTS-based adaptive flashcard train-
ing, and the role of learner engagement, the current research effort was guided by two
research questions. First, is the ARTS-based flashcard training more effective than an
adaptive control condition that reverses the prioritization scheme in ARTS? Second, is
there a difference in engagement experienced between the two training conditions?
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2 Background

2.1 Adaptive Response Time-Based System

The ARTS algorithm is an adaptive sequencing system that orders flashcard presenta-
tions based on accuracy and response time. To summarize how ARTS works, cards that
are answered correctly and quickly are presented after longer intervals (i.e., more trials)
than cards that are answered correctly but slowly, or cards that are answered incorrectly
[11, 30]. The ARTS system takes advantage of the spacing effect, arobust and consistent
finding demonstrating that spacing out presentations during study results in better reten-
tion than massed presentations, which only aids in short-term memory [31-33]. One
explanation for the spacing effect is the retrieval effort hypothesis, which suggests that
more difficult, but successful retrievals during study support better long-term encoding
[34]. Using accuracy and reaction time, ARTS assigns a priority score for an item that
considers the most recent trial performance and the number of trials completed since the
last presentation [30]. Flashcards that are recalled correctly and quickly are indications
of higher learning strength and have lower calculated priority scores than flashcards that
are recalled correctly but slowly. By dynamically sequencing the order of the cards in
the deck based on priority, the spacing of cards is tailored to ensure well-learned items
are presented after longer intervals to maximize learning efficiency (i.e., memory gain
per unit time).

Several studies have used ARTS to test learning outcomes and efficiencies using
primarily geography tasks [11, 30, 35], however, some research has explored ARTS with
butterfly identification [4], and chemistry [3]. Although these studies have shown benefits
for using ARTS, some recent research has not been able to replicate these findings.
For instance, [1] were unable to find significant differences in efficiency or retention
using a vehicle identification task. To follow up on the research conducted by [1] we
were interested in comparing ARTS to a sequencing control algorithm that violates the
assumptions of the spacing effect and retrieval effort hypothesis to test the effectiveness of
adaptive spacing in flashcard-based study. In this control condition, the ARTS algorithm
is used, but the presentation of the cards is reversed such that cards that are answered
incorrectly are presented after longer intervals than cards that are recalled accurately and
slowly, and accurately and quickly. By using this type of control condition, we attempted
to maximize the adaptive spacing manipulation by comparing ARTS to a condition
that presents cards in the theoretically least efficient manner possible. Therefore, we
hypothesized that the ARTS condition would lead to higher learning gains than the
control condition.

2.2 Learner Engagement

Engagement is defined as active involvement in a task that can be influenced by the
learner’s motivation [36]. Engaged learners may exhibit learner outcomes such as, inter-
est in the material, concentration, knowledge acquisition, focused attention, loss of time
consciousness, and enjoyment [13, 15]. For instance, [37] conducted a survey of 200
respondents aimed at understanding how learner engagement impacts learning in infor-
mal online contexts through value creation. They explored behavioral, cognitive, and
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emotional types of engagement with regard to instrumental and experiential learning
outcomes. Results revealed that emotional engagement enhanced learner outcomes, by
mediating the relationship between the training platform and learning outcomes. Another
study conducted by [38] explored the relationships between learner engagement, learner
outcomes (i.e., satisfaction, content learning, and generic competencies), academic abil-
ity, and epistemological beliefs in flipped learning. Undergraduate students (N = 231)
were enrolled in the flipped learning model during which they studied learning mate-
rial before class and completed a quiz, participated in group tasks, and then listened to
a short lecture from an instructor. Learner engagement was measured by adapting the
engagement scale by [39]. Results indicated that both pre-class and in-class engagement
influenced content-related outcomes and satisfaction except for generic competencies
which were only affected by in-class engagement. A two-stage longitudinal study by
[28] explored the relationship between affects such as boredom and behavioral engage-
ment with performance in a web-based tutoring system. They used archival data of two
samples from a math tutoring system and developed automatic identifiers of students’
affective states and engaged behaviors that were coded for analysis. Results of the cor-
relational analysis revealed that concentrated engagement had the strongest association
with high performance, and measures of affect and behavioral engagement can predict
learning outcomes such as performance on standardized examinations.

Engagement can be attained at a micro or macro level [15, 40]. Micro engagement
is derived from real-time involvement in a task, moment, or learning activity [40] expe-
rienced during participation in a class, course, or scenario [15]. Macro engagement
extends for longer periods of time and can be in a myriad of contexts. For instance,
students participating in learning-related activities pre- or post-lecture period, such as
online searches about a topic or completing homework [15]. The state of flow by [41]
has been purported to represent micro engagement of an individual at its peak [15],
and flow is usually connected with engagement and learning [42—44]. Derived from
the active interaction in a task/activity, flow is a psychological state during which an
individual is fully immersed effortlessly in the task or activity and is characterized by
enjoyment, enhanced focus, and feelings of success at the task at hand [16, 43, 45]. The
flow theory posits several antecedents to flow, including (a) challenge skill balance when
an individual’s skills harmonize with the level of the challenge at hand, (b) goal clarity,
in which there is knowledge of the task expectations, and (c) feedback, in which there is
knowledge of task progress and the individual’s performance [41]. The flow experience
relies on challenge-skill balance such that individuals must perceive that they have the
necessary skills required to succeed at the task, which culminates in performing tasks
just for the experience of it rather than for external rewards [41].

Extant research has found positive influences of flow on learning outcomes. For
instance, [46] conducted an experiment to understand the effect of the flow state on
learning outcomes such as declarative knowledge and motivation in game-based learn-
ing. Undergraduate students were randomly assigned to two varying game versions in
which they were trained, completed a game play, and their flow was measured using the
flow state scale (FSS) by [47]. They found that flow had significant effects on declar-
ative knowledge and motivation, and significantly mediated the relationship between
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declarative knowledge and motivation. Further, in a two-participant case study of occu-
pational therapy patients by [48], the utility of flow was applied to an attention training
task versus a regular occupational task. Flow was measured by the flow state scale for
occupational tasks (FSSOT) by [49], and the results revealed enhanced improvements
in neuropsychological performances and attention during and after the flow task but not
in the control condition.

Despite the recognized utility of flow in learning, there have been limited interven-
tions to investigate its value in flashcard-based adaptive training systems. In fact, sparse
research has endeavored to experimentally investigate the role of engagement in learn-
ing pertaining to adaptive training systems, in general [50]. As flow is associated with
high levels of engagement [42—44], we aimed to utilize a flow measure to capture micro-
engagement during the training. Based on the knowledge of challenge-skill match, which
is an important facet of flow, we hypothesized that ARTS, which adaptively spaced and
presented the difficult cards based on the participant’s performance (consistent with the
retrieval effort hypothesis), would lead to higher engagement compared to the control
condition, which adaptively spaced the cards contrary to theory.

3 Methods

3.1 Participants

A total of 51 individuals participated in the study. Participants were recruited from a
university in the southeastern United States through the SONA system, which is an
online tool used by psychologists to recruit research participants compensated with
SONA credit, and college classes by which participants were compensated with extra
course credit. All participants signed an informed consent form prior to the beginning of
the experiment and the research was approved by the Naval Air Warfare Center Training
Systems Division Institutional Review Board. One participant was excluded from the
data analysis (see details in the preliminary analysis section), resulting in a final sample
of 50 participants (13 females) with a mean age of 21.35 (SD = 3.24). Forty-four percent
(n = 22) were Seniors, 34% (n = 17) were Juniors, 14% (n = 7) were Sophomores, 4%
(n = 2) were Freshmen and 4% did not report their year of college. The majority of the
participants (70%, n = 35) reported high school as the highest level of education attained,
12% had attained a bachelor’s or associate degree, 4% attained a master’s degree and
2% did not report their highest level of education. Twenty-four participants experienced
the ARTS condition, and 26 participants experienced the control condition.

3.2 Experimental Design, Task, and Testbed

The study was a 2 x 3 between-within-groups repeated measures design, with a between-
groups independent variable (IV) of training condition (ARTS vs. control) and a within-
groups IV of trial (pretest vs. immediate posttest vs. delayed posttest). Participants were
randomly assigned to either training conditions (ARTS or control) on the day of the
experiment.

The ARTS condition was developed using an algorithm that utilized reaction time
and accuracy to prioritize the presentation of flash cards to the participants. During the
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training, participants were tasked to select the correct name of the item on the screen as
fast and accurately as possible. The ARTS system would then calculate a priority score.
After each trial, priority scores were adjusted based on the number of trials since the
last presentation and the highest priority card (lowest learning strength) was presented
next. Cards continued to be presented to participants until they were mastered. ARTS
works by prioritizing and presenting incorrect flashcards first, correct flashcards with
slow reaction times second, and correct flashcards with fast reaction times third. Mastery
of a card is established based on [34] concept of the retrieval effort hypothesis such that,
shorter times required to identify a card correctly is an indication of higher learning
strength. In this experiment, cards were mastered if the participant correctly answered a
country four consecutive times in under six seconds.

The control condition was areversed ARTS which flipped the algorithm such that the
lowest priority card was selected for presentation. This algorithm was chosen because
we wanted to test against an alternative adaptive algorithm and flipping the sequencing
priority was theoretically the strongest manipulation. Prioritizing cards with high learn-
ing strength goes against the retrieval effort hypothesis by increasing the spacing for
cards with low learning strength, thus decreasing the chances of a successful retrieval,
and allowing cards with high learning strength to be easily retrieved.

Task. Inthe experimental task, the objective was to learn the names and locations of 38
countries on a map of Africa. Once the participant was placed in either training condition
(ARTS vs. control), they were trained on the location and name of the African countries.
Cards were presented as an image of the map of Africa with the target country on the
map highlighted in blue and four answer options were presented below the card. During
the training, participants were required to locate the country on the map and select its
name as accurately and quickly as possible from the four-answer options provided. If the
selected choice was correct, the answer choice was highlighted in green color and the
participant would be prompted to click next to continue with the training (see Fig. 1). If
the selected choice was incorrect, feedback was provided in the following way. Two cards
were presented on the screen side by side with the left card showing the correct answer
and the right card showing the participant’s selected (incorrect) response (see Fig. 2).
The location of the target country was highlighted in blue, the name was highlighted in
green from the answer options, and text feedback informed the participant that this was
the expected correct answer choice. The right hand-side card showed the location of the
map that the participant had selected (wrong choice) highlighted in blue, the name from
the list of options was highlighted in red color, and text feedback informed the participant
that they had selected the wrong choice. After viewing the feedback, participants would
click next to continue with the training. The order of the presentation of the cards was
based on the training condition the participant was in.
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Fig. 1. Correct Response Feedback

Fig. 2. Incorrect Response Feedback

3.3 Measures

Three types of measures were collected: (1) demographics, (2) knowledge, and (3)
engagement. Demographic data were collected using researcher-developed items includ-
ing (a) age, (b) biological sex (1 = male and 2 = female), (c) year of college (1 =
Freshman, 2 = Sophomore, 3 = Junior, 4 = Senior, and 5 = Graduate), (d) education
level (1 = High school, 2 = Associate’s degree, 3 = Bachelor’s, 4 = Master’s, and 5 =
Doctoral), (e) gaming frequency (1 = Never, 2 = Less than once a month, 3 = Monthly,
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4 = Weekly, and 5 = Daily), and (f) gaming skill (1 = Bad, 2 = Poor, 3 = Average, 4
= Better than average, and 5 = Good).

Knowledge of the African countries was assessed with a researcher-developed
knowledge test. The knowledge test included 38 items administered on the computer
where participants viewed the highlighted country on the map on the left-hand side of
the screen and selected the name of the country from a drop-down scrollable list with
all the names of the African countries (see Fig. 3). No feedback was provided at this
point. The knowledge test was administered at the beginning of the task as a pre-test,
after completion of the experiment on Day 1 as an immediate posttest, and on Day 2
(5-9 days after Day 1) as a delayed posttest.

Fig. 3. Knowledge Test

Since the goal was to assess engagement at the micro level, and flow has been
proposed to represent the highest level of micro engagement [15], learner engagement
was measured using the FSSOT [49]. The FSSOT measures three factors of the flow
experience, including (a) sense of control which has six items, (b) positive emotional
experience with four items, and (c) absorption in the task which also has four items.
The FSSOT is comprised of 14 items measured on a 7-point Likert-type scale ranging
from strongly disagree (1) to strongly agree (7). Examples of questions from the FSSOT
include: (1) I really enjoyed what I was doing, (2) My abilities matched the challenge
of what I was doing, and (3) It felt like time passed quickly. Scores from the FSSOT
can range from 14 (low) to 98 (high). The FSSOT was reported to have a reliability
coefficient based on Cronbach’s alpha of .918 [49]. It was reported to have content
validity by an expert on flow theory and convergent validity as evidenced by the FSSOT
total score being significantly negatively correlated with the total score of the State-Trait
Anxiety Inventory (STAI; Spielberger, 1983; r = —.537, p < .01), and the score of
STAT’s anxiety absent items (r = —. 611, p < .01), but not correlated with the score of
SATT’s anxiety-present items (r = —.088, p = .175) [49].
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3.4 Procedure

The study was completed in two sessions on two different days. Participants were sched-
uled using the Acuity scheduling platform. When they arrived on Day 1, they signed
an informed consent form and were randomly assigned to either one of the training
conditions (ARTS vs. control). They then sat at a desk with a laptop computer. All the
instructions for their tasks were embedded in the testbed, and they received minimal
interruptions from the experimenter.

First, a pre-test was presented to determine their pre-training knowledge. After the
pretest, participants were given a brief familiarization training using flashcards in the
form of the African map with the target country highlighted in blue color and the name of
the country provided below the map for five seconds. Each country appeared two times
during the cycle and participants viewed the training until it was completed, which lasted
five minutes. Next, participants completed the training phase during which the countries
on the African map were presented using the flashcard trainer per their condition which
lasted approximately 45 min, and they were prompted to take breaks periodically by
the system (i.e., after every 50 cards). When the participant mastered a card (i.e., the
participant got the card correct four times in a row in under six seconds), the system
would inform the participant that they mastered that card and that card would be dropped
from further study. That is, the participant was not tested on the dropped card for the
remainder of the training. The training ended once the training time elapsed or once the
participant mastered all the cards. Participants received a message when the training was
complete.

Next, they rated their confidence in their ability to remember the items they had
practiced during the training after a week had elapsed on a scale from 0% to 100% with
a 20% interval. During the confidence rating, the country was presented on the map
highlighted in a blue color on the left-hand side of the screen and the participant was
required to select a rating from a list on the right-hand side of the screen.

Next, participants filled out the demographics and engagement surveys. After com-
pleting the surveys, participants were presented with a post-test similar to the pre-test
but with the items presented in random order. Once participants completed the post-test,
they were reminded to return for Day 2 one week later and dismissed. Day 1 lasted
approximately 75 min.

On Day 2 (5-9 days After Day 1), participants returned to complete a delayed post-
test which was similar to the one they had completed on Day 1 but with the items
presented in a random order. Day 2 lasted approximately 15 min.

4 Results

4.1 Preliminary Analysis

Data were collected for 51 participants. One participant had an exceptionally high pretest
score and scored nearly 100% on the post-test. This participant’s data was omitted
because it was an extreme outlier. Data from three other individuals were considered
for removal, but they were ultimately retained. One participant experienced technical
issues during the experiment on Day 1 and completed the immediate posttest on the
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following day. Examination of this participant’s posttest scores revealed that they were
consistent with others who experienced the same training condition. It appeared that
this less than 24-h delay did not have tremendous negative impacts on the participant’s
performance and their data were retained. One participant paused the experiment to go
and attend class and completed the posttest one hour later, it was decided that this data
be retained due to the reasoning that an hour delay may not have impacted the results
drastically. One participant had difficulty with understanding instructions because the
participant had trouble understanding English. We examined this participant’s scores on
all the measures in the study and found that they were consistent with the scores of other
participants who experienced the same training condition. Thus, it was decided that this
participant’s data be retained. The final sample resulted in 50 participants and the data
were analyzed using SPSS (v. 27).

The effectiveness of the training was assessed as learning gains using participants’
scores obtained from the pre-and post-tests. First, immediate gains were obtained based
on the pretest scores and posttest scores obtained on Day 1. Second, delayed gains were
computed from the pretest scores and posttest scores obtained on Day 2 (5-9 days after
Day 1). Both the learning gains are expressed in the computational formulae below.

Postscore - prescore

Immeddiate gain = (D
100 - prescore

Delayed postscore - prescore
Delayed gain = yeep P 2
100 - prescore

4.2 Primary Analysis

To answer the research questions regarding whether the ARTS training condition was
more effective than the control condition and whether there was a difference in engage-
ment levels experienced between the two conditions, a Multivariate Analysis of Variance
(MANOVA) was conducted. The training condition was the independent variable at two
levels (ARTS vs. control) and immediate gains, delayed gains, and engagement scores
were the dependent variables. The descriptive results indicated slightly higher imme-
diate gains for ARTS (M = .71, SD = .22) compared to control (M = .62, SD = .28)
and slightly higher delayed gains for ARTS (M = .48, SD = .25) compared to control
(M = 42, SD = .29). Descriptive results also indicated that participants that received
ARTS reported lower engagement levels (M = 63.37, SD = 16.27) compared to those
in the control condition (M = 71.08, SD = 10.03). At the multivariate level, the results
were significant, F(3, 46) = 2.81, p = .05, and did not violate Levene’s test of equal
variance. Since the results were significant at the multivariate level, we analyzed the
univariate results. Univariate analyses indicated that the differences in immediate gains
reported between ARTS and control were not significant, F(1,48) = 1.72, p = .19, sug-
gesting that the difference in immediate gains between the training conditions did not
vary significantly. Likewise, the difference in delayed gains reported between the two
training conditions was not statistically significant, F(1, 48) = .68, p = .41, implying
that the delayed gains reported between ARTS and the control condition did not vary
significantly. However, examination of the univariate results for engagement revealed
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that the differences in engagement levels experienced between the two training groups
were significant, F (1, 48) = 4.13, p = .048, n2 = .079, suggesting that the differences
in the levels of engagement perceived by the participants between ARTS and the con-
trol varied significantly, and 7.9% of the variance in engagement experienced can be
attributed to the training condition (see Fig. 4).
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Fig. 4. Learner Engagement by Training

4.3 Secondary Analyses

The results above indicated that although the ARTS intervention had slightly higher
learning gains compared to the control, it was not a statistically significant difference.
The results further indicated that the engagement levels experienced were statistically
different between the two training conditions, with participants in the control condition
reporting higher engagement compared to ARTS. These results were unexpected and
warranted further exploration of the data. Based on anecdotal evidence observed during
the study, it was hypothesized that engagement was potentially influencing the relation-
ship between the training and learning gains, and the possibility of interactions between
participants’ learner engagement and training conditions might have been impacting the
effectiveness of the training. Specifically, throughout the study, it was observed that mul-
tiple participants in the ARTS condition complained about being presented with difficult
items over and over again and seemed frustrated that they did not know the answers.
This was not observed for participants in the control condition, which could potentially
explain the higher engagement levels. This suggested that the ARTS condition might
have been too difficult and frustrating, which disrupted the participants’ flow experience.
If this was the case, then despite the potential positive direct effect of the ARTS condi-
tion on learning gains, there may have been an indirect negative effect on engagement
leading to negative effects on learning gains. Therefore, we explored these relationships
by applying mediation analysis as described below.

Mediation Analyses. Mediation is achievable when the presence of a mediating vari-
able significantly influences the relationship between the predictor and outcome variables
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that would otherwise be non-existent. The mediating variable thus helps to explain the
underlying mechanism of the relationship between the independent variable and the
dependent variable. Given that, we hypothesized that the training might be influencing
engagement and in turn, the level of engagement experienced might be influencing the
relationship between the training conditions and learning gains. Based on this, a media-
tion analysis was appropriate. To explore this relationship we conducted two mediation
analyses using the bootstrapping method by [51]. The first mediation analysis examined
the direct relationship between training and immediate gains and the indirect relation-
ship between training and immediate gains through engagement. The second mediation
analysis examined the direct relationship between training and delayed gains and the indi-
rect relationship between training and delayed gains through engagement. We adopted
a mediation model in which a categorical variable is sufficient for mediation analyses
if entered into the mediation model as a multinomial variable [52, 53]. Thus, training
condition was investigated as a single predictor variable with two levels (ARTS vs con-
trol). Learning gains (immediate and delayed) were the outcome variables, and learner
engagement was the mediating variable. (see Fig. 5. For path analyses).

Path b Immediate

gains
Patha
— Engagement
{hdA

Delayed gains

Fig. 5. Path Analysis of two Mediations

Results from the first mediation analyses indicated that training was a significant
predictor of engagement (Path a: b = — 7.702, SE = 3.79, p = .047). With engagement
entered into the model, the total effect of training on immediate gains was not significant,
(e.g., Path a 4+ Path b + Path c: b = .0938, SE = .0716, p = .1966), the direct effect of
training on immediate gains was significant (Path b: b = .1429, SE = .0716, p = .05)
and indirect effect of training on immediate gains through engagement was significant
(Path a + Path c) with indirect effects’ 95% CI not including zero, (Path c: b = —
.0491, BootSE = .0284, BootLLCI = —.1162 -and BootULCI = —.0062), suggesting
that engagement partially mediated the relationship between training and immediate
learning gains but in a negative way. Specifically, training had a significant positive
direct effect on immediate learning gains, while having a significant negative indirect
effect on immediate learning gains through engagement. As the direct effect of training
on immediate gains was significant, this means that engagement had a partial mediating
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role, and accounting for engagement revealed a significant relationship between training
and immediate gains.

Results from the second mediation analysis between training and delayed gains
indicated that training was a significant predictor of engagement, (Path a: b = —7.702,
SE =3.79, p=.047). With engagement entered into the model, the total effect of training
on delayed gains was not significant (Path a 4 Path d + Path e: b = .0633, SE = .0765, p
= .4121), the direct effect of training on delayed gains was not significant, (Path e: b =
.1130, SE =.0763, p = .1453), but the indirect effect of training on delayed gains through
engagement (Path a 4- Path d) were significant with indirect effects” 95% Cl not including
zero (Path d: b = —.0497, BootSE = .0347, BootLLCI = —.1405 and BootULCI = —
.0033), suggesting that engagement fully mediated the relationship between the training
and delayed gains in a negative way. Specifically, although training had a positive,
but non-significant direct relationship with delayed gains, it had a significant negative
indirect effect on delayed learning gains through engagement. As the direct effect of
training on delayed gains was not significant, this means that engagement had a fully
mediating role between training and delayed gains. Based on these findings, we present
the theoretical and practical implications.

5 Discussion

The purpose of this study was twofold. First, we endeavored to examine the effective-
ness of an adaptive flashcard training algorithm (ARTS) by comparing it to a control
condition. Second, we aimed to investigate whether ARTS, which leverages learner
performance during the training and adapts the sequencing of learning material to the
participants, would lead to higher engagement compared to a control condition. The
results of the MANOVA revealed no significant differences in learning gains between
the two conditions. Further, engagement levels experienced in ARTS were significantly
lower than those experienced in reversed ARTS. As this was unpredicted, a follow-up
mediation analysis was conducted to explore the reasons behind these results. Results
from the mediation analyses indicated that the relationship between training and imme-
diate learning gains was significantly, partially mediated by engagement, with training
having a positive direct effect on immediate gains and a negative indirect effect on
immediate gains through engagement. Further, engagement significantly fully mediated
the relationship between training and delayed gains, with training having a positive, but
non-significant direct relationship with delayed gains and a significant negative indirect
effect on delayed learning gains through engagement. These findings should be inter-
preted with caution given several limitations of the study, including the self-report nature
of the engagement measure and the small sample size.

5.1 Theoretical Implications

Our MANOVA findings with regards to the effectiveness of ARTS compared to the
control condition did not align with other studies that have found positive effects of ARTS
on learning gains [3, 4, 11]. This might be explained by the adaptive spacing algorithm in
ARTS that prioritized the presentation of seemingly difficult cards more frequently than
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correctly scored cards, negatively impacting the participant’s engagement and degrading
learning gains. This is in line with the results of the mediation analyses that showed
that the training had significant negative effects on engagement and that engagement
significantly mediated the relationship between training and learning gains. This aligns
with extant research that found engagement to mediate the relationship between training
and learning outcomes such that when training reduces engagement, then engagement
reduces learning effectiveness [43, 54, 55]. As such the inverse effects of the training on
engagement might have cancelled out the benefits of the training.

Our findings with respect to ARTS reporting lower engagement compared to the con-
trol condition did not align with extant literature that has shown that effective training
systems do have a positive relationship with learner engagement [S6—58]. The MANOVA
results indicated that participants in the ARTS condition reported significantly lower
engagement than those in the control condition and we believe that the adaptive pre-
sentation of cards during ARTS might have bred a perceived challenge-skill mismatch
among participants in ARTS. The ARTS condition utilizes spacing and mastery criteria
to determine the adaptive presentation of cards to learners based on their accuracy and
speed. ARTS was developed based on the science of learning findings, like the spacing
effect to sequence the flashcards in a way that is more conducive to learning [4, 11,
34, 40]. That is, cards that participants incorrectly identified were presented more fre-
quently than those correctly identified until mastery was achieved. There were a set of
African countries in the training set that were particularly difficult to discriminate due
to similarity in size, shape, name, and/or location. It is possible that this repetitive pre-
sentation of these difficult countries might have been perceived as a challenge-skill gap
for participants, which bred negative emotions, disrupted the flow experience, and neg-
atively affected their engagement scores. This is also supported by the mediation results
that revealed a negative relationship between training and engagement. Challenge-skill
match is a facet of the flow experience that can be attained when individuals perceive an
optimization between the task demands and the skills they have [12, 41]. Extant research
in learning supports that challenge-skill match positively influences learning outcomes
[59, 60], and overall engagement [59, 61, 62], and challenge influences the variations in
the flow experience [63]. However, when a challenge is perceived as negative, it breeds
demotivation [64], and anxiety has a negative relationship with engagement [49, 65].
This was also consistent with comments from the participants in the ARTS condition as
they expressed frustration pertaining to the repetitive presentation of the same difficult
cards.

5.2 Practical Implications

Our findings also have implications for adaptive training system designers and educators
to enhance the effectiveness of such training systems by accounting for learner engage-
ment. This is because, when engagement was accounted for, the training had significant
effects on learning gains. Designers should consider the design of systems that monitor
engagement in real-time, detect times when the learner is disengaged or frustrated, and
adapt material based on the combination of performance and state to foster learning.
It appears that the repetitive display of difficult cards that were inaccurately identified
may have created negative emotions as evidenced by the lower engagement scores for
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ARTS compared to the control condition as well as the negative effect of the training
on engagement. Perhaps there is a threshold for the number of times an individual gets
an item wrong before getting frustrated and demotivated. Thus, future research should
consider this and potential mitigation strategies.

Also, the difficulty of the flashcard content or learning material may have played
a role in these results. There were some African countries that were very similar in
location, name, size, and/or shape, and could have been difficult for participants to
distinguish, which increased the perceived difficulty of the task itself, making it too
demanding. Extant research in learning has found challenging tasks to engender higher
learning outcomes [66, 67], however, caution is echoed with regard to ensuring that
the tasks in adaptive training systems are not extremely challenging lest they stimulate
frustration [68, 69, 70]. This means there is a tradeoff between task difficulty and its
benefits and opens avenues for scholars to investigate the acceptable levels of difficulty
to determine at what stage the challenge can become extremely difficult and detrimental
to the effectiveness of the training and performance of the learner. Thus, designers of
adaptive training systems might need to pay special attention to the difficulty of the
material and how it impacts the effectiveness of the training.

6 Conclusions and Future Research

We presented novel findings regarding the influence of affective learning states, specifi-
cally engagement, in adaptive training interventions especially flashcard-based adaptive
training, an underexplored area. We found that the effectiveness of the training with
respect to learning gains was mediated by engagement such that training led to lower
engagement which in turn canceled out the learning gains. When engagement levels were
accounted for, we found that training had significant direct effects and indirect effects
through engagement on immediate and delayed gains. Studying the impact of engage-
ment in adaptive training is especially significant because adaptive training focuses on
personalization of the training based on individual learners’ strengths, experiences, and
weaknesses during the training to adapt training material and content to their capabili-
ties. Future research is needed that focuses on identifying other affective learning states
and how they may impact the training effectiveness of adaptive training systems. Such
research would inform future researchers and instructional designers on how to develop
adaptive training systems that foster engagement and other positive affective states to
optimize training outcomes.
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Abstract. Intelligent systems are not a new concept. It is generally
accepted that the term ‘artificial intelligence’ or Al was first coined by
Professor John McCarthy in 1956 and prior to that Alan Turing intro-
duced what became known as the Turing Test in his 1950 paper, The
Imitation Game. Given this relative longevity, it is perhaps surprising
that the uptake of AI based systems in some sectors such as healthcare
and education has been limited. This paper considers the deployment of
an intelligent system in an educational context and proposes a model to
inform the design of such based upon the relationship between trust and
acceptance.

Keywords: Intelligent Systems + Education - Model

1 Introduction

Intelligent systems are not a new concept. It is generally accepted that the term
‘artificial intelligence’ or Al was first coined by Professor John McCarthy in
1956 [1] and prior to that Alan Turing introduced what became known as the
Turing Test in his 1950 paper, The Imitation Game [18]. Given this relative
longevity, it is perhaps surprising that the uptake of AI based systems in some
sectors such as healthcare [5] and education [3] has been limited. This paper
considers the deployment of an intelligent system in an educational context that
monitors children’s behaviour during interaction with a computer or other digital
technology and potentially makes an intervention if it identifies activity that
may not be in the child’s best interest. A model is proposed called the Trust
Acceptance Mapping Model to inform the design of such a system based upon
the relationship between trust and acceptance.

1.1 Stakeholders, Trust and Acceptance

Designing any system for children is likely to require satisfying the requirements
of at least three groups of stakeholders [11]:
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— The learner (child)
— Parents or carers
— The education establishment (teachers)

For the system to be effective the child should be accepting of the systems out-
puts whilst parents and teachers need to trust the system to make effective
and appropriate judgments. Trust [10] and acceptance [19] are core components
in the successful adoption of most systems but the potential for a stochastic
intelligent system to change its output as it learns, potentially generating incon-
sistencies in its judgments, may make these goals harder to achieve [7]. Trust
between humans is a complex and multifaceted concept supporting the belief
that another will act with benevolence, integrity, predictability and competence
[12]. When evaluating or testing intelligent systems for trustworthiness, studies
often identify competence [20] and the transparency of the decision making pro-
cess [16] as the primary exponents of trust. This study focuses primarily on the
system’s competence.

1.2 Intelligent Systems and Educational Context

The use of the term educational context as opposed to classroom is quite delib-
erate. Learning frequently takes place outside the classroom [2] and education
is now delivered over diverse and often distributed platforms. Massive Open
Online Courses (MOOCs) popularised mass online education in 2008 [9] and the
Covid-19 lockdowns of 2020 and 2021 took education from all sectors out of the
physical classroom and in to virtual spaces offered by environments such as MS
Teams and Zoom [17]. This move online highlighted some key challenges, not
least the issue of monitoring pupil and student engagement [13,14] and online
behaviour [15].

Whilst mainstream school level education in the UK has largely returned to
the physical classroom, the pandemic has fast-forwarded the development and
adoption of hybrid and blended learning pedagogical approaches [21] highlighting
the requirement for a tool that can aid parents and teachers to monitor and
interpret children’s interaction with content both online, remotely and in the
classroom.

The context or location of the teaching and learning also informs the scope
and nature of the interaction between the system and the child. Within the
classroom, teachers are likely to have a higher degree of control over the content
presented to the child than the parent or carer may have within the home.
Consequently we concentrate on monitoring for engagement within the classroom
whilst examining a wider set of use cases that may face parents and carers within
the wider educational context.

1.3 Monitoring Engagement

Pupil engagement is widely considered to be a positive factor in, and an impor-
tant driver of, pupil attainment [4]. Definitions of engagement range from a focus
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on interaction with a specific learning activity to a multidimensional approach
requiring the pupil to engage at behavioural, affective and cognitive levels [8]. For
the purpose of these studies, we consider engagement on task, namely a pupil’s
interaction with a computerised learning activity completed within an educa-
tional context. Furthermore, whereas some scholars conceptualise engagement
and disengagement as related but separate phenomena [6], within this context
engagement and disengagement are treated as the opposing ends of a single scale.

2 Studies

Three studies were conducted with the stakeholders to ascertain their trust and
acceptance of a theoretical intelligent system to be deployed in an educational
context. Children were surveyed on the level of their acceptance of interventions
in their digital activity made by both adults and the technology. Parents and
carers were asked whether they would trust a technology to either monitor or act
if their child was exposed to a given set of use cases. Teachers were interviewed as
to how they would feel if a system to monitor pupil engagement was deployed in
their classroom, specifically their acceptance and trust in the system’s outputs.

Study 1 surveyed children to assess their acceptance of intervention in a
digital activity by either an adult or an intelligent system. Study 2 surveyed
parents or carers to gain insight into their trust in an intelligent system to either
monitor or intervene in a child’s digital activity. For Study 3, teachers were
interviewed to ascertain their attitudes towards the deployment in the classroom
of a system that could monitor the pupils and make interventions if they showed
signs of disengagement.

There were 4 research questions:

R1 Are children more accepting of an intervention from a responsible adult
than an intelligent system? (Study 1)

R2 To what extent do parents and carers trust technology to monitor their
child’s digital activity? (Study 2)

R3 To what extent do parents and carers trust technology to intervene in their
child’s digital activity? (Study 2)

R4 Would teacher’s trust an intelligent system to monitor children in their
classroom for signs of disengagement and make appropriate interventions?
(Study 3)

2.1 Participants

2.1.1 Study 1. One hundred and twenty-nine children were recruited from a
secondary school located in the UK. There were seventy-six females and fifty-
three males. Ages ranged from 11 to 17 years (mean = 13.27, SD = 1.462).

2.1.2 Study 2. Twenty-seven parents or carers were recruited through social
media and word of mouth. There were fourteen females and eleven males, two
participants did not disclose their gender. For the age ranges see Table1. All
participants participated voluntarily and no incentives were given.
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Table 1. Adult Age Ranges

Age Frequency | Percent
Age not Disclosed | 1 3.7
25-34 2 7.4
35-44 15 55.6
45-54 6 22.2
55-64 3 11.1
Total 27 100.0

2.1.3 Study 3. Video interviews were conducted over two days with ten teach-
ers, five male and five female from two UK secondary schools.

2.2 Apparatus

For the surveys carried out in Study 1 and Study 2, the data was collected
remotely using a web-based interface. Paper versions of the survey were also
made available. The survey software was developed using PHP and MySQL
and hosted on an Apache web server. JQuery Ul was used to implement the
interactive user interface. The software was designed to be mobile responsive so
that participants could complete the survey on smart phones and tablets as well
as desktop PCs and laptops. Both studies combined questions using a Likert
scale with values ranging from 1 to 10 where 1 indicated low consensus and 10
indicated high consensus.

Study 1 consisted of twenty-one questions. Twenty questions used the Likert
scale and one question allowed the participant to enter free text. Study 2 con-
sisted of thirty-two questions. Thirty questions used the Likert scale and two
questions allowed the participant to enter free text.

2.3 Procedure

2.3.1 Study 1 was password protected and only made available to the partic-
ipating school. The head teacher completed consent forms to allow the children
to participate in the survey. Additionally, children were given the option to opt
out individually before submitting their data. The surveys were completed in a
supervised environment using either the web-based form or the paper survey.

The survey was made up of two groups of ten questions. The first group
of questions asked how accepting a child would be if a parent/carer or other
adult intervened in their use of a digital technology for a given (this being the
variable under examination) use case. The second group of questions asked,
if a technology existed that could monitor the child’s actions and take some
action, how accepting would the child be of the intervention. The use case for
the intervention was the same for each group of questions. The use cases specified
in the survey were:
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Safety

Security

Curiosity

Control

Task completion

Appropriateness

Enjoyment

Productivity

Learning

Economic (e.g. in game purchases).

SRl AR

—_

For the first group, the question related to safety read:

How accepting would you be if an adult took some action which effected your
use of a digital technology because they were concerned about your safety?

The corresponding question for the second group read:

How accepting would you be if the technology took some action which effected
your use of a digital technology because it was trying to keep you safe?

The labels on the Likert scale ranged from not accepting to very accepting.
The children were also asked to provide their age and gender. One additional
question asked the children to describe an occasion where an adult made an
intervention related to their use of a digital technology and how they felt about it.
The children were asked to complete all the questions and were able to navigate
freely through the survey. The data was filtered prior to analysis so that only
children who answered related questions across both groups of questions were
included in the analysis for each pair of questions.

2.3.2 Study 2 was made up of a group of ten questions and a further group of
20 questions and used the same use cases as Study 1. Two additional questions
allowed the participant to enter free text. The first group of questions asked
whether the participant would personally intervene in their child’s use of a digital
technology. The second group of twenty questions asked whether participants
would trust a technology to either monitor or to take action if the child was
exposed to one of the use cases.
For the first group, the question related to safety read:

How much would concern for your child’s safety or wellbeing influence whether
you would intervene in their use of a digital technology?

The corresponding questions for the second group read:

To what extent would you trust the technology to monitor your child’s safety?
To what extent would you trust the technology to take appropriate action
when monitoring your child’s safety?
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Participants were also asked to provide their age and gender and the age of their
children.
The survey also contained two free text questions which asked:

Q13 Please describe any other factors which influence your decision to monitor
and intervene in your child’s use of digital technologies.

Q14 If applicable please describe any occasion when you have intervened in your
child’s use of a digital technology and the impact of that action.

The data was filtered prior to analysis so that only participants who answered
related questions across both groups of questions were included in the analysis
for each pair of questions.

2.3.3 Study 3 focussed on teachers’ attitudes towards engagement in the
classroom. The teachers interviewed were asked:

S3.1 What do you understand by disengagement?

S3.2 What strategies do you employ to identify disengagement in the classroom?

S3.3 Can you describe the interventions (or range of interventions) you employ
in the classroom to address disengagement?

S3.4 How trusting would you be of the technology to monitor the children for
signs of disengagement?

S3.5 How trusting would you be of the technology to intervene if it identified
disengagement?

S3.6 What concerns do you have about the deployment of such a technology?

3 Results

3.1 Study 1

A comparison of the median scores recorded for the children’s acceptance of an
intervention by either an adult or a technology indicates that the children scored
them both within a single point on the scale for all the given use cases (Table 2).
With the exception of interventions for curiosity and control, all the use cases
were ranked > to the mid-point of the scale with participants indicating mid
to high acceptance of an intervention whether it originated from an adult or a
technology.

Mantel-Haenszel tests of trend! were conducted to understand whether there
is an association between a child’s level of acceptance of an intervention made
by an adult and the level of acceptance of an intervention made by a technology
for the same use case. The Mantel-Haenszel tests of trend showed a statistically
significant linear association between the child’s acceptance of intervention by
an adult and their acceptance of intervention by a technology for all the use
cases tested. Higher acceptance of an intervention by an adult was associated
with higher acceptance of an intervention by the technology and vice versa.

1 The Mantel-Haenszel test of trend is used to determine whether there is a linear

trend (i.e., a linear relationship/association) between the two related ordinal vari-
ables that are represented in a crosstabulation table.
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Table 2. Children’s Acceptance of Intervention

Reason for Intervention | Median Score

Adult Acceptance | Technological
Acceptance

Safety

Security

Curiosity
Control
Complete

Appropriate

Enjoyment

Productivity

Learning

G0 || N ||| ||| D
Q| ||| J =0

Financial

Safety x2(1) = 50.595, p < .01, 1 = .636
Security x2(1) = 71.045, p < .01, r = .760
Curiosity x2(1) = 55.229, p < .01, r = .673
Control x2(1) = 60.285, p < .01, r = .697
Complete x2(1) = 29.188, p < .01, r = .487
Appropriate x2(1) = 47.795, p < .01, r = .618
Enjoyment x2(1) = 33.561, p < .01, r = .520
Productivity x2(1) = 46.352, p < .01, r = .614
Learning x2(1) = 37.725, p < .01, r = .552
Financial x2(1) = 39.694, p < .01, r = .573

A Pearson Partial Test of Correlation was used to establish the strength of
the linear relationship between the variables and in all cases indicated a mid to
strong positive correlation.?

2 The Pearson test was recommended as the appropriate test to measure the strength
of the correlation between the variable once a linear association had been estab-
lished using a Mantel-Haenszel test of trend despite the data being ordinal and
non-parametric. Spearman’s rank-order correlation tests were also conducted and
produced significant results in line with the results generated by the Pearson test.
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3.2 Study 2

Question 2 (Q2) of Study 2 asked participants to rank how often they intervened
in their child’s use of digital technologies such as computers or mobile devices
whilst Question 15 (Q15) asked to what extent would participants trust the
technology to monitor their child’s everyday use of a digital technology?

A scatter plot of Q15 by Q2 (Fig. 1) indicates that participants who ranked
their frequency of intervention as low on the scale ranked their trust in the
technology more highly than participants who indicated higher personal levels
of intervention. A Mantel-Haenszel test of trend was conducted to understand
whether there is an association between how often adults intervene in their child’s
use of digital technologies and to what extent they would trust an agent to mon-
itor their child’s everyday use of a digital technology. The Mantel-Haenszel test
of trend showed a statistically significant linear association between frequency of
intervention and trust, x2(1) = 4.999, p < .05, r = —.447. Adults who indicated
higher intervention rates were associated with a lower trust of the agent and
vice-versa.

Frequency of Adult Intervention vs Trust in Technology
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Fig. 1. Trust in Technology by Adult Intervention

Ranking the median scores for each of the use cases for personal intervention
indicates that participants were more likely to intervene for reasons of safety,
security, appropriate content and financial considerations (Table 3). These were
also the use cases that participants indicated the highest trust in the technology
to monitor or take action.

Questions 13 (Q13) and 14 (Q14) provided participants with the opportunity
to elucidate further on the Likert responses. Q13 asked participants to; Describe
any other factors which influence your decision to monitor and intervene in your
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Table 3. Top 5 Intervention Categories Ranked by Median Score

Adult Intervention | Technology Intervention
Safety 10 Monitor Financial 7
Security 9 Monitor Appropriate |6
Appropriate | 9 Take Action Financial | 6
Financial 9 Monitor Safety 5.5
Help 7 Monitor Security 5.5

child’s use of digital technologies. Q14 asked; If applicable please describe any
occasion when you have intervened in your child’s use of a digital technology
and the impact of that action. The answers provide a lens to further interpret
the responses. Participants cite factors such as social media usage and online
gaming where the child is interacting with a remote third party as reasons for
intervention but also a desire to help and support the child in a digital activity.
In all the use cases tested there was a strong positive correlation between par-
ticipants’ trust in the technology to monitor children’s activity and to make an
appropriate intervention. The tested cases were, Safety, Security, Appropriate-
ness of Accessed Content, Enjoyment, Financial Transactions, Productivity and
Learning.

An analysis of the median scores indicates that these two facets were scored
within a single point on the 10-point Likert scale employed (Table4).

Table 4. Trust in Technology to Monitor and Take Action

Reason for Intervention | Monitor | Take Action
Safety 5.5 5
Security 5.5 5
Appropriate 6 5
Enjoyment 2.5 3
Financial 7 6
Productivity 5 5
Learning 5 5

The Mantel-Haenszel test of trend showed a statically significant linear asso-
ciation between trust in the technology to monitor and trust in the technology
to take action for all use cases.

Safety y2(1) = 14.444, p < .01, r = 811
Security x2(1) = 3.383, p < .01, r = .933
Appropriate x2(1) = 7.730, p < .01, r = .556
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Enjoyment x2(1) = 22.333, p < .01, r = .965
Financial x2(1) = 21.530, p < .01, r = .910
Productivity x2(1) = 18.562, p < .01, r = .862
Learning x2(1) = 17.096, p < .01, r = .844

Participants indicated a higher level of trust in the technology’s capability to
monitor a use case (R2) than to take appropriate action (R3). In all cases except
for Question 23 and Question 24, the technology’s capability to monitor and
improve the child’s enjoyment of an activity, the median value recorded was
> to the midpoint of the scale indicating at least a mid-level of trust in the
technology’s capabilities to perform the described roles.

3.3 Study 3

In answer to the question, What do you understand by disengagement? (S3.1),
nine out of the ten teachers interviewed identified it as task focussed mani-
fested by the children not completing the work they had been set. Eight teach-
ers also identified behavioural traits as an indicator of disengagement. Teacher’s
remarked that, ‘Disengagement starts off with them not doing the work’ and
‘not completing the work they should be focussing on at that time’. Behavioural
indicators described were ‘gazing into space’, ‘clicking pens’; and ‘not partaking
in discussions’.

When asked about the strategies they employed to identify disengagement
in the classroom (S3.2), nine out of ten of the teachers stated that the most
important factor was knowing the child. All of the teachers interviewed deployed
arange of classroom management techniques to keep the children on track (S3.3).
The teachers routinely patrolled the classroom during lessons as well as utilising
questioning techniques and short task durations to maintain pupil engagement.

When asked about their feelings regarding the deployment of a system to
monitor engagement (S3.4) and make interventions (S3.5) only one of the teach-
ers interviewed indicated that they would not accept the technology in their
classroom. The other teachers indicated their acceptance subject to criteria, the
most common of which was that the system outputs must be accurate and sup-
port the children’s learning. Teachers also expressed their concern that such a
system may be used as a monitoring tool to report on their personal effectiveness
rather than as a educational aid (S3.6).

4 Discussion

For the designers of intelligent systems for use in an educational context there is
a requirement to balance the need of three or more stakeholders, the child, the
carer or parent, and the teacher. The role of each of the parties depends to some
extent on the context in which the system is deployed. Within the classroom the
child is the subject of the observation and is likely to have little control over the
technology and software they are interacting with whilst the intelligent system
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monitors them. The technology and software are selected by the school and
teacher and safeguards are in place to minimise any risk to the child’s wellbeing.
The teacher is present in the classroom, available to receive feedback from the
intelligent system and can act accordingly.

In a context outside the classroom, the child is likely to have far more freedom
in what they choose to interact with. The same level of safeguards present in
the classroom are unlikely to be in place and the responsible adult may not be
present in the room or even at the same location. The child remains the subject
of the systems observation but the system has a dual role of both monitoring
the child and also intervening in the child’s interaction with the digital world.
This study examines a non-exhaustive set of use cases that may occur during
these interactions.

The process of training the intelligent system to recognise these use cases is
beyond the scope of this paper as is its implementation or embodiment. Rather,
we concentrate on the interplay between the child’s acceptance of the system’s
outputs and the adults trust in their accuracy. That the children surveyed indi-
cated a level of acceptance of an intervention by the technology > to the mid-
point on the scale in all but two of the use cases is indicative that they are at
least comfortable with the theoretical system concept. It is also interesting that
the children drew little distinction between an intervention from an adult and
an intervention from the technology (R1). The highest scoring use case across
both categories was learning which may bode well for deployment within an
educational context.

Parents and carers appear on the whole to be less trusting of the system than
the children are accepting and draw a bigger distinction between their personal
judgments and the systems judgments. Even so, a level of trust was indicated for
all but one use case, enjoyment > to the midpoint on the scale. This is important
as they may not be physically present at the time their child is interacting with
a digital device, particularly as the child gets older. It is interesting to note
that of the adults surveyed those who felt more inclined to personally intervene
indicated less trust in the intelligent system than those who made fewer personal
interventions.

The teachers interviewed were broadly supportive of the deployment of the
intelligent system in the classroom with only one teacher expressing complete
opposition to its deployment (R4). The context is of course important and the
system may have more of a monitoring role to identify disengagement and alert
the teacher to make an appropriate intervention. This would appear to be the
best supported use case with the children indicating a mid to high level of accep-
tance of the systems output and the teachers prepared to accept the technology
within their classrooms.
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4.1 Trust Acceptance Mapping Model

Within the wider educational context, we suggest that the system needs to bal-
ance the needs of both the children and the adult. The adult needs to feel
sufficient trust in the system and the child needs to accept the systems inter-
ventions. This can be visualised by mapping levels of adult trust against levels
of child acceptance for each of the use cases which we call the Trust Acceptance
Framework (TAF). Placing trust along the x axis and acceptance on the y axis
of a graph allows the data to be mapped as four quadrants (Fig.2) with the
characteristics summarised below. The top right quadrant can be regarded as
the design goal where acceptance of system intervention and trust in the systems
capability are both high.

High Acceptance High Acceptance
Low Trust High Trust
O]
Q
c
(]
a
(]
3]
<
Low Acceptance Low Acceptance
Low Trust High Trust
Trust

Fig. 2. Trust Acceptance Framework (TAF)

Top Left - High Acceptance and Low Trust

The child sees value in a systems capability
The adult has little or no confidence in the system capabilities or features

Bottom Left - Low Acceptance and Low Trust

The child sees little or no value in a systems capability
The adult has little or no confidence in the system capabilities or features

Top Right - High Acceptance and High Trust

The child sees value in a systems capability
The adult has confidence in the system capabilities or features
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Bottom Right - Low Acceptance and High Trust

The child sees little or no value in a systems capability
The adult has confidence in the system capabilities or features

As a baseline the adults personal inclination to intervene in their child’s digi-
tal activity is mapped against the child’s acceptance of the intervention onto the
TAF. This constitutes the Trust Acceptance Mapping Model (TAMM) (Fig. 3)
which visualises the relationship between trust and acceptance for the given use
cases for this configuration of the independent variables trust and acceptance.

Adult Tust in Personal Intervention and Child Acceptance

® Learnin,
High Acceptance ngf\ Acceptance
Q ® Enjoyment® Help
e Low Trust "High Trust aoeise
© ® Effective Time ® Security ©
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o
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Low Acceptance Low Acceptance
Low Trust High Trust
0
Trust

Fig. 3. Trust Acceptance Mapping Model (TAMM) for Child Acceptance of Adult
Intervention

More formally the dependent variable trust_acceptance is a 2-tuple (couple)
(z,y) where z is the trust value for the specified use case and y is the acceptance
value for the specified use case and x and y are bounded such that {1..10} =
{z € Z:1 <z <10}. The trust_acceptance values generated for each of the use
cases are plotted onto the TAMM as Cartesian coordinates.

All the values for trust_acceptance except for the use case control fall within
or on the border of the High Acceptance High Trust quadrant indicating that
the adults are trusting in their own ability to intervene and the children are
accepting of the interventions.

4.1.1 System as a Monitor. Figure4 maps the data from Studies 1 and 2
onto the trust acceptance framework where the adult is expressing their level of
trust in the systems monitoring of the child’s behaviour and the child is express-
ing their level of acceptance of the systems output. The learning, productivity
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(effective time), appropriate content and financial use cases all sit on the edge
of the High Acceptance and High Trust quadrant with adults placing greater
trust in the monitoring of financial transactions and monitoring content whilst
the children are more accepting of learning and productivity.

From a system designers perspective there is at least a consensus on the
features on which a design can be based. The enjoyment use case sits in the
High Acceptance and Low Trust quadrant indicating that whilst the children’s
acceptance of an intervention based on these grounds is high, the adult has little
trust in the systems capabilities and it is unlikely to be accepted if implemented.

Authority Trust to Monitor vs Child Acceptance of Intervention

High Acceptance High Acceptance
Low Trust Learning High Trust
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.g Enjoyment Effective Time
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Low Trust High Trust

0
0 5 10
Trust to Monitor

Fig. 4. TAMM for the System as a Monitor

4.1.2 System as an Interventional Agent. Where the system is required
to intervene in the child’s digital interaction as opposed to just monitor it, it is
less trusted by the adults to execute interventions and none of the data points fall
inside the High Acceptance High Trust quadrant (Fig. 5). Clearly this may have
implications if there is no adult present to personally perform the intervention
if the child is performing some action that may affect their wellbeing. This is an
area for further work and one such path is to assess how the embodiment of the
system affects stakeholders’ trust and acceptance of its outputs.
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Authority Trust in Intervention vs Child Acceptance of Intervention
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Fig.5. TAMM for the System as an Interventional Agent

5 Conclusion

Child acceptance and adult trust in a theoretical intelligent system designed
to monitor and potentially intervene in a child’s interaction with a computer
or other digital technology in an educational context is explored. Three studies
were conducted with the main stakeholders in the system, teachers, parents or
carers and the children. The children were widely accepting of the interventions
for the use cases presented. Parents and carers were more trusting of the system
to monitor the children’s activity than they were of the system’s potential to
make an appropriate intervention.

It was identified that the system may have to play a different role depen-
dent on the educational context it is deployed in. Within the school classroom,
the teacher is present and the child’s interaction with any technology is closely
controlled. Under these circumstances it makes sense to deploy the system as
a tool to monitor the children’s behaviour and alert the teacher. The teachers
interviewed were generally positive about the potential deployment of such a
system in their classroom. In a wider educational context, there may be less
control over the technology and software the child my encounter and the adult
may not always be present. There is a conflict here between this increased risk
to the children and the parents and carers decreased trust in the system to act
as an interventional agent.

The Trust Acceptance Mapping Model is presented as a tool to indicate the
likely success of the intelligent system design. Use cases which reside in the top
right High Acceptance High Trust quadrant are likely to have a greater chance
of adoption than those that fall in the other quadrants.
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Abstract. Despite much progress in adaptive training, the data driving adaptations
are largely local and temporary. Significant enhancements to adaptive training are
achievable given a more comprehensive picture of the competencies being trained
and current and correct learner profiles. In this paper we present an approach
to creating a human performance data layer that offers a foundation to enhance
adaptive training. We describe multiple recent projects for the U.S. Navy that
are converging on tools to support a lifecycle management approach for human
performance data. By creating a digital thread of competencies and applying tech-
niques that map performance data to corresponding competencies, these tools can
provide a rich array of analytics to training managers, workforce planners, and
line supervisors.

Keywords: Human Performance - Analytics - Competency-based Training

1 Introduction

1.1 Human Performance Data as a Touchstone for Adaptive Training

Adaptive training has enjoyed substantive advances as student modeling, intelligent
tutoring, and discourse capabilities have accelerated. Adapting training using contem-
porary techniques (generally employing various Al approaches) leverages data gener-
ated during instructional interactions by the environment, user actions, entity behaviors,
and outcomes [1, 2]. While much progress has been made, data used for adaptations
are largely local and temporary. Broad enhancements to adaptive training efficacy are
achievable given a more comprehensive and persistent learner profile and comprehensive
picture of the competencies being trained [3, 4]. What is needed is a human performance
data layer that offers a foundation to enhance adaptive training.

Throughout these three projects, we identified the need for a digital representation of
Navy sailor capability throughout several identified sailor-centered phases: Education,
Training, Certification, Qualification, Practice, and Mission Performance. These phases
anchor what we term the human performance data lifecycle. Digitizing Navy authorita-
tive source data, we laid out a dataset that included a number of these phases and linked
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the data such that issues identified in practice could be analyzed to highlight training
needs throughout the phases. This holistic approach to root cause analysis in the sailor
domain supported training-based content remediation based on faults in practice, and
enabled subsequent phases based on completion or experience in previous phases.

This digitization process overcomes the limitations of previous efforts to digitize
written records, which were insufficient to render natural language free text into machine-
actionable representations. Our approach blends document analysis and automation tech-
niques that process PDFs, word documents, and spreadsheets to generate Linked Data
that operates as an inventory of sailor capability data across the human performance
data lifecycle. Once sufficiently digitized and linked, automation systems can augment
human personnel management decision support capabilities by providing a structure
upon which to record training or live performance, capture performance events using
video, audio, or machine data as evidence, and remediate at a level of granularity specific
to the issues identified while simultaneously being able to identify the impact of those
faults.

In the next section we summarize how work performed for the U.S. Navy is con-
verging to establish a lifecycle management approach for human performance data. By
creating a digital thread of sailor competencies and applying techniques that map per-
formance data to corresponding competencies, these tools can provide a rich array of
analytics to training managers, workforce planners, and line supervisors.

1.2 Converging on an Approach: Three Separate but Related Navy Programs

Our expectations that adaptive learning can be enabled by effective human performance
data management are informed by three recent projects for the U.S. Navy. In these
projects, we applied human performance data lifecycle management techniques to 1)
collect and report performance data that informs training gaps; 2) identify training based
on these gaps and prescribe content germane to the sailor’s current curriculum; and 3)
update curricular pathways with training requirements detected using task-based training
gap analysis.

Eduworks’ support for the Surface Training and Readiness Management System
(STRMS) included collecting and integrating performance data from multiple sources
during on-ship exercises done as part of routine training and qualification procedures.
This data will be sent shoreside and may be incorporated into training decisions to
remediate performance gaps, support further training and qualification, and perform
watch team staffing decisions.

In the My Navy Learning (MNL) project, we supported the use of data from STRMS,
permitting ship systems, training officers, or the individual sailor to identify training goals
and objectives and close training gaps.

For the Rating and Career Domain Continuum Development (RCDC) project, we
applied tools to manage and update rating career flow maps outlining typical Sailor
progressions through rating milestones using a task-based training gap analysis process,
resulting in training development proposals used to address systemic training issues
associated with new equipment or discontinued courses.
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Each of these efforts developed new tools and techniques that contribute to our
integrated, holistic approach to human performance data lifecycle management. In the
following sections we discuss each program, and its resulting outcomes, in greater detail.

These three projects address different areas of the sailor-centered career long learn-
ing continuum (CLLC). As mentioned previously, these areas are Education, Training,
Certification, Qualification, Practice, and Mission Performance, and are all contained
with the Manpower, Personnel, Training, and Education (MPT&E) domain within the
Navy under the Chief of Naval Personnel.

2 STRMS

The Surface Training and Readiness Management System (STRMS) is a program aimed
at providing the Navy with a comprehensive tracking and training management system
in support of unit readiness, individual Watch Stander qualification and proficiency, and
tactical warfare competency. STRMS will also have the capability to track individual
career progression, milestone accomplishment, and schoolhouse and shipboard data
collection in support of Ready Relevant Learning (RRL).

Eduworks has been working with partners to create a comprehensive capability for
managing competency frameworks and learner profiles to provide a human performance
data layer for STRMS, with use cases centered in the Training, Qualification, and Prac-
tice areas of the CLLC. To the surface fleet, ensuring sailors are trained, qualified, able
and ready to stand watch is a key MPT&E requirement for readiness, as manning directly
affects operational availability of the ship and her specific capabilities. STRMS supports
this requirement by providing new digital systems for training management, PQS qual-
ification, and links these systems to watch team planning and performance evaluation.
This cluster of connected systems provides decision support to ensure sailors are qual-
ified before being required to stand watch, remediate issues found during evolutions,
drills, and exercises, and monitor the pipeline to ensure sailors are on pace to be trained
and qualified into the future.

To apply this level of adaptive qualification and manning information for a single
ship, we digitized dozens of qualifications, evolutions, drills, and exercises into machine-
actionable formats that were then shared with the appropriate systems and provided a
data backbone for storing the representations, information about sailor experience against
those representations, and computed comprehensive profiles for each sailor against each
qualification. These representations were then exposed via web service for each system
to consume, in order to provide a synthesized single picture of current sailor capabilities.

3 MNL

My Navy Learning (MNL) is an interoperable learning system supported by several
technologies and proven learning techniques and AI/ML to provide blended and adaptive
training capabilities. MNL uses AI/ML algorithms to tailor training to individual job and
career path requirements, and to personalize training based on individual goals and skills.

Eduworks has been supporting MNL by incorporating CaSS to support a digital
system that maps, tracks, and informs Sailor progress through career-long learning.
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We performed competency mapping and framework development, Navy source data
digitization, learner profile definition, and an advanced API to provide interoperability
across Navy information sources and systems.

MNL supports the Education, Training, Certification and Qualification portion of
the CLLC by providing the sailor with a dashboard tailored to their specific situa-
tion, accounting for their chosen profession, current job, ship type that they are on
(if deployed), rank or rate, billet, and goals that have been set by the sailor, their detailer,
or training officer. This rich applicability information is then used to identify courses,
training, and qualifications in scope of their specific situation and highlight elements
that are required in order to meet the sailor’s goals.

To apply this level of adaptive training, we digitized numerous course structures,
qualifications, and other linking frameworks that provided connections from course to
certification, from course to qualification, and from qualification to exercise or drill. In
addition, we created applicability information that was then used to orient this data to a
sailor in a specific situation.

One way this data was used was to interpret signals from the STRMS project when
sailors were not successful in performing an on-ship evolution or drill. This data was
used to generate a goal for the sailor to remediate content associated with the particular
step that was failed in order to address any training deficiencies within a very short
window before the drill was attempted again.

4 RCDC

The Rating and Career Domain Continuum Development (RCDC) project supports the
Sailor career progression process by providing tools for Navy personnel and manpower
planners and managers.

RCDC supports the MPT&E continuum by coordinating and sustaining the Sailor
CLLC through performing analysis of the CLLC, identifying and closing training gaps,
and providing tools to support awareness of the CLLC, including tools that display and
manage a career pathway called a Career Flow Map (CFM).

The CFM is a visual representation of an occupational career provided in a poster-
sized form that is being digitized and made interactive. The CFM places all typical
courses, qualification, and training along a 30 year career continuum, then augments
that information with situational information by ship-type. This data was digitized into
applicability information suitable for the CFM, but also MNL and STRMS. The CFM is
being used to identify suitable points to place new training that is created via a rich task
analysis process, and then validated and resourced through a front end training analysis
process.

RCDC supports the skeletal structure of the sailor-centered CLLC by providing data
management practices, tools, and a sustainment process.

5 Human Performance Data Lifecycle Management: A Synthesis

Across industries, many large organizations have successfully shifted from single-vendor
vertical solutions for training to multi-component learning ecosystems. These learn-
ing ecosystems are a key component in meeting the increasing demand for detailed
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and fine-grained human performance, capability, and skills data. For example, HR and
decision-making platforms (e.g. SAP success factors, Perform Smart, Cornerstone, etc.)
are relying more and more on training data to make key decisions. Even outside of the
training and HR verticals, new systems and software are emerging that provide deeper
customization and personalization based on the needs and abilities of the user. For exam-
ple, next-generation robotic exoskeletons in the Learning Environments with Augmenta-
tion and Robotics for Next-gen Emergency Responders (LEARNER) project funded by
the NSF apply skills frameworks alongside robotic support systems to improve human-
machine and machin-human understanding, making the exoskeletons more responsive
to the user [5]. Applications of new embedding-based generative Al models in art (e.g.
Midjourney, DALL-E 2, Stable Diffusion), text (e.g. GPT 3-4, ChatGPT, etc.), and audio
(e.g. VALL-E AlJ) rely on input prompts, and the commercial use of these tools needs
contextualization and localization. In all these examples, well-curated understanding of
human users is key to their success. Human performance data lifecycle management
covers a set of tools and practices that make use, transmission, reuse, and interpretation
of data generated by individuals and teams possible.

Like many organizations, the US DoD is heavily invested in optimizing team compo-
sitions, maximizing readiness, and improving training. Navy projects like RCDC, MNL,
and STRMS exemplify a broad human-centered learning continuum that is not centered
on the classroom, degree, or on the job training, but pertains to every activity the person
participates in. To support this holistic digital understanding of human performance,
we propose three core elements of human performance data lifecycle management:
digitization, definition, and interpretation, as shown in Fig. 1.

Data Management (requires Digitization) Models (requires Interpretation)

Activities Frameworks Profile
X Credentials
Experience State

Skills & Capabilities
Occupations
Evaluations

Dashboard Models
Business Rules

Assessments
Resources

Data Processing Pipeline (requires Definition)

What <subject> did: > Z‘é:g} eza:geg;?rdi?sert | Conclusions - what <subject> can do:

Providers (requires Instrumentation) Consumers (requires
Interpretation)

Learning Systems HR Review Systems Projeg Managgment
Task Management Credential Systems Adaptive Learning
Workflow Tools Recruiting Systems Dashboards

| H

Experience ! Competency H Readiness
L

Fig. 1. Human Performance Data Lifecycle Management
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Digitization

The digitization process refers to the creation of data streams and records of events,
experiences, goals, and associated skills. It is the necessary first step towards realiz-
ing the full potential of new and emerging technology for human-machine interaction.
Digitization consists of two steps.

First, the digital encoding of existing goals, business rules, doctrine, and other pro-
cesses. This allows organizational objectives to be stated in terms of outcomes and
related human factors. For example, a commercial organization might map sales targets
to specific business sectors and skill sets for individual sales people; a commercial air-
line requires pilots and flight crew to maintain certifications, which have both skill and
time components; and the DoD has doctrinal requirements that intersect with mission
needs and local conditions. Representing doctrine, training goals, and target outcomes as
interrelated frameworks has demonstrated significant improvements in training, process,
and outcomes in the US Navy STRMS project. By digitizing existing Navy doctrine,
policy, practice, requirements, and objectives, it has become possible to flow data from
individual actions to mission outcomes.

Digital encoding is only the first step towards a digitized organization. Second, it is
necessary to ensure that systems are able to produce human performance data streams.
This instrumentation process is what ensures that digitally encoded frameworks can be
linked to individual data streams in order to support downstream usage. Training is one
of the first and most obvious places to implement instrumentation to report assessments
and experiences at defined levels of granularity.

Definition
Digitization is a necessary foundation for human performance data. However, the data
streams that come from training and other human-interactive systems (e.g. communi-
cation like Slack, task tracking, time sheets, work product, etc.) are highly variable and
difficult to interpret, much less generalize. In order to implement a successful human
performance data management strategy.

A human performance data management strategy has the following elements:

1. The data sources and data producing components and the description of what data
they output, what format that data is in, and a human description of the data’s meaning.

2. The ETL process that is used to transform existing data source output into the formats
necessary to inform digitized activities and frameworks.

3. How assertions about human capabilities from data sources link to selected target
competencies and roll up into higher order frameworks.

4. The data feeds necessary for reports, dashboards, decision support, adaptive systems,
and other human performance data consumers.

As an example, we will break down the definition step for a fictional training system
for new pilots (Fig. 2).



Yaw

Angle of attack alert

[ Angle of Attack Assessment ]

Roll

[ Mission Success ]

Mission Waypoints

Checkpoint Success

Altitude reached

Takeoff Success

Touchdown offset from Centerline

() U/ U ) U | U L

[ Correct angle of attack

CJC  JU JU JC L)

Landing Success

Human Performance Data Lifecycle Management 57
Raw Environment Variables Interpreted Events Assessment Output
Pitch Stall Condition [ Stall Assessment ]

Fig. 2. Human performance data elements for an example training system

This new pilot training system outputs three data feeds: Success or failure overall,
instances where the angle of attack was too steep, and stall count. Each of these outputs
is supported by internal variables used within the training environment to compute
them. The human performance data management strategy will include each of these
data elements, a human interpretable description, and relevant data format and standards.
While it is possible to do this for raw environment events, it is not recommended. Best
practices for human performance data management begin at the interpreted event level.
An example of data fields used in this step are shown in Table 1.

Table 1. Data fields used for interpretation of human performance data

Data Element Human Description Data Description Data
Format/Standards
Stall Condition Variable measures A “1” and time stamp | Represented in IEEE
when aircraft stalls returned when stall P2881 and events are
occurs transmitted via XAPI

Stall Assessment | Variable assesses pilot
against FAA FAA regulations
frameworks

Pass determined by Represented in IEEE

P2881 and events are
transmitted via xAPI

The diagram shown in Fig. 3 represents a high-level flow of human performance
data as it moves through a hypothetical training sequence.
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Fig. 3. Schematic flow of human performance data for example training system

Interpretation

A well-defined data stream linked to digitized objectives is a powerful foundation, but
modern data consumers, ranging from personalized tutors to predictive analytics often
require actionable inputs rather than raw data streams. For this reason, it is best practice
to implement an interpretive layer between the raw data stream, digitized organization
and end-user applications that act on human performance data. This interpretive layer
defines how answers to questions about the human’s estimated knowledge and skill and
predicted performance are calculated. Different calculations, ranging from expert rules
to statistical and Al approaches, can be implemented depending on the needs of the
data ecosystem. The most successful architectures include easy ways to replace and
compare calculation approaches. This provides the ecosystem with unbound scalability
and flexibility as the state of the art continues to improve. To date, none of the early
adopters of a complete front-to-back outcomes data-consuming end user.

6 Conclusions and Future Work

Contemporary approaches to adaptive learning are dependent on human performance
data that are largely local and temporary. In this paper, we present a comprehensive
approach to managing competency-based performance data that can achieve significant
enhancements to adaptive training by calculating current and correct learner profiles. We
describe a human performance data layer that has emerged from multiple recent projects
for the U.S. Navy. From these efforts we have developed tools to support a lifecycle
management approach for human performance data. Our results to-date offer strong
preliminary support for achieving a digital thread of sailor competencies by applying
techniques that map performance data to corresponding competencies.

In on-going work, we are maturing these tools to provide a rich array of analytics to
training managers, workforce planners, and line supervisors. We are currently working
with a large commercial airplane manufacturer to create a training needs analysis tool
built using the technologies we describe in this paper. We are also working with the U.S.
Air Force to apply competency-based tools to bringing more analytics and insights into
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the process of managing pilot training. And we have created a commercial platform,
called Talent Cascade, that integrates these capabilities into a single interoperable suite
of services.
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Abstract. Affective Tutoring Systems (ATS) detect and mitigate critical emo-
tional learner states with the aim of providing individualized support. In tutoring
systems for safety-critical work environments, students are trained to achieve and
maintain high performance, therefore an ATS should be capable of identifying
critical emotional states hindering performance. Interindividual differences in the
emotion-performance-relationship can be considered by using the ARC catego-
rization system. The present contribution aims at developing a questionnaire-
based method of classifying new learners to the categories. To that end, we inves-
tigated differences in personality traits between the different categories. In an
airspace surveillance task, we measured performance, emotional valence, emo-
tional arousal, and personality traits in N = 50 subjects. Results showed that
a positive valence-performance-relationship, compared to a negative valence-
performance-relationship, is associated with higher Neuroticism, lower Conscien-
tiousness, and lower Openness to experience. There were no significant differences
in the traits Agreeableness and Extraversion. Based on these results, a future ATS
for safety-critical work environments could classify new learners in the ARCs
using self-report data and thus dispense with physiological sensors. Thereby, user
state diagnosis and evaluation for high performance is possible, setting the ground
for an ATS adapting to critical emotional learner states.

Keywords: Emotional User State - Affect-Adaptive System - Safety-Critical
Work Environment

“The extent to which emotional upsets can interfere with mental life is no news to
teachers. Students who are anxious, angry, or depressed don’t learn; people who are
caught in these states do not take in information efficiently or deal with it well” [1].

1 Introduction

The opening quote by Goleman states concisely what many studies have suggested: Emo-
tions influence learning success. This is not unexpected as emotions influence motivation,
attention allocation, and memory formation, all constituting important determinants of
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learning success [2]. Affective states should therefore be considered in a learner state
diagnosis [3]. Intelligent Tutoring Systems (ITSs) identify conditions hindering or pro-
moting learning and adapt teaching material to a particular student and therefore allow
for an individualized learning experience [3]. Affective Tutoring Systems (ATS) are ITS
which specialize in detecting and mitigating critical emotional states. Vicente et al. [4]
proposed that the learner’s state in ITS should be diagnosed in order to induce cog-
nitive and emotional arousal. Thereby, instructional material could be perceived as an
interesting and engaging experience. D’Mello et al. [5] likewise suggested that learning
environments that monitor and adapt to emotions in real-time are motivating and rele-
vant to the learner. In their opinion, robust emotion recognition is essential for real-time
affect-sensitive tutoring systems.

In our research, we aim at developing an ATS with a real-time diagnostic compo-
nent of the emotional learner state for training systems in safety-critical work environ-
ments. These environments are characterized by time pressure, high complexity, risk
bearing, and dependence on human reliability [6]. Failure leads to potentially serious
consequences like loss of life, significant economic loss or property and environmental
damage [7]. Avoiding errors and maintaining high performance is therefore crucial in
safety-critical systems. Because of the severe consequences of failure, it is important to
assist professionals in learning strategies to cope with and improve resilience [8] towards
undesirable emotional states.

The first step towards creating an adaptive system is to determine the direction of
adaptation [9]. It is essential to comprehend which emotional states should be fostered
in order to develop an ATS for safety-critical work environments. Previous studies have
discovered interindividual differences in the emotion-performance relationship which
should be regarded in an ATS [10]. Schmitz-Hiibsch et al. [11] therefore introduced a
categorization system for these differences (Affective Response Categories, ARC). In the
present paper, we propose to predict ARCs by users’ personality traits enabling the sys-
tem to categorize users correctly using self report data only. Thereby, ATS without phys-
iological sensors detecting the emotional state as for example in Korner et al. [12] could
nevertheless take the individual’s emotion-performance-relationship into account. In
perspective, an ATS could select appropriate adaptation strategies based on the learner’s
emotion-performance-relationship. To that end, we first investigate the differences in
personality traits between the ARCs.

2 Background

Russell [13] provided a definition of emotion serving as a theoretical basis in the design of
ATS [14]. The Circumplex Model of Affect [13] classifies emotions with two orthogonal
dimensions: Valence describes how pleasant the emotion is and arousal defines its level
of activation (see Fig. 1).
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Fig. 1. Circumplex Model of Affect (adapted from Russell [13]).

2.1 Emotion and Learning

Emotional states have a direct or indirect influence on the learning process. For exam-
ple, information is processed deeper and remembered better if it is emotionally touching
and physiologically activating [15]. Furthermore, positive emotions such as joy facil-
itate creativity, self-regulation, and deeper information processing. However, they can
also distract attention when not directed toward relevant learning material [3]. Negative
emotions such as frustration can interfere with attention as well, because a learner’s
focus is shifted away from the task and toward unrelated situational distractions [16].
Motivational processes relevant for self- and action-regulation are also influenced by
emotions. According to [17], positive emotions lead to higher motivation, more active
engagement in learning activities, stronger interest, and stronger self-regulation skills.
Negative emotions like frustration can on the one hand reduce motivation and on the
other hand, fear of an exam can increase motivation and engagement in learning [18].

2.2 Affective Tutoring Systems (ATS)

Computer-based learning systems (ITS) enable virtual one-on-one interaction in teaching
and learning. They analyze a student’s responses and behaviors and adjust learning
content accordingly [19]. ATS are ITS capable of adapting to a learner’s emotional state,
for example by reducing those emotional states with a negative impact on knowledge
acquisition and learning outcomes [20]. Typically, an ATS consists of three components:
the first one detects and classifies the learner’s affective state. The second one utilizes
emotional data and information about the current tutoring situation to create suitable
responses and adaptations. A third component communicates with the student, often
using a virtual tutor or pedagogical agent capable of expressing own emotions [20].
Arroyo et al. [21] developed an ATS for math training detecting the learner’s affec-
tive state by various sensors and providing emotional support. Their recommendation
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for future work represents the development of models predicting desired and undesired
emotional learning states. Woolf et al. [22] found that in an ITS, affective states compris-
ing negative valence and high levels of arousal resulted in unproductive and therefore
undesirable outcomes. In a literature review, Malekzadeh et al. [23] showed that in an
ATS, positive emotional states have benefits for students for example by promoting
cognitive flexibility. In contrast, negative states such as frustration and boredom were
accompanied by unfocused and disruptive behavior and lower self-regulation. Picard
[24] however argued that overcoming frustration or anxiety arising from increased task
difficulty can serve as a rewarding eye-opener and increase in motivation.

The conflicting findings from literature regarding both, the emotion-learning-
relationship and desirable emotional states for learning performance in ITS indicate
the complexity emerging from ATS development. Especially in training systems for
safety-critical environments, it is crucial to identify desired and undesired emotional
states for high performance in a particular task.

2.3 Interindividual Differences in the Emotion-Performance-Relationship

Cai et al. [25] searched for emotional user states associated with high performance in
a driving simulator study and showed an inverted U-shaped relationship with perfor-
mance for both, valence and arousal. Moreover, there is evidence of low performance
in human-machine systems, when users are angry or frustrated [26]. However, positive
emotions can have distracting capabilities as well [27]. Schmitz-Hiibsch et al. [11] simu-
lated safety-critical work environments using an airspace surveillance task and explored
the emotion-performance-relationship. Results showed that overall, high performance
was associated with low arousal, independent if valence was positive or negative. They
furthermore found interindividual differences regarding the valence dimension: Whereas
for one group high performance was associated with positive valence, the other group
achieved superior performance with negative valence. A third group did not show any
relationship between valence and performance [11]. Vine et al. [28] observed similar
interindividual differences in a flight simulator study with stress-inducing situational
contexts. They examined the pilots’ individual reaction and its influence on attentional
control and performance. Results showed that subjects’ evaluation of their personal rela-
tionship between situational demands and coping resources predicted both, attentional
control and performance.

The observed interindividual differences in the relationship between emotion and
performance present a challenge in the development of an ATS for safety-critical envi-
ronments requiring rigorous training to avoid human error. In order to promote high
performance for all learners individually, the system requires awareness of an individ-
ual’s emotion-performance-relationship. Schmitz-Hiibsch et al. [11] therefore proposed
a concept for user classification considering these differences in three Affective Response
Categories (ARCs, see Table 1). An ATS aware of a learner’s ARC could implement
suitable adaption strategies and thereby offer appropriate support for the individual.
Therefore, it is necessary for a future ATS to understand the assignment of learners to
categories.
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Table 1. Affective Response Categories according to Schmitz-Hiibsch et al. [11, 29]

ARC label Description

0 No relationship between emotion and performance

+ High performance is associated with positive valence and low arousal
- High performance is associated with negative valence and low arousal

2.4 Personality Traits in the Determination of ARCs

Enabling a future ATS to consider a learner’s ARC, it first has to assign a new student
to one of the three ARCs. In the present contribution, we investigate a possibility to
facilitate this assignment based on questionnaires in contrast to physiological data as in
Schmitz-Hiibsch et al. [29]. This would allow a fast and straightforward classification,
based on which the system’s support in the learning process could be provided in a
timely manner, even when the ATS does not employ physiological sensors as Korner
et al. [12]. The omission of physiological data allows a cost-effective use of an ATS,
which would thus be accessible to a larger community, and avoids ethical challenges
concerning for example privacy. Trainees are in full control of emotional self-report
data, while in an automatic diagnosis based on physiological data private emotional
states might be revealed.

We assume personality traits to present a reliable predictor for the individual emotion-
performance-relationship. Asendorpf [30] defined personality traits as all permanent
individual characteristics in a person’s experience and behavior, comprising a variety of
competencies like intelligence and emotional capacities. Emotions can be regarded as
personality traits if they are habitual emotions, presenting a persistent tendency to react
with the same emotion in similar situations [31]. As both, cognitive and emotional com-
petencies are part of personality, we assume that the emotion-performance-relationship
is a related construct. Furthermore, this association is potentially mediated by coping
styles in stress management that present a tendency towards particular coping strategies
and are a part of personality as well [30]. A person’s predisposition toward maladap-
tive coping styles like rumination could interfere with self-regulation and consequently
impair performance [cf. 28].

The Big Five Personality theory describes personality using five orthogonal factors
[32]. Openness to experience presents a general appreciation for art, adventure, unusual
ideas and a variety of experience. Conscientiousness describes a tendency toward long-
term planning and self-discipline, and Extraversion a tendency to gregariousness, dom-
inance in social settings, and cheerfulness. Agreeableness presents a tendency toward
kindness and harmony and Neuroticism a tendency to experience negative emotions,
such as anxiety, anger, or depression [33].
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Some of these traits are associated with certain coping strategies. For example,
Neuroticism has been linked to low perceived coping capacities, suffering from neg-
ative emotions like anxiety, and coping strategies focusing on emotion as opposed to
problem-focused strategies [34]. These findings provide an explanation for the results
by Roslan et al. [35] who measured emotional arousal using physiological measures in
a speaking task. Subjects scoring high on Neuroticism experienced a larger increase in
skin conductance and heart rate than participants scoring low on Neuroticism. In con-
trast, Conscientiousness was found to be associated with high perceived coping ability
and problem-focused coping [34]. Brouwer et al. [36] showed that in a stressful situa-
tion, low Conscientiousness scores were associated with a larger increase in heart rate
compared to high Conscientiousness scores. Similarly, Openness to experience has been
associated with greater stress resilience [37].

In the present contribution, we aim at exploring differences in personality traits
between the three distinct ARCs. A prospective ATS could use these findings to assign
new learners to one of the categories.

3 Methods

In a laboratory experiment, N = 50 student subjects (19-63 years, M = 27.8, SD =
8.9, 64% male, 34% female, 2% diverse) performed an airspace surveillance task. The
experimental test environment is based on the Rich and Adaptable Test Environment
[RATE; 38]. The simulation-based training environment comprises a Command and
Control (C2) task mimicking cognitive requirements and situational awareness demands
found in C2 as well as in air traffic control environments. This kind of simulation is
commonly employed in training to enhance performance in safety-critical situations as
recommended by Orasanu et al. [39]. The present gamified simulation allows for training
of cognitive capabilities necessary in for example, drone defense, power plant or traffic
control centers.

3.1 Experimental Task

In the experimental task, subjects pursued the goal of protecting their airport from
approaching hostile drones (see Fig. 2). The overall task consisted of three subtasks:
First, unknown drones had to be identified based on the Aeroscope signal sent by friendly
drones. When there was no signal, the identity (bird or hostile drone) had to be assigned
using the camera image (picture of a bird or a drone). Second, hostile drones approaching
the airport had to be warned. Third, hostile drones proceeding to the inner parameter
around the airport were stopped using a jammer.
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Fig. 2. Screenshot of the experimental testbed.

3.2 Operationalization of Variables

Figure 3 illustrates apparatus and experimental setup. To determine a trainee’s ARC, con-
tinuous real-time diagnosis of emotional valence, emotional arousal, and performance is
necessary. Emotional valence was operationalized through assessment of facial expres-
sions using the Emotient FACET engine [40]. A Logitech C920 webcam recorded the
subject’s face with a frame rate of 25 Hz. A Tobii Pro Spectrum 300 Hz eye tracker cap-
tured pupil diameter to measure emotional arousal. Performance was assessed using the
performance score described by Becker et al. [38] and considers task priority, accuracy
and response time. The Big Five personality traits were assessed via the NEO-FFI-30,
a validated German short version of the NEO-FFI with 30 questions [12]. Data was
recorded and synchronized using the iMotions software [41].

3.3 Procedure

Before participating, all subjects were asked to sign a privacy statement and an informed
consent according to the recommendations of the Declaration of Helsinki. The ethics
committee of Fraunhofer FKIE reviewed and approved the study (ID: 22_002). Each
trial began by calibrating the physiological sensors. Subsequently, subjects filled in a
demographic questionnaire and the NEO-FFI-30 for personality trait assessment. They
read the instruction of the experimental task and practiced itin a 15-min training scenario
with increasing demands. The experimental scenario evaluated for the present contribu-
tion had continuously high demands and lasted for another 10 min. Every minute, there
were on average 17 drones to be identified, five to be warned and four to be stopped.
Three additional scenarios were presented in the experiment and finalized by all subjects
to be analyzed in future work. Subjects left the laboratory after a debriefing and were
compensated with 20€.
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Fig. 3. Diagram of the experimental setup

3.4 Data Preparation and Analysis

The first step of data analysis was to determine the subject’s ARC using emotional
valence, emotional arousal and performance data. We defined all data points beyond
1.5 times interquartile range as outliers to be excluded [42]. Moreover, we normalized
the data within each subject via the min-max method, which has been shown to be
more effective than other methods in normalizing multimodal physiological data [43].
To account for varying sample rates of the different metrics, we averaged the measures
across sequential time windows of 10 s. ARC determination followed Schmitz-Hiibsch
et al. [11], who calculated individual Pearson correlation coefficients of valence and
performance as well as arousal and performance. We assumed that there is a relationship
between emotion and performance present, when we found at least a small effect (r < —
0.1 or r > 0.1, [44]). Tying in with evidence on performance benefits under low arousal
[11], the first prerequisite for ARC + and ARC — is a negative correlation between
arousal and performance. The second requirement is either a positive (ARC +) or a
negative (ARC —) valence-performance-correlation. All other subjects are classified as
ARC 0.

In the second step of data analysis, we determined differences in personality traits
between the three ARC groups. As the analysis was exploratory, no hypotheses were
defined. A subject’s ARC was used as an independent variable with three levels and the
Big Five personality traits as five dependent variables in a one-way multivariate analysis
of variance (MANOVA). Data preparation and analysis was conducted in R studio and
SPSS.

4 Results

The determination of the ARCs classified 38% of subjects as ARC +, 34% as ARC
— and 28% as ARC 0. Table 2 shows the means and standard deviations of the three
categories’ personality traits.
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Table 2. Means (and standard deviations) of personality traits.

ARC |N |Openness | Conscientiousness |Extraversion | Agreeableness | Neuroticism
0 14 12.51(0.39) |2.07(0.35) 1.92(0.32) 1.86 (0.39) 2.04 (0.27)
+ 17 2.32(0.38) |2.08(0.33) 1.84 (0.28) 1.91 (0.43) 2.33(0.34)
— 19 |2.65(0.33) |2.30(0.20) 1.88 (0.38) 2.02(0.43) 1.94 (0.27)

Before conducting the MANOVA, we verified if the statistical requirements for this
procedure were met. All groups were normally distributed across both dependent vari-
ables, as assessed by the Shapiro-Wilk test. There were no univariate outliers beyond
1.5 times interquartile range in the data and no multivariate outliers as assessed by the
Mahalanobis distance (p > .001). Levene’s test showed homogeneity of the error vari-
ances for all variables (p > .05) and Box’s test indicated that there was homogeneity of
covariances. Multicollinearity was not a confounding factor in the analysis, as correla-
tions between dependent variables were low ( < .3). As all requirements were met, we
proceeded with the statistical analysis.

A one-way MANOVA showed a statistically significant difference between the ARCs
on the combined dependent variables, F (10, 86) = 3.590, p < .01, partial n2 = .294,
Wilk’s A = .498. Post-hoc univariate ANOVAs were conducted for each dependent
variable (see Table 3, significant results and statistical trends in bold). To account for
the multiple comparisons problem, we corrected p-values using the false discovery rate
method suggested by Benjamini et al. [45]. Results show a statistically significant dif-
ference between the ARCs for Neuroticism and a statistical trend for Consciousness and
Openness to experience. Effect sizes were medium for Consciousness and Openness to
experience and large for Neuroticism according to Cohen [44]. We found no differences
for Extraversion or Agreeableness.

Table 3. Test statistics of post-hoc univariate ANOVAs.

Personality trait F-value p-value partial n2
Openness F(2,47)=3.752 p=.031 138
Conscientiousness F(2,47)=3.026 p =.058 114
Extraversion F(2,47)=0.235 p=.791 .010
Agreeableness F(2,47)=0.657 p=.523 .027
Neuroticism F(2,47)=8.273 p =.001 .260

We finally calculated post-hoc Tukey-tests to identify which comparisons of the sig-
nificant univariate ANOVAs show significant differences (see Table 3, significant results
and statistical trends in bold). In Openness to experience, ARC + scored significantly
lower than ARC —. There was only a statistical trend in Conscientiousness with ARC
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+ scoring lower than ARC — as well. In Neuroticism, we found two significant effects.
ARC + had higher scores than both ARC 0 and ARC —.

Table 4. Test statistics of post-hoc Tukey-tests for significant ANOVAs.

Personality trait Comparison Mpitt 95%-C1 p-value
Openness +vs. 0 —0.186 —0.497, 0.125 p=.324
—vs.0 0.146 —0.173, 0.464 p=.514
+ Vs, — 0.331 0.037, 0.626 p=.024
Conscientiousness +vs. 0 —0.013 —0.270, 0.244 p=.992
—vs. 0 0.229 —0.035, 0.492 p=.101
+ Vs, — 0.216 —0.028, 0.459 p =.092
Neuroticism +vs. 0 0.288 0.034, 0.543 p=.023
—vs.0 —0.102 —0.363, 0.159 p=.616
+ Vs, — 0.390 0.149, 0.632 p =.001

5 Discussion

The present paper investigated if personality traits were capable of predicting interindi-
vidual differences in the emotion-performance-relationship in safety-critical work envi-
ronments. To that end, participants were divided into the three ARCs accounting for
individual differences. According to the three categories, users differ in their relation-
ship of valence and performance. Mean differences in personality traits between the
categories were tested for significance using a MANOVA. Results showed that a nega-
tive valence-performance correlation (ARC —) was associated with lower Neuroticism
and a tendency toward higher Conscientiousness and Openness to experience. In con-
trast, a positive valence-performance correlation (ARC +) was associated with higher
Neuroticism, lower Conscientiousness and lower Openness to experience. For the other
traits, no differences were found.

5.1 Theoretical Implications

The present results are compatible with those by Schmitz-Hiibsch et al. [10] and
Vine et al. [28], who showed interindividual differences in the emotion-performance-
relationship. Our findings thereby provide further evidence for the necessity of taking
these differences into account when an AT'S aims at promoting high performance individ-
ually. The distribution of ARCs within the inspected sample was similar to the one tested
in Schmitz-Hiibsch et al. [11], who observed an almost even split in thirds. Replicating
this outcome provides first hints on a resembling distribution in the broader population.
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Furthermore, our results show that the emotion-performance-relationship is asso-
ciated with a subject’s personality. One possible explanation for a positive valence-
performance-correlation in individuals with higher Neuroticism and lower Conscien-
tiousness scores lies in the association of coping styles and personality traits. Neuroti-
cism was found to be correlated with low perceived coping capacities, higher anxiety
and coping strategies focusing on emotion instead of problems [34], possibly leading to
performance decrements in the presence of negative emotions that cannot be coped ade-
quately. Conscientiousness, however, a personality trait associated with high perceived
coping ability and problem-focused coping [34], might present a protective factor. In the
presence of negative emotions, subjects with a higher Conscientiousness score classified
in ARC — might have made a greater effort to perform well in the task than those with a
lower Conscientiousness score classified in ARC +. Openness to experience, which is
associated with stress-resilience [37] might have similar protective effects.

Another explanation for our findings can be based on the Appraisal Theory of Emo-
tion [46]. According to this theory, emotions are caused by the evaluation of a stimulus
and its correspondence to individual goals and expectations. Several processes such as
bodily sensations and situational factors contribute to the emotional experience [47].
Possibly, the individual differences observed arise in the phase of appraisal. For exam-
ple, if a person tends to exert an anger-prone appraisal style, events are often appraised
in a way that leads to feelings of anger [48]. Previous research suggests that personality
traits play an important role in this process [49]. The appraisal of one’s low performance
may have caused frustration in ARC 4 leading to lower engagement due to low Consci-
entiousness resulting in even lower performance. In ARC —, however, low performance
could be associated with an anger-prone appraisal style resulting in a fierce determination
to try harder.

For the traits Extraversion and Agreeableness, there were no significant differences
present between the three categories. Extraversion describes a tendency toward gregari-
ousness, while Agreeableness presents a proneness to kindness and harmony [30]. Both
traits are associated with social interactions [50], which were not part of the present task.
If performance was measured using a different task requiring social skills, Extraversion
and Agreeableness might play a different role.

5.2 Practical Implications

Differences in personality traits between the three different ARCs indicate that a future
ATS could determine alearner’s ARC based on personality self-report only, without using
physiological data. A higher score in Neuroticism and a lower score in Conscientious and
Openness to experience would suggest a learner’s affiliation with ARC +. In contrast,
low Neuroticism, high Conscientious and high Openness points to ARC —. Assigning
a new student based on self-report data only represents an advantage as not all ATS
use physiological sensors to detect emotional state. For example, in Wu et al. [51],
learners repeatedly selected words describing their emotions. Eliminating physiological
sensors allows for low-cost user state detection facilitating accessibility of institutions
and individuals to the ATS, allowing for more inclusive education.
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Furthermore, ethical challenges arising from the employment of physiological sen-
sors can be avoided. The European Commission proposes ethical guidelines on the use
of AI and data in teaching and learning for educators [52] building on the seven key
requirements for trustworthy Al specified in the Ethics Guidelines for Trustworthy Al
and the Assessment List for Trustworthy AI (ALTAI) [55], developed by the High-Level
Expert Group on Al In an ATS, two key requirements are especially relevant: Human
agency and oversight and Privacy and data governance. A person with agency is capable
of determining choices regarding their life and can be responsible for their actions. Pri-
vacy and data governance include respect for a user’s privacy, for quality and integrity
of data, and access to data [55]. In an ATS, a learner should be, for example, able
to opt-out if concerns have not been adequately addressed; and teachers and learners
should be informed about what happens with their data, how it is used and for what
purposes [52]. User state diagnosis via self-report vs. physiological data as proposed in
the present paper, allows for high control by users, as they can decide for themselves
what information they reveal, ensuring both, agency and privacy.

Based on the mapping of learner and ARC, an ATS could proceed with a diagnosis of
favorable and unfavorable emotional states for learning. The diagnosis could then serve
as indicator for the need of learning content adaptation as described in Petrovica et al.
[20]. Thus, an ATS for safety-critical work environments could provide individualized
support for optimal learning performance.

5.3 Limitations

Several limitations must be considered when interpreting the present results. Accurate
classification of new learners based on personality traits is only likely to be successful
if they match exactly the pattern observed (cf. Table 4). However, if a person simultane-
ously scores high on Neuroticism, Conscientiousness and Openness to experience, the
classification is more ambiguous. Furthermore, confounding of ARC + and ARC — with
ARC 0 is possible, since for this third category a significant difference was found only
in the personality trait Neuroticism and only to one of the other two ARC categories.

The short version of the NEO-FFI used in the present contribution, with 30 instead
of 60 questions, is also associated with restrictions. Correlations between the respective
long and short scales are on average above r = .90 [12]. Nevertheless, the average German
population loses on the short scale slightly in Neuroticism and gains in Agreeableness
and Conscientiousness. These deviations affect some of the scales in which significant
differences were found in the present data set. As the study was conducted in Germany
and in German language, it may not be generalizable to other language areas or cultural
groups.

Finally, the experimental task used represented a very specific type of task from
the broader field of safety-critical work environments; however, there was no social
interaction necessary. In a different task, for example, in a flight simulator or a learning
environment for nuclear power plants, other personality traits such as Extraversion and
Agreeableness could play a role as well.
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5.4 Future Work

The NEO-FFI questionnaire is only one possible inventory to assess personality traits.
Alternative questionnaires based on personality models other than the Big Five are,
for example, the Freiburg Personality Inventory (FPI-R, 53) or the 16 Personality Fac-
tors Test [16PF, 54]. Further studies with these questionnaires could reveal additional
differences in personality to obtain an accurate classification. Moreover, a combina-
tion of further questionnaire data such as age and gender and physiological data such
as pupil width and emotional facial expression could be used to determine ARCs and
achieve a richer data basis for multi-modal classification. Furthermore, results from this
exploratory analysis should be replicated in a hypothesis-testing study for validation.
Finally, other task types from the safety-critical task domain could be investigated to
validate the generalization of both, the concept, and the classification. Conceivable task
areas would be control centers of power stations, aircraft cockpits and many others.

6 Conclusions

The present paper investigates how personality trait differences relate to individual dif-
ferences in the emotion-performance-relationship. We found a significant difference
in the personality trait Neuroticism. A negative valence-performance-relationship was
associated with lower Neuroticism as compared to a positive valence-performance-
relationship. Furthermore, there was a tendency towards lower Conscientiousness and
Openness to experience, when the relationship between valence and performance was
positive. Based on these results, a future ATS for safety-critical work environments that
classifies new learners in the ARCs using self-report data only could be regarded as
promising direction.
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